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Poles and Zeros

Once More, The Board. The September Board of Directors meeting in New York ran a thought provoking course over a great many topics, as is often the case when a new season begins. It acted on the major awards of the IRE for presentation next March, recognizing Dr. E. Leon Chaffee for the Medal of Honor for his contributions to our knowledge of the electron tube, and noting the forthcoming importance of the maser principle in the Liebmann award.

Dr. W. R. G. Baker and Dr. Alfred N. Goldsmith independently introduced proposals having to do with forward planning for IRE's future, both pointing out areas of future responsibility as electronics continues its growth into one of the world's largest business and professional areas. Dr. Goldsmith pinpointed some of the areas requiring future attention as being electrical education and curriculum studies, medical electronics, power generation by electronic means, methods of nonradio communication, remote control of processes, and the general area of navigation, astrogation and space electronics.

The Board also removed a restriction on the meetings of the IRE Representatives in the colleges, by no longer requiring these Regional assemblies to be held in connection with a Regional conference or symposium, thus permitting a freer choice of dates in keeping with academic calendars.

Reiterated was present IRE policy which restricts control and use of Section funds to usual areas of Section activity and operation. It was noted that the IRE Board delegates certain financial powers to the Sections and retains those powers not so delegated, in contrast to the U. S. Constitution which reserves all undelagated powers to the States. This seems logical—the central IRE authority established the Sections whereas the States established the U. S. federal government.

The attention of the Board was called to a small activity next spring: the National Convention, March 23-26.

Number One Hundred. Last month we greeted Anchorage, Alaska, as Section Ninety-Nine, and now we reach the one hundred mark by elevation of the Quebec Subsection to full Section status. Our greetings go to them as we pass a real milestone in IRE history. We must admit that there is as yet no truth to the rumor of the pending emergence of a French edition of the PROCEEDINGS, but we will say. Nos amis du groupe Québec, soyez les bienvenus.

Standards Is Standards. In 1946, after considerable polite discussion and with aid from the Department of Defense, a full juncture of electronic and power circuit symbols was achieved, now represented by ASA Standard Y32.2-1954. Major results of this action from the electronic viewpoint were the relegation into the discard of the old ladder-like resistor symbol and the inductor that was a resistor, and the introduction of a capacitor symbol involving the bowed lower plate to eliminate confusion of the old parallel-line symbol with the power symbol for a contactor.

The Editor feels that when one's field has a standard convention it is the duty of every practitioner to acquaint himself with and use these symbols, and is disheartened to find students, and yes, even professors, trying to tune circuits with contactors. In fact, the Editor is reported to have occasionally reminded some students of the impossibility of this operation.

But now our face is of a color approaching that of a parboiled Maine crustacean to find that our own STUDENT QUARTERLY has indeed published a paper including the now depreciated, disparaged, disapproved, denounced, and in fact decadent symbol for a capacitor—and compounded the felony by referring to the device as a condenser! O temporal 0 mores!

Baby Kissing and All That. When you read this, one election will be over but the political maneuvering and planning for another should be well under way. This latter campaign should be so conducted as to discover the best fitted candidates for the positions of IRE Regional Director in Regions 1, 3, 5, and 7, nominees for which are to be chosen by the Regional Executive Committees next March.

Your Regional Director represents your Section and you, and should employ the ideas and wishes of the individuals and Sections in formulating IRE policies. He represents the electronic hinterlands as well as the macrocosm of our profession, must catalyze the activities of from four to sixteen Sections, earn a day-to-day living, and still become so well acquainted with the IRE in his two-year term as to intelligently contribute to the solution of its problems.

He must also spearhead his Region's conferences and symposia, and stimulate the activities of the IRE Student Branches. A candidate must therefore be a considerable person, one not idly selected over the post-Section-meeting mug, or by horse trading or prearrangement between Sections. Each Section should scrutinize its past officers, or other members with proven executive ability and knowledge of IRE operations, and honestly and forthrightly present their qualifications to the other Sections of their Region in advance of the March nominating meeting.

Protect us from the smoke-filled room in which Sections A, Q, and Z present favorite sons and all names are placed on the ballot to avoid mental wear and tear, or in which Section J insists that it is the "turn" for their candidate. Let us have forthright cogitation, cajoling, conflict, and cigars if it leads to nomination of our best possible candidates. Voters, arise!—J.D.R.
Ralph I. Cole (A'29–SM'46–F'58) was born in St. Louis, Mo., on August 17, 1905. He received the B.S. degree in electrical engineering from Washington University in St. Louis, and the M.S. degree in physics from Rutgers University in 1936. From 1929 to 1942, he was a civilian radio engineer with the Signal Corps Laboratories at Fort Monmouth, N. J. Projects assigned to his cognizance included direction finding systems and armored vehicle communication equipments and systems. Under his direction, the “Tank” radio communication set was developed using the first multiple wideband, integral superheterodyne (BC-312) receiver, and the first wideband crystal controlled radio transmitter (BC-223). He is the holder of several patents concerning improvements in radio direction finding systems and special radio component designs.

Commissioned as a Major in the Signal Corps in 1942, he was placed in charge of research and development of direction finding and intercept systems and of VHF fighter control systems required at that time by the Air Force. In 1945 he was transferred to the Air Force Watson Laboratories and assumed charge of the Engineering Division. He was awarded the Legion of Merit for his direction of research and development. When he returned to civilian life in 1947, he retained the rank of Colonel in the Air Force Reserve.

He was technical director of the Rome Air Development Center until 1952, when he became manager of military projects planning at Melpar, Inc.

Mr. Cole was the first Chairman of the Professional Group on Engineering Management, and is currently a member of its Administrative Committee. He was also Vice-Chairman of the Monmouth Subsection, and an organizer and Chairman of the Rome Subsection. In the Washington Section of IRE, he has held the offices of Secretary-Treasurer, Vice-Chairman, and Editor. He is currently Chairman of the IRE Ad Hoc Committee on Manpower.

He is Director of the Washington Society of Engineers and the Washington chapter of the Air Force Communications and Electronics Association, and a member of the Institute of Navigation, the Air Force Association, and the American Ordnance Association.
Scanning the Issue

Electronic Composites in Modern Television (Kennedy and Gaskins, p. 1798) — Those who watch the big color television programs, such as the Perry Como or Steve Allen shows, will have noticed recently the use of unusual composite pictures to achieve special effects. These trick shots are made possible by the Chroma-Key system described in this paper, a new technique which makes possible the artificial creation of a whole gamut of effects by electronic means, both in color and black and white. For example, with one camera trained on a small Buddha incense burner and another on two dancers, a realistic composite can be produced in which Buddha appears 10 feet high with the couple dancing at his feet. Not only will this development greatly enhance the artistry and entertainment value of television, but it will have important impact economically as well. Costly sets can now be replaced by miniatures, paintings, slides, film or tape recorded background scenes. As for the future, the electronic equipment itself may soon be able to create some backgrounds artificially. It is safe to say that Chroma-Key is the most important technical innovation in television since the advent of color.

Transfluxor Controlled Electroluminescent Display Panels (Rajchman, Briggs, and Lo, p. 1808) — Two important developments of recent years, the transfluxor and the electroluminescent cell, have been united to bring about a major step forward in the evolution of solid-state display devices of the type that are actuated by electrical signals rather than by X rays or light. In last month's issue one such device was proposed in which a ferroelectric material was used as the connecting and controlling link between the electrical input signal and each electroluminescent cell. In the present paper this function is performed by magnetic means. The transfluxor, a multi-hole ferrite core with unusual signal storage and control properties, is admirably suited to the demanding role of energizing a cell to a desired level for a desired length of time, without affecting the levels of adjacent cells. Since each cell level can be independently and rapidly controlled, it is technically feasible to display television images on the device, although it is by no means economically practicable as a substitute for a television picture tube. Nevertheless, it will undoubtedly find important use for giant size displays and as a read-out device for certain types of data handling systems.

Incoherent Scattering of Radio Waves by Free Electrons with Applications to Space Exploration by Radar (Gordon, p. 1824) — This paper offers as much in the way of exciting new prospects as any that has appeared in the PROCEEDINGS in recent years. The author first calls attention to the important fact that the extremely weak, and hence previously unconsidered, incoherent scattering of radio waves by free electrons in and above the earth's ionosphere can, in fact, produce a detectable radar echo if a powerful enough radar is used — and that the construction of such a radar now lies within our present capabilities. He then points out that this same equipment would be capable of obtaining radar echoes from the sun, Venus, and Mars, and possibly from Jupiter and Mercury, and could also detect radio emissions from previously undetected sources in remote reaches of the universe. To reach Mars the author figures on a one-megawatt radar operating at 200 mc with a 1000-foot dish antenna, a one-millisecond pulse, and a 2-ke receiver bandwidth. These timely and novel proposals are certain to excite a great deal of interest and discussion among the large body of scientists concerned with wave propagation, atmospheric physics, and radio astronomy.

Analysis of Millimicrosecond RF Pulse Transmission (Forrer, p. 1830) — This paper analyzes the distortion of short pulses due to the frequency dependency of the complex propagation constant of a transmission system. Due to the widening applications of millimicrosecond pulse techniques, the results and examples given will be of quite broad interest, especially to radar systems designers.

A Quartz Servo Oscillator (Lea, p. 1835) — Precise control of frequency has been of central interest to radio engineers for nearly 50 years. This paper describes a notable forward step in that long history — an oscillator that is potentially superior to any standard now available, short of an atomic device. The tube-dependent instabilities of conventional oscillators are completely avoided by using an RF bridge in which none of the arms have tube-related reactances. As a result, the oscillator is stable to 2 parts in 10^8, relative to the slight frequency drift of the crystal.

Some Generalized Scattering Relationships in Thin-World Radio History

Electronic Composites in Modern Television*

R. C. KENNEDY† and F. J. GASKINS‡, ASSOCIATE MEMBER, IRE

Summary—After a review of the various electronic techniques which have been used in television to simulate optical effects used in motion picture photography, a new process called “Chroma-Key” is described. “Chroma-Key” is an inserting or matting technique intended for color television which utilizes a highly saturated color background for the inset subject. Many of the problems normally associated with monochrome inset are nonexistent with the new approach. The apparatus required, methods of integration into a system, consideration of various influencing factors, and results of tests and on-the-air use are described.

INTRODUCTION

The development of special effects generated electronically is a natural part of the progress and growth of the all electronic television broadcast system, first in monochrome and presently in full color. They are used for effecting smooth changes of scenes, transitions between different parts of a program, and providing interesting geometric patterns. More recently, NBC developed Chroma-Key electronic video inset technique has been utilized for increased flexibility in television program production.

Television was still in the monochrome flying disc era when a patent application was filed which described a means for producing fade-outs, fade-ins, and lap dissolves.1 This made possible more artistry in changing scenes or mood in contrast to the sharp breaks which had previously been necessary.

A patent application filed in 1932 described a means of inserting the information from one television camera into information from another camera so as to produce a composite result. The term “inset” is used to describe the process whereby the brightness variation in the signal from a camera is used to delete a corresponding area from the picture from a second camera so that the first camera’s picture will fit precisely in the “hole” thus created in the second camera’s signal. Such a facility opened up many new possibilities. Since the background material could be any kind of art material, e.g., stamps, post cards, magazine illustrations, transparencies, film, etc., the cost of sets could be vastly reduced and much greater freedom was offered the producer.

The basic technique involves placing the subject material to be inset in front of a black background. The camera output is at pedestal or black level except when scanning the subject. The presence of the black level output is used to generate a potential whose polarity is opposite to that of the potential produced while scanning the subject. These two potentials when shaped produce a pulse which is used as a switching mean of choosing the output of the background source when scanning black and choosing the output of the fore ground or inset camera when it is not scanning black.

The combination of the two video signals results in a composite picture when viewed on a kinescope. This technique was first demonstrated at NBC around 1940. In the demonstration, a girl sitting in a chair in front of a black background in a studio was “inset” in a film showing a box seat at a race track.

Another patent application filed in 1937 described a more complex type of composite wherein three separate and distinct planes of depth were combined so as to have foreground inset into middle or intermediate ground material which in turn was inset into the background material.

To understand how such a technique might be used, the following explanation is offered. A film of the front of a sidewalk cafe in Paris showing people entering and leaving is the background. A group of actors seated at a table are placed in front of a black background in the studio. This middle ground subject matter is picked up by a studio camera and electronically inset into the background film. Finally, a film showing autos, bicycles, trucks, etc., moving along the street is inset into the composite formed of the previously described intermediate and background subject matter. The only requirements for proper constitution of the whole picture are: 1) that the scanning of any middleground subject matter must key out correspondingly scanned background material; 2) that the scanning of any foreground material must key out correspondingly scanned middle and background data; and 3) the timing of the middleground and foreground signals with reference respectively to the timing of the “hole” deleted in the background middleground and middleground data must be proper to assure minimum demarcation or transition between the inset and the background. The timing of the inset to correspond to the “hole” deleted in the background utilizes well known television practices for timing of blanking, horizontal and vertical drive, and synchronizing signals in a television installation.

The most difficult condition to realize is to reduce to a minimum the line of demarcation between “inset” and the background. The switching action must be extremely fast, the transition symmetrical, and the shift of the dc axis between the two modes must be less than 1 per cent and retain that adjustment at least for the duration of a particular show.

* Original manuscript received by the IRE, April 16, 1958.
† Nat'l Broadcasting Co., Burbank, Calif.
‡ Nat'l Broadcasting Co., New York, N. Y.
Numerous circuits had been tried, but it was not until 1952 that a satisfactory "switch" was described\(^1\) which has made possible the various effects to be discussed. The switching amplifier is described in greater detail under the section on "Apparatus."

The switching amplifier responds in accordance with the kind of keying signal fed to it. Thus, a square wave whose duty cycle may be varied provides split screen and wipe effects. Other signal information in proper combination can produce diamonds, circles, squares, etc., in a wide variety of geometric forms. The waveform generator for this purpose is described under Apparatus.

The inset technique may be extended for a greater number of depths or planes of action. However, there are certain problems arising from the use of this type of effect. One is a matter of lighting. The amount of light required to illuminate the black set is quite low. However, the light necessary on the artists is quite high, causing some discomfort due to heat. One way to circumvent the problem is by letting red velvet be used instead of black for the background material. The artists then use green make-up and garments and green illumination is used. Green filters are used on the cameras to permit use of the so-called complementary black in contrast to the true black.

The choice of black for gating or switching operation requires certain precautions to be exercised to prevent the appearance of background material in undesired portions of the picture. The artist cannot wear black clothing or have black hair. Neither may camera shots in closeups where the performer speaks be utilized as the background material may appear through his mouth.

Another consideration which requires very close attention to detail is that of perspective. The various depths or planes of action must be so proportioned in size that when the complete composite picture is viewed, all components, both scenery and subject alike, are able to create the critical impression of depth or perspective to the eye.

Two additional contributions which are pertinent to the present discussion are covered by patent applications filed in 1935\(^6\) and 1939.\(^4\) The first patent describes the use of geometric patterns, e.g., circles, stars, diamonds, etc., on slides placed in a slide scanner (or viewed by a television camera) for generating keying information. The geometric figures may be white on black background or vice versa. In this arrangement two signals, either from cameras or other program sources, are fed into the switching amplifier. The signal from the slide scanner or a television camera then keys one program source into the other in accordance with the shape of the geometric design in the slide scanner.

The second patent covers the basic idea of using one camera to scan some geometric design for addition to a picture from some other source. The resultant picture would have the geometric design either black or white inset into the picture. However, the unique feature is that the inset figure might be a small arrow which may be moved about in the picture into which it is inset. With this facility, it is possible to point out an individual in a crowd such as is done when televising political conventions, etc.

**Chroma-Key Electronic Video Inset**

All of the methods discussed briefly thus far have been used primarily in monochrome television. The teachings are applicable equally to color television and many are presently in use today on color programs. It is obvious that the complementary black approach using red background material and green subject material cannot be used for color television, but the use of conventional black backgrounds with amplitude differentiation between inserted and background material has been used effectively.

The color signal is of such nature as to suggest two other methods for deriving the keying or switching data. As is well known, a color signal from the camera is actually in the form of three separate signals. In the colorplexer or encoder, these are combined in proper fashion together with the reference burst to form a single output signal. Either the signals at the output to the colorplexer or the waveform from its output may be used to generate a pulse suitable for switching.

The Chroma-Key electronic video inset technique differs from the technique employed in monochrome television in the broad sense in that differentiation between the foreground and background material is accomplished by differences in hue rather than differences in amplitude. A matrix and white balance circuit used to select the proper background hue, e.g., blue, to generate a pulse followed by a high degree of nonlinear amplification, creates the switching signal when it is desired to derive it from the signals entering the colorplexer. The color signal analyzer or its equivalent is used to properly phase to and recover the necessary switching information from the colorplexer output signal.

**Apparatus**

**Lap Dissolve Amplifiers**

As is apparent from the above discussion, there are several pieces of apparatus needed to create all the various effects which have been described. Lap dissolves, fade-ins, fade-outs, and superimpositions are effects which can be produced by means of the lap dissolve amplifier. The circuitry of the lap dissolve amplifier presently in use is shown in Fig. 1.\(^7\) Basically, the objective in these circuits is to provide a means whereby manual control is used to select the amount of signal from each of two cameras or sources of video informa-

---


\(^{4}\) J. O. Schroeder, to be published in Electronics.
Fig. 1—Schematic diagram, electronic lap dissolve amplifier.

UNLESS OTHERWISE SPECIFIED CONDENSER VALUES ARE IN MFD AND RESISTORS ARE IN OHMS.
Fig. 2—Schematic diagram, special effects amplifier.
tion prior to their being added in a common impedance. At one end of its travel, the manual control has effectively turned off one camera's output and turned on the other. The converse is true when the control is at the opposite end of its travel. For positions intermediate the output of each camera is contributing a fraction of its maximum and the resultant picture has the appearance of a double exposure. Placing the control in the middle of its travel permits half of each camera's output to be seen and a superposition is created. Operation of the control slowly from one extreme to the other produces a lap dissolve. If no video signal appears at one input of the amplifier, operating the control from this channel to the other produces a fade-in and the converse action produces a fade-out.

Special Effects Amplifier

Several circuits have been used for this type of operation but the most satisfactory one presently in use is shown in Fig. 2. As may be seen, the amplifier is capable of accepting two video signals and of being able to switch between them at a very fast rate.

In Fig. 2, one video input is through V4 and clamp diode V5 to the switch driver V6. The second video input is through V9 and clamp diode V10 to switch driver V11. The switch comprises tubes V7, V8, V12, V13, and V15. The output circuit is a feedback amplifier V2 and V3. Application of about 5 volts of short rise time step causes the switch to operate and the opposite sense step returns the switch to its original mode. The rise time of the applied step should be somewhat less than 0.1 µsec. The capacities in the switch are such as to limit its action to approximately 0.1 µsec and the drive signal should be of shorter duration so as to avoid increasing switching time.

The signal from the camera picking up the subject in front of the black background is used to operate the switching amplifier. This camera signal is fed into the KEY IN bus and is formed into a pulse suitable for driving the switch by means of V19, V20, V21, V22, and V18.

Special Effects Generator

The Special Effects Amplifier can be used not only for insets but for producing a wide variety of geometric effects provided proper types of keying signals are supplied to the switch.

A special piece of apparatus known as a Keying Generator has been developed for producing the requisite waveforms. Circuits are provided which produce sine

---

Fig. 3
waves, saw teeth, and variable duty cycle rectangular waves of various multiples of field and line rate. These various waveforms permit generating split screens on vertical, horizontal, and diagonal bases, circles, venetian blinds, inset squares of adjustable size and location in the field, and many others are shown in Fig. 3.

**Chroma-Key Electronic Video Inset**

In reflecting upon the limitations of monochrome inset it becomes apparent that the basic problems stem from lowlight areas resulting from low subject reflectance, shadows, surface contours, and subject lighting conditions in general. For proper switching operation, it is necessary that a large brightness difference be obtained between background and subject matter, and that this difference be translated into a large video signal increment. Thus, as has been pointed out earlier, extreme care is required in subject lighting.

If the situation is reversed wherein the unlighted subject is placed between an evenly lighted white backdrop and the camera, the silhouette formed could be easily utilized for deriving keying information for the switching amplifier, and shadows, subject reflectance, motion, etc., would no longer present a problem. This method would be excellent for creating silhouette effects but rather limited in application. It is this silhouette effect, however, which when used with a backdrop of a particular color that gives rise to the possibility of Chroma-Key. The subject is placed in front of a brightly lighted backdrop of a highly saturated hue. The subject may wear any colors other than is used in the background.

To understand how the background hue may be used to produce a keying signal, consider Fig. 4 which shows the vector representation of the chrominance subcarrier for primary and secondary colors in the color television system, together with the corresponding chrominance video levels for an encoder tuned to maximize the blue vector. Such a signal might be obtained by introducing the output of a color bar generator into the red, green, and blue terminals of a colorplexer or encoder. The encoder output is then demodulated in a circuit such as a color signal analyzer, the heart of which is a synchronous detector and calibrated delay line. By proper adjustment of the color signal analyzer, the amplitude of any particular color either primary or secondary may be maximized either positively or negatively. Thus the signals for all colors in the lower half of the vector polygon are negative. Furthermore, observe that black, gray, and white are all at zero amplitude. Hues above the zero line are sufficiently differentiated from blue to allow positive keying. This indicates that, assuming a highly saturated blue background, whites, grays, blacks, all hues in the lower half of the polygon of Fig. 4, as well as some low saturated colors in the magenta and cyan region may be used as subject material.

---

Fig. 6—Schematic diagram, chrominance background insertion gate pulse generator.
A and B, and the output is zero for all positions of A and B. However, when the camera is scanning, for example, a highly saturated blue area, the input to the potentiometer is $R=0$, $G=0$, and $B=1$. Proper positioning of arms A and B results in a maximum output signal of $+1$. The amplitude for other primaries and secondaries are listed below for blue maximized.

- **Red**: $R=1$, $G=0$, and $B=0$, Signal Amplitude $-0.5$
- **Magenta**: $R=1$, $G=0$, and $B=1$, Signal Amplitude $+0.5$
- **Green**: $R=0$, $G=1$, and $B=0$, Signal Amplitude $-0.5$
- **Cyan**: $R=0$, $G=1$, and $B=1$, Signal Amplitude $+0.5$
- **Yellow**: $R=1$, $G=1$, and $B=0$, Signal Amplitude $-1.0$

This method of hue selection for developing the keying signal is much more desirable than using the encoded signal. The difficult delay problems associated with the latter are non-existent and the apparatus is simpler. At present, the "hue dial" is used in all NBC Chroma-Key equipment.

**Processing of Matrixed Signal**

In early versions of Chroma-Key apparatus, the matrixed signal was simply amplified, delayed, and applied directly to the switching amplifier. However, it has been found that in some instances this procedure has had to be modified in order to realize optimum performance. Since the switching amplifier must switch in intervals of 0.1 µsec, the signal causing it to operate must be a rectangular pulse having short rise time and a flat top. Experience showed that some camera tubes had landings which burred and thus caused unreliable keying action on the edges of the picture. A tube having flat landing has constant output over all of a flatly lighted surface. It became apparent that additional signal processing was necessary to assure optimum operation. One technique which has been adopted is gamma stretching so as to raise the desired gating data as far above the remainder of the signal as possible. The desired signal is stretched 6 to 8 db above its normal value.

**Chroma-Keyer**

Fig. 6 is the circuit diagram of the Chroma-Keyer. Emitter followers are used at the input of the encoder to feed R, G, and B camera signals to the keyer proper. Two potentiometers form the matrix. At present, use is being made of a dual ganged, continuously rotatable potentiometer which allows much more flexibility for operational use. The two signals from the A and B arms of the matrix are amplified in an RCA 12AX7 amplifier, added in an RCA 12AU7 differential amplifier, and delayed. A WE 417A amplifier amplifies the signal and applies it to the clamped grid of a WE 404A amplifier used as a gamma stretch tube. Two RCA 6BQ7's form a feedback amplifier output circuit. Three RCA 6BZ7's are used to delay and control the width of the clamp pulses. Two Sylvania 1N34 diodes rectify a portion of the 6.3 volts filament current to provide 1.5 to 1.8 volts of dc at about 5.5 ma to energize the transistor emitter followers

The output of the Chroma-Keyer is approximately 0.7 volt peak for highly saturated color bars. The level is about 0.5 volt for the usual camera output for a highly saturated blue background. Fig. 7 shows the Chroma-Keyer waveforms for various adjustments.

**Scenic and Lighting Requirements**

Since so many factors tend to influence the over-all end result in a color composite, it is felt necessary to try to discuss the esthetic factors as well as the purely technical.

The success or failure of Chroma-Key depends to a large extent upon lighting. The set used for the inset portion of the composite picture, i.e., the blue area before which the artist performs, must be very flatly lighted. If the full length of the artist is to be inset, the floor as well as the backdrop must be blue and very flatly lighted. This requirement must be met for all conditions. Full skirts on dancers cast shadows on the floor which may cause keying action with consequent loss of the legs of the dancer. It is for this reason that side lights and strip lights on the floor are highly desirable. It has been found that about 400 to 500 foot candles of light is necessary over the whole area to be inset.

It should be appreciated that the light on the subject itself should be completely independent of the background lighting requirements. The subject may be completely unlighted so that only a silhouette results, lighted on one side only, or any other way to meet the requirements for dramatic effect so long as it does not cast strong, hard shadows on the background.

With the above lighting requirements, it is obvious that the larger the set the greater the difficulty one must expect. This is especially true for dancing and other forms of rapid motion. The largest set which has been used thus far was 20 feet high and 56 feet long, but only one person was on the set walking slowly toward the camera. More flexibility is realized with a set about 12 feet high and 20 to 25 feet wide.

It should be realized that there is a very definite limitation on the size of a set which is a function of the television system itself. The larger the set, the further a camera must be from the subject. In other words, the larger the set the smaller will the subject appear. Since the transition interval between the background and inset material cannot be any less than approximately 0.1 µsec due to the bandwidth of the television system itself, the subject must be several times that interval in width at its narrowest part, e.g., an arm or leg. In other words, the line of demarcation around the subject is of sufficient width to effectively limit the minimum size which a subject may approach.

The color of the paint used on the background and floor; and the care which it must be given are both very important. Only water soluble paints are used and these have low light reflectance. The color of the paint should be very highly saturated and should be as close to a primary color as possible. Since the subject to be inset...
is most generally a person, the color of the paint should be as unlike flesh as possible from the color television system point of view. This is the reason why blue has been discussed previously. The paint which has been used most successfully is Iddings-Ultra Marine Blue. It is used as it comes from the can with no foreign matter added. This means no other paint, thinner, nor pigment, even white, may be added. Experience has shown that even the addition of white paint can be disastrous.

The care of the painted surface is also very important. Actually, the painted surface is quite fragile since it is water soluble. Dust from shoes alters the color sufficiently to cause tearing of the inset. Shoe soles should be washed and the floor surface should be repainted after each rehearsal. If dancing or other excessive action is to occur, the surface should be dry mopped between numbers during the show.

Obviously blue cannot be used for all purposes. A product being advertised whose label has blue in it must be placed in front of some other color which does not occur in the label.

**Graphic Art Considerations**

The greatest use for the Chroma-Key technique is in the wide diversity of its application. No longer is it necessary to build a huge set of the Taj Mahal to produce the effect of its presence in the studio. A very small model, slide, or motion picture film can be used in lieu thereof and by proper proportioning of the camera angle widths, it is possible to make it appear that a person is walking in front of the building.

One such sequence was made using a small model of the pearly gate of Heaven about ten inches high. One camera was on the gate while another camera picked up the subject in front of the blue background. The effect produced as the subject walked forward was one of walking through the gate. The gamut of such possibilities is endless.

Films afford a tremendous variety of effects. Film of waves breaking on a shore has been used as background material with the inset subject walking on the beach. Another film of a stretch of road with curves, etc., has been used for background with the inset subject riding a bicycle along it. In addition to models and film, magazine illustrations, posters, post cards, transparencies, slides, stamps, etc., are all suitable for background material.

**Artist's Effects**

No discussion of the Chroma-Key technique would be complete without a consideration of the subject, artist, or performer, and his effects. Experience to date has shown that blue eyes are not a source of trouble even though the blue background is used for generating the keying signal.

Clothing can be a very difficult problem especially sequins and jewels. They tend to break white light into a continuous spectrum and the blue then causes keying.
Summary—The feasibility of displaying images according to electrical signals using an array of electroluminescent cells magnetically controlled has been demonstrated by a working model. A transfluxor is associated with every electroluminescent cell. Each transfluxor is set by the coincidence of row and column current pulses to a level determined by the amplitude of the video signal, stores this level, and transmits energy continuously to the cell in proportion to the stored level. Both half tone and on-off control of brightness is possible. Scanning is accomplished by magnetically switching row and column conductors. The array has 1200 elements arranged in 30 rows of 40 each. The picture is uniform, exhibits good half tones, and has a maximum brightness of four foot lamberts.

To obtain sufficient voltage from the transfluxor to excite electroluminescence, drive by short, fast-rising pulses is used. Light output data for such pulses were obtained and it was found that a steeper dependence of light output upon voltage, a different color spectrum, and higher efficiency resulted than is obtained with sine-wave drive.

A modification using a linear transformer to couple the transfluxor and electroluminescent cell and driven by sine waves to operate as a transfluxor-tuned resonant circuit was demonstrated to be economical in driving and setting power.

For some applications, the full storage afforded by a transfluxor at each picture element is not necessary. A system was investigated which uses fewer transfluxors storing only a row of picture information at a time.

The demonstration panel has shown that it is possible to display pictures indefinitely, to store latent images without stand-by power, to use selective addressing through digital codes, and for the panel itself to provide much of its own switching. These unique properties can be obtained for alphanumeric, symbolic or pictorial information in displays ranging from a fraction of a square inch to many square feet in area.

Introduction

The advent of electroluminescence opened the possibility of producing images by means of an array of discrete cells; each cell is subjected to an electrical excitation determining the intensity of light desired at that location. A display device of this sort used to produce images according to electrical video signals differs from the conventional cathode-ray tube in two main aspects: it is flat rather than conical and it operates by digital rather than analog scanning. Images measured in feet rather than in inches can be contemplated. Digital scanning is particularly useful to display quantized information.

Perhaps the simplest system consists of an array of electroluminescent (EL) cells, each terminal of which is connected with like terminals of all cells of a row and the other terminal with the like terminals of all cells of a column. Excitation of a given row and column impresses a greater voltage on the cell at the intersection than on any other cell in the array. The selected cell emits light almost at the exclusion of all others, because it is a characteristic of electroluminescence that the light output is a rapidly increasing function of the applied voltage. However, an examination of the properties of presently available EL cells indicates that such a simple system suffers from two basic difficulties. 1) In an array of a large number of cells (e.g., $10^4$ to $10^7$) the maximum average light intensity, which is at most the peak intensity divided by the number of cells, is very small even for high voltage excitation close to the breakdown limit of the cells. 2) The image contrast suffers because the partial excitation of the cells on the row and column of the selected cell integrates over the period of the full frame scan to produce a relatively intense background. The contrast can be improved only moderately by resorting to the artifice of supplying appropriate compensating voltages to the unselected rows and columns. Adequate contrast can only be obtained with low voltages, yielding a very dim image.

In an ideal panel, to overcome the above difficulties, every element should emit light continuously at a level set by the scanning means until a new level is set, and the setting means should affect only the desired element and no other element. Under these conditions the average light level could be the same as the peak attainable from each cell and there would be no contrast limitation due to the scanning mechanism. In other words, for each element there should be a means 1) to store the level of display information, 2) to energize the EL cell according to the stored level, and 3) to establish the stored level by the coincidence of row and column excitations without affecting the stored level of any other element. This triple function can be performed by a transfluxor associated with each EL cell. The transfluxor is a magnetic gating device which can control, for an indefinitely long time, the transmission of ac power according to a level established by transient setting pulses acting in coincidence.

The possibility of making display panels of discrete EL cells, each cell controlled by a two-apertured transfluxor, was realized soon after the conception of the transfluxor. This was investigated by building an experimental display panel of 1200 elements. Reproduc-
tion of television images was used to test the device. The first part of this paper is concerned with the principles of operation of this system, constructional details, and operating results. Also included in this part are some characteristics of excitation of electroluminescence by the short voltage pulses necessitated by the magnetic mode of driving.

The experimental panel has demonstrated that transfluxor driven electroluminescent displays have many desirable properties. Images of reasonable intensity, of excellent contrast, and good halftone quality are obtained. In addition, the inherent storage properties of the transfluxor permit one to freeze the picture and view it for as long as desired simply by arresting the scanning process. A latent picture can be stored indefinitely, without stand-by power.

The two main disadvantages of this display were found to be the complexity of construction and the poor power efficiency. Higher power efficiency can be obtained by using a transformer coupling between the EL cell and transfluxor, and by operating in a resonant mode. The addition of the transformer, paradoxically, also simplifies the construction because fewer winding turns are required on the transfluxor, which is the more difficult component to wind. This system is considered in a second part of this paper.

In a third part, additional methods of scanning the array are considered. Selective addressing of any element of the array in response to digital codes which are extensions of those used for the television-type scanning. Simpler systems of selection, suitable for alphameric display of information, are also described.

In the last part, another approach to the EL display problem is considered, which is based on the recognition that storage at every element of the array, while ideal, is not absolutely necessary. Acceptable brightness can be obtained with presently available EL phosphors by sharing storage elements between light cells so that only a portion, rather than all, of the light cells are energized at a time. The switching of the storing transfluxors to the appropriate EL cells is accomplished by voltage coincidence, as in the system first mentioned.

Transfluxor Control of Electroluminescent Cells

The principles of operation of a two-apertured transfluxor, which will be shown to be suitable for display storage and EL cell control, can be explained with the aid of Fig. 1. The apertures are of unequal diameter and form three legs, numbered 1, 2, and 3. The core is made of a magnetic material exhibiting a nearly rectangular hysteresis loop, usually ferrite. Assume that at first a current pulse is passed through winding $W_1$ of sufficient intensity to saturate legs 2 and 3 in the direction indicated for the blocked state. The two legs will remain effectively saturated after the termination of the pulse since remanent and saturated inductions are nearly equal in square-loop materials. Consider now the effect of a sine wave alternating current in winding $W_1$, producing an oscillating magnetomotive force (mmf) along a path surrounding the smaller aperture. Depending upon its sense, this mmf tends to produce an increase in flux in either leg 2 or leg 3, but since neither increase is possible because these legs are saturated, there is no flux change. The transfluxor in this state is said to be "blocked" and little induced voltage appears across the output winding $W_o$. Consider now the effect of a "setting" pulse of current having a polarity opposite to that of the blocking pulse. This current applied to winding $W_1$ tends to reverse the flux direction of leg 1 of the blocked core. The magnetic field $H$ produced decreases radically with distance measured from the center of the larger aperture according to Ampere's law $Hl = 4\pi X$, where $l$ is the circumference of the flux path and $X$ the mmf. Because a critical value of $H$ is required in square-loop materials to produce flux reversal, the flux will reverse from the radius of the aperture out to a critical radius only. The amplitude of the setting pulse determines this radius and can be prescribed so that any desired portion of the width of leg 2 will reverse its direction of saturation, while the rest of the leg, as well as the more distant leg 3, remains saturated in the original direction. After such a setting operation, the alternating current applied to winding $W_o$, at its first proper phase, will switch back the whole flux in leg 2 to its original direction of saturation and cause the flux in leg 3 to de-

![Fig. 1—Principle of two-apertured transfluxor.](image-url)
crease by the amount that the flux in leg 2 increased, which is precisely equal to that initially “set.” On the next phase of the alternating current, the flux of leg 3 will be switched back to its original direction and the amount of set flux will be transferred back to leg 2. On successive excursions the amount of flux set in will be transferred back and forth between legs 2 and 3, and a voltage will be induced in the output winding, the magnitude of which is proportional to the set flux and is therefore seen to be determined by the amplitude of the single setting pulse. Although the transfluxor is made of material which is always saturated in one or the other direction, continuous or “halftone” control is possible because the output flux and voltage are determined by the critical radius, which can be varied continuously in a range.

The simplest method of using a transfluxor to control an EL cell is to connect the cell directly to the ac output of the transfluxor using an output winding of a few turns to obtain sufficient voltage. An array of such transfluxor EL elements is shown schematically in Fig. 2. Each EL cell is connected separately to each transfluxor. The output apertures of all the transfluxors are energized from a common ac source.

As mentioned in the Introduction, the transfluxor has an additional feature of great usefulness. It is possible to set any transfluxor in an array independently of the others by using a coincident-current method of selection. To accomplish this, two setting windings are provided for each transfluxor. Shown in Fig. 2, these windings (indicated as single turn) are connected in series in two sets. One set is connected in series in the row direction and the other set in the column direction of the array. Current pulses of the correct amplitude applied simultaneously to one row and one column winding group will set only the one transfluxor at the intersection of the row and column lines, and leave all the others unaffected. This can be understood with the aid of Fig. 3, which shows the setting characteristic for a typical transfluxor design. In obtaining this characteristic curve, a blocking pulse of 5 ampere-turns (AT) was applied prior to the application of each setting current pulse. If the setting current pulse applied is less than a threshold value $I_0$, insufficient $H$ around the shortest flux path in the core will be produced to cause any flux reversal. Such pulses therefore will have no effect, no matter how often applied. For setting pulses exceeding the threshold value, the reversed flux increases nearly linearly with current to a maximum for a current $I_1$ corresponding to complete reversal of the flux of leg 2. For still larger pulses the output decreases because part of the flux of leg 3 is also reversed by the setting current, reducing the net flux available to be later transferred between legs 2 and 3. If the radial distance measured from the center of the setting aperture to the outer edge of leg 2 is less than twice the radius of the setting aperture, it follows from Ampere's Law that $I_1$ will be less than twice $I_0$. Such a condition is sufficient to permit the use of coincident-pulse setting. Either the row or the column current, or both, may be varied in amplitude to set different output levels. The row and column pulses can be generated by magnetic switches as described in a following section.

To utilize the setting characteristic exemplified by Fig. 3, it is necessary to first block the transfluxor before each setting operation. The pulses for this purpose can be applied simultaneously to all the transfluxors to clear
the whole array, or to a row at a time for row-by-row clearing. It was found that the blocking pulse must be considerably greater than \( I_t \) to obtain a sharp threshold and reproducible setting characteristics. This is a result of the complex minor loop operation which can occur with practical magnetic materials of less-than-perfect hysteresis loop rectangularity. In principle, with perfect materials, the blocking operation should be merely the reverse of the setting operation, and blocking with pulses of amplitude \( I_t \), and with pulses in coincidence, should be possible. With present materials, however, such operation is suitable only for on-off displays for which the reproducibility of setting is not critical.

Consideration must be given to the effect of the current flowing in an output load, such as an EL cell, upon the operation of the transfluxor. This current reflects a load mmf into the output magnetic circuit. The drive mmf must exceed the reflected load mmf. If the drive current is too large in the phase which tends to reverse prevent this, it is necessary to limit the amplitude of output level may not have been set into the device. To blocked state may become spontaneously set because rent flowing in an output load, such as an EL cell, upon which the reproducibility of setting is not critical.

Therefore, it is best to energize the transfluxor output voltage and power can be obtained from this site phase can be of unlimited amplitude and most of the drive results in partial or full output when such an output level may not have been set into the device. To prevent this, it is necessary to limit the amplitude of this phase of the ac drive. On the other hand, the opposite phase can be of unlimited amplitude and most of the output voltage and power can be obtained from this phase. Therefore, it is best to energize the transfluxor unsymmetrically, with one “priming” phase sufficient only to produce flux transfer from the middle leg 2 to the outer leg 3, and a “driving” phase of larger amplitude to transfer energy efficiently to the load.

Light-Output Characteristic of an Electroluminescent Cell Under Pulse Excitation

Electroluminescent layers must be about 1 mil thick to contain sufficient phosphor to give reasonable brightness. Such layers require the order of 100 peak volts of ac excitation to give 10 foot lamberts of brightness at a frequency of 10 kc. Transfluxors having dimensions of fractions of an inch have only a few volt-microseconds of output flux. To obtain the necessary output voltage, i.e., to match the transfluxor to the EL cell, the flux can be reversed rapidly and a number of output turns can be used. To keep the fabrication of an array of a multitude of cells simple, it is important to use as few turns as possible. This means that the flux reversal should be as fast as possible. For a reasonable number of turns, e.g., 10 to 20, sine-wave drive at a frequency of several megacycles would be required. This would result in overheating of the ferrite. To avoid this, pulse drive is used. The rise of the pulse is made sufficiently fast to generate the required voltage, and the interval between pulses sufficiently long to avoid overheating. Pulse drive also provides a convenient way to obtain the unsymmetrical drive required for stable and efficient operation of the transfluxor.

Because of the limited transfluxor output flux, the output voltage pulses with pulse excitation will have durations of only a few microseconds at most. The behavior of an EL cell under such short-pulse excitation was studied, as little published data were available. The results of this study are summarized here.

The phosphor tested had the composition 0.6 ZnS : 0.4 ZnSe:Cu (0.1): Br and was embedded in an epoxy plastic layer 1 mil in thickness. With sine-wave excitation, the color of the light generated is yellow at low frequencies, but shifts to green at high frequencies. The color components were studied separately using red, yellow and blue light filters. Light output waveforms for rectangular pulses are shown in Fig. 4. Most of the blue light is emitted after the pulse has terminated, and the decay of this light is faster the shorter the pulse. The waveform is nearly independent of excitation amplitude. The waveforms for the red light emitted are more complicated. A considerable portion of this light is emitted

Fig. 4—Light-output waveforms for an electroluminescent cell excited by short rectangular voltage pulses. The waveforms were obtained for light transmitted through a red or a blue filter.

during the pulse, but for a given duration of pulse, the relative amount of light emitted after the pulse has terminated increases with pulse amplitude. As the pulse duration is increased, for a fixed pulse voltage, the trailing spike of light becomes more prominent, maintaining the same peak value with respect to the base line. For small pulses the trailing spike disappears.

It has been reported\(^8\) that the total or integrated light output (ILO) for sine-wave excitation of electroluminescence obeys the relation

\[
\text{ILO} = a e^{-b V^{1/2}},
\]

where \(V\) is the applied voltage and \(a\) and \(b\) are constants depending upon the phosphor used, the frequency, and the cell construction. The same law was found here to hold also for short-pulse excitation, as indicated by Figs. 5 and 7. The law seems to be obeyed regardless of pulse shape. Some values of the constant \(b\) for rectangular pulses are given in Table I. This constant, and hence the rate of increase of light with voltage, is greater the shorter the pulse.

Voltage pulses of waveshape other than rectangular were also investigated. Results for rounded pulses of practical interest are shown in Fig. 6. A fractional decrease of light results when the pulse is rounded which is nearly independent of pulse duration. Curves for the blue light component were found to be similar to those for the red fraction. The ratio of red to blue light for different degrees of pulse rounding was also measured; the results are listed in Table II. This ratio is nearly independent of the amount of rounding, but is very dependent upon pulse duration. This interesting result was

---

TABLE I
VALUES OF THE CONSTANT \( b \) FOR RECTANGULAR VOLTAGE
PULSES

<table>
<thead>
<tr>
<th>Pulse Length (( \mu )sec)</th>
<th>Filter</th>
<th>( b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Red</td>
<td>119</td>
</tr>
<tr>
<td></td>
<td>Yellow</td>
<td>117</td>
</tr>
<tr>
<td></td>
<td>Blue</td>
<td>111</td>
</tr>
<tr>
<td>40</td>
<td>Red</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td>Yellow</td>
<td>94</td>
</tr>
<tr>
<td></td>
<td>Blue</td>
<td>92</td>
</tr>
</tbody>
</table>

TABLE II
RATIO OF RED TO BLUE LIGHT FOR PULSES HAVING EXPONENTIALLY
ROUNDED LEADING AND TRAILING EDGES. DATA FOR A PEAK VOLTAGE
OF 143 VOLTS. FOR A GIVEN PULSE LENGTH THE RATIO IS NEARLY
INDEPENDENT OF \( r/T \). SEE FIG. 6 FOR DEFINITION OF \( r \) AND \( T \)

<table>
<thead>
<tr>
<th>Pulse Length (( \mu )sec)</th>
<th>( \tau/T=0.07 )</th>
<th>( \tau/T=0.15 )</th>
<th>( \tau/T=0.38 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>8.9</td>
<td>9.1</td>
<td>8.8</td>
</tr>
<tr>
<td>15</td>
<td>6.8</td>
<td>6.7</td>
<td>6.8</td>
</tr>
<tr>
<td>5</td>
<td>4.6</td>
<td>4.7</td>
<td>4.7</td>
</tr>
<tr>
<td>2</td>
<td>3.8</td>
<td>3.8</td>
<td>4.0</td>
</tr>
</tbody>
</table>

TABLE III
VALUES OF \( b \) AND RED/BLUE LIGHT RATIOS FOR PULSES OF DIFFERENT
SHAPE HAVING THE SAME PEAK AMPLITUDES, COMPARED TO A
RECTANGULAR PULSE. PULSE TYPE (2) GENERATES A GREATER
FRACTION OF BLUE LIGHT AND HAS A GREATER \( b \) VALUE. PULSE
TYPE (3) ALSO HAS A GREATER \( b \) VALUE BUT GENERATES RELATIVELY
MORE RED LIGHT. PULSE TYPE (4) HAS ABOUT THE SAME RED/BLUE
RATIO AS THE RECTANGULAR PULSE, BUT A GREATER \( b \) VALUE.
DATA FOR 40-\( \mu \)SEC PULSES

<table>
<thead>
<tr>
<th>Pulse Type</th>
<th>( b )</th>
<th>Ratio Red/Blue Light Output for Pulse Voltage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Red Filter</td>
<td>Blue Filter</td>
</tr>
<tr>
<td>Rectangular (1)</td>
<td>103</td>
<td>96</td>
</tr>
<tr>
<td>Exp. Rise Fast Fall (2)</td>
<td>111</td>
<td>106</td>
</tr>
<tr>
<td>Fast Rise Exp. Fall (3)</td>
<td>105</td>
<td>97</td>
</tr>
<tr>
<td>Exp. Rise And Fall (4)</td>
<td>108</td>
<td>103</td>
</tr>
</tbody>
</table>

investigated further, using pulses having one fast-rising
or fast-falling edge and the other edge of exponential
shape. The results are summarized in Table III from
data given in Fig. 7. The slowly-rising portion of a
rounded pulse was found to generate relatively more
blue light and the slowly-falling portion relatively more
red light than the corresponding parts of a rectangular
pulse. The net color shift with the rounded pulse is there-
fore small.

Light-generation efficiency under short-pulse excita-
tion was also investigated. Non-capacitive, \( i.e., \) irre-
versible, \( EL \) cell charge flow per pulse was measured for
rectangular pulses of several durations; the results are
shown in Fig. 8. This charge flow multiplied by the pulse
voltage is the energy loss per pulse. The loss for a
40-\( \mu \)sec pulse is about twice that for a 2-\( \mu \)sec pulse of
the same amplitude. The light output for the longer pulse is
about eight times that of the shorter (Fig. 6), however,
resulting in an efficiency for the longer pulse of four
times that of the shorter. In addition, the energy loss de-
creases only slightly more rapidly than the square of the
voltage, whereas the light decreases considerably more
rapidly. For this reason a high pulse voltage should be
used to obtain highest efficiency. For a 40-\( \mu \)sec rec-
tangular pulse of 183 volts repeated 600 times per
second to obtain an average brightness in the green
region of the spectrum of 1.4-foot lamberts, the effi-
ciency was found to be 0.55 lumen per watt.

OPERATION OF A TYPICAL TRANSFLUXOR-
ELECTROLUMINESCENT ELEMENT

A typical current-drive waveform for a transfluxor
driving an electroluminescent cell and the resulting
voltage and light-pulse waveforms are shown in Fig. 9.
The first, more intense pulse, of 5 AT is the drive pulse,
and produces most of the light. The second pulse, of op-
posite polarity, is the prime pulse, limited to 1.5 AT in
amplitude to prevent spurious unblocking of the trans-
fluxor. This pulse is too small to generate any apprecia-
table additional light. The output voltage waveform, hav-
ing both positive and negative portions, differs greatly
from any of the shapes considered in the study of the
above section. In general, with this waveform the rate
of increase of light with voltage is about the same as for the 2-μsec rectangular pulse, whereas the absolute light output is considerably greater when compared on a peak voltage basis. The effective voltage is more nearly equal to the peak-to-peak value. Because of this high effective voltage, the EL cell efficiency, despite the small pulse duration, is also about the same as for the 2-μsec rectangular pulse of the same peak value, or about 0.15 lumen per watt at maximum voltage.

Fig. 10 shows curves of peak EL cell voltage and average brightness as a function of transfluxor setting magnetomotive force for a transfluxor-EL cell combination driven by the pulses seen in Fig. 9. A maximum brightness of 4 foot lamberts is obtained for drive pulses repeated at a rate of 12 kc. For this output, the drive-input power is 180 milliwatts and the power consumed by the EL cell, 28 mw. This represents an efficiency of 16 per cent in exciting the cell. As mentioned in the Introduction, a resonance method of improving the efficiency is discussed in a following section.

With the transfluxor blocked, some output voltage is still generated. Because of the steep light output-voltage characteristic of the EL cell, however, this produces almost zero light output, resulting in an excellent on-off contrast ratio. Because of its contrast and reasonable power consumption, this combination of EL cell and transfluxor, driven in the way indicated, was chosen as the basic building block for the 1200-element model.

**Construction of the Display Array**

Arrays of transfluxor-EL elements can be constructed by fabricating each element separately, by constructing groups of elements in units, or by some integral process making the whole array in one step. The first method appears to be very expensive even when the elements are manufactured using highly automatized techniques. The last method is difficult to implement because the microstructure of the elements which can be made by an integral process is restricted by that very process. Extreme perfection has to be assumed. Construction by groups, in particular by lines, appears to be most practical quite generally.

Constructional details of the 1200-element array are shown in Fig. 11. The elements were arranged in 30 rows of 40 elements each. The EL cells were fabricated a row at a time on glass bars of row width. The front surface of each bar was first coated with transparent tin oxide conductor, then silver contacting layers, overlapping the transparent conduction layer slightly, were sprayed along each side of the bar. These layers form low resistance common connections for the cells. They are required because the transparent conductor strip itself is not of sufficiently low resistance to form a satisfactory return path for the cell charging currents flowing under pulse conditions. These reinforcing conductors obstruct little of the area of the screen. A layer, 1 mil in thickness of EL phosphor in an epoxy resin plastic binder was next laid down over the transparent conductor. Finally, backing electrodes of sprayed silver were applied.
through a mask. The bars were mounted, by means of clamps, on brass U channels which also held the transfluxors and EL cell backing electrode contacting springs for the same row. The resulting row units, after being wired with all horizontal wiring, were stacked and clamped into a vertical frame to form the complete array. Phosphor-bronze leaves were forced between the EL-cell bars against the reinforcing conductors to ground each bar. The vertical columns were wired to complete the job.

Transfluxor output windings of 17 turns were wound using a special winding machine which pulled the wire through the small aperture 17 times. The resulting turns had excess length and were twisted into a pigtail to reduce leakage inductance. All other windings, which were of one or two turns with the exception of a five-turn blocking winding, were wound around all the cores of a row at a time.

Views of the completed array, including scanners, are seen in Figs. 12 and 13. The array measures 13 by 17 inches and the over-all dimensions, including the scanners, are 24 by 32 inches with a depth of 1.5 inches. All pulses are supplied to the screen via a multiple-conductor cable one-half inch in diameter and several feet in length.

Magnetic Scanning of the Display Array

To display halftone pictures, setting current pulses of variable, yet accurately controllable, amplitude must be supplied by the addressing devices. For this display, the decision was made to supply pulses of fixed amplitude, the threshold current $I_0$, to the column conductors, and to supply the pulses of variable amplitude to the row conductors. Magnetic switches based on the principle of current steering, were developed for these purposes. These switches operate sequentially to scan the array in conventional television fashion.

The column or horizontal scanner for sending the current pulses $I_0$ is simpler and is described first. Referring to the schematic diagram shown in Fig. 14, the current
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* A similar machine has been built at Stanford Research Institute. See "Pinhole coil winder," *Electronic Indus.*, vol. 17, p. 83; February, 1958.
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Fig. 12—Rear view of 1200-element display panel, showing the array transfluxors and magnetic scanners.

Fig. 13—Side view of display panel, showing the electroluminescent cell bars, part of the associated electronic circuitry, and the connecting cable.

Fig. 14—Schematic diagram of magnetic core horizontal scanner. In this scanner the input advance current pulses are steered according to the flux states of the cores sequentially to the column conductors.
The operation is as follows. The cores are all assumed steered by the active core to one of the output paths. To advance an active core state as in an ordinary magnetic core shift register, but in addition are themselves steered by the active core to one of the output paths. The operation is as follows. The cores are all assumed steered by the active core to one of the output paths. The energy source for this current is the magnetic energy of the reversible flux of the N-state cores, stored when the advance pulse is applied. When the pulse is terminated, the collapse of this flux generates voltages across the advance windings of the N-state cores, and the series effect of these forces current to flow in the loop consisting of the advance windings in series with R. Since no input advance pulse is being applied at this time, there is no counteracting current flow in the output winding and, therefore, a large net switching mmf on the active core results for only a moderate current flow in R. Because there are many cores storing energy, sufficient current to complete the switching can be obtained even with relatively large values of R. The shunting effect of R for the advance pulses thus can be neglected.

The horizontal scanner constructed for the model has 40 positions and furnishes pulses of 1.0 ampere for 6 μsec. The two advance pulses are generated by pentodes operating as constant-current generators. The diodes are of the junction-type 1N93. For each stage, an advance winding of 30 turns, an interstage winding of 5 turns, and an output winding of 25 turns are wound on the large aperture of a 0.140-inch-thick transfluxor of the same type used in the array. The smaller aperture is ignored. The scanner is mounted at the bottom of the array and has the same over-all depth as the array.

The row, or vertical, scanner is considered next. This scanner is more complicated than the column scanner because it must supply output pulses of variable amplitude repeatedly to a selected row conductor, during a horizontal scanning sequence, to set each of the 40-row transfluxors. A scanner using two-apertured transfluxors instead of simple cores was conceived for this purpose (see Fig. 15). Windings linking the large apertures of the transfluxors are connected in much the same manner as the windings of the horizontal scanner cores; the fully-set state of the transfluxor corresponds to the active or P state of the core. The output aperture of each transfluxor operates as a current-steering gate for the variable amplitude array setting current pulses supplied on line S. These pulses are steered to the output path associated with the fully set active transfluxor, but in being steered do not alter the state of this transfluxor. As a result, pulses will be repeatedly steered to the same channel until the active state is shifted to the next transfluxor, etc.

In Fig. 15 the circuits associated with the function of active-state transfer are drawn with double lines. Advance current pulses V1 and V2 serve the same purpose for this scanner as do H1 and H2 for the horizontal scanner, causing the active state to shift sequentially from the top to the bottom scanner transfluxor. The process is started by an input pulse applied to leg 2 of the first transfluxor, setting up the initial fully set state. The transfer circuits also are utilized for a second purpose. It is necessary to first block a display transfluxor before setting to a new output level. This is done conveniently by using the interstage transfer currents to clear a row of the array at a time. The interstage output current pulse which, e.g., causes the active state to shift from transfluxor 1 to transfluxor 2, blocks all the transfluxors of the first row of the array at the same time as it fully sets transfluxor 2. The setting pulses
Fig. 15—Schematic diagram of magnetic vertical scanner. In this scanner transfluxors operate as gates for the setting pulses. Each gate is opened for one complete horizontal scanning period to transmit a row-setting burst of pulses to a selected row conductor. Setting pulses varying in amplitude over a range of ten to one can be steered through this device unaltered in shape.

which follow are then steered via the output circuit of transfluxor 2 to set the elements of the first row to emit new levels of light.

The active state transfer circuits differ from those of the horizontal scanner because of the presence of diodes $D_1$ and resistances $R_1$. The diodes serve to shunt part of the vertical advance current away from the active interstage output circuit. The clamping action of these diodes makes the interstage coupling circuit appear to be closed. The resistances $R_1$ then are necessary to obtain a sufficiently small $L/R$ time constant in the interstage circuit to allow the shift current to decay by the time the advance pulse is terminated, to insure complete switching of the active scanner transfluxor back to the inactive ($N$) state. It is necessary to use the shunting diodes because of the small advance-to-interstage output winding turns ratio chosen for the scanner transfluxors (see Table IV). It is possible to choose a turns ratio so as to eliminate these diodes and obtain purely current steered shift and blocking pulses.

The diodes $D_2$ in each interstage coupling loop serve to prevent spurious current flow in unselected coupling circuits. The negative voltage drop across one or the other resistance $R_1$ keeps all the diodes except that in the coupling circuit of the active transfluxor nonconducting while the advance pulses are applied.

The part of the circuit associated with steering the setting pulses $S$ to the appropriate output path is schematically drawn using solid lines in Fig. 15. The setting pulses are applied as the drive pulses for the output apertures of the scanner transfluxors. On a separate line, prime pulses $P$, of opposite polarity and alternating with the setting pulses, are applied. These pulses are of constant, limited amplitude. In Fig. 15, the prime pulses are shown linking leg 2 of each transfluxor rather than the output aperture alone. This mode of connection is equivalent to the latter, but provides some additional protection against spurious unblocking. By priming on leg 2, the flux prefers to take the path via leg 3 rather than cause unblocking by taking the path via leg 1, because the former flux path is shorter. However, if the output path is too heavily loaded the priming flux may still be forced to go via leg 1, so that unblocking may still be possible.

To furnish setting pulses of variable amplitude, the current steering must function over a wide current range. For proper steering, the net magnetomotive force (driving mmf minus output mmf) applied to the output aperture must be sufficient to switch enough magnetic material to generate an output voltage exceeding the array row drop for the required duration of the setting pulse. The nature of the array drop is such that the flux required of the output of the scanner transfluxor varies linearly with setting current. As was pointed out in discussing the analog storage properties of the transfluxor, this type of variation is just what one observes in switching the flux around an aperture in a core of rectangular loop magnetic material of uniform thickness. To obtain proper steering, therefore, it is only necessary to provide a sufficiently large outside-to-inside diameter ratio for the material about the scanner transfluxor output aperture to handle the current range required. In practice, because of the lack of perfect hysteresis
loop rectangularity, the range can be extended to smaller currents than expected. Using scanner transfluxors having the dimensions given in Fig. 3, a steering current range of ten to one is possible.

A 30-row vertical scanner was constructed for the 1200-element display. Like the horizontal scanner, it is mounted in the same frame and is the same depth as the array (see Fig. 12). Since a whole row of array transfluxors might be blocked at a time during a clearing operation, each scanner transfluxor must be provided with sufficient flux and number of interstage output turns to handle the back emf generated during this process. Accordingly, 17 of the same transfluxor cores (of 0.140-inch thickness) used in the array were used for each stage of the scanner. Numerical data regarding the number of winding turns, pulse amplitudes, and pulse shapes are given in Table IV.

A schematic diagram of the complete display system is given in Fig. 16. In this figure the array drive circuit is shown split into separate priming and driving circuits. This is convenient because all input pulses can then be of the same polarity, simplifying the pulser circuitry, and leg 2 priming, with improved protection against spurious unblocking, can be utilized. The vertical scanner schematic differs slightly from that in Fig. 15, in the use of "holding" windings linking the transfluxor-output apertures. On each transfluxor this winding is connected in series with the advance winding of the previous transfluxor. The application of an advance pulse, e.g., $V_A$, then not only causes a current to flow in the coupling circuit of the active transfluxor, switching the following transfluxor to the active state, but also prevents this following transfluxor from being overset, by producing a mmf on leg 3 which "holds" the flux of this leg in the blocked direction.

**Performance of the Array**

The display device was tested by reproducing images from a television signal generated by a vidicon pickup camera modified for 30-line scan. The video signal was sampled 40 times per horizontal scan time interval to produce the level-setting pulses. Vertical and horizontal synchronizing pulses generated in the camera were used to initiate the scanners.

A photograph of a typical picture showing the half tone capabilities of the device is shown in Fig. 17. The resolution is limited, of course, because of the small number of elements used. The effect of this upon an image of a pattern can be seen from the photograph of Fig. 18.

The display has clearly demonstrated the performance to be expected from the ideal storage at every element provided by the transfluxor. Pictures with good contrast and adequate brightness are obtained. A low frame rate—15 per second—provides adequate illusion of continuous action and yet does not result in observable flicker as the picture is on nearly continuously. Each row emits light for 29/30 of each frame time and is off for only a maximum of 1/30 of this time while new levels are being set. In addition, only one row is off at a time. By interrupting the scanning process at the end of a frame, the last frame scanned can be viewed for as long a time as desired. The nonvolatile storage capability of the display permits storing a latent picture without stand-by power for any desired period of time. Pictures have been stored for several months after being set into the device.

The maximum brightness was 4 foot lamberts. It was limited by the power available from the energizing circuits, which were chosen to operate at a conservative rate of 12 kc. Using a greater pulse repetition rate, a brightness of 50 foot lamberts has been obtained.

The experimental model has shown that setting and blocking pulses as short as 1.5 µsec can be used with transfluxors fabricated of ferrite presently available in quantity. The possibility of shortening this time by an order of magnitude was investigated. Setting in 0.1 µsec was obtained with single elements consisting of three-hole transfluxors operated with a dc bias and intense setting pulses.

The model has demonstrated also that making a number of uniform elements is not as serious a problem as

---

could have been anticipated. Only simple pretesting and sorting of transfluxors and EL-cell bars sufficed to produce a satisfactorily uniform picture.

The working model has demonstrated the feasibility of producing a large picture with a flat device, comprising only solid state passive elements, by a method which provides nearly ideal performance. To the uniformity, good halftones and contrast, adequate brightness, lack of flicker, and versatile storage properties, should be added the possibilities of responding to coded electrical inputs, to be described below. However, these results are obtained at the price of a relatively complex fabrication technique. Also, the power consumption and associated electronic circuits are onerous.

Two means to overcome these difficulties—use of resonance and line-at-a-time storage—are discussed in following sections.

**Resonant-Transformer Matching of Electroluminescent Cells**

The relatively low driving efficiency which results when an electroluminescent cell is driven directly from the output winding of a controlling transfluxor is explained as follows. EL cells have, typically, power factors of less than 10 per cent and thus constitute, primarily,
capacitive impedances. Consequently, with short-pulse excitation, large capacitive cell current flows which reflects a large mmf into the transfluxor output flux path. The driving mmf must supply this mmf in addition to that required to reverse the output flux. The latter mmf cannot be too small a fraction of the former, for otherwise a relatively large output would be obtained when the transfluxor is blocked as a result of imperfect hysteresis loop rectangularity, and poor discrimination between blocked and set states would result. This means that relatively large transfluxors must be used which waste power in being driven. The drive current and output voltage also are considerably out of phase, and such drive is difficult to obtain efficiently from vacuum-tube or transistor current sources.

To improve the efficiency, the capacitive EL-cell current component can be resonated out with a low-loss inductor-transformer, as indicated in Fig. 19. A transformer having a core of low loss, low retentivity magnetic material is required for each transfluxor and EL cell. This transformer, although it is an additional component, actually simplifies the construction because only a single-turn link need be used to couple it to the transfluxor, eliminating the difficult-to-wind multiple turn output winding. The transformer can be of split-core construction, eliminating the need for toroidal windings. The EL cell in conjunction with the transformer and transfluxor, forms a resonant circuit which is tuned to the frequency of a sine-wave drive. The transfluxor reflects an inductance into the circuit which depends on its setting. This controllable inductance serves to tune the circuit in or out of resonance and adjust the EL-cell voltage.

In the most efficient mode of operation, there is resonance when the transfluxor is blocked. In this state, only small, reversible flux changes occur in the transfluxor and a small, but high-Q inductance is reflected into the circuit. In this condition of maximum EL-cell output the circuit operates at high efficiency. In the set state, some reversal of transfluxor output flux occurs and increases the reflected inductance as well as the power loss. The change in inductance detunes the resonant circuit, reducing the EL-cell output. The increased transfluxor loss compensates for the decreased power consumed by the EL cell, tending to maintain the input power constant. The drive source operates most efficiently under such constant-load conditions.

The resonant method of operation has an additional advantage. By using a large turns ratio on the transformer—one turn coupling the transfluxor and many turns driving the EL cell—a relatively small flux reversal in the transfluxor will control the output of the cell. A smaller transfluxor, dissipating less power and requiring less setting energy, can be used without greatly sacrificing on-off discrimination.

Experimental elements of the resonant type have been made which exhibit efficiencies better than 50 per cent. An element has also been made as small as 1/10 X 1/10 X 1/2 inch, for an EL cell measuring 1/10 inch square. The transformer for this element was constructed of coaxial cores of high-Q ferrite. The transfluxor was only 0.080 inch in outside diameter and had an output aperture of 0.008 inch.

Using resonance, the uniformity between elements must be good because each element is critically tuned. For this reason, the resonant type appears to be more suitable for on-off than for halftone displays.

Selective Addressing of the Array

Only sequential addressing, i.e., scanning, has been considered thus far. For many applications, such as computer displays, it is desirable to select any element of the array from a coded address. Selective blocking as well as selective setting is desirable. As mentioned previously, selective blocking is most suitable for on-off displays, but most computer applications are of this type.

A coded input current steering magnetic switch to supply either a blocking or setting current pulse on the same conductor is shown in schematic form in Fig. 20. By causing clamp tube C to conduct and by energizing pulser 1, a blocking current is generated in a selected line, whereas by energizing pulser D and causing clamp tube B to conduct, a setting pulse is generated on the same conductor. To operate the array by the coincidence of setting pulses, an identical switch is used for the other set of array conductors.

Binary coding is obtained by operating the current-steering cores in cascade. As many cores are used in cascade as there are binary bits in the address; the cores are arranged in a conventional binary "tree" circuit. In operation, the current follows the one path through the tree for which none of the cores on that path have been set into P states by the coded input. On all other paths at least one core is set into a P state by the coded input and this core will be switched by the drive current, generating an output voltage which will cut off the series diode on that path. This type of operation is just the opposite of that described for the shift-register switches previously considered, for which only the core associated with the selected line was switched. This latter mode of operation is not possible with the cascaded binary switch, because in this switch half the
cores are always set into $P$ states by the coded input, and the switching of most of these would generate voltages which would force the current to split along spurious paths.

In the cascaded binary switch, each core must generate sufficient volt-second output to exceed the array conductor voltage drop for the time required to set an array transfluxor. This requirement arises because the switching of only a single core on an undesired path must generate sufficient voltage to hold the diode in that path cut off against the array conductor voltage drop, which is of the polarity to make this diode conduct. For this reason, and because so many cores are switched, this type of switch is not the most efficient.

**Display of Fixed Patterns**

A very simple transfluxor controlled display device can be made for displaying predetermined patterns such as alphanumeric characters (see Figs. 21 and 22). A separate setting winding is provided for each of the desired characters and each winding is wired through the array of transfluxors tracing out the desired pattern. A single current pulse on any of these windings will set the corresponding transfluxors and cause the selected character to be displayed. An experimental model having a $10 \times 10$ array of incandescent-lamp elements and supplied with 27 setting windings was built. The lamps were coupled to the transfluxors with single-turn windings. Because the low impedance light sources were well matched to the transfluxors, the efficiency was greater than 30 per cent. A photograph of the operating device is shown in Fig. 22.

The simplicity, versatility and efficiency of this device may make it useful for relatively large boards capable of displaying a number of characters.

**Line-At-A-Time Storage and Excitation**

As mentioned in the Introduction, storage is necessary with electroluminescent displays to obtain sufficient brightness and picture contrast. The use of a transfluxor with each element affords complete storage, but requires a large number of units. A method of sharing storage elements between EL cells to reduce the number of transfluxors required is to use a line-storage system such as that shown schematically in Fig. 23. In this system, only a single row of transfluxors is used. The display levels are stored for only one row of EL cells at a time. A particular row of cells is selected by the coincidence of output voltage pulses of various amplitudes supplied by the transfluxors driving column conductors and voltage pulses of constant amplitude applied to one selected row conductor. Every EL cell of the selected row is excited simultaneously, in accordance with the set levels, during one-row scanning period. This period...
Fig. 23—Simplified schematic diagram of a line-at-a-time excitation system. Each electroluminescent cell of a preselected row is excited simultaneously by the coincidence of voltage pulses applied to the row with voltage pulses applied to all the columns simultaneously by transfluxor storage elements. A magnetic switch is used to scan the transfluxors.

may be sufficient to enable useful light output to be generated if it occurs sufficiently frequently, i.e., if the number of rows in the frame is not too great. Typically, 200 to 300 rows can be excited in this manner to obtain a brightness of 1 or 2 foot lamberts.

Coincident EL-cell selection with fair picture contrast is possible with this system because a given cell is disturbed relatively less frequently by half-selecting voltage pulses than it is in a system without storage. The contrast can be improved further by arranging that each transfluxor supply output voltage pulses which range between $+\frac{1}{2}V$ and $-\frac{1}{4}V$, where $V$ is the maximum EL-cell pulse voltage applied, and that the selected row conductor supply voltage pulses of $-\frac{1}{4}V$. With this system, voltage pulses applied to the cells of the selected row range between $V/2$ and $V$, which is sufficient to give almost complete on-off operation, yet the cells of unselected rows never are subjected to voltage pulses greater than $V/4$ in magnitude. Such small voltage pulses produce little light output, even when frequently applied. The contrast can be improved still further by inserting in series with each EL cell a nonlinear resistance. Resistances for which the current varies as the fourth to sixth or even higher power of the voltage can be made using powders of SiC or CdS embedded in epoxy plastic or ceramic materials.

Setting of the transfluxors can be accomplished by applying variable-amplitude setting pulses to the whole row of transfluxors in coincidence with pulses of constant amplitude applied to each transfluxor in succession. The latter pulses can be supplied by a current-steering switch, as indicated in Fig. 23.

In illustrating the basic principles of the system, only a single row of storage transfluxors has been considered. In actual practice it is not convenient to simultaneously set and derive the output from a single row of transfluxors, particularly when the input display levels are entering the system at a constant rate. Instead, two rows of transfluxors can be used. One row is set and the other excited during one line-scan period, while during the next period the roles of the rows are reversed. Blocking of the transfluxors can be done at the instant of reversal.

Concluding Remarks

The working model has demonstrated for the first time that it is possible to display pictures by electroluminescence controlled in response to an electrical input signal. This demonstration of feasibility, and the various related studies which have been made, permit the following evaluation to be made of the principle of controlling arrays of discrete electroluminescent cells or other light sources by magnetic means.

The transfluxor ideally provides precisely the storage and switching functions that are required at every element of a display panel: it stores the level of display information, delivers power to the light source in accordance with that level, and acts as its own local switch in the process of scanning or selectively addressing the array. The addressing itself is performed very conveniently by cores and other transfluxors which make possible magnetic switching techniques of great versatility, useful for television-type scans with or without line or element interlace, selective or random addressing to any element, coded addressing, etc.

The main shortcoming of the system of transfluxor control of electroluminescent cells is the mismatch between the relatively low impedance of the magnetic device and the relatively high impedance of the cell. Drive by sharp pulses having high-frequency components solves the problem directly and leads to reliable operation without uniformity difficulties, but requires winding several turns through a small hole in each transfluxor and is somewhat wasteful of driving power. Drive through a resonant transformer permits easier winding and is more efficient in driving power, but presents problems of uniformity. The best solution would be provided by a new type of electroluminescent cell which would operate with a few volts, rather than hundreds of volts. There does not seem to be any fundamental barrier to forbid the hope for such a solid-state phenomenon.

In the present state of the art, there are a number of applications for magnetically controlled display panels.
Reproduction of television images of conventional resolution is technically possible, particularly with the compromise system using row storage, but would be very expensive and seems to be economically unjustifiable. On the other hand, by using this system very large displays, tens of feet in size, can be made relatively easier than by any other means. A large display, located in a central station, would be most useful for displaying information received from many distant locations. Transfluxor control can be applied also to small displays, particularly in systems requiring storage. An example is the board for displaying alphanumeric characters. For these displays, incandescent lamps can be used for locations having an ambient illumination too great for electroluminescence.

The inherent storage and switching properties of the display array also permit great flexibility in the choice of the system of gathering, transmitting, coding and decoding and displaying the information, either through alphanumeric or other symbolic or through actual pictorial representation. Element switching rates can be as high as several megacycles or, with the same elements, as low as needed for manual operation. There are many military and commercial applications for displays of this type, involving information gathered by radar, sonar, teletype or other means and transmitted by telephone or radio links. It is worth noting also that color can be added easily because of the inherent cellular structure of the display and the availability of electroluminescent materials emitting different colors.
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Incoherent Scattering of Radio Waves by Free Electrons with Applications to Space Exploration by Radar*
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Summary—Free electrons in an ionized medium scatter radio waves weakly. Under certain conditions only incoherent scattering exists. A powerful radar can detect the incoherent backscatter from the free electrons in and above the earth's ionosphere. The received signal is spread in frequency by the Doppler shifts associated with the thermal motion of the electrons.

On the basis of incoherent backscatter by free electrons a powerful radar, but one whose components are presently within the state of the art, is capable of:

1) measuring electron density and electron temperature as a function of height and time at all levels in the earth's ionosphere and to heights of one or more earth's radii;
2) measuring auroral ionization;
3) detecting transient streams of charged particles coming from outer space; and
4) exploring the existence of a ring current.

The instrument is capable of:
1) obtaining radar echoes from the sun, Venus, and Mars and possibly from Jupiter and Mercury; and
2) receiving from certain parts of remote space hitherto-undetected sources of radiation at meter wavelengths.
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INTRODUCTION

FREE electrons in an ionized medium scatter radio waves incoherently so weakly that the power scattered has previously not been seriously considered. The calculations that follow show that this incoherent scattering, while weak, is detectable with a powerful radar. The radar, with components each representing the best of the present state of the art, is capable of:

1) measuring electron density and electron temperature as a function of height and time at all levels in the earth's ionosphere and to heights of one or more earth's radii;
2) measuring auroral ionization;
3) detecting transient streams of charged particles coming from outer space; and
4) exploring the existence of a ring current.

The capabilities listed above depend on the incoherent scattering of radio waves by free electrons. In addition the instrument is capable of:

1) obtaining radar echoes from the sun, Venus, and Mars and possibly from Jupiter and Mercury; and
2) receiving from certain parts of remote space hitherto-undetected sources of radiation at meter wavelengths.

The paper is divided into three parts:
1) radio wave scattering by free electrons,
2) applications of incoherent scattering to the exploration of the earth's upper atmosphere and surrounding space by radar, and
3) capabilities of the radar for additional exploration of space.

A single free electron scatters some of the energy associated with an incident radio wave, and the effect is described in terms of a scattering coefficient or cross section (Section I-A). Each free electron in an ionized medium containing many free electrons scatters some of the energy associated with a radio wave propagating through the medium. The scattered waves have coherence, limited coherence, or incoherence depending on certain conditions of wavelength and geometry. Coherent scattering is the standard problem of refraction of radio waves by an ionized medium. Limited coherence, which means that only the scattered waves from limited subvolumes of the ionized medium are coherent, is the problem popularly known as "ionospheric scatter." Complete incoherence of the waves scattered by free electrons, or simply incoherent scattering, and the conditions under which it is important are the subjects of principal interest in Section I-B. The incoherent scattering coefficient of free electrons in an ionized medium is derived in Section I-C. Due to the thermal motion of the electrons, the frequencies of the scattered waves are Doppler shifted from the incident wave frequency. The width of the spectrum of the scattered signal is therefore a measure of the electron temperature (Section I-D).

Incoherent scattering by free electrons is applied in Section II-A to the earth's upper atmosphere and surrounding space to show that electron density and electron temperature as functions of height and time can be measured with satisfactory resolutions in height and time by a powerful radar. The characteristics of the radar are given in Section II-B, along with its capability of measuring electron densities in and above the ionosphere, in aurora, in transient streams of charged particles in space, and in a ring current. Incoherent scattering at angles other than in the back direction is examined in Section II-C, and the characteristics are estimated of a system capable of producing detectable signals scattered in the F region of the ionosphere to distances of 3,000 kilometers.

The radar required to make the measurements described above has components selected for maximum sensitivity but uses techniques that are currently within the state of the art. The radar is capable of obtaining echoes from the sun and some planets (Section III-A). The receiving portion of the radar is capable of receiving from certain parts of remote space hitherto undetected sources of radiation at meter wavelengths (Section III-B).

I. RADIO WAVE SCATTERING BY FREE ELECTRONS

A. Scattering Coefficient of a Single, Free Electron

The scattering coefficient of a single, free electron, is

\[ \sigma_e = \left( \frac{\mu e^2}{4\pi m} \sin \psi \right)^2 \]

\[ \sigma_e = 8 \times 10^{-30} \sin^2 \psi \text{ (meters)}^2, \]

where all units are MKS; \( \mu \) is the permeability of the medium \((4\pi \times 10^{-7})\); \( e \) and \( m \) are the charge and mass of the electron; \( \psi \) is the polarization angle—the angle between the direction of vibration of the incident field and the direction from the scatterer to the receiver; and \( \sigma_e \) is the power scattered into a unit solid angle per unit incident power density, per electron.

The scattering coefficient, it should be noted, does not depend on wavelength, but it does depend on aspect only in the usual dipole radiation sense as reflected in the polarization factor \( \sin \psi \).

B. Scattering by Free Electrons in an Ionized Medium

To relate the problem of incoherent scattering by free electrons to other radio wave problems involving free electrons, consider first an ionized, but macroscopically neutral, medium. The criterion for distinguishing between the cases of incoherent and coherent scattering by free electrons can be stated in three interrelated ways, in terms of a Doppler shift of the radio frequency and the electron collision frequency, the spectrum of the irregularities of the medium, and a characteristic scale of the radio problem and the mean free path of the electrons. To emphasize the distinction, the three versions are presented below.

1) If the Doppler shift \( \Delta f \) of the radio frequency \( f \) due to scattering by a moving electron is larger than the collision frequency \( \nu \) of the electrons \( (\Delta f > \nu) \), then the unshifted frequency and the Doppler shifted frequency will beat with one or more cycles, and the energy associated with an incident wave now appears in scattered waves that differ in frequency and are, therefore, incoherent. In terms of time rather than frequency, one says that the duration (time between collisions) of the scattered wavelets is long enough so that the difference in frequencies is apparent from one or more beats between the waves.

If the Doppler shift is smaller than the collision frequency \( (\Delta f < \nu) \), the duration of the wavelet at the Doppler shifted frequency is so short that it is substantially in phase (coherent) with an unshifted wave and the effect of the individual electron is best viewed macroscopically.

2) The scattering of radio waves in a medium containing irregularities is frequently discussed in terms of the spectrum of the irregularities (mean square fluctua-

tions as a function of the size of the irregularity). The spectrum may have one or more subrange sizes in which the spectrum has a characteristic shape. The spectrum of the fluctuations at the smallest sizes, as viewed macroscopically, decreases very rapidly with increasing wave number (decreasing size). This part of the spectrum, the viscous dissipation range, has previously represented the lower limit of sizes of interest. However, continuing toward larger wave numbers (smaller sizes) and replacing the macroscopic view by a microscopic view, one finds that the medium is discontinuous at a size of the order of the distance over which an electron is free to move (mean free path). The spectrum should be flat for a range of smaller sizes, suggesting no wavelength dependence of the scattering.

3) The problem of a radio wave propagating in a medium has associated with it a characteristic scale that indicates the element of length in the medium that is significant. The characteristic scale \( L \) depends on the wavelength \( \lambda \), and the angle \( \theta \) between the incident wave direction and the direction of the reradiated (scattered) wave.

\[
L = \frac{\lambda}{2 \sin \theta/2} \tag{2}
\]

If the characteristic scale is large compared to the mean free path \( (L > l) \), the effect of an individual electron is minimized by interaction (collisions); and the net effect of the electrons appears as a macroscopic change in the dielectric constant of the medium. If the characteristic scale is small compared to the mean free path \( (L < l) \), the microscopic approach is replaced by a microscopic approach; and the effects of the individual electrons are considered.

The characteristic scale associated with the problem of refraction in an ionized medium is usually very large, since the angle \( \theta \) is zero or very close to zero. The standard solutions of the refraction problem consider the effects of the electrons macroscopically, although refraction may be interpreted as all the individual electrons scattering coherently. The electron density \( N \) for the refraction problem is averaged over volumes whose dimensions are small compared to the scale \( L \) but, of course, large compared to the mean free path \( l \).

In the “ionospheric scatter” problem\(^2\) the characteristic scale is large compared to the mean free path of the electrons at, or just below, the E-region of the ionosphere. The macroscopic approach is employed in the solution, and the scattering coefficient depends on the spatial Fourier component of order \( L \) of the mean square fluctuation \( \langle \Delta N \rangle \) of electron density. In terms of the effect of the individual electrons, this may be interpreted as coherent scattering by neighboring electrons, that is, electrons whose separations are limited to \( L \). In this sense the scattered waves have limited coherence.

C. Incoherent Scattering Coefficient of Free Electrons

The free electrons in an ionized medium must be considered individually in a radio problem for which the characteristic scale is small compared to the mean free path of the electrons. The condition \( (L < l) \) is satisfied, for example, at a wavelength of 1.5 meters for backscatter \((\theta = \pi \) and \( L = \lambda/2)\) from the earth’s ionosphere above 100 kilometers. Stated in terms of approach 1) above, the energy associated with the incident wave of frequency \( f \) is spread over a frequency band due to the Doppler shift produced by the thermal motion of the electrons. The Doppler shift \( \Delta f \) produced by an electron having a component \( v \) of velocity in the appropriate direction (in the plane containing transmitter, receiver, and scatterer and normal to the bisector of the scattering angle \( \theta \) is

\[
\Delta f = \frac{2v}{c} \sin \theta/2, \tag{3}
\]

or with 2)

\[
\Delta f = \frac{v}{L}. \tag{4}
\]

The scattered waves forming the spectrum over which the energy is spread are incoherent, since they have different frequencies.

If \( \sigma_e \) is the scattering coefficient of a single electron, then the scattering coefficient per unit volume of \( N \) electrons per cubic meter each radiating incoherently is found by adding the powers scattered by each electron. The incoherent scattering coefficient is

\[
\sigma_X = \sigma_e N \text{ (meter)}^{-1}, \tag{5}
\]

where \( \sigma_X \) is the power radiated into a unit solid angle per unit incident power density per unit volume.

D. Electron Temperature

Since the Doppler shifts described above result from the thermal motion of the electrons, it is possible to deduce the electron temperature by measuring the width of the spectrum of frequencies returned from a given volume. The spread of frequencies in backscatter from the ionosphere will be of the order of 100 kilocycles at an operating frequency of 200 megacycles.

II. Applications of Incoherent Scattering to the Exploration of the Earth’s Upper Atmosphere and Surrounding Space by Radar

A. Electron Density Distribution with Height above the Earth

One can measure from the ground with suitable resolution in height and time the electron density and electron temperature in, between, and above the regular ionospheric layers of the earth’s atmosphere, as well as

linearly, the signal-to-noise ratio of Fig. 1 can be linearly corrected for other values of these parameters.

Fig. 1 deserves study in detail. Before considering the detail, however, some general remarks are needed. The radar is powerful, but megawatt transmitters are available. The antenna is very large; but since the signal-to-noise does not depend on wavelength, the large area may be obtained with coarse mesh and moderate tolerances by selecting the longest wavelength (about 1.5 meters) consistent with cosmic noise limitations. The antenna may be fixed and pointed vertically.

E-Region of the Ionosphere: An electron density of $10^8$ per cubic meter at a height of 100 kilometers is readily detected (signal-to-noise of 30) by the radar (Fig. 1) with a 0.1 millisecond pulse. While longer pulses produce higher signal-to-noise ratios (or permit smaller antenna areas, or transmitter powers), they suffer from poor height resolution. The 0.1 millisecond pulse averages over 15 kilometers of height, and larger intervals seem undesirable, especially at the lower ionospheric heights.

Electron densities as low as $10^8$ per cubic meter may be detected below the $E$-region with the 0.1 millisecond pulse on the basis of incoherent scattering, but this may be masked by scattering of the limited coherence type. In the height interval 100 to 200 kilometers, electron densities greater than $10^8$ per cubic meter will be detectable.

The height above which the macroscopic approach using limited coherence (coherent scattering by neighboring electrons) ceases to be important depends on the scale $L$ as described in section 1-B. For backscatter, $L = \lambda/2$, and the macroscopic approach can be neglected when the mean free path $l$ is of the order of or greater than $\lambda/2$. For a frequency of 200 megacycles ($\lambda/2 = 3$ meter) this condition occurs for heights above 100 kilometers and one therefore expects only incoherent scattering above this height.

F-Region of the Ionosphere: A typical $F$-layer maximum electron density of $10^{12}$ per cubic meter will produce a signal-to-noise of 1,000 with the 0.1 millisecond pulse at a height of 300 kilometers. Note that the $F$-layer maximum is detectable with a smaller antenna, say 30 meter diameter instead of 300 meter diameter, other parameters being the same.

In the lower $F$-region (200 to 300 kilometers) electron densities as low as $10^8$ are detectable with the 0.1 millisecond pulse. Above 300 kilometers (but below 1,000 kilometers)$10^9$ electrons per cubic meter are detectable with the 0.1 millisecond pulse. Increasing the pulse to 1.0 millisecond, one is able to detect electron densities as low as $10^8$ up to about 1,700 kilometers. The 1.0 millisecond pulse averages over a height interval of 150 kilometers, but this seems acceptable at these heights.

The Region $\frac{1}{3}$ to 1 Earth’s Radii: The region of interest extends from about 1,000 to 6,000 kilometers above the ground. By lengthening the pulse to 10 milliseconds one can detect in this range of heights an electron density as low as $10^9$ electrons per cubic meter.

Transient Streams of Charged Particles: Streams of charged particles originating in outer space and flowing near the earth may or may not be detected, depending on their range from the radar and electron density as detailed in Fig. 1. The prospects are exciting.

Stanford “Daytime Aurora Echoes”. Recent reports of Stanford Research Institute observers describe diffuse echoes from the auroral zone during the daytime at 400 and 800 megacycles with little wavelength dependence, in contrast to the aspect sensitive, high wavelength dependence nighttime auroral echoes. The radar, I understand, had approximately the following characteristics: transmitter power, 50 kilowatts; antenna diameter, 20 meters; pulse length, one millisecond; noise figure, 10 (estimated). Incoherent scattering (8) produces a signal-to-noise ratio of 10 for an echo from $10^{12}$ electrons per cubic meter at a range of 300 kilometers. Notice that (8) predicts no wavelength dependence of the incoherent scattering.

Ring Current: If the ring current exists and its characteristics (distance, electron density) are estimated, the possibility of detection by this radar can be determined from Fig. 1.

C. Scattering at Angles Other Than the Back Direction

Scattering by an electron has a dipole pattern as indicated by the factor $\sin^2 \psi$. One therefore expects the same amount of power as that scattered in the back direction to be scattered in other directions for which the dipole factor is one. Hence separating the receiver from the transmitter does not affect the scattered power per unit volume. The scattering volume, however, now determined by the intersection of transmitting and receiving beams rather than pulse length and radar beam, is altered from

$$\frac{\pi \lambda^2}{4} \frac{v}{A}$$

where the transmitting and receiving antenna areas are each $A$; the volume is located symmetrically a distance $r$ from transmitter and receiver; and the scattering angle is $\theta$. With this volume filled with $N$ electrons per cubic meter

$$P_T = \frac{P_T \lambda^{1/2} \sigma N}{r \sin \theta}$$

The receiver noise power is given by (7), and the signal-to-noise ratio is

$$\frac{P_R}{N_R} = \frac{P_T \lambda^{1/2} \sigma N}{r \sin \theta F K T B}$$
F-Region Scattering: A megawatt transmitter at $1\frac{1}{2}$ meter $\lambda$, 20 meter dishes, and a noise figure of 2 give a signal-to-noise ratio of one in a 100 kilocycle bandwidth at a separation (2$r$) between transmitter and receiver of 3,000 kilometers on the basis of incoherent scatter [$L = 0$ (meters) < $r$ = 0 (kilometers)] in the F region of the ionosphere (300 kilometers height, $10^{19}$ electrons per cubic meter).

III. Capabilities of the Radar for Additional Exploration of Space

A. Solar System

If the radar described in Fig. 1 is modified by reducing the receiver bandwidth to two kilocycles (one millisecond pulse), it is capable of obtaining an echo from Venus and Mars and possibly from Mercury and Jupiter at their closest approach to the earth. Without pulse integration to improve the signal-to-noise ratio, the ratios are 50, 1, 0.3, and 0.1 for these planets, respectively, assuming that their radar cross sections are one-tenth of their actual cross sections. In the case of Jupiter the round-trip travel time of the pulse is about 70 minutes, during which time the earth rotates about 17.5 degrees. Feed motion in the fixed antenna does not provide 17.5 degrees of beam swinging, so the Jupiter observation, while possible from the standpoint of system sensitivity, is possible only with more beam mobility.

The same calculation applied to the sun gives a signal-to-noise ratio (without pulse integration) of 100, with proper allowance for the high level of solar noise. Although the mechanism by which an echo might be obtained from the sun must be more complicated than that associated with the planets, it seems very likely that an echo will be obtained.

For a small meteor, taken as a sphere of radius $a < \lambda$ with finite conductivity, the ratio of the scattering cross section to the physical cross section is

$$\frac{\sigma}{\pi a^2} = 6.2 \times 10^2 \left(\frac{a}{\lambda}\right)^{1.4}, \quad \text{(11)}$$

The power received from a single meteor is

$$P_R = \frac{P_T A^3 a\sigma}{4\pi^2 r^4} \alpha \left(\frac{a}{\lambda}\right)^{6}. \quad \text{(12)}$$

A meteor at a range of 100 kilometers produces a signal-to-noise ratio of ten in a bandwidth of one kilocycle for the radar (Fig. 1) when the radius is $a = 5$ millimeters, and meteors of this size will enter the beam very infrequently.

If the beam is filled with $n(a)$ meteors per unit volume of radius $a$, the received power is

$$P_R = \frac{P_T A h}{4\pi r^2} \int n(a) a^2 da \alpha \int n(a) a^4 da. \quad \text{(13)}$$

Present estimates increase $n(a)$ by an order of magnitude every time the radius is halved. At this rate only the largest meteors contribute significantly, and the net effect of meteor echoes on the radar of Fig. 1 is negligibly small, although the ionization produced by the meteors at heights near 100 kilometers should be readily observed.

B. Further Radiation Detection

The collecting area of the radar antenna combined with a sensitive receiver provides a capability of detecting weak sources of radiation at meter wavelengths from limited parts of the sky. The limitation arises from the antenna beamwidth and the fact that the antenna reflector is fixed. Flux densities smaller by two or three orders of magnitude than those reported ($10^{-25}$ watts meter$^{-2}$ cycle$^{-1}$) in the Cambridge survey of radio stars are observable. The Cambridge survey (at $\lambda = 3.4$ meters) lists, for example, 82 sources in the declination range 18 to 24 degrees (about 2,000 square degrees of sky). Only four of these sources have flux densities in excess of $10^{-24}$ watts meter$^{-2}$ cycle$^{-1}$. The antenna located at about north latitude 20 degrees and pointed vertically, but with some beam swinging available by moving the feed, could check the strength and position of many of the listed sources and add weaker sources to the list.
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Analysis of Millimicrosecond RF Pulse Transmission*

MAX P. FORRER†, SENIOR MEMBER, IRE

Summary—An analysis of millimicrosecond RF pulse transmission through uniform systems is presented. Quadratic approximations for the complex propagation constant are used, and a Gaussian pulse envelope is assumed. Employing Fourier transformation, the received waveforms are obtained for the general case of lossy, dispersive systems. The results are discussed and illustrated separately in terms of pulse distortions due to dispersion, due to losses and due to bandwidth limitations.

INTRODUCTION

With the increasing perfection of microwave broadband amplifiers and associated transmission components, practical applications of millimicrosecond RF pulse techniques are becoming more and more attractive. Among potential fields of application are short-pulse radar equipment and wide-band communication systems. Millimicrosecond pulse techniques have been successfully employed for waveguide testing.1,2 The capability of generating and handling such pulses at high repetition rates of several hundred megacycles per second furthermore has opened up the possibility of designing logical circuitry for digital computers of exceedingly high speed. Several microwave circuits suitable for the generation of millimicrosecond RF pulses have been described in the literature.3-6

Analytical work in this field was recently published by Elliott,6 who computes the degradation of an initially rectangular pulse envelope due to dispersion in a lossless waveguide. Gajewski6 investigates the influence of skin effect on pulse propagation in waveguides. Wigington and Nahman6 published a transient analysis, including experimental results, on coaxial cables with skin losses.

The present paper is characterized by the assumption of a transmitted pulse with Gaussian envelope. This is a realistic approximation of the pulse shapes actually realizable in the millimicrosecond range and has the additional advantage that the mathematical analysis yields results in closed form. The following theory is applicable to uniform microwave transmission systems and will relate pulse shapes (time functions) with the CW properties of the transmission system (frequency functions). A generalization of the theory for certain linear, two-port networks is possible.

GENERAL ANALYSIS

A transmitted waveform $f(t)$, which may be taken to be proportional to voltage or electric field is assumed to be generated at the $z=0$ cross section of a uniform microwave transmission system. This system is infinitely long in the $z$-direction, and it is desired to calculate the received waveform $g(t, z)$ at a distance $z$. The transmitted waveform is expressed by an envelope function $f_1(t)$ and a carrier time function $f_2(t) = e^{j\omega t}$, so that

$$f(t) = f_1(t)e^{j\omega t}. \quad (1)$$

According to the Fourier theorem, the envelope function $f_1(t)$ is related to its spectrum $F_1(\omega)$ by

$$f_1(t) = \int_{-\infty}^{\infty} F_1(\omega) e^{j\omega t} d\omega, \quad (2)$$

so that (1) becomes

$$f(t) = \int_{-\infty}^{\infty} F_1(\omega) e^{j(\omega t + \omega_1) t} d\omega. \quad (3)$$

Here, the transmitted waveform is expressed as a superposition of an infinite number of continuous sinusoidal oscillations, with amplitudes $F_1(\omega)$ and with frequencies $\omega_1 + \omega$. The CW properties of microwave transmission systems are commonly described by a complex propagation constant

$$\gamma = \alpha + j\beta. \quad (4)$$

Each component oscillation of (3) thus gives rise to a wave propagating along $z$ according to $e^{-\gamma t}$, so that the total received time function becomes

$$g(z, t) = \int_{-\infty}^{\infty} F_1(\omega) e^{j(\omega t + \omega_1) t - \gamma z} d\omega. \quad (5)$$

The propagation constant $\gamma$ may change with frequency in various ways depending upon the transmission system used. In order to obtain a general theory, the quantities $\alpha$ and $\beta$ are expanded in Taylor series. Usually, the frequency variation of $\alpha$ and $\beta$ are sufficiently smooth over the frequency range of interest so that they can be approximated by the first three terms of the Taylor series.
\[ \alpha(\omega_0 + \omega) = \alpha_0 + \alpha_1 \omega + \alpha_2 \omega^2 \]  
\[ \beta(\omega_0 + \omega) = \beta_0 + \beta_1 \omega + \beta_2 \omega^2. \]

Here, \( \alpha_0 \) and \( \beta_0 \) are the values of attenuation and phase constant at the carrier frequency \( \omega_0 \). \( \alpha_1 \) and \( \beta_1 \) represent the linear slope at this frequency, and the quadratic coefficients are given by

\[ \alpha_2 = \frac{1}{2} \left. \frac{\partial^2 \alpha}{\partial \omega^2} \right|_{\omega_0}, \quad \beta_2 = \frac{1}{2} \left. \frac{\partial^2 \beta}{\partial \omega^2} \right|_{\omega_0}. \]

These coefficients can be determined either through computation or by graphical means from an experimental plot of \( \alpha \) and \( \beta \) vs frequency.

To illustrate the degree of approximation achieved by (7), a typical example is chosen, involving a X-band, 1.5 inch OD rectangular waveguide. A carrier frequency of \( \omega_0/2\pi = 10 \text{ kmc} \) is assumed. The calculation of \( \beta \) at 8 and 12 kmc by (7) reveals errors of +2.9 per cent and -0.4 per cent, respectively, when compared with the accurate formula.

It is worthwhile noting that this method of Taylor series representation of \( \alpha \) and \( \beta \) could not be advantageously employed for the analysis of base-band pulses \( (\omega_0 = 0) \), since \( \alpha \) and \( \beta \) must be even and odd functions, respectively, of the frequency. In the case of carrier pulses, where the Taylor expansion centers around \( \omega_0 \), no such restriction exists.

The Fourier integral, (5), can be solved as soon as the envelope of the transmitted pulse has been chosen. The assumption of a Gaussian envelope

\[ f(t) = e^{-b t^2} \]  
\[ F_1(\omega) = \frac{e^{-\omega^2/4b}}{2\sqrt{\pi b}} \]

appears to be a good approximation to the waveforms actually realizable.\(^*\) Theoretically, such a pulse lasts infinitely long; however, a practical pulse duration \( \tau \) may be defined as the time elapsed between amplitude values that are a fraction \( 1/q \) of the maximum pulse amplitude at \( t = 0 \). The choice of \( q \) may depend on the sensitivity of the receiver, and on the noise in the system. Values of the order of \( 1/q = 1 \) per cent (-40 db) or 10 per cent (-20 db) may be practical. The relation between \( b, \tau \) and \( q \) is

\[ b = \left( \frac{2}{\tau} \right)^2 \ln q. \]

It may be difficult to determine these pulse durations by oscillographic measurements. It is more convenient to measure pulse durations between "-3 db" points or between "1/e" points. Fig. 1 (next page), representing (11), serves to correlate these pulse durations through intersection of a horizontal line with the given curves.

The substitution of (6), (7) and (10) into (5) yields

\[ g(z, \tau') = \frac{e^{-(\omega_0 + \omega_0 z - a_0 z)}}{2\sqrt{\pi b}} \mathcal{F} \int_{-\infty}^{\infty} e^{-\left(\omega_1 + \omega_2 + \omega_3 + j\omega_4\omega_5\right) z} d\omega. \]

It is convenient to describe the received pulse in terms of a new time-scale, \( \tau' \), which is retarded with respect to \( \tau \) by the group delay \( \beta z/\omega_0 \). The integral in (12) may be solved in closed form.\(^*\) Of interest is only the real part of the resulting expression, which represents the physically existing waveform.

\[ \text{Re} g(z, \tau') = g(z, \tau') \cos \left\{ \Omega \tau' + x' \tau^2 + \delta \right\} \]

where

\[ \exp \left\{ -\alpha_0 z + b(1 + 4b\alpha_0 z) \left[ (\alpha_1 z)^2 - \tau'^2 \right] - 8b^2 \alpha_1 \alpha_2 z \tau' \right\} \]

\[ \Omega = \omega_0 - \frac{2b \alpha_2 (1 + 4b \alpha_0 z)}{(1 + 4b \alpha_0 z)^2 + (4b \beta_0 z)^2} \]

\[ x = \frac{4b^2 \beta_3 z}{(1 + 4b \alpha_0 z)^2 + (4b \beta_0 z)^2} \]

\[ \delta = (\omega_0 \beta_1 - \beta_0) z - \frac{4b^2 \beta_3 \alpha_1 z^2}{(1 + 4b \alpha_0 z)^2 + (4b \beta_0 z)^2} - \frac{1}{2} \arg \left[ 1 + 4b \alpha_0 z + j4b \beta_0 z \right]. \]

Examination of this result for a lossless, nondispersive system immediately yields the undistorted transmitted waveform, \( \hat{g}(z, \tau') = \text{Re} f(t) \), confirming that the group delay \( \beta z \) is the correct propagation time for this case.

Inspection of (12) shows that convergence of the Fourier integral is guaranteed, provided

\[ \alpha_2 + \frac{1}{4b} > 0. \]

This imposes an upper limit upon \( z \) in case \( \alpha_0 \) is negative (concave downward attenuation characteristic).

The following additional restrictions in the validity of the result are caused by the fact that (6), and there-

\[^*\text{D. Bierens de Haan, "Nouvelles Tables d'Intégrales Définies," G. E. Stechert and Co., New York, N. Y.; 1939. (Table 269.)}\]
fore also (12) represent approximations. Eq. (6) shall be a valid approximation within a certain given frequency range. Consequently, the component waves being superposed by the integration, (12), must be confined to this frequency range. This is satisfied by requiring that

\[ e^{-\frac{1}{2} \left[ (4b \omega)^2 z^2 \right]} \ll 1, \]  

as \( \omega \) exceeds the given frequency range. This assures that all component waves outside the given frequency range have amplitudes of negligible magnitude. In any given situation, (19) readily allows to estimate the maximum distance \( z \) up to which the analysis yields accurate results. In lossless systems \( z \) is not limited, and the same is true for lossy systems where both \( \alpha_1 = 0 \) and \( \alpha_2 > 0 \).

Eqs. (13) to (17) are useful for the general case of a system having both loss and dispersion. The received envelope \( g(z, t') \) is still Gaussian, but appears flattened out and its peak is displaced from \( t' = 0 \). Eq. (16) reveals the existence of frequency modulation within the pulse, since the instantaneous carrier frequency is

\[ \omega_0(t') = \frac{\partial}{\partial t'} (\Omega t' + \chi t'^2 + \delta) = \Omega + 2\chi t'. \]

The average carrier frequency (at \( t' = 0 \)) appears shifted from \( \omega_0 \) (15). Finally, RF phase at \( t' = 0 \) is given by (17).

It appears advantageous to discuss separately distortions due to dispersion, due to losses, and due to bandwidth limitation. Although, strictly speaking, there are no physical systems that give rise to distortions of only one of these categories, they nevertheless represent useful approximations.

### Distortions due to Dispersion

Setting \( \alpha = 0 \), the solution (13) becomes

\[ g(z, t') = e^{-b t'/\left(1 + (4b^2 z^2)\right)} \cos \left\{ \omega_0 t' + \frac{4b^2 \beta_2}{1 + (4b^2 z^2)^2} t'^2 + (\omega_0 \beta_1 - \beta_2) z - \frac{1}{2} \arctan (4b^2 z) \right\}. \]  

Of prime interest are the peak value of the envelope, the pulse duration, the frequency modulation of the carrier and the RF phase. The peak value of the envelope occurs at \( t' = 0 \), indicating that it has traveled with group velocity. The attenuation \( \alpha_p \) of the peak pulse amplitude in decibels is

\[ \alpha_p = 5 \log \left[ 1 + (4b^2 z^2)^2 \right]. \]

The pulse duration \( \tau(z) \) is found to be

\[ \tau(z) = 2 \sqrt{\frac{1 + (4b^2 z^2)^2}{b}} \ln q = \tau_0 \sqrt{1 + (4b^2 z)^2}. \]

With the assumptions made, the instantaneous radian frequency of the carrier changes at a constant rate given by

\[ \frac{\partial}{\partial t'} \omega_0(t') = 2\chi = \frac{8b^2 \beta_2}{1 + (4b^2 z)^2}. \]

The RF phase angle at \( t' = 0 \) is

\[ \delta = (\omega_0 \beta_1 - \beta_2) z - \frac{1}{2} \arctan (4b^2 z) \]

where the second term is usually small compared to the first.

In the case of normal dispersion, \( \beta_1 \) is negative, meaning that the group velocity increases with frequency. Higher frequencies are therefore expected in the early part of the received pulse, while lower frequencies are expected at later times. Eq. (23) fully expresses this situation.

The above results are illustrated by a practical example, employing a X-band, 1\( \times \frac{4}{4} \) inch OD rectangular waveguide. Again, a carrier frequency of \( \omega_0/2\pi = 10 \text{ kmc} \) is chosen. One obtains

\[ \beta_0 = (\omega_0^2 - \omega_c^2)^{1/2}/\nu = 1.58 \text{ cm}^{-1}, \]

\[ \beta_1 = \omega_0/(c^2 \beta_0) = 4.41 \times 10^{-11} \text{ sec cm}^{-1}, \]

\[ \beta_2 = -\omega_0^2/(2c^4 \beta_0^2) = -0.266 \times 10^{-21} \text{ sec}^2 \text{ cm}^{-1}, \]

where

\[ \omega_c/2\pi \text{ is the cut-off frequency of the guide, and where } \nu = (\mu_e)^{-1/2}. \]

The attenuation of the peak value of the envelope is shown in Fig. 2(a) for pulses of various lengths. Durations of these pulses are plotted in Fig. 2(b), where it is observed that the curves cross each other. Thus, there are locations where pulses of different initial length attain equal length. However, their carrier waveform still differs, determining their subsequent change of \( \tau \). The initially shorter pulse contains more frequency modula-
tion of the carrier than the initially longer pulse. The rate of change of instantaneous frequency is shown by Fig. 2(c), and the RF phase angle, as approximated by the first term of (24), becomes δ/z = 68 degrees per centimeter.

These pulse deterioration effects could be reduced by decreasing βₚ. In the case of the waveguide, this is accomplished by increasing the carrier frequency ω₀, however, an upper limit is set by the occurrence of the first higher-order waveguide mode. Relatively dispersion-free operation at a single mode may be achieved in suitably dimensioned ridged waveguides.

**Distortions due to Losses**

In a dispersionless system, the coefficient β₂ = 0, so that the solution (13) becomes

\[
\tilde{g}(z, t') = \frac{e^{-\alpha_z t + (\omega_z z)^2 - (t')^2} / (1 + 4b\alpha_z z)}{\sqrt{1 + 4b\alpha_z z}} \cdot \cos \left( \left( \omega_0 - \frac{2b\alpha_z}{1 + 4b\alpha_z z} \right) t' + \omega_0 (\beta_1 - \beta_0) z \right). \tag{25}
\]

Of interest are again the behavior of the envelope and of the carrier as a function of z. In addition, the validity of the result must be tested in accordance with the discussion of (18) and (19) for every practical case.

The attenuation αₚ of the peak pulse amplitude in decibels is

\[
\alpha_p = 8.686\alpha_0 - \frac{8.686(\alpha_z z)^2}{1 + 4b\alpha_z z} + 10 \log (1 + 4b\alpha_z z) \tag{26}
\]

where the first term on the right equals the attenuation experienced by a CW signal at frequency ω₀. The pulse duration is

\[
\tau(z) = 2\sqrt{\ln q / b} = \tau(0) \sqrt{1 + 4b\alpha_z z} \tag{27}
\]

and the shift in carrier frequency is given by

\[
\Delta\omega_0 = \frac{-2b\alpha_z z}{1 + 4b\alpha_z z} \tag{28}
\]

Positive slope of the attenuation characteristic thus decreases the carrier frequency, a situation which is intuitively expected, since the lower frequencies of the spectrum are enhanced with respect to the higher frequencies. This also explains the small gain term in (26) associated with α₀. In RG9A/U coaxial cable for instance, the carrier frequency shift would be expected to be −6.2 mc per meter for an X-band, 1-mus pulse (between 10 per cent points).

**Distortions due to Bandwidth Limitations**

If a system is assumed whose transmission is strictly limited to the frequency band ω₀ ± ω₁, the analysis may be resumed with (12), using the appropriate limits of integration, ±ω₁. Studying for example, a lossless and dispersionless system (α = β₂ = 0), the integral in (12) becomes

\[
I = \int_{-\omega_1}^{+\omega_1} e^{-\omega^2 / 1 + 4b\alpha_z z} d\omega. \tag{29}
\]
Fig. 3—Envelope functions $g_i(t)$ for various pulse lengths and bandwidths in systems with abrupt frequency-band limitation.

Rearranging the exponent to form a complete square and performing a variable transformation

$$\zeta = \frac{\omega}{2\sqrt{b}} - j\sqrt{b}$$

leads to

$$I = 2\sqrt{\pi}e^{-\beta^2} \int_{-w_1/(2\sqrt{b})}^{w_1/(2\sqrt{b})} e^{-\xi^2} d\xi$$

(30)

where $\zeta$ is a complex variable. Eq. (30) cannot be integrated in closed form; however, it may be expressed in terms of the error function of a complex variable, defined by

$$\text{erf}(x+jy) = e^{-t^2} = U(z) + jV(x, y)$$

(31)

and having the properties

$$\text{erf}(-p) = -\text{erf}(p); \quad \text{erf}(p^*) = \text{erf}^*(p).$$

(32)

This function has been tabulated by Hastings and Marcum$^{10}$ and a mapping was originated by Laible.$^{11}$

$^{10}$ C. Hastings and J. I. Marcum, "Tables of integrals associated with the error function of a complex variable," RAND Corporation, Santa Monica, Calif., Report RM-50; August 1, 1948.


Eq. (30) now becomes

$$I = 2\sqrt{\pi}e^{-\beta^2} U\left(\frac{\omega_1}{2\sqrt{b}}, t'\sqrt{b}\right)$$

(33)

so that the total solution, from (12), is

$$g_i(z, t') = e^{-\beta^2} U\left(\frac{\omega_1}{2\sqrt{b}}, t'\sqrt{b}\right) \cdot \cos \left[\omega_0 t' + \left(\omega_0 t_1 - \beta_0 z\right)\right].$$

(34)

The carrier waveform appears undistorted but the pulse envelope is no longer Gaussian. Since $U$ is an even function of $t'$ (32), the pulse envelope $g_i(t')$ has even symmetry with respect to $t'=0$, indicating that the center of the pulse travels with group velocity. The attenuation $\alpha_0$ of the pulse center is given by

$$\left(\alpha_0^{-1} = U\left(\frac{\omega_1}{2\sqrt{b}}, 0\right) = \frac{2}{\sqrt{\pi}} \int_{0}^{w_1/(2\sqrt{b})} e^{-\xi^2} d\xi \right)$$

(35)

which is the usual error function. Pulse envelopes are shown in Fig. 3, where the curve labeled $\omega_1/(2\sqrt{b}) = \infty$...
s the undistorted Gaussian envelope obtained with infinite bandwidth. All other envelopes are characterized by small oscillations outside the major part of the pulse (overshoot). Considering for example a 3-μsec pulse (between 10 per cent points) being transmitted through a filter with 750 mc total bandwidth one obtains $\beta = 10^{18}$ sec$^{-2}$ (from Fig. 1) and,

$$\frac{\omega_1}{2\sqrt{b}} = \frac{\pi (BW)}{2\sqrt{b}} = 1.2$$

as the parameter of the received envelope. As seen from Fig. 3, the peak is 91 per cent of that transmitted, the 10 per cent points are spaced by 3.2 μsec, and the overshoot does not exceed 5.5 per cent of the peak. Practically no distortions would be obtained for $\omega_1/2\sqrt{b} \geq 2$.

For transmission systems, whose frequency band limitation is gradual rather than abrupt, a Gaussian filter characteristic with a transfer function

$$W(\omega_0 + \omega) = e^{-\omega^2}$$

(36)

may be a good approximation. The pulse response of such a filter is immediately found from (25) by substituting $\alpha_0 = \omega_0 = 0$ and $\omega_2 = h$. Fig. 4 illustrates the attenuation of the envelope peak and the pulse spread as a function of the half-power bandwidth for pulses of various durations. Bandwidth requirements can thus be determined from a given tolerable attenuation and spreading.

**Generalization of the Analysis**

The present theory is applicable to certain linear, microwave two-port networks by introducing total attenuation $\alpha$ and total phase shift $\phi$ as measured between terminated reference planes. This is possible provided the frequency functions $a$ and $\phi$ may be approximated similarly to (6) and (7). It then is merely necessary to substitute $a = \alpha z$ and $\phi = \beta z$ in the results.

**Conclusion**

Assuming a transmitted pulse with Gaussian envelope and a quadratic approximation to the complex propagation constant of a uniform transmission system, the RF pulse propagation problem is solved in closed form. While the received pulse envelope remains Gaussian, it appears flattened out. The carrier waveform is also changed. The effects due to dispersion ($\beta_2$) include pulse spreading and frequency modulation of the carrier within the pulse. A linear slope of attenuation ($\alpha_1$) causes a shift of the carrier frequency towards lower attenuation. The quadratic term of the attenuation characteristic ($\alpha_2$) usually causes pulse spreading. While all these pulse deterioration effects are very small for pulses equal to or longer than 10 μsec, they increase extremely rapidly for pulses shorter than 3 μsec.

The pulse transmission characteristics of a Gaussian filter is obtained as a special case of a lossy transmission system. In systems with abrupt frequency-band limitation, the pulse propagation problem leads to the error function of a complex variable. Here, the received pulse envelopes are no longer Gaussian but exhibit overshoot at the ends of the pulse.
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**A Quartz Servo Oscillator***

NORMAN LEA†

**Summary**—The paper deals with a 5 mc oscillator whose frequency instabilities due to vacuum tube effects are at least 100 times less than those present in the best conventional oscillators which achieve stabilization by resonant vector balance. By using quartz crystals of low drift, it is therefore possible to reduce unpredictable frequency changes to one or two parts in $10^9$. The tube-dependent instabilities in conventional oscillators are reviewed, the conclusion being that even with circuit Q values as high as 2 million it is not possible to guarantee frequency instabilities as low as $10^{-9}$, much less $10^{-10}$.
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A plan for dual stabilization by resonant-loop balance and bridge-operated servo to one part in $10^9$ is described. The development of an oscillator based on this plan and intended as a working frequency standard is explained with the aid of block diagrams and performance data.

**Introduction**

The works of Galileo and Huygens in the 17th century and of Nickelson and Cady from 1918 onwards were outstanding events in the art of frequency control.

During the whole of this time, it was well understood that a driving system introduces a frequency instabil-
ity which depends upon the uncertainty of phase of the driving force and upon the decrement of the resonator.

Quartz resonators having $Q$ values of several million are now possible, and considerable improvements in phase stability have been made by the use of vacuum tubes and preferred coupling networks.

It will be shown, however, that these improvements are not sufficient to enable the present demands for oscillator stability to be met, if reliance is placed on the conventional method of stabilization by balance of vectors in a resonant loop.

Working frequency standards and control oscillators for navigational systems are now required with day-to-day instabilities no greater than one or two parts in $10^{18}$. The quartz servo oscillator provides a solution.

**CONVENTIONAL OSCILLATORS**

Before considering any new approach to the problem, the tube-dependent instabilities in a conventional oscillator must be reviewed. Let it be assumed for the moment that the resonator and the components of the coupling network are perfectly stable, that there are no harmonics, and that there are no amplitude changes.

**Vacuum Tube Imperfections**

The well known instabilities are:
1) $\Delta C_\text{g} =$ Grid cathode capacitance;
2) $\Delta C_\text{p} =$ Plate cathode capacitance;
3) $\Delta C_{\text{gp}} =$ Grid plate capacitance;
4) $\Delta Z_\text{i} =$ Cathode interface impedance;
5) $\Delta T_\text{i} =$ Transit time;
6) $\Delta R_\text{p} =$ Plate resistance;
7) $\Delta g_\text{m} =$ Mutual conductance.

These are all functions of supply voltages, temperature, time, and mechanical vibration; moreover, 1), 2), 3), and 5) are functions of $g_\text{m}$.

Fortunately, a complete review of the consequences of this complex state of affairs is unnecessary. It will be sufficient if one or two effects, known to be especially troublesome, are discussed.

**Simplest Conventional Circuit**

The simplest known low-loss network capable of providing the desired impedance transformations between resonator and tube system is the Colpitts arrangement of Fig. 1. The only network quantity which can be adjusted to minimize the total effect of tube instabilities is the ratio $n$ of the mutual capacitors.

**Capacitance Instabilities**

It is easy to show that the total instability of frequency due to $\Delta C_\text{g}$ and $\Delta C_\text{p}$ is

$$\frac{\Delta \omega}{\omega} = \frac{\omega}{2 g_\text{m} Q} \left( \frac{\Delta C_\text{g}}{n} + n \Delta C_\text{p} \right)$$

which has a minimum value of

$$\frac{\Delta \omega}{\omega} = \frac{\omega}{2 g_\text{m} Q} \left( \frac{\Delta C_\text{g}}{n} + n \Delta C_\text{p} \right)$$

For the case of a 5 mc crystal of $Q=2$ million used in conjunction with a tube $g_\text{m}$ of 2 ma/volt, we have an instability due to tube capacitance changes of

$$\frac{\Delta \omega}{\omega} = 7800 \sqrt{\frac{\Delta C_\text{g}}{C_\text{p}}}.$$
From the results (3) and (6), it is seen that the total instability due to capacitance and phase changes in an individual pentode may be

\[ \frac{\Delta \omega}{\omega} = 12.4 \times 10^{-8}. \]  

(7)

This suggests that the conventional oscillator cannot be expected to keep within 1 in 10^9 without most serious reservations.

**Comparison with Meacham Circuit**

In view of the wide publicity accorded to the Meacham Bridge Oscillator, its behavior in relation to the Colpitts circuit of Fig. 1 is worth noting. If the input and output transformers of a Meacham Bridge have their ratios chosen so that the combined effect of \( \Delta C_e \) and \( \Delta C_p \) is minimized, it is easy to show that

\[ \frac{\Delta \omega}{\omega} = \frac{4\omega}{g_m Q} \sqrt{\Delta C_e \Delta C_p}. \]  

(8)

This is four times as large as that given by the Colpitts type circuit.

The effect due to phase changes in the amplifier of a Meacham system is

\[ \frac{\Delta \omega}{\omega} = \frac{2}{Q} \frac{\Delta \phi}{\lambda}, \]

where \( \lambda \) is the voltage attenuation in the bridge or the voltage gain in the amplifier.

If the amplifier consists of a single pentode, the gain can be increased by using a higher \( g_m \) value, but as we have seen from (4) that \( \Delta \phi \) is likely to be proportional to \( g_m \), no advantage is gained. If the gain of the amplifier is increased by the use of more than one stage, it is not easy to obtain a worthwhile reduction of \( \Delta \phi/\lambda \) at 5 mc on account of the phase instabilities introduced by the electrode capacitances shunted across the interstage couplings, and by the instabilities of the interstage couplings themselves. For these reasons, the Meacham system at 5 mc has a performance inferior to that of the Colpitts circuit of Fig. 1.

**Conventional Oscillator Conclusions**

From the above discussions, the conclusions reached are:

1) It does not seem possible to devise a better basic oscillator system than that shown by Fig. 1.
2) If an oscillator of this type has a 5 mc crystal, the \( Q \) value of which is as high as 2 million, the instabilities arising from an individual vacuum tube may nevertheless exceed 1 in 10^8.
3) In cases where the effect of replacing an oscillator tube has to be regarded as an oscillator instability, the rating in respect to tube effects could be no better than about 3 in 10^8.
4) To obtain the performance of 1 or 2 in 10^10 now required, a new approach is essential.

**Plan for a Servo Oscillator**

The tube-dependent instabilities of a conventional oscillator are completely avoided if frequency stabilization depends on the balance of an RF bridge in which none of the arms have tube-related reactances.

Such a bridge preferably takes the form shown in Fig. 2, the arms consisting of crystal LCR, a pure resistance \( R_1 \), and two loss-free capacitors \( C_2 \) and \( C_3 \). The bridge is fed from a convenient source \( E_f \) and has a sensitive detector \( D \). Even with the low operating levels essential in precision crystals, such a bridge has an output above noise for a frequency departure of 1 in 10^11 from reactance balance. It is therefore possible to use the detector output to adjust the frequency of the source \( E_f \) via a servo mechanism within one or two parts in 10^11.

The source \( E_f \) cannot be a simple LC oscillator, because its random FM would be prohibitive. To avoid the need for a separate crystal oscillator, the arrangement of Fig. 3 is a most welcome solution.

The RF bridge of Fig. 3 has arms designated as in Fig. 2 and has a resonant loop indicated by the heavy-lined rectangle. By making the impedances of the
bridge arms $C_3$ and $R_4$ large compared with those of $C_2$ and $LCR$, the resonant loop can operate independently of the bridge, to give stabilization by conventional vector balance. The $Q$ value of the resonant loop is not much less than that of the crystal itself, so such stabilization is as good as in a conventional oscillator. (Note that the use of capacitance instead of resistance ratio arms avoids the reduction of $Q$ value present in an earlier system.\textsuperscript{1,2})

Simultaneously, the output of the bridge detector is made to control a reactance $C_m$ located at a convenient point in the resonant loop, so that the frequency is continuously corrected within a few parts in $10^{-9}$ of bridge balance.

The RF bridge is the only part of the system which need be held at constant temperature. All effects due to the instabilities of the oscillator tube and of $C_b$, $C_6$, and $L_b$, and of the coaxial input cable to the oven are eliminated by the servo control of $C_m$.

Fig. 4 illustrates more nearly the arrangement actually used. The components $L_4$ and $C_4$ enable the $R_4$ arm to be made nonreactive, $C_m$ is a modulator to give sense-of-error information in the bridge output, and $X_F$ provides a fine adjustment of datum frequency.

Fig. 5 shows the way in which the RF envelope of the bridge output changes with bridge unbalance.

Some early information about this plan has been given by the author,\textsuperscript{1,3} and patents\textsuperscript{4,5} are related.

**Development**

The first application of the plan described in the last section has been the development of an oscillator for use as a continuously working frequency standard. For this service there are no rigid size and weight restrictions, so it has been possible to include every feature which will permit adjustment for optimum performance. The oscillator is in cabinet form with $19^\circ$ slide-and-tilt panels for easy servicing without interrupting operation. “Preferred” easily obtained tubes are used. Fig. 6 indicates its external appearance and Fig. 7 is a simplified block diagram.

**Crystal Bridge**

The bridge follows Fig. 4 closely, all components being of the most stable types available. Construction is such that performance is cyclic over the range of $10^\circ$ to $80^\circ$C. The output transformer has an unwanted signal in the secondary (due to the electric field of the primary) which is at least $70$ db below the bridge input voltage. The secondary voltage is therefore always an accurate indication of bridge balance.

The method used for reactance modulation is important. The modulator must be regarded as an integral part of the bridge, both from an RF and thermal point of view—that is to say, it must be housed completely inside the metal wall of the oven. The modulator must be stable over a long life, not disturb oven temperature, not cause FM in the crystal resonant loop, and not introduce RF mutuals between the crystal bridge and outside circuits.

The requirements were not fully met by the rotary variable capacitor used in the early experiments,\textsuperscript{1} and much less so by the chopper arrangement suggested by Sulzer\textsuperscript{4} and copied by Behrend.\textsuperscript{7} The best modulator
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5. U. S. Patent No. 2,769,090.
so far found is a capacitor with variable permittivity dielectric, connected as already indicated by $C_m$ in Fig. 4.

Tests over the last twelve months suggest that such a capacitor operated at constant temperature has a stable enough datum, if the LF modulating potential sweeps over most of the permittivity-voltage characteristic and if the peak reactance modulation corresponds to a frequency departure from bridge balance of no more than about 2 in $10^9$.

It is found that such a peak modulation is quite satisfactory for obtaining rapid servo corrections of all frequency errors from 3 in $10^4$ up to 5 in $10^8$. To minimize servo errors, the following precautions are taken:

1) Modulation is sinusoidal to escape the effect of harmonics and to facilitate $R$-balance adjustment.
2) The modulation frequency is 75 cps to avoid conflict with supply frequencies and their harmonics.
3) The modulation source is a stable RC oscillator.

4) Servo correction is by motor rather than by reactance tube, so that threshold boundaries are symmetrical with respect to the condition of perfect reactance balance.
5) The range of servo correction is sufficient to cover the effect of RF tube replacement.
6) The phase relation of “reference” to “control” signals is adjustable and monitored by CRO.

**Thermal Control**

In accordance with long established practice, thermal control is by resistance bridge with heat distribution to give a low ambient coefficient. The crystal temperature is stable to a few milli-degrees. A fine control enables the operating temperature to be aligned with the crystal characteristic. A relay contact for a remote alarm closes if the oven temperature becomes abnormal due to tube failures.

**Oscillator System**

The block diagram of Fig. 8 is self-explanatory. The circuitry is contained in a chassis separated from the oven unit by an 8 foot coaxial cable. The gain of the amplifier stages in the AGC system is stabilized to avoid changes in crystal operating level. A coaxial socket is mounted on the chassis to enable an RF millivoltmeter to be connected to the oscillator stage for measuring crystal operating level. To prevent signals from the high-level stages from reaching the receiver, the oscillator circuitry is very well screened and decoupled. The oscillator is fitted with a “test switch” to simulate errors of $10^{-4}$, $10^{-5}$, and $10^{-10}$.

**Receiver System**

Fig. 9 shows a block diagram of the preamplifier and the receiver. The preamplifier is mounted on the oven chassis and avoids the danger of carrying the low-level 5 mc bridge output signal directly to the receiver chassis.
Most of the receiver selectivity is obtained by bridged-T networks in the LF stages. The heterodyne oscillator, offset from 5 mc, enables the RF envelope of the modulation cycle to be monitored for checking servo operation.

The circuitry of the receiver is specially screened and decoupled.

**Servo Amplifier**

This contains two separate 75 cps channels for the “control” and “reference” signals which feed the two-phase tuning motor on the oscillator. A stable RC oscillator provides the 75 cps “reference” signal and also a separate phase-adjusted output for exciting the modulator \( C_n \) of the RF bridge.

**Monitoring**

A CRO monitor is included in the cabinet to permit all salient voltages in the servo system to be checked without interrupting the high-precision service. Metering of 60 voltages and currents in the various units is provided, together with a chart of normal readings on each panel.

**Power Supplies**

Two identical regulated supply units are used, the loads being apportioned in such a way as to minimize mutual effects in the event of partial tube failures. The “hum” of each unit is monitored by the CRO panel. The transformers cover the usual range of input voltages and frequencies from 40 to 60 cps. Circuit breakers are fitted which cannot be tripped by transformer surges set up by supply irregularities.

**Operation**

**Crystal Bridge**

*R Balance*: The \( R_4 \) arm of the bridge is easily made nonreactive when a setting of \( L_4 \) is found (Fig. 4) at which variations of \( C_3 \) cause no appreciable movement of the pointer on the servo correcting capacitor \( C_n \). This is fortunate, because it is highly desirable that the operating frequency should be independent of exact \( R \) balance.

*Adjustments*: Tools which cause small thermal disturbance are provided for the adjustment of \( X_F \), \( C_3 \), and \( L_4 \). The frequency control \( X_F \) covers a range of 2 in \( 10^7 \) and enables the operating frequency to be aligned with other sources to within a few parts of \( 10^{10} \).

**Oscillator Circuits** (Fig. 8)

*RF Level*: Even in the best crystals, frequency is a function of operating level; therefore, the level is adjustable over a wide range, but stabilized as much as possible at the setting chosen.

To avoid an instability of level due to disturbance of the AGC voltage by even small oscillator tube grid currents, the oscillator tube is operated at a low mutual conductance.

In equipments now operating, levels of about 30 mv are used at the grid of the oscillator tube. This corresponds to about 2\( \mu \)w dissipation in the crystal.

**Unwanted FM**: The level of the first sideband relative to the 10 mc carrier output due to the 75 cps reactance modulation of the bridge is about \(-130 \) db. If the 10 mc output is multiplied to 10,000 mc, the first 75 cps sideband should have a level relative to the carrier no greater than \(-70 \) db, which is satisfactory for most microwave work.

As the modulation is of sine form, the second sideband is negligible.

**Time of Servo Correction**: The servo motor which drives the variable correcting capacitor \( C_n \) incorporates a 75 cps generator, the voltage output of which is proportional to velocity. This output is fed back to be added to the 75 cps control signal in the first LF stage of the receiver (Fig. 9).

With the normal setting of the amount of this feedback, the following times of error elimination to within 5 in \( 10^{11} \) are obtained.

<table>
<thead>
<tr>
<th>Error introduced by test switch</th>
<th>Elimination time</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^{-4} )</td>
<td>0.3 second</td>
</tr>
<tr>
<td>( 10^{-6} )</td>
<td>1 second</td>
</tr>
<tr>
<td>( 10^{-10} )</td>
<td>3 seconds</td>
</tr>
</tbody>
</table>

**Output Loading**: The frequency change due to loading any of the three coaxial outputs is less than 3 in \( 10^{11} \).

**Receiver System** (Fig. 9)

*Gain*: The RF gain is adjustable over a wide range to facilitate initial RF bridge adjustments.

The gain is set to give rapid yet stable servo operation.

The gain of the receiver has no effect on the servo-controlled frequency other than a symmetrical change of the correction thresholds.

**Heterodyne Oscillator**: Adjustment of this has no effect on the outputs of the equipment.

**LF Filtering**: The phase stability of the 75 cps “control” output signal is adequate in spite of filtering in favor of 75 cps and rejection of 150 cps.

**Saturation**: The receiver system does not saturate sufficiently to inhibit servo correction, even if a frequency error of \( 10^{-7} \) is suddenly applied.

**Servo Amplifier** (Fig. 10)

The “reference” and “control” channels have fixed gain. The output level of the “reference” channel is incapable of driving the servo motor in the absence of a “control” signal. A balancing circuit eliminates unwanted output from the velocity generator at zero velocity.

The diode level-control in the 75 cps RC oscillator ensures that the frequency is stable to better than 1 in 1000. The modulator level is adjustable to provide proof of negligible frequency changes.
Oscillator Frequency Comparisons

The method of comparison has been based on mechanical counting of beats over a period of 200 seconds at comparison frequencies of 100 and 1000 mc, to give recorder resolutions of 1 in $10^9$ and 1 in $10^{10}$ per cm, respectively.

The count ambiguity of these recordings is one count in each case, that is to say, 0.5 in $10^9$ and 0.5 in $10^{10}$, respectively.

The times of counting were controlled by a synchronous motor driven from a precision 100 cps source so the over-all recorder errors were no more than that due to the count ambiguity.

Three quartz servo oscillators were operated in thermally separated rooms, each being fed from a different phase of the power supply. The RF outputs from the equipments were taken by coaxial cables to the recorder already indicated, the crosstalk between cables being insufficient to cause appreciable recording errors.

Fig. 11 is a typical 24-hour run at a resolution of 1 in $10^9$ per cm. It will be seen that the short-time scatter is no more than 5 in $10^{11}$ total, which is consistent with a servo threshold of about 3 in $10^{11}$ for each oscillator. There is a roughly sinusoidal change of about 3 in $10^{11}$ peak during the 24 hours, which is due to imperfection in the thermal control.

The relative drift between the two oscillators is about 1 in $10^{10}$ per day.

The recording of Fig. 12 shows a 36-hour comparison at a discrimination of 1 in $10^9$ per cm.

This recording is of interest because it shows the effect of severe external vibration and the effect of replacing the oscillator tube in one equipment. At ten hours on the time scale, the oven chassis of the disturbed equipment was moved about 3 feet from a position it had occupied outside the cabinet for more than a week in connection with other tests.

Conclusion

The quartz servo oscillator avoids all the instabilities due to complex vacuum tube effects and circuit changes which are present even in the best conventional precision oscillator.

The servo oscillator in fact provides a continuously working frequency standard which is stable to 2 parts in $10^8$, relative to a low linear crystal drift.

The equipment is generously engineered to facilitate adjustment to optimum performance.

Prime and operating costs are low for the performance achieved.
Some Generalized Scattering Relationships in Transhorizon Propagation

A. T. Waterman, Jr., Senior Member, IEEE

Summary—An analysis is made of the consequences to be derived from some fairly broad assumptions as to the nature of turbulent scattering and its effect on waves propagated through the troposphere. The intent is to provide a means for testing the general applicability of this model as an explanation for transhorizon propagation. General relationships for the variation of received power with distance are derived for various scatter-angle dependencies, and for various beamwidth configurations. These relationships are then extended to cover the phenomenon of aperture-medium coupling loss. The results are applied toward distinguishing those experiments which are definitive from those which are not.

I. INTRODUCTION

In experimental measurements on the propagation of microwaves to distances well beyond line of sight,1–8 a substantial accumulation of evidence has been published indicating that the received wave consists of the sum of several components distributed over a small range of arrival angles. The model of pertinent atmospheric structure which has most abundantly been suggested as providing the mechanism for this form of propagation is that of turbulent scattering.9–16 It is the purpose of this paper to point out some general consequences of the assumption that the pertinent mechanism is a single-scattering process distributed systematically throughout the atmosphere.

No attempt is made to investigate any basic turbulence mechanism. Rather, a generalized form for the conventional atmospheric scattering cross section17 \( \sigma \) is assumed, and its consequences deduced. The intention is to reveal what types of empirical measurement are definitive in distinguishing appropriate scattering models.

In Section II, a generalized dependency of scattering cross section on scatter angle is taken as a starting point, and the variation of received power with distance is accurately derived for certain general cases when the transmitting and receiving antennas are broad beamed. Section III treats the cases that arise when the antenna beams are narrow compared with the angular path distance. This procedure is identical to that followed by Booker and deBettencourt18 except that it employs the more generalized form of scattering cross section mentioned above. Then, combined cases are considered, in which a broad-beam antenna may be employed at one end of the path and a narrow-beam antenna at the other, as well as cases in which either or both of the beams may be broad in elevation but narrow in azimuth and vice versa. Expressions for the received power as a function of distance are given for each of these circumstances. In Section IV, this procedure is extended to apply to the concept of aperture-medium coupling loss, again using the generalized form of scatter-angle dependency, and applying it to a variety of antenna-beam configurations. Significant quantities to be observed in experimental measurements are discussed.

II. POWER RECEIVED WITH NONDIRECTIVE ANTENNAS

For transmission between two points A and B on the earth's surface separated by a great-circle distance \( d \), the usual geometry appropriate to the single-scattering concept in transhorizon propagation is shown in Fig. 1, which serves to define many of the quantities involved. The total power received at one terminus via a scattering process in the atmosphere depends on an
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integration over the volume of space above the earth's surface. As long as the scattering falls off sharply with increasing scatter angle \( \theta \), it is an easy matter to approximate the integral. However, since the volume over which the integral is to be taken is semi-infinite in extent, while the value of the integral itself is finite, an assessment of the accuracy involved in using an approximation is not immediately apparent. Consequently, there is some merit to performing the integration exactly in those cases where that is possible.

The imposed conditions for this treatment follow.

1) The scattering cross section \( \sigma \) can be expressed in the form

\[
\sigma(\theta) = \frac{b}{\sin^m \frac{\theta}{2}}.
\]

2) The turbulent structure of the atmosphere is constant throughout the volume over which the integration is taken (\( b = \text{constant} \)).

3) The gain functions of the transmitting and receiving antennas (including the effects of earth reflections) are similarly constant.

4) Polarization effects are neglected.

With these restrictions, the scattered power (in watts) received by an antenna beyond line of sight from the transmitter can be written as

\[
P_R = \frac{P_T G_T G_R \lambda^2 b}{16 \pi^2 a \sin \left( \frac{d}{2a} \right)} \int_{\theta - \cot^{-1} \left( \cos \beta \cot \left( d/2a \right) \right)}^{\pi/2} \int_{\theta - \cot^{-1} \left( \cos \beta \cot \left( d/2a \right) \right)}^{\theta - \pi/2} \frac{d\theta d\beta}{\sin^m \left( \frac{\theta}{2} \right)}
\]

where

- \( P_T \) = transmitted power (W)
- \( G_T, G_R \) = gain of transmitting and receiving antennas
- \( \lambda \) = wavelength (m)
- \( a \) = modified earth's radius (m)
- \( d \) = distance between transmitter and receiver (m)
- \( b \) = constant (of dimensions \( m^{-m/2} \)) relating scattering cross section to scattering angle as seen in (1)
- \( \theta \) = scattering angle
- \( \gamma \) = angle between the straight line joining transmitter and receiver and the line from transmitter (or receiver) to a volume element
- \( \beta \) = angle between the vertical plane through transmitter and receiver and the plane containing transmitter, receiver and volume element.

The integration extends over the space above both the tangent plane at the transmitter and that at the receiver.

When \( m \) is an even integer, the integration is readily performed. Exact solutions are listed below, as are also the leading terms in their expansions (which are valid when the argument \( d/2a \) is very small).

\( m = 2 \):

\[
P_R = \frac{P_T G_T G_R \lambda^2 b}{16 \pi a \sin \left( \frac{d}{2a} \right)} \left[ 4 \log \left( \frac{1 + \csc \left( \frac{d}{2a} \right)}{2} \right) \right]
\]

\( m = 4 \):

\[
P_R = \frac{P_T G_T G_R \lambda^2 b}{16 \pi a \sin \left( \frac{d}{2a} \right)} \left[ \frac{1}{3} \cot^2 \left( \frac{d}{2a} \right) + \frac{1}{2} \log \left( \frac{1 + \csc \left( \frac{d}{2a} \right)}{2} \right) \right]
\]

\( m = 6 \):

\[
P_R = \frac{P_T G_T G_R \lambda^2 b}{16 \pi a \sin \left( \frac{d}{2a} \right)} \left[ \frac{3}{40} \cot^4 \left( \frac{d}{2a} \right) + \frac{7}{15} \cot^2 \left( \frac{d}{2a} \right) \right]
\]

The integration extends over the space above both the tangent plane at the transmitter and that at the receiver.

When \( m \) is an even integer, the integration is readily performed. Exact solutions are listed below, as are also the leading terms in their expansions (which are valid when the argument \( d/2a \) is very small).

\( m = 2 \):

\[
P_R = \frac{P_T G_T G_R \lambda^2 b}{16 \pi a \sin \left( \frac{d}{2a} \right)} \left[ 4 \log \left( \frac{1 + \csc \left( \frac{d}{2a} \right)}{2} \right) \right]
\]

\( m = 4 \):

\[
P_R = \frac{P_T G_T G_R \lambda^2 b}{16 \pi a \sin \left( \frac{d}{2a} \right)} \left[ \frac{1}{3} \cot^2 \left( \frac{d}{2a} \right) + \frac{1}{2} \log \left( \frac{1 + \csc \left( \frac{d}{2a} \right)}{2} \right) \right]
\]

\( m = 6 \):

\[
P_R = \frac{P_T G_T G_R \lambda^2 b}{16 \pi a \sin \left( \frac{d}{2a} \right)} \left[ \frac{3}{40} \cot^4 \left( \frac{d}{2a} \right) + \frac{7}{15} \cot^2 \left( \frac{d}{2a} \right) \right]
\]

\[\text{Fig. 1—Scatter-propagation geometry.}\]


\[
PR = \frac{P_T G \lambda^2 b}{4\pi} \frac{1}{d^{m+1} + 2a},
\]

(9)

The procedure here is first to develop a crude expression for the broad-beam case which is in agreement with (7), and then to utilize it in the narrow-beam treatment.

**III. Power Received With Narrow-Beam Antennas**

The procedure here is first to develop a crude expression for the broad-beam case which is in agreement with (7), and then to utilize it in the narrow-beam treatment.

Those who have been concerned with the development of theories of turbulent scattering have generally deduced a scatter-angle exponent \( m \) lying somewhere in the vicinity of 4 to 6.\(^a\) In this range, the coefficient \( A_m \) appearing in the general expression (7) for received power is very nearly constant. We may define an effective volume in the atmosphere from which all of the scattering can be considered as originating. The volume is demarcated by surfaces on which the scattered power has dropped to some fraction (about 1/3) of its maximum value. It has dimensions along the path, across it vertically, and across it horizontally given respectively by

\[
\Delta x \approx \frac{d}{2} (5^{1/m} - 1)
\]

\[
\Delta y \approx \frac{d^2}{4a} (5^{1/m} - 1)
\]

\[
\Delta z \approx \frac{d^2}{2a} \sqrt{5^{1/m} - 1}.
\]

(10)

If we then utilize this effective volume, we can derive an expression for the received power as a function of distance, which is of the same form as (7). It differs only in the nature of the coefficient, but this coefficient has nearly the same value.\(^b\)

\[
PR \approx \frac{P_T G \lambda^2 b}{4\pi^2} \left[ 2^m (5^{1/m} - 1)^2 \sqrt{5^{1/m} - 1} \right] a^{m-2} / d^{m-1}.
\]

(11)

The merit of employing this artifice will be seen when we deal with antenna beams of asymmetrical shape. In such cases the effective volume of the atmosphere will be in part delineated by the narrow dimension of the beam employed and in part by the atmospheric scattering, as specified in (10). However, the above expressions (7) and (11) apply to the case of broad-beam antennas.

If we consider now the other extreme in which both antennas have beamwidths between half-power points, (\( \phi \), horizontally, and \( \psi \), vertically), which are small compared with the angular path length \( d/a \) (i.e., \( \phi \ll d/a \) and \( \psi \ll d/a \)), then the effective scattering volume is limited by the antenna beams alone. In this event, a procedure similar to that given by Booker and de-Bettencourt\(^c\) yields

\[
PR \approx \frac{P_T G \lambda^2 b^{2m}}{4\pi^2} \left[ \frac{1}{3} \phi \psi \psi \right] a^{m+1} / d^{m+3}.
\]

(12)

In which subscripts 1 and 2 refer to the two antennas and \( \phi \) applies to that antenna having the narrower azimuthal beamwidth. Here the expression in square brackets depends on the beamwidths, which of course are related to the gains (the \( G \)'s). Also note that the distance dependence is different from that in the broad-beam case in (11).

\(^a\) Actually (7) differs from (11) by a factor of 4, since a perfectly reflecting foreground was assumed for the latter and subsequent equations, in order to facilitate comparison with the Booker-deBettencourt treatment in reference 18.

Next consider a hybrid case, in which antenna no. 1 is narrow beam, in both dimensions, and antenna no. 2 is broad beam. In this case the y and z dimensions of the effective scattering volume are limited by no. 1’s narrow beam, $\psi_1$ and $\phi_1$, while the x dimension is given by the expression in (10). The received power then becomes

$$P_R = \frac{G_1G_2 \lambda^2 b^2 m}{4\pi^2} \left[ (5^{1/m} - 1) \psi_1 \phi_1 \right] a^{m-1} \left[ \frac{1}{d^{m+1}} \right].$$

(13)

Note again that both the coefficient in brackets and the distance dependence have changed.

Other combinations may be considered. However, rather than discuss each possible configuration separately, it is simpler to note the general form of the expressions

$$P_R = \frac{G_1G_2 \lambda^2 b^2 m}{4\pi^2} B_m \frac{a^{m-1}}{d^m}$$

(14)

and then to list the coefficient $B_m$ and the exponent $q$ which will occur in each particular case. This scheme is presented in Table I. No attempt has been made here to combine antenna gain ($G$) and beamwidth ($\phi$ or $\psi$), since the normal, though misleading, procedure is to adjust received power to compensate for plane-wave antenna gain.

With regard to the dependence on distance $d$ in these expressions (i.e., with regard to the exponent $q$), some generalizations can be made. Consider the four beamwidths involved: the vertical and horizontal beamwidths of each antenna, transmitting and receiving. If all four beams are broad (in the sense discussed above), the received signal falls off as the inverse ($m - 1$)st power of the distance. If any one of the four beamwidths is narrow, the distance dependence is inverse $m$th power. If any two of the four are narrow, the distance dependence is inverse ($m+1$)st power—unless the two narrow widths are the azimuthal widths of the two antenna beams, in which case the dependence is inverse $m$th.

No more than one narrow azimuthal beamwidth may be counted, in this general rule. Again, if three of the four beamwidths are narrow (remembering that azimuthal width may be counted only once), then the distance dependence is inverse ($m+2$)nd power. Finally, if all four beamwidths are narrow, the distance dependence is inverse ($m+2$)nd. These rules can be seen more readily by a glance at Table I than by a lengthy verbal description.

To write them down explicitly, let $r$ be the number of narrow beamwidths involved, with the above qualifications (i.e., $r$ may be 1, 2 or 3); then the distance dependence is

$$P_R \propto \frac{1}{d^{m+1+r-1}}.$$

(15)

In short, the more the beamwidths are narrowed, the more rapidly the received signal decreases with distance. Also, of course, the greater the value of scattering-dependency exponent $m$, the greater the decrease of signal with increasing distance.

If a decrease of scattering parameter $b$ with height is taken into account, then (9), when modified to fit the narrow-beam case, gives a distance dependence of

$$P_R \propto \frac{1}{d^{m-1+2/n}}.$$

(16)

Although the derivations (11) to (16) are admittedly crude, their general form is a consequence of assuming a turbulent volume scattering, and where applicable they are in agreement with previous theoretical results derived for specific cases. An important point to note, however, is the number of adjustable parameters available for obtaining agreement with experiment. $m$ depends on the turbulence model employed and is still in dispute among theorists; $b$ and $n$ depend partly on the turbulence model and partly on meteorological measurements which are not entirely satisfactory; the effective earth’s radius, $a$, depends on average refracting conditions and so is also adjustable. In addition there is the question of anisotropic turbulence as has been discussed by Staras. Finally, the effects related to terrain and siting of the antennas provide additional complications.

In consequence, critical experiments for ascertaining the correct scattering model are not those which depend merely on absolute measurement of received power or its variation with distance.

### TABLE II*

<table>
<thead>
<tr>
<th>Antenna No. 1 beamwidth</th>
<th>Antenna No. 2 beamwidth</th>
<th>Coefficient $C_m$</th>
<th>Geometric mean of narrow beamwidths $\alpha$</th>
<th>Exponent $r$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Azimuth</strong></td>
<td><strong>Elevation</strong></td>
<td><strong>Azimuth</strong></td>
<td><strong>Elevation</strong></td>
<td><strong>(5^{1/m} - 1)</strong></td>
</tr>
<tr>
<td>$B$</td>
<td>$N$</td>
<td>$B$</td>
<td>$B$</td>
<td>$\sqrt{5^{2/m} - 1}$</td>
</tr>
<tr>
<td>$N$</td>
<td>$B$</td>
<td>$N$</td>
<td>$B$</td>
<td>$\sqrt{5^{2/m} - 1}$</td>
</tr>
<tr>
<td><strong>$N$</strong></td>
<td><strong>$B$</strong></td>
<td><strong>$N$</strong></td>
<td><strong>$B$</strong></td>
<td><strong>$2(5^{1/m} - 1)^{1/2}$</strong></td>
</tr>
<tr>
<td><strong>$B$</strong></td>
<td><strong>$N$</strong></td>
<td><strong>$B$</strong></td>
<td><strong>$B$</strong></td>
<td><strong>$2(5^{1/m} - 1)^{1/2}$</strong></td>
</tr>
<tr>
<td><strong>$N$</strong></td>
<td><strong>$N$</strong></td>
<td><strong>$N$</strong></td>
<td><strong>$B$</strong></td>
<td><strong>$2(5^{1/m} - 1)^{1/2}$</strong></td>
</tr>
<tr>
<td><strong>$N$</strong></td>
<td><strong>$N$</strong></td>
<td><strong>$B$</strong></td>
<td><strong>$N$</strong></td>
<td><strong>$2(5^{1/m} - 1)^{1/2}$</strong></td>
</tr>
</tbody>
</table>

* Scheme for ascertaining the coefficient $C_m$, the geometric mean of the narrow beamwidths $\alpha$ and the exponent $r$ in the formula for the aperture-medium coupling loss, (19), for various configurations of antenna beamwidths ($N$ refers to "narrow," $B$ to "broad").

### IV. Aperture-Medium Coupling Loss

We may continue to follow the procedure developed by Booker and deBettencourt, but now in a more generalized manner. The next step is to evaluate the aperture-medium coupling loss, which is defined as the ratio of the power which would be received if the plane-wave gain of each antenna were realized to the power which is received when antenna beamwidths are sufficiently narrow to exclude some of the scattered power from contributing to the received signal. If antenna gains are fully realized, that is, if all of the pertinent volume of the atmosphere is illuminated by the antennas, (7) and (11) apply. In other cases, equations such as (12) and (13) may apply. The appropriate equation can be found from (14) and Table I. Thus, to find the aperture-medium coupling loss for two narrow-beam antennas, we take the ratio of (11) and (12), and obtain

$$L_c = \frac{2(5^{1/m} - 1)^2 \sqrt{5^{2/m} - 1}}{\psi_1 \phi_1 \phi_2} \left(\frac{d/a}{\alpha}\right)^{1/2}. \quad (17)$$

This result is close to that obtained by Booker and deBettencourt for the special case in which the scattering exponent $m$ is equal to 4 and the narrow antenna beams are symmetrical and equal. The quantity in square brackets in (17) then becomes roughly 0.5, while their value was 0.43.

Other cases are similarly obtained. When one antenna beam is narrow in both dimensions, the other being broad, the ratio of (11) to (13) yields a coupling loss of

$$L_c = \left[2(5^{1/m} - 1)^2 \sqrt{5^{2/m} - 1}\right] \left(\frac{d/a}{\alpha}\right)^{1/2} \phi_1 \phi_2. \quad (18)$$

Again, rather than list each case individually, it is simpler to construct a general scheme. Let the aperture-medium coupling loss be expressed generally as

$$L_c = C_m \left(\frac{d/a}{\alpha}\right)^r. \quad (19)$$

Then the coefficient $C_m$, the geometric mean of the narrow beamwidths $\alpha$ and the exponent $r$, can be found from Table II, for the appropriate combination of antenna beamwidths (which are categorized in the same manner as in Table I).

It will be recognized that these general results are similar in form to the more specific relations derived by Staras (which also take into account the transition region between narrow and broad beams). There is a small quantitative difference arising partly from his more precise treatment and partly from his inclusion of anisotropy considerations.

As in the case of the variations of signal level with distance, it is possible here also to make some generalizations with regard to aperture-medium coupling loss. The coupling loss varies directly as a power $r$ of the angular distance $(d/a)$. This power is equal to the number of narrow beamwidths in the four widths involved (azimuth and elevation beamwidth of each antenna, transmitting and receiving), with the exception that only one of the two azimuthal beamwidths may be counted. This exception is of practical importance in the following respect: if in a particular situation one antenna already has a beamwidth which is narrow in azimuth, then in narrowing the other down to the same azimuthal width there will be no increase in coupling loss, that is, the increased gain obtained by so narrowing the beam will be fully realized. The gist of these
It is important to note, however, that the aperture-medium coupling loss, by virtue of its being a ratio of two expressions of the form given in (14), does not contain some of the controversial parameters: the scattering coefficient $b$ and height dependence $n$. Two characteristics—the power dependence of the coupling loss on angular distance, and an inverse dependence on the product of the narrow beamwidths involved—are consequences of the assumption of a volume scattering per se, not of its detailed aspects. Only the coefficients $C_m$ depend on the particular scattering dependencies assumed.

Consequently, if (19) is plotted logarithmically, so that the coupling loss varies linearly with the ratio of the angular distance $d/a$ to the geometrical mean of the narrow beamwidths, as in Figs. 2-4, then the slope of the lines should be equal to $r$, the number of narrow beamwidths involved, regardless of the details of the volume scattering. Such details will affect the displacement of the lines (on a logarithmic plot) but not the slope. Thus a direct measurement of aperture-medium coupling loss over an appreciable range of antenna sizes should provide a basis for testing the broad concept of single-scattering throughout a volume.

In Figs. 2-4 (19) is plotted in decibels using the appropriate constants obtained in Table II. These curves are accurate, at least in slope, in the right-hand portion of each figure; in the left-hand portion all curves have to approach zero asymptotically; in between, the transition has merely been estimated by eye. The three figures correspond to three beamwidth configurations, as labeled. The effect of varying the scatter-angle exponent $m$, which is evident in the spacing of the curves, probably has at least some relative accuracy.

Experimental data are entered on these figures. In Fig. 2 data taken at 2.29 kmc by the Lincoln Laboratory of Massachusetts Institute of Technology are entered as crosses (+). These points, while clearly indicating the increase in coupling loss with narrowing beamwidth, are not quite sufficient to check the slope of the curves in the coupling-loss region. One other point, taken at 9.36 kmc by Trolese is also entered (O). It is distinctly at odds with the scattering-model derivations.

Fig. 3, applicable when only one antenna beam is narrow, contains three isolated experimental data. One obtained by Trolese (O) is in disagreement with this scattering model. The other two, obtained by Lincoln Laboratories and by Kummer and Hogg, are consistent with a value of scatter-angle exponent $m$ of about 5 or 6. If taken together, they appear to substantiate the slope of the theoretical curve, though it is doubtful if such a conclusion should be drawn, since
the data were taken on different paths at different frequencies.

In Fig. 4 only one antenna beam is narrow, and it in azimuth only. Four experimental points measured by Doherty are entered. They are in general agreement with the theoretical curves. However, the accuracy of the present treatment is scarcely adequate for distinguishing the most appropriate value of exponent $m$ in this case.

V. Conclusion

Insofar as a single-scattering process distributed throughout a volume of the atmosphere is to be considered the mechanism for transhorizon propagation, this paper has deduced several consequences of that general hypothesis. First, a general form of the received power has been accurately deduced; for practical purposes, in the simplest cases, it is summarized by (7). When one or both of the antenna beams are narrow in one or both dimensions, the received power is obtained from (14) and Table I. The discussion indicates why experiments measuring such quantities are likely to be indecisive.

However, the ratio of powers received when only the beamwidth (or only the path length) is varied, and the consequent aperture-medium coupling loss, furnishes a far better means for experimentally testing the applicability of this type of scattering. Eq. (19) and Table II provide appropriate formulas, and the subsequent discussion indicates the pertinent relationships to be sought. The extent to which some existing data fit into this picture is illustrated.

Finally, it should be pointed out that many of the data which have been used to support arguments favoring specific turbulent-scattering hypotheses will in fact support a variety of scattering models. Therefore, it is important to distinguish the consequences of these various models.

A Very-Wide-Band Balun Transformer for VHF and UHF

T. R. O’MEARA† AND R. L. SYDNOR‡

Summary—A transformer is described which may be used as a phase inverter, a differential transformer, or as a balun transformer. Practical models have been built which operate over more than two decades of frequency range with bandwidths approaching 1 kmc. Insertion loss in a typical transformer fluctuates between 1 and 2 db over the range of frequencies from 5 to 1000 mc.

For successful operation the transformer depends upon the magnetic properties of a suitable ferrite core material and not upon the usual resonant lines or cavities commonly utilized with such devices [11]-[3].

The ferrites used are not of the low loss, UHF variety but rather are selected on the (approximate) criterion of yielding a high absolute value of permeability over the entire frequency range, and are typically of a class intended for use at much lower frequencies.

List of Symbols

$C =$ capacitance across the faces of a cavity-transition transformer; terminal capacitance.

$C_{oa}$ = complex capacitance per unit length of a coaxial-cylindrical cavity-line filled with lossy dielectric (magnetic) material.

$F_o = \ln r_2/r_3/\ln r_3/r_1 =$ magnetic material filling factor for a coaxial-cylindrical cavity-line.

$F_b =$ magnetic-material filling-factor for a biconical coaxial line.

$F_o =$ an optimum value for $F_o$ or $F_b$.

$L_o =$ length of a transmission line.

$L_{1o}, L_{2o}, L_{3o} =$ inductance of the cross-connecting rods in a cavity-transition transformer.

$r_1, r_2 =$ inner and outer radius of the conducting surfaces of a coaxial-cylindrical cavity-line.

$r_3 =$ inner and outer radius of a magnetic (ferrite) insert in a coaxial cylindrical cavity.

$Z_{in} =$ input impedance of a coaxial-cylindrical cavity-line.
\[ Z_{in} = \text{normalized input impedance of a coaxial cylindrical cavity-line.} \]

\[ Z_0 = \text{characteristic impedance of the input or output transmission lines of a cavity-transition transformer.} \]

\[ Z_{ra} = \sqrt{L_{ra}/C_{ra}} = \text{characteristic impedance of a coaxial-cylindrical cavity-line which is filled or partially filled with magnetic material.} \]

\[ Z_{rb} = \text{characteristic impedance of a conical-coaxial cavity-line which is filled or partially filled with magnetic material.} \]

\[ Z_e = \frac{\sqrt{\mu_r/\varepsilon_r}}{\varepsilon_0} = \text{ratio of the characteristic impedance of a coaxial-cylindrical cavity-line filled or partially filled with magnetic material, to the same cavity-line with a free space filler.} \]

\[ \Gamma = \omega \sqrt{L_{ra}/C_{ra}} \]

\[ \varepsilon_r = \text{complex permittivity of a dielectric material relative to that of free space} = \varepsilon_r' - j\varepsilon_r''. \]

\[ \mu_r = \text{complex permeability of a dielectric (or magnetic material) relative to that of free space} = \mu_r' - j\mu_r''. \]

\[ \varepsilon_0 = \text{permittivity of free space.} \]

\[ \mu_0 = \text{permeability of free space.} \]

\[ \eta = \sqrt{\mu_r/\varepsilon_0}. \]

\[ \varepsilon_e = \text{an effective value of complex normalized permittivity for a cavity-line only partially filled with a dielectric material.} \]

\[ \mu_e = \text{an effective value of complex normalized permeability for a cavity-line only partially filled with a dielectric (or magnetic) material.} \]

\[ \omega = \text{angular frequency.} \]

\[ \lambda = \text{wavelength in free space.} \]

**Introduction**

The essential problem in a wide-band balun transformer design is to accomplish a phase inversion over a wide band of frequencies. Once the inverted output is made available, the uninverted output is achieved by line splitting techniques or by the artifices to be explained later.

An obvious type of phase inversion (using coaxial transmission lines) is shown in Fig. 1(a). However, the transformer which is the subject of this paper was not originally conceived in terms of the transmission line inversion technique of Fig. 1, but rather evolved from a more conventional transformer in a manner resembling that shown in Appendix I. In Fig. 1(a), the inner and outer conductors are simply cross connected. A problem arises when one attempts to preserve the shielding by connecting the two outer conductors together [4]. This difficulty may be overcome, for a relatively narrow band of frequencies, by the use of a quarter-wavelength resonant (air-filled) cavity, shown as a biconical transmission line in Fig. 1(b). Because of size limitations, such a structure is only practical at UHF.

Such structures do lend themselves to some pulse work, however, if the length of the shield is adjusted to eliminate distortion of the original pulse, with the reflected pulse occurring at a later time [3], [4]. For this purpose, at least one previous investigator [4] has suggested filling the shield with a lossy medium with low permittivity and high permeability, the technique used in this paper.

As the emphasis is to be placed on very-wide-band devices, consider the ferrite-filled structure of Fig. 1(c). At low frequencies it is possible to regard the case as a single turn coil, wound on a magnetic core, which shunts the coaxial transmission line transition. As in all magnetic cored transformers, this shunting effect increases with decreasing frequency and determines a low-frequency limit for the transformer. At high frequencies, however, it is best to regard the core and its cavity as a transmission line long in wavelengths. If the core material is too good (that is, loss free), then, at a frequency such that the cavity transmission line has the
dimensions of a half wavelength, the cavity will short circuit the coaxial lines. If a very "lossy" core material is used, the cavity input impedance will be approximately equal to the characteristic impedance of the cavity for all frequencies where the cavity is sufficiently large in wavelengths; this characteristic impedance may be made moderately high and wide band by careful design.

It is instructive to compare the cavity-transition transformer circuit parameters with those of a more conventional transformer. As mentioned, cavity impedance is analogous to core impedance of a conventional transformer. However, the usual winding leakage inductance and capacitance is nonexistent in the new transformer. There is a certain amount of terminal leakage inductance and capacitance but these can be made very small. Further, these parameters can be balanced against one another, as shown later. The low-frequency response can be independently extended downward as far as is desired, subject only to the limitations of the core size and the available magnetic materials.

Therefore, there is no direct interrelation between the high and the low-frequency cutoff factors, as occurs in more conventional transformers. The unavoidable terminal capacitances and inductances are the deciding factors in bandwidth, if the core cavity maintains its characteristic impedance.

When the transformer is designed as a balun transformer, the noninverted output may be taken directly from the input. However, better output balance is obtainable if the construction shown in Fig. 1(d) is used. A somewhat more detailed drawing of a balun transformer is given in Fig. 2. Note that the cross connectors are arranged at the vertices of an equilateral triangle to preserve the symmetry between the two outputs C and B.

It is possible also to extend the concept to yield a "four-winding," or hybrid, balance-to-balance transformer. One simply adds another input line on the same side as the B line of Fig. 1(d).

**Terminal Leakage Inductance and Capacitance**

The cross-connector lead lengths can be made quite short as shown in Figs. 1 and 2. Thus, the inductance of the cross connections will be quite small (on the order of thousands of a microhenry), while the capacitance across the faces may be on the order of a few microfarads. Equivalent circuits of the phase inverter transformer, together with the terminal capacitance and inductance, may be represented (to a first approximation) by the lumped circuit elements shown in Fig. 3(a). Analogous parameters for the balun transformer are shown in Fig. 3(b). In both of these circuits, the core impedance has been omitted for simplicity. It also is possible to conceive of transition schemes which endeavor to match cable impedances—as a distributed parameter network. However, these are not considered in this paper.

The cross-connector inductances L are diminished if the gap is made smaller, but in so doing the capacitance across the faces, C, becomes larger. An optimum situation exists when the gap is the correct width to establish an L/C ratio according to the low-pass filter design relationship:

\[
Z_0^2 = \frac{L}{C},
\]

where \(Z_0\) is the characteristic impedance of the coaxial transmission lines to be cross connected. The LC product sets an upper frequency limit which is typically in the high kilomegacycle region.

For the balun transformer, there is a four-to-one impedance transformation, and the design criterion of (1) must be modified. Specifically, in terms of the parameters shown in Fig. 3(b), there results

\[
L_3 = L_2 = 2L_1,
\]

\[
Z_0^2 = \frac{L_1}{C}.
\]

Therefore, the cross-connecting rods shown in Fig. 1 to

**Fig. 2—Details of balun transformer construction. (a) Assembled cut-away. (b) Inside view (cross-connecting rods and coaxial connectors removed).**
Fig. 3—Terminal leakage inductance and capacitance parameters. (a) Phase inverter parameters (arranged as a low-pass filter). (b) Balun transformer parameters (arranged as a low-pass filter).

Fig. 3 should not be of the same diameter. The output terminals B and C should be connected by sufficiently smaller rods ($L_2$ and $L_3$) to double their inductance relative to that of the rod of $A(L_1)$.

**Core Impedance**

As mentioned, if the core consists of sufficiently lossy material, the input impedance to the core cavity becomes simply its characteristic impedance, for sufficiently high frequencies. It is not an easy matter to make this characteristic impedance very much higher than the characteristic impedance of the coaxial transmission lines which are shunted by the core. The reason for this stems from the fact that the transmission line transitions must be accomplished within the cavity. Thus, the length of the path in which the magnetic energy of the cavity is stored must be relatively large, and it is difficult to obtain a high ratio of stored magnetic to stored electric energies.

It is possible to analyze easily any type of cavity which has a uniform characteristic impedance; this will be done for two special cases: the coaxial cylindrical cavity and the biconical cavity. As is shown, the highest input impedances are obtained by only partially filling the cavities with ferrite, and so this more general condition is assumed from the beginning.

**The Coaxial Cylindrical Cavity**

It may be shown by consideration of the stored electric energies involved in the structure of Fig. 4(a) that the complex capacitance per unit length, $C_{co}$, is given by

$$C_{co} = \frac{2\pi \varepsilon_{0}}{\ln \left( \frac{r_2}{r_1} \right) + \left( \frac{1}{\varepsilon_r} - 1 \right) \ln \left( \frac{r_1}{r_2} \right)},$$

where $\varepsilon_0$ is the permittivity of free space. Note that $\varepsilon_r$ is a complex number for most ferrites [5], consequently, $C_{co}$ is also a complex number, and only the real part of $C_{co}$ represents the true capacitance, while the imaginary part represents a loss term.
In a similar fashion, by considering the stored magnetic energies involved in the structure of Fig. 4(a), it may be shown that the complex inductance per unit length $L_{co}$ is given by

$$L_{co} = \frac{\mu_0}{2\pi} \left[ \ln \left( \frac{r_2}{r_1} \right) + (\mu_r - 1) \ln \left( \frac{r_1}{r_2} \right) \right],$$  \hspace{1cm} (5)$$

where $\mu_r$ is the permeability of free space. Again it must be remembered that $\mu_r$ and hence $L_{co}$ are, in general, complex numbers [5] and that only the real part of $L_{co}$ represents the true inductance.

The following equations are based on the assumptions of a simple TEM type wave propagation. The assumption is not strictly consistent with proper consideration of the boundary conditions unless the line (or cavity) is entirely filled with ferrite. However, it is a basis for an approximate analysis, valid for sufficiently low frequencies. The same equations (for the coaxial cylindrical line) are derived on a more rigorous basis in a previous report by the authors [14]. All the work which follows is therefore a good approximation only when the spacing $r_2$ to $r_1$ is small in wavelengths.

The characteristic impedance of the uniform cavity-line is found to be

$$Z_{co} = \sqrt{\frac{L_{co}}{C_{co}}} = \left\{ \eta \ln \left( \frac{r_1}{r_2} \right) \right\}^{1/2}$$

$$\cdot \left\{ \left[ 1 + (\mu_r - 1) F_a \right] \left[ 1 + \left( \frac{1}{\mu_r} - 1 \right) F_a \right] \right\}^{1/2},$$  \hspace{1cm} (6a)$$

where

$$F_a = \frac{\ln \left( \frac{r_1}{r_2} \right)}{\ln \left( \frac{r_2}{r_1} \right)}.$$  \hspace{1cm} (6b)$$

It is convenient to regard $F_a$ as a filling factor that is unity when the cavity is completely filled and zero when the ferrite is not present. The form of (6a) makes it desirable to consider the last factor as the root of the product of an effective normalized permittivity, $\varepsilon_r$, and an effective normalized permeability, $\mu_r$; thus,

$$\mu_r = 1 + (\mu_r - 1) F_a,$$  \hspace{1cm} (7a)$$

$$\varepsilon_r = \frac{1}{1 + \left( \frac{1}{\mu_r} - 1 \right) F_a}.$$  \hspace{1cm} (7b)$$

It is convenient to work with an impedance, $Z_c$, which is normalized in terms of a free space line; thus,

$$Z_c = \left( \frac{\mu_r}{\varepsilon_r} \right)^{1/2} = \left\{ \left[ 1 + (\mu_r - 1) F_a \right] \left[ 1 + \left( \frac{1}{\mu_r} - 1 \right) F_a \right] \right\}^{1/2}.$$  \hspace{1cm} (8)$$

The problem thus becomes that of selecting $F_a$ to maximize $|Z_c|$. A maximum $|Z_c|$ does not necessarily result in a minimum insertion loss, but the correlation is usually close enough to justify this simplifying assumption. If $F_a$ must be large, then (7b) suggests selecting a ferrite with a low value of $\varepsilon_r$.

However, if $F_a$ is perhaps 0.8 or less, then even a material like Ferroxcube III [6] ($\varepsilon_r = 5 \times 10^4$) is a possibility. In order to progress with this problem, it is required that further simplifications be made regarding $Z_c$. This is done using two sets of assumptions: 1) $\mu_r$ and $\varepsilon_r$ are both real, i.e., the ferrite material is lossless, and 2) $\mu_r$ is complex, but

$$\mu_r > \frac{1}{1 - F_a}$$

so that $1/\varepsilon_r$ terms may be dropped at the beginning.

In the first case, it is shown in Appendix II that a maximum $Z_c$ is obtained for a particular $F$, $F_0$, such that

$$F_0 = \frac{\mu_r - 2 + \frac{1}{\varepsilon_r}}{2 \left( 1 - \frac{1}{\varepsilon_r} \right) (\mu_r - 1)}.$$  \hspace{1cm} (9a)$$

If it is assumed that $\varepsilon_r$ is very much greater than unity (see Fig. 5), then (8) becomes

$$F_0 = \frac{\mu_r - 2 + \frac{1}{\varepsilon_r}}{2 \left( \mu_r - 1 \right)}.$$  \hspace{1cm} (9b)$$

If it is further assumed that $\mu_r$ is very large compared to two (as it is over most of the frequency range) then to another approximation,

$$F_0 = \frac{1}{2}.$$  \hspace{1cm} (10)$$

Next, the second set of assumptions is used as a starting
point. In this case, the magnitude of $Z_c$ is given by

$$Z_c = \left| 1 + (\mu' - j\mu'') F_a \right| (1 - F_a)^{1/2}, \quad (11)$$

where the real and imaginary components $\mu'$ and $\mu''$ have been substituted for complex $\mu_r$. It is shown in Appendix III that a maximum $Z_c$ is obtained for $F = F_0$, where:

$$Z_{eb} = \left[ \begin{array}{c} \eta \tan \frac{\theta_i}{2} \\ \eta \tan \frac{\theta_i}{2} \end{array} \right] \left[ \begin{array}{c} \tan \frac{\theta_0}{2} \\ \tan \frac{\theta_0}{2} \end{array} \right]^{-1} \left\{ 1 + (\mu_r - 1)F_b \left[ 1 + \left( \frac{1}{\epsilon_r} - 1 \right) F_b \right] \right\}^{1/2}, \quad (19)$$

This equation is a bit too unwieldy for application, but it is interesting to note that if $\mu_r$ is assumed entirely real then (12) becomes

$$F_0 = \frac{\mu_r - 2}{2(\mu' - 1)}, \quad (13)$$

$$F_0 = \frac{-1}{\mu_r - 1}. \quad (14)$$

The first of these solutions would be expected from (9a), and the second is unimportant.

On the other hand, if $\mu_r$ is assumed entirely imaginary—a good approximation for most ferrites at VHF and UHF (see Fig. 5)—(12) becomes

$$F_0 = \frac{(\mu_r'')^2 + 4 \pm \sqrt{(\mu''')^2 - 8(\mu''')^2 - 8 |\mu_r''|^2 - 2 |\mu_r''|^2} \mu_r''}{4(\mu''')^2 + 1}. \quad (15)$$

A maximum exists only if $\mu'' \geq \sqrt{8}$, but this includes most of the cases of practical interest. If $\mu''$ is larger than ten (see Fig. 5), then to a fair approximation, either

$$F_0 \approx \frac{(\mu''')^2 + 2}{2(\mu''')^2} = \frac{1}{2}, \quad (16)$$

or

$$F_0 \approx \frac{1}{(\mu''')^2}. \quad (17)$$

Only the first case (16) includes enough core material to give good low-frequency response. Thus, it is fairly safe to conclude from (16) and (10) that a maximum $|Z_c|$, circular cylindrical core is about half filled ($F=0.5$), provided that either $\mu_r$ or $\mu''$, and $\epsilon_r$ are reasonably large.

The Biconical Coaxial Cavity

It may be shown that by the substitution of variable

$$r = \tan \frac{\theta}{2}, \quad (18)$$

the equation for the characteristic impedance, $Z_{eb}$, of the conical cavity [Fig. 4(b)] may be written at once by reference to (6a) and (6b) as

$$Z_{eb} = \left[ \begin{array}{c} \eta \tan \frac{\theta_i}{2} \\ \eta \tan \frac{\theta_i}{2} \end{array} \right] \left[ \begin{array}{c} \tan \frac{\theta_0}{2} \\ \tan \frac{\theta_0}{2} \end{array} \right]^{-1} \left\{ 1 + (\mu_r - 1)F_b \left[ 1 + \left( \frac{1}{\epsilon_r} - 1 \right) F_b \right] \right\}^{1/2}, \quad (19)$$

where

$$F_b = \left[ \ln \frac{\tan \frac{\theta_1}{2}}{\frac{\theta_0}{2}} \right] \left[ \ln \frac{\tan \frac{\theta_1}{2}}{\frac{\theta_0}{2}} \right]^{-1}. \quad (20)$$

Reference to Fig. 4 shows that $\theta_1/2$ is $\pi/4$ for this figure. The usual case of interest will be the biconical cavity [see Fig. 1(c) or 1(d)] whose characteristic impedance $Z_{eb}$ is given by the relationship

$$Z_{eb} = 2Z_{eb}. \quad (21)$$

If $Z_{eb}$ is normalized in terms of the characteristic impedance of a free space filled line, one obtains the same equation as previously (with $F_b$ instead of $F_a$), and all the arguments which have preceded pertain equally well here. In similar fashion this same argument would pertain to any uniform cavity (assuming only a TEM mode), with the appropriate modification of the filling factor $F$.

Calculations on Core Impedance

To calculate core impedances over the wide frequency range which these transformers are capable of achieving, it is required to know both the complex permeability $\mu_r$ and the complex permittivity $\epsilon_r$ over larger frequency ranges than published to date for most ferrite materials. Possibly the widest range of information is available for Ferroxcube 102 material [7], [8] (also designated as IVA). Fortunately, this material appears to be a good ferrite for balun transformer application.\(^1\) The values of $\mu_r'$, and $\mu_r''$, for this material (and others) are shown plotted in Fig. 5. Values of $|\mu_r|$ and $|\epsilon_r|$ for 102 are shown plotted in Fig. 6. The available data on $\mu_r$, extended from $10^{-1}$ to 3000 mc [7], [8], but the data on $\epsilon_r$, extended only up to 100 mc [7]. The variation of $\epsilon_r$, with frequency is slow and regular, so it was felt justified to extrapolate the $\epsilon_r$ curves by two decades, as was done in Figs. 6 and 7. One may represent $\mu_r$ and $\epsilon_r$ by

$$\mu_r = |\mu_r| \left\{ \frac{-\delta_\mu}{2} \right\}, \quad (22a)$$

\(^1\) This is true even though the manufacturer recommends this material for general use at frequencies below 500 kc.
where $L_{ca}$ and $C_{ca}$ may be expressed in terms of (4) and (5) to become

$$\Gamma = \frac{\omega l}{1 + \frac{1}{2} \left( \frac{\gamma}{e} - 1 \right) F}$$

$$\Gamma = \frac{2\pi}{\lambda} \left( \mu e \right)^{1/2}$$

Substituting (25b) and (6a) in (23), the equation for the input impedance (23) becomes (for the coaxial cylindrical cavity)

$$Z_{in} = \left[ \frac{\eta}{2\pi} \ln \frac{L}{r} \right] \left( \mu e \right)^{1/2} \tanh \left[ \frac{2\pi l}{\lambda} \left( \mu e \right)^{1/2} \right].$$

The form of (26) makes it convenient to plot the half-loss angle of $\mu$ and $e$, as was done in Fig. 7. The second and third factors are considered one at a time. The second factor has been defined as normalized characteristic impedance, $\eta$, in the previous section, and its magnitude is shown plotted in Fig. 6 for 102 material and various values of $F$. It is seen that above approximately 800 mc the ferrite material diminishes the characteristic impedance of the line, if the line is entirely filled with ferrite. On the other hand, if the filling factor is 0.5 (the optimum over most of the frequency range), the ferrite enhances the characteristic impedance of the line up to a much higher frequency—2.5 kmc—as may be seen from Fig. 6. Note that over most of the frequency range the $F=0.5$ line will have nearly double the characteristic impedance of the $F=1.0$ line. At frequencies above perhaps 3.0 kmc, the assumptions of the foregoing section (large $\gamma$ or $\delta_c$) no longer pertain, and higher values of characteristic impedance are obtained by going to smaller values of $F$. As an example, the $F=0.3$ curve is also plotted in Fig. 6.

The importance of the characteristic impedance is dominant only if the cavity-line is large in wavelengths; diminishing the filling factor raises the frequencies for which this is true. Thus, at the lower end of the frequency range it is required to examine the effect of the third factor of (26). In order to tie this factor down to specific frequencies, it was necessary to decide upon a specific length of line. One inch was chosen because a number of commercial ferrite toroids were available in this height. The factor $\Gamma/l$ for this one-inch cavity-line is shown plotted (on a Smith Chart) in Fig. 8 for the same three values of filling factor previously considered ($F=0.3, 0.5, 1.0$), again assuming 102 ferrite material. Also, tanh $\Gamma/l$ for a free space filled line ($F=0$) is shown plotted (on the periphery of the Smith Chart) for comparison of the relative "wrap around." Note that as $F$ becomes small ($F=0.3$), tanh $\Gamma/l$ approaches more and
more closely the behavior of an air-filled line. It is clear that if operation must be extended to low frequencies, then decreasing $F$ will eventually hurt more by decreasing $\tanh \Gamma \ell$ than it aids by increasing $Z_c$.

Unfortunately, there is no way to compare the relative importance of these effects other than to work out specific examples; this was done. Let the product of the second two factors of (26) be defined as the normalized input impedance, $Z_{in}$, of the cavity-line, where

$$Z_{in} = Z_c \tanh \Gamma \ell = \frac{\mu_e}{\epsilon_e} \tanh \left[ \frac{2\pi}{\lambda} \sqrt{\mu_e \epsilon_e} \right]. \tag{27}$$

Both magnitude, $|Z_{in}|$, and phase angle, $\theta_{in}$, of $Z_{in}$ are shown plotted in Fig. 9, for the same values of $F$ as previously, by using the data of Fig. 6 to Fig. 8. Each value of $F$ is clearly superior in certain frequency ranges, but on the whole, smaller values of $F$ tend to give flatter curves and hence broader band transformers. Reference to Fig. 8 shows that this tendency cannot continue much beyond $F = 0.3$, as resonance effects become increasingly more evident as $F$ decreases further. Note that the ferrite does not greatly enhance the characteristic impedance of the corresponding free space filled cavity-line; its chief value is in increasing the electrical length of the line and in damping out the resonance effects which would otherwise cause short circuits of the transformer at the resonant frequencies.

If only moderately wide bandwidths are required, it would appear feasible to use a quite low value of filling factor and to make the line just long enough to be antiresonant at the center of the band. It should be possible to obtain relatively large values of $Z_{in}$ by this technique, compared to the curves of Fig. 9, and to reduce transformer insertion loss accordingly. The curves of Fig. 9 make it clear how one must pay for increased bandwidth with increased insertion loss.

**Various Types of Experimental Transformer Configurations and Insertion Loss Measurements**

Four experimental transformers were built and checked for frequency response. Only the last of these is described here in detail.

The measurement circuit used is shown in Fig. 10. This circuit is not capable of giving insertion loss measurements with a very high order of accuracy, but is justified since it made possible a very large number of measurements, over a very wide frequency range, with a reasonable amount of effort. Note that the measurements were actually made on a phase inverter transformer, not a balun, and that the cross-connecting rod for the noninverted output terminal was removed. The lack of a suitable 400-ohm balanced load or generator necessitated this procedure. There is every reason to believe, however, that the insertion loss for equivalent phase inverter and balun transformers would be the same.

The GR 1800A VTVM probe (with its 50-ohm disk) does not present a resistive termination to the line at the high frequencies involved, nor are the absolute readings of the meter of any significance at the high end of the frequency range. However, it is felt that by using the resistive pad attenuator and relying only on the relative meter readings (of nearly the same value) that the measurements are meaningful.
The transformer to be described (Mark IV) is the most complicated of the four and probably the best, since it is smaller, has less weight, and has a wider bandwidth than the others [14]. Reference to Fig. 11(a) shows that the Mark IV cavity design incorporates two coaxial cylindrical cavities of the type previously shown in Fig. 4(a). The top cavity was partially filled with Ferroxcube 101 ferrite, which has an appreciably higher \(| \mu_r | \) than 102 at frequencies up to 30 mc, while the bottom cavity was filled with 102 ferrite. The wedge-cylindrical shaped center conductor of the upper cavity of Fig. 11(b) made it difficult to calculate a filling factor, but this factor is estimated to be about 0.45, while the free-space characteristic impedance is estimated to be 92 ohms. The filling factor for the mid-section of the bottom cavity is 0.356, while its free-space characteristic impedance is 117 ohms. Note that the internal coaxial lines were quite small in this unit. This served to make the effective radii of the inner conductors of both cavity lines small, raising their characteristic impedance. In order to leave room to affix two BNC connectors, side by side, it was required to bring the two upper internal transmission lines out in the Y shape shown in Fig. 11(a) to meet these connectors.

The insertion loss measurements which were made on this transformer are shown in Fig. 12, together with
those of another transformer (Mark III) unit for comparison. The general tendency predicted by the curves of Fig. 9 is in evidence here; namely, that the Mark IV unit, for which $F$ is relatively small, gives improved performance at the high-frequency end (UHF) but tends to be somewhat more lossy over the low end (VHF) than the Mark III unit, with a larger value of $F$. Also shown [Fig. 13(b)] is a curve of insertion loss calculated from Fig. 8 and Fig. 3. Good agreement is obtained, inasmuch as the range of values in concerned. The variance in the shape of the curves points out the errors inherent in the lumped constant circuit approximation and the measuring technique.

**Balance-to-Unbalance Measurements (Balun Efficiency) and Input Impedance Measurements**

Fig. 14 presents the data obtained on balance-to-unbalance ratio for the Mark IV Balun transformer, and the methods used to obtain this data.

For the low-frequency range, no difficulty was observed in measuring the balance-to-unbalance ratio directly, as shown in Fig. 14.

The data for the middle frequency range were obtained in a similar manner to that of the low-frequency range. However, much more care was required in such matters as matching of cable lengths, termination of the cables in their characteristic impedance, etc. Also, different signal generators and voltmeters were required because of the difficulty in obtaining a single set of signal generators and meters to cover the entire frequency range.

The high-frequency [12], [13] range data were obtained by the use of an entirely different procedure, as is demonstrated by Fig. 14(c). In this frequency range, any departure from matched conditions, either in the electrical lengths of the cables or in the termination of these cables in their characteristic impedance, results in quite large errors in the data obtained. By the use of a General Radio Type 1602A Admittance Meter, modified to measure the currents in the transmission lines on the balance side of the balun (both the in-phase and the out-of-phase components of the line currents can be measured by moving the "susceptance" lever through 180 degrees) and to terminate the cables in their characteristic impedance (100 ohms), data were taken of the balance-to-unbalance ratio over the upper end of the frequency range.
As can be seen from Fig. 14, the balance-to-unbalance ratio is well above 20:1 over the entire frequency range of 50 kc to 1000 mc and well above 100:1 from 50 kc to 800 mc. The erratic behavior of the curve near the upper end of the frequency range is most likely due, at least in part, to the rather imperfect measuring techniques which were used. Even then, the rejection of in-phase signals is at worst quite adequate for many uses.

Fig. 15 shows the input impedance of the Mark IV Balun Transformer as a function of frequency. Although the balance-to-unbalance ratio is good over the lower frequency range, it is evident that the input impedance drops quite rapidly below 2 mc. While it is true that the problem of standing waves on transmission lines is not as acute at the lower frequencies, maximum power transfer is important, nevertheless. In order to improve the input impedance at the low frequencies, the insertion of a washer-shaped piece of laminated permalloy would be applicable, possibly extending the range of usable input impedance to the audio range.

**Conclusions**

Some of the more important conclusions reached in the course of this work were as follows.

1) It is possible to employ gainfully closed magnetic cores in transformers at frequencies from ten to one hundred times greater than is commonly thought possible.

2) One may obtain enormous extensions of bandwidth with the sacrifice of a few db in insertion loss, compared to more conventional resonant structure balun transformers.

3) The transition structures used for balance-to-unbalance transformation do indeed have very-wide-band properties.

It was felt that the limitations on the measured balance-to-unbalance and insertion loss performance were in many cases (over the frequency range), set by the measuring technique rather than by the device itself.

---

**Appendix I**

**Development of Phase Inverter (or Balun) Transformer from a Conventional Transformer**

One way of showing the development of this transformer from a conventional two-turn phase inverter transformer is presented in Fig. 16. Fig. 16(a) shows two transmission lines coupled to a two-turn phase inverter transformer of rather conventional construction. The center tap is connected to the outer casing of both transmission lines. The turns are wound on a magnetic toroid (shown in cross section) and for the moment may be considered as thin copper tape. Fig. 16(b) illustrates an attempt to encase the unit in a conducting housing. It is seen that a nonconducting gap must be introduced in order to prevent the housing and the outer conductors of the transmission lines from completing a conducting path around the core, i.e., acting as a shorted turn. This
gap, at this location, presents several disadvantages; among these is poor shielding action.

In Fig. 16(c), the original gap has been closed and instead an open circuit has been introduced internally at point X to prevent the shorted turn action. This is a "split screen" transformer such as has been described in more conventional forms [10], [11]. Shielding is now complete; however, a new phenomenon has been introduced. It can be seen by tracing a line integral path from the outer conductor of transmission line B into the inner conductor of this same line that, in effect, the core has been encircled twice, i.e., the transformer now has a one-to-two turns ratio. One of these turns (for line A) can be eliminated by the expedient of the connections shown in Fig. 16(d). In this figure, it is seen that the case itself has been made to replace a winding.

Similarly, it is shown that the case itself can be made to replace the left-hand winding for the transmission line B. If the line integral of the electric field is evaluated around the path shown by the dotted lines in Fig. 16(d), it is seen that the voltage across a typical gap g is proportional to only the leakage flux enclosed; i.e., it is small. By pushing the winding even closer to the case, the leakage flux which is enclosed grows even smaller, as does the gap voltage. In the limit then, the winding can be made coincident with the case without any short circuit phenomenon occurring. The transformer then appears as shown in Fig. 16(e). There is now no winding leakage inductance or capacitance whatever.

The lead lengths can be made still shorter by adopting the mode of construction shown in Fig. 16(f), where the only leakage inductance of the transformer is in the connecting leads across the gap, X, and the only significant capacitance is that existing across the gap.

The extension to a balun transformer follows the technique already shown in Fig. 1(c) and 1(d).

Collecting terms and solving for $F$ gives $F_0$, where

$$F_0 = \frac{\mu_r - 2 + \frac{1}{\epsilon_r}}{2(1 - \frac{1}{\epsilon_r})(\mu_r - 1)}.$$  \hfill (30)

The second derivative of $Z^2$ is always negative since $\epsilon_r > 1, \mu_r > 1$ for any value of $F$, so $F_0$ must be a maximum.

**APPENDIX III**

**Maximization of the Core Impedance, $\mu_r$, Assumed Complex and $\epsilon_r$, Assumed Large**

Under these assumptions, the fourth power of the core impedance magnitude [using (11)] becomes

$$|Z^2|^4 = [(1 - F + F\mu_r)(\mu_r' - 1) + (\mu_r'')^2F][1 - F].$$  \hfill (31)

Differentiating with respect to $F$ and equating to zero gives

$$[(1 - F + F\mu_r)(\mu_r' - 1) + (\mu_r'')^2F][1 - F] - [(1 - F + F\mu_r)^2 + (\mu_r'')^2F^2] = 0.$$  \hfill (32)

Simplifying and collecting terms gives

$$[(1 - F)(\mu_r' - 1) - F\mu_r' + F |\mu_r|^2][1 - F] - [(1 - F)^2 + 2(1 - F)F\mu_r' + F^2, \mu_r'] = 0.$$  \hfill (33)

After collecting terms in descending powers of $F$, there results

$$2 - |\mu_r|^2 + 2\mu_r' - 1 + \mu_r^2 - 5\mu_r' + 4F + \mu_r' - 2 = 0.$$  \hfill (34)

Solving for $F$ gives $F_0$.
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Nomographs for Designing Elliptic-Function Filters

KEITH W. HENDERSON†, MEMBER, IRE

Summary—The elliptic-function filter is of considerable importance because of its ability to provide simultaneously small pass band ripple, large stop band attenuation, and very sharp cutoff, with equal-ripple behavior in both the pass band and the stop band.

The fundamental design parameters are the pass band ripple, the stop band attenuation, the transition bandwidth, and the number of poles required. They are interrelated in a rather complicated way involving certain elliptic functions, so that determination of a compatible set of parameters is both tedious and difficult.

Two nomographs relating these parameters have been devised, by means of which suitable values can be determined easily and quickly. The ranges covered are: pass band ripple, from less than 0.05 up to 3 db; stop band attenuation, from 3 to 40 db (extendable to any value above 40 db simply by renumbering certain scales); transition bandwidth, 0.001 to 1 times the cutoff frequency, and number of poles, 1 to 20.

Once a compatible set of parameters has been determined, the approximation function can be obtained in a straightforward manner. The necessary formulas are given, and the procedure for evaluating them is described briefly.

Characteristics of Elliptic-Function Filters

The elliptic-function filter is of considerable importance because of its ability to provide simultaneously small pass band ripple, large stop band attenuation, and sharper cutoff than can be obtained with other conventional types, with equal-ripple behavior in both the pass band and the stop band. The price paid for these advantages, from the designer's viewpoint, is considerably more work in obtaining a suitable approximation function—partly because of the greater number of fundamental design parameters to be specified or determined and partly because of certain computational difficulties, such as inadequate tables of the elliptic functions and the necessity of resorting to infinite series.

The transmission characteristics of a normalized low-pass elliptic-function filter are defined in Fig. 1. The pass-band ripple and stop-band attenuation in decibels, $\rho$ and $\alpha$, are related to these transmission characteristics in the following way. Considering $\rho^2$ and $\alpha^2$ with respect to unity,

$$\rho^2 = 10^{-0.1 \epsilon}$$

$$\alpha^2 = 10^{-0.1 \kappa}$$

Thus, if $\rho$ and $\alpha$ are specified (in db),

$$\rho^2 = 10^{-0.1 \epsilon}$$

$$\alpha^2 = 10^{-0.1 \kappa}$$

The number of ripples in the pass band and the num-

---

* Original manuscript received by the IRE, May 12, 1958; revised manuscript received, August 11, 1958.
ber in the stop band are equal, and are determined by the number of poles \( n \). Obviously \( k_2 \) is the parameter that defines the sharpness of cutoff or selectivity of the filter.

(Although it has been modified somewhat for simplicity, the notation used here is based on a report by Fano,\(^1\) which differs in certain unessential details from that of other authors. Fano defines the limits of the transition band as 1 and \( 1/k_2 \) on a frequency scale \( \omega \), while some authors define them as \( \sqrt{k_2} \) and \( 1/\sqrt{k_2} \) on a frequency scale \( \omega = \omega / \omega_0 = \omega / \sqrt{\omega_0 \omega_2} \), with \( \omega^2 = \omega_0 \omega_2 = 1/k_2 \) and \( \omega_0 / \omega_i = k_2 \). It is easily verified that the definitions are identical.)

In the application of elliptic functions, it turns out that \( \rho \) and \( \alpha \) determine a constant\(^3\)

\[
k_1 = \left( \frac{1}{\rho^2} - 1 \right) \left( \frac{1}{\alpha^2} - 1 \right)^{1/2},
\]

which is then related to \( k_2 \) by

\[
q(k_1) = q(k_2)^n,
\]

where \( q \) is a certain elliptic function called the "nome" or "modular constant" of \( k_1 \) or \( k_2 \), whose exact nature is not of importance at this point.

Broadly, the task of obtaining the desired approximation function may be divided into two parts. The first part consists of obtaining suitable values of \( \rho, \alpha, n, \) and \( k_2 \), which satisfy (5) and (6). The second part consists of using these data to obtain the poles and zeros by means of other elliptic functions and elliptic integrals. Because of the complicated way in which the parameters are related, it is generally not a simple problem to determine one from the others, and considerable time can be spent in juggling them in order to obtain compatible values. In studying the relations among them, it became evident to the author that a valuable addition to the tools of the designer would be a pair of nomographs by means of which suitable values could be determined easily and quickly.

**Use of Nomographs**

The nomographs are given in Figs. 2 and 3. The typical use of Fig. 2 is illustrated in Fig. 4. If \( \rho \) and \( \alpha \) are specified (in db) it is necessary to start from \( A \) and \( B \). Vertical lines from these points and horizontal lines through their intersection with the appropriate curves at \( C \) and \( D \) locate the corresponding points \( E \) and \( F \) on the vertical scales. If \( \rho^2 \) and \( \alpha^2 \) are specified (as percentages, for example), the quantities \( \{1/\rho^2 - 1\} \) and \( \{1/\alpha^2 - 1\} \) can be computed easily and the points \( E \) and \( F \) found directly. A line through \( E \) and \( F \) then gives the correct value of \( k_1 \) at \( G \).

If desired, the scale of \( \alpha \) can easily be extended by the addition of any multiple \( m \) of 40 db since the relation between \( \alpha \) and \( \{1/\alpha^2 - 1\} \) is very nearly linear for \( \alpha > 40 \) db. All that is necessary to change the \( \alpha \) scale to one extending from \( 40m \) to \( 40(m + 1) \) db is to multiply the \( \{1/\alpha^2 - 1\} \) scale by \( 10^{-m} \) and the \( k_1 \) scale by \( 10^{m} \). Such a scale extension is not possible with \( \rho \) and \( \{1/\rho^2 - 1\} \), because the relation between them is not linear, but the range of values of \( \rho \) covered should be adequate for most cases.

Typical uses of Fig. 2 are illustrated in Fig. 5. If \( k_1 \) and \( n \) are specified, \( k_1 \) is located at \( A \) in Fig. 5(a), and a horizontal line is drawn intersecting the \( k_1 \) curve at \( B \), from which point a vertical line is drawn to the specified \( n \) line at \( C \). A horizontal line through this point intersects the \( \{1/k_1 - 1\} \) curve at \( D \). Finally, a vertical line from this point locates a value of \( \{1/k_2 - 1\} \) at \( E \), from which \( k_2 \) can be easily computed.

If \( k_1 \) and \( n \) are specified, the procedure is the same in reverse. First locating \( \{1/k_1 - 1\} \) at \( E \), then proceeding from \( E \) to \( D \), to \( C \), to \( B \), to \( A \), thus determining \( k_1 \).

Fig. 5(b) shows a different situation, in which \( k_1 \) and \( k_2 \) are tentatively specified with \( n \) to be determined. The vertical line through \( C \) and the horizontal line through \( D \) will intersect at \( E \), which will generally lie somewhere between two \( n \) lines. In this case it will be necessary to decide which of the nearest \( n \) values to use, and either \( k_1 \) or \( k_2 \) or both must be adjusted slightly so that the intersection at \( E \) will fall on the \( n \) line chosen.

(See the following section regarding the scales involving \( q_1 \) and \( q_2 \).)

**Construction of Nomographs**

The construction of Fig. 2, which relates \( \rho, \rho^2, \alpha, \alpha^2, \) and \( k_1 \) by (1)–(5) above, deserves no explanation here, for it is straightforward and well covered by numerous textbooks on nomography. The construction of Fig. 3, relating \( k_1 \) to \( k_2 \) and \( n \) in accordance with (6), is considerably more complicated because of the nature of the nome \( q \).

The nome is defined as

\[
q(k) = \exp - \pi \left[ \frac{K(k')}{K(k)} \right]
\]

where \( K \) is the complete elliptic integral of the first kind.\(^4–5\) Its "modulus" \( k \) and the "complementary modulus" \( k' \) are related by

\[
k^2 + k'^2 = 1.
\]


In accordance with (6) the modulus may be either $k_1$ or $k_2$. For brevity, it is convenient to employ the commonly used abbreviations $q_1 = q(k_1)$, $q_2 = q(k_2)$, $K_1 = K(k_1)$, $K_2 = K(k_2)$, $K_1' = K(k_1')$, and $K_2' = K(k_2')$.

The functions $q$, $K$, and $K'$ have all been tabulated.\(^6\)\(^7\) It will be noticed from the tables that as $k_1$ becomes small $q_1$ decreases so rapidly that accurate interpolation becomes impossible, but for $k_1 < 0.1$ it is entirely satisfactory to use the approximation\(^9\)

$$q_1 \approx \frac{k_1^2}{16}.$$ \(^9\)

On the other hand, for sharp cutoff $k_2$ is near unity and it becomes necessary to resort to an infinite series in order to obtain $q_2$ accurately.\(^9\)\(^10\) Fortunately, some of the series for $q$ converge very rapidly.

If (6) is written in logarithmic form and plotted on log-log coordinates, $q_1$ and $q_2$ are related by a set of straight lines corresponding to the values of $n$. For computational convenience the members of (6) were first inverted. For purposes of scale-length adjustment the logarithms were then raised to an arbitrary (inte-
gral) power $a$. The straight lines in the nomograph of Fig. 3 are therefore defined by

$$\left( \log \frac{1}{q_1} \right)^a = n^a \left( \log \frac{1}{q_2} \right)^a$$  \hspace{1cm} (10)

for log-log coordinates, corresponding to

$$a \log \log \frac{1}{q_1} = a \log n + a \log \log \frac{1}{q_2}$$  \hspace{1cm} (11)

for linear coordinates.

It was found more convenient to work with $[(1/k_2)^2 - 1]$, which is the width of the transition band, instead of $k_2$ itself. Thus, Fig. 3 is essentially a superposition of $k_2$ vs $[\log (1/q_1)]^a$, $[\log (1/q_2)]^a$ vs $[(1/k_2)^2 - 1]$, and (10) for different values of $n$, plotted on compatible scales with $a = 3$. Once $k_1$, $k_2$, and $n$ have thus been related, the scales for $[\log (1/q_1)]^a$ and $[\log (1/q_2)]^a$ are no longer needed. They have been included in Fig. 3 merely for reference, but may be completely ignored in the use of the nomographs.

**Approximation Function**

In order to obtain the behavior expected from this type of filter, it generally is necessary to specify the poles and zeros quite precisely. The nomographs enable one to choose a tentative set of parameter values, but the values thus obtained are not sufficiently accurate for the actual filter design. Therefore, it is essential that the designer establish them accurately by means of tables and/or series, and to make sure that they are compatible in accordance with (5) and (6), before evaluating the formulas leading to the approximation function. Once he has done that, he can proceed in a straightforward manner to obtain the approximation function. Except for the slight adjustment in some of the parameter values that may be necessary at this point, the nomographs eliminate the extensive trial-and-error procedure previously necessary in obtaining a compatible set of values.

For the approximation function it is necessary to distinguish between the cases of $n$ even and $n$ odd. In both cases the zeros are on the $j\omega$ axis of the $p$ plane (where $p = \sigma + j\omega$), and the poles occur in conjugate pairs in the left half plane, with an additional pole on the negative real axis (hence a zero at infinity) in the case of $n$ odd. The approximation function is written conveniently as$^{11}$

$$Z(p) = \begin{cases} \frac{M}{n} \prod_{i=1}^{n/2} \left[ \frac{(p + j \eta_i)(p - j \eta_i)}{(p + \mu_i + j \nu_i)(p + \mu_i - j \nu_i)} \right] & (n \text{ even}) \\ \frac{M}{1} \prod_{i=1}^{(n-1)/2} \left[ \frac{(p + j \eta_i)(p - j \eta_i)}{(p + \mu_i + j \nu_i)(p + \mu_i - j \nu_i)} \right] & (n \text{ odd}) \end{cases}$$  \hspace{1cm} (12)

for $a$ even or odd, respectively, where

$$\eta_i = k_2 \text{ sn} \left( \beta_i, k_2 \right)$$ \hspace{1cm} (13)

$$\mu_i = c \text{ n} \left( \beta_i, k_2 \right) \text{ d} \left( \beta_i, k_2 \right) \text{ sn} \left( \gamma, k_2' \right) \text{ cn} \left( \gamma, k_2' \right)$$ \hspace{1cm} (14)

$$\nu_i = \text{ sn} \left( \beta_i, k_2' \right)$$ \hspace{1cm} (15)

$$\xi_i = 1 - d^2 \left( \beta_i, k_2 \right) \text{ sn}^2 \left( \gamma, k_2' \right).$$ \hspace{1cm} (16)

In these equations $\text{sn}$, $\text{cn}$, and $\text{dn}$ are the Jacobian elliptic functions.$^{2,3,5}$ The modulus $k_2$ is, of course, one of the design parameters, and $k_2'$ can be determined by means of (8).

The argument

$$\beta_i = \left( \frac{2i - 1}{n} \right) K_2$$ \hspace{1cm} (17)

and the argument

$$\gamma = \frac{K_2 F(\phi, k_2')}{n K_1}$$ \hspace{1cm} (18)

where $K_1$ and $K_2$ are complete elliptic integrals of the first kind, as previously defined. The factor $F(\phi, k_2')$, in which

$$\phi = \sin^{-1} \rho,$$ \hspace{1cm} (19)

is the incomplete elliptic integral of the first kind.$^{2,3,5}$

If $k_1$ is sufficiently small,$^{13}$

$$\gamma \approx \frac{2K_2 F(\phi, k_2')}{n \pi}.$$ \hspace{1cm} (20)

Finally, the constant multiplier

$^{11}$ For $n$ even this expression might be written more compactly by dispensing with the conjugate factors and letting the index $i$ range from 1 to $n$, but in the case of $n$ odd $\eta_i = 0$ for $i = (n+1)/2$ and the numerator would be improper.

$^{12}$ Byrd and Friedman, op. cit., pp. 18-29.

$^{13}$ Ibid., p. 10, item 111.02.
The complete and incomplete elliptic integrals and the Jacobian elliptic functions have all been tabulated.\textsuperscript{5,14-17}

The Annular Geometry Electron Gun*  
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Summary—The annular geometry gun represents a distinct departure in electron gun design and operation. The modulator section contains an annular cathode, annular control grids and accelerating grids, a beam bending probe and an electron object electrode. Very high modulation sensitivity, inverted modulation characteristics, internal electronic video signal amplification, and automatic “white noise” inversion are among the unique performance features of the annular geometry gun. Beam control is produced by a focus modulation process. The final spot is formed by imaging a geometrical aperture in the object plate. This results in very high resolution capabilities and an optimum focus condition and spot size which are practically independent of beam current.

Introduction

The electron guns now employed in kinescopes, cathode-ray tubes, and other beam-type display devices differ only superficially from types employed twenty years ago. Electron gun research, on the other hand, has been active and fruitful during this period.\textsuperscript{1} Most of the effort, however, has been directed toward problems associated with various types of microwave tubes.

The basic requirements of a kinescope gun are that it produce a high-perveance narrow-angle electron beam which can be converged to a very small spot, and that the beam intensity be readily modulated over several orders of magnitude with a minimum effect on spot focus. There usually are other considerations which influence design such as gun size, cost, and life. Quantitatively these requirements have been sufficiently different from those of the microwave tube field for none of the modern developments to be applied commercially in kinescopes and other display tubes.

This paper deals with a new type of kinescope gun employing an annular geometry in the modulator section. It is capable of producing very high resolution pictures and exhibits some unique modulation characteristics.

Annular Geometry

A cross-sectional view of the modulator region of an annular geometry gun is shown in Fig. 1. The active cathode emission area is the inside surface of a right circular cylinder. The cathode is surrounded internally by two control grid annuli. Two acceleration grid annuli in turn surround the control grid. An axial probe electrode is placed on one side of the grid opening and an object electrode on the other. A series of conventional electron lenses are employed beyond the object electrode to form the final focused beam.

Normally the two control grid annuli are operated at the same potential. Since no distinction is ordinarily necessary when reference is made to these electrodes, they are simply designated the control grid, \( G_1 \). The acceleration grid annuli are often operated at different potentials and collect markedly different currents. It is convenient to call the acceleration grid annuli nearest the probe \( G_{2A} \), and the other acceleration electrode \( G_{2B} \).

\begin{equation}
M = \begin{cases} 
\alpha & \text{(n even)} \\
\left( \frac{1}{2} - 1 \right)^{1/2} K_1' & \text{(n odd)} 
\end{cases}
\end{equation}

Unfortunately, the tables are often inadequate for sufficiently accurate interpolation and one must use a series.\textsuperscript{18-20} If the modulus is sufficiently near zero or unity, the Jacobian elliptic functions may be computed from approximation formulas in closed form involving trigonometric or hyperbolic functions.\textsuperscript{21}
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Electronic Object Formation

In a conventional kinescope gun electrons are accelerated axially from the cathode to form a small crossover. This minimum beam cross section is subsequently imaged at the screen by means of electron lenses. The crossover is not an ideal object for several reasons. The current distribution invariably is of an ill-defined Gaussian nature, and is limited in density more by lens aberrations or other effects than by fundamental considerations. In addition, near zero grid bias the crossover grows very rapidly, causing spot "blooming." Furthermore, the virtual crossover position is usually dependent upon beam intensity, and hence the optimum focus condition varies with beam modulation.

In the annular geometry gun electrons are accelerated in the cathode region due to the field produced by the positively biased acceleration grid rings. Subsequently they pass into the inner region bounded axially by the probe and object electrodes. Axial and radial field components exist in this region and cause the electrons to be directed toward the object electrode.

Fig. 2 shows a schematic plot of the electron trajectories. The electrons tend to uniformly illuminate the aperture in the object electrode forming the electron object.

Since the position and size of the electron object are determined by the physical aperture in the object electrode, one would expect the final spot size and optimum focus requirement to be nearly independent of beam intensity, subject only to space charge perturbation. Experimental guns of this type do exhibit a constant spot size and focus requirement. In the particular geometry employed, very little perturbation effect could be detected.

The uniformly illuminated aperture produces a spot of very nearly uniform intensity and with sharply defined edges. In most of the experimental guns a 0.007-inch diameter object hole was employed. Fifty volts is a typical operating potential for the object electrode. In the experimental 16-inch tubes, electron optical magnifications of between 1 and 2.5 existed. Magnifications even lower than this are readily possible even in relatively short guns if one takes full advantage of the low object voltage.

Fig. 3 is a photograph of a standard resolution pattern produced by an annular geometry gun in a 16-inch 70° kinescope. The limiting resolution is about 1000 lines.

Beam Modulation

The two control grid annuli are normally connected together electrically and are biased negatively with respect to the cathode. The cathode current control grid characteristic is quite similar to that of a conventional electron gun except that the annular cathode currents are larger.

Current from the cathode is collected by each of the acceleration grid annuli and on the object electrode. Some of the current directed at the object electrode
passes through the aperture in it forming the beam. The amount entering the beam depends not only upon the magnitude of the current directed at the object electrode, but also on the spatial distribution of the electron flow. Certain operating conditions exist which can cause the axial current density at the object electrode to fall to zero. When this happens over an area equal to that of the aperture no current enters the beam.

Fig. 4 shows a plot of beam current, acceleration grid currents, and object electrode current vs control grid voltage. It is taken for the particular set of operating voltages listed on the graph. Under these conditions the beam current rises slowly when the control grid is raised from a remote cutoff of about —50 volts; at —17 volts the current begins a sharp rise and then peaks at about —11.5 volts. The beam current then falls rapidly reaching zero at about —5.5 volts.

Several features of this unique operating characteristic are of interest. If the gun is modulated on the —5.5 to —11.5 volt portion of the grid characteristic only 6 volts of drive signal are required for full beam modulation. The direction of modulation is reversed from that of conventional grid characteristics. “Whiter than white” signals cause reduction in beam current. This constitutes a form of automatic noise inversion.

Fig. 5 shows the effect of variation in control characteristic obtained when the acceleration grid annulus nearest the probe, $G_{2A}$, is operated at various potentials. For television picture reproduction an optimum voltage exists which produces a sharp modulation characteristic but does not greatly attenuate the peak beam current.
The family of characteristics obtained for various values of optimized acceleration annuli voltages are shown in Fig. 6. The peak current varies almost in direct proportion to the acceleration voltage. The control grid voltage at which the peak current occurs and the value at which it falls essentially to zero both vary almost linearly with acceleration voltage. These relationships are shown in Fig. 7.

Probe electrode voltages also affect the control characteristics. The most significant effect regarding modulation is probably the influence the probe voltage has on the background current beyond cutoff. This effect is illustrated in Fig. 8.

**Amplification Within the Kinescope**

Fig. 4 reveals that an appreciable current flows to the acceleration grid annuli nearest the object electrode. If a load resistor is placed in series with the voltage supply to this electrode, video signal amplification will be obtained. Since the current increases rapidly beyond beam cutoff, sync signal stretching is affected.

Fig. 9 shows a circuit diagram of an annular geometry gun used to reproduce television pictures and to supply sync and sound IF gain. The amplified signal is shown in Fig. 10.

It is possible to reapply the amplified signal to the probe or object electrode, thereby obtaining some interesting effects. Among them is the possibility of further increase in the modulation sensitivity of the gun. With the particular gun designs tested this effect was fairly small, but other geometries might produce an appreciable effect. It should be recognized that reapplying signal to the probe or object electrodes does not constitute a closed loop circuit but rather produces a cascade action. This is because signal applied to the probe or object electrode has little effect on acceleration grid current.

**Cathode Considerations**

The emission area of the annular cathode is about ten times greater than that of a conventional kinescope gun. If efficient use is made of the emission current in forming the beam, it is possible to reduce the current density loading at the cathode below that of conventional guns. The extent to which this may be accomplished depends upon the object electrode aperture size and upon the fraction of the cathode current that is collected by the acceleration grid. In general, spot size and signal amplification ability may be traded against higher efficiency. The details of the best compromise would depend upon the requirements of the particular application.

A spiral stainless steel heat shield is used to support and shield the outer surface of the cathode annulus. The construction details are shown in Fig. 11. Despite the larger area of the annular cathode, the heater power requirement (3.4 watts) is about the same as that of most commercial kinescopes (3.7 watts).
analog. Electron trajectories may then be computed by hand or on an automatic calculator.

Fig. 12 shows an idealized geometry that has been used to study the space charge free trajectories. The beam is assumed to start at a cylindrical surface equivalent to some equipotential surface whose radius is slightly smaller than the acceleration grid radius. An initial angle, which is produced by a voltage or geometric asymmetry of the acceleration grid annuli, is also assumed at the idealized starting surface. The object electrode is approximated by an equipotential disk with no aperture. Trajectories for a starting angle of 75° are shown together with the equipotentials for the voltage conditions employed.

Fig. 13 shows the trajectories of electrons which start at the same axial position, but with various initial angles. Since the trajectories which terminate within a small area near the axis can originate at any azimuthal position, the current density at the object electrode may be many times that at the injection cylinder. A small spread in initial angle has very little influence on the density.

Consider electrons which are emitted from a given axial coordinate at the cathode with a finite axial emission velocity, $v_{oz}$, and are then accelerated to the “starting” surface. Let the axial and radial velocity of an electron at the starting surface emitted with $v_{oz}=0$ be given by $v_R$ and $v_{Rt}$, respectively. Then the angle at the starting plane is

$$\theta_{R} = \text{ctn}^{-1} \frac{v_{Rt}}{v_R}.$$  \hfill (1)

and the starting angle of an electron which possesses a small axial emission velocity is approximately

$$\theta_{R} = \text{ctn}^{-1} \frac{v_{oz} + v_{Rt}}{v_R}.$$  \hfill (2)

The angular spread is

$$\Delta \theta_{R} = -\frac{v_{oz} \sin 2 \theta_{R}}{v_{Rt}}.$$  \hfill (3)

If the potential at $r = R$ is $V_R$, and $v_{Rt} = \sin \theta \sqrt{2 \eta V_R}$. The equivalent emission potential corresponding to $v_{oz}$ is $V_{ae} = v_{oz}/2 \eta$. Using these relationships (3) takes the form

$$\Delta \theta_{R} = \sqrt{\frac{V_{ae}}{V_R}} \sin \theta.$$  \hfill (4)

For the value $V_R = 200 \text{ v}$, $V_{ae} = 0.1 \text{ v}$ and $\theta = 75^\circ$. $\Delta \theta_{R}$ equals only 1.2°. From this it may be concluded that axial emission velocities at the cathode only slightly reduce the current density at the object electrode. Radial emission velocities have also been found to have only a small influence on the current density at the object electrode.

Angular Momentum

Unfortunately, azimuthal emission velocities have a very profound effect on the current density at the object electrode. Since the annular geometry gun possesses cylindrical symmetry, angular momentum with respect to the gun axis is conserved. If we designate the cathode radius by $R_c$ and the azimuthal velocity at the cathode by $v_{vo}$, then at any radius, $r$, the azimuthal velocity $v_{vo}$ is given by

$$v_{vo} = v_{oz} = v_{Rt} = v_{R} \text{ctn}^{-1} \frac{v_{Rt}}{v_R}.$$  \hfill (5)

The azimuthal velocity has associated with it a radial outward force $F_\phi$ which prevents electrons with any angular momentum from reaching the axis. $F_\phi$ is given by

$$F_\phi = \frac{m v_\phi^2}{r} = \frac{m (R_0 v_\phi)^2}{r^2}$$

where $m$ is the electron mass. A synthetic potential, $V_\phi$, which would give rise to $F_\phi$ if the electron were confined to a nonrotating plane takes the form

$$V_\phi = \frac{1}{e} \int_{\infty}^{r} F_\phi dr = -\frac{R_0 v_\phi^2}{2\eta r^2}.$$  

Here $e$ is the electronic charge and $\eta$ the electronic charge to mass ratio, $e/m$.

The smallest radius $r_\star$ that the electron can reach is obtained by including $V_\phi$ and the axial velocity $v_\perp(r)$ in the energy equation. This results in (8) and (9).

$$r_\star = \frac{R_0 v_\phi}{\sqrt{2\eta V(r_\star, z) - v_\perp^2(r_\star, z) + v_\phi^2}}$$

$$v_\phi = r_\star \sqrt{\frac{2\eta V - v_\perp^2}{R_0^2 - r_\star^2}}.$$  

If $J_e$ is the emission current density at the cathode, and $L$ is the axial length of the emission area, then for a Maxwellian azimuthal emission velocity distribution the current, $I_s$, falling within a radius, $r_\star$, at the object electrode cannot exceed

$$I_s = \frac{J_e \cdot 2\pi R_0 L}{\sqrt{2\pi kT/m}} \int_{u = -v_\perp}^{+v_\perp} e^{-(u^2m/2kT)} du.$$  

$$I_s = 2J_e R_0 L \left[ \int_{u = -v_\perp}^{+v_\perp} e^{-(u^2m/2kT)} du \right].$$

The value of the quantity

$$\sqrt{\frac{2eV - mv_\perp^2}{2kT}}$$

varies with gun design and operation but normally would fall within the range 5 to 20.

Referring to (9) it is obvious that only small values of $v_\phi$ are needed to prevent current from reaching a small radius $r_\star$ if $R_0$ is large. It is therefore possible to control the current reaching any given value of $r_\star$ by purposely controlling $v_\phi$ by using a nonaxially symmetric geometry. This could lead to a very sensitive form of modulation.

Fig. 15 shows the trajectories in $r$, $z$ space (rotating coordinate plane) for electrons which start off with about 0.025 ev azimuthal emission energy.

Here $v_\perp$ is the axial velocity of electrons at radius $r_\star$ as they reach the object electrode and $V$ the potential of the object electrode. $T$ is the absolute temperature of the cathode and $k$ the Maxwell-Boltzmann constant.

In the limit as $R_0$, the cathode radius, goes to infinity the maximum current within $r_\star$, at the object electrode goes to

$$I_s = 4\sqrt{\pi J_e R_0 L} \sqrt{\frac{2eV - mv_\perp^2}{2kT}}.$$  

Fig. 14 is a plot of $I_s$ vs cathode radius, $R_0$. It should be noted that the current that can be obtained within $r_\star$ increases with increasing cathode radius $R_0$, but that very little is gained in making $\sqrt{R_0^2 - r_\star^2}$ more than about three times.

$$r_\star \sqrt{\frac{2eV - mv_\perp^2}{2kT}}.$$
Space Charge Effects

The modulation process in the annular geometry gun depends directly on space charge effects. It is not readily feasible to analytically investigate such effects for the annular cathode geometry. An approximation to the behavior may, however, be obtained by considering the flow of electrons inward from the surface of a long cylinder. The solutions of Langmuir and Blodgett to the inverse case where electrons flow outward from an internal cathode may be applied directly to compute the smallest radius, $r_\text{m}$, to which the electrons may propagate as a function of injected current per unit length, $I$, injected voltage, $V_\text{R}$, and the injection surface radius, $R$. The Langmuir-Blodgett expression is

$$V_\text{R} = I^{2/3} R^{1/3} \left( \frac{8}{3} \right) \eta^{-1/3} B^{1/3}. \quad (13)$$

$B$ is given as a tabulated function of $R/r_\text{m}$. Fig. 16 is a plot of $r_\text{m}$ vs $I$. The curve has a most perplexing form showing that any current less than $13.4 \times 10^{-6} V_\text{R}^{3/2}/R$ amperes per unit length can propagate all the way into the axis. As this value is reached, however, the minimum radius, $r_\text{m}$, abruptly changes from zero to a value of $R/44.0$. Furthermore, the Langmuir-Blodgett expression indicates that in the current range $13.4 \times 10^{-6} V_\text{R}^{3/2}/R$ to $14.8 \times 10^{-6} V_\text{R}^{3/2}/R$ there are an infinite number of possible values of $r_\text{m}$.

For an emission length of 0.015 inch, an injection current of 8 ma of current are required to prevent electrons from propagating to a radius of 0.0035 inch.

Even though the Langmuir-Blodgett geometry is somewhat different from that of the annular geometry gun, this corresponds almost precisely with the observed performance of an annular geometry gun of these dimensions.

No effects such as might be expected from a multi-valued $r_\text{m}$ have been observed.

---

Correspondence

Undersea and Subterranean "Satellites"**

The rather paradoxical and ironical fact appears to develop that before long man will probably become more familiar with the characteristics of the terrain of other planets than with those of the interior regions of his own home planet. The Pacific's undersea "canyons" and the plastic and semi-molten layers in the earth's outer shell may turn out to be more remote and inaccessible than the Martian ice-caps.

Radiosonde balloon and satellite techniques might be applied to probe the earth's interiors. A self-contained and self-powered shell might be lowered several miles into the sea, particularly into deep gorges. Long insulated probes with bared electrode tips could feed high-gain, low-noise, dc amplifiers inside the sphere to detect any current streams. The amplifier could then code a small sonar which could relay the information via a vertical-beam transducer to the mother ship above. This would avoid long cable runs with their induction noise, attenuation, and leakage problems. Magnetometers and radiation counters could also be used. In the case of deep oil-well shafts, similar techniques might work with miniaturized and transistorized equipment, particularly where water is being pumped down into underground caverns to drive the oil crude to the surface.

Such "satellite" detectors, used in conjunction with earth magnetic-field and radio-noise observations immediately following sun-spot storms, might possibly provide some useful meteorological and geophysical data. This may also be true in the case of terrestrial electrical storms.

**Received by the IRE, April 8, 1958. This letter antedates two recent articles on oceanography in *Sci. Amer.* which discuss the new deep-sea bathyscaph and the ultrasonic float.
On the Choice of Frequencies for Meteor-Burst Communication

The peak power of echoes from most meteor trails varies as $\lambda^2$, where $\lambda$ is the radio wavelength. Furthermore, the average duration of individual meteor echoes varies approximately as $\lambda^3$. Both of these factors favor the choice of long wavelengths for meteor-burst communication. A detailed analysis by Eshleman has shown that the wavelength dependence of the duty cycle is approximately $\lambda^{-1/2}$. If one takes into account these factors plus the cosmic background noise which also depends on wavelength, analysis by Eshleman has shown that the duty cycle during the night is two or three times greater at the lower frequency as compared with a predicted duty cycle ratio of 3.1, based on Eshleman's analysis. During the day, and particularly near noon, when the ionospheric component is strong, the duty cycles become about equal on the two frequencies. Furthermore, if one considers ionospheric scatter signals as noise, then the signal-to-noise ratio is independent of the transmitter power, while the signal-to-noise ratio for cosmic noise may be increased by increasing transmitter power.

Thus it would be possible to increase the duty cycle at 74 mc by increasing the transmitter power, but on 49 mc an increase in power would increase the duty cycle only at those times of day when ionospheric-scatter background is not the limiting factor. It is believed that these observations constitute a strong argument for the use of higher frequencies for meteor-burst communications.

Recent experiments which we have conducted, however, show an additional factor which should be taken into account and which favors the choice of shorter wavelengths.

Our experiments have been performed over a 1250-km path from Boston, Mass., to Columbus, S. C. Transmissions from Boston on 49 mc (5-kw output) and on 74 mc (3-kw output) were recorded on an Edin multichannel recorder. In addition to the meteor bursts, an ionospheric-scatter background signal was observed on 49 mc, while negligible ionospheric scatter was observed on 74 mc.

The ionospheric-scatter component in these measurements appeared as a kind of variable background noise with which the meteoric component would have to compete in a 49-mc burst communication system.

The threshold for measuring the duty cycle of meteor bursts must be set, therefore, with respect to the ionospheric-scatter background rather than cosmic noise whenever ionospheric scatter is present. Table 1 shows the results of a series of duty-cycle measurements made simultaneously on 49 mc and 74 mc at various times during a six-month period. These results represent a random sampling of the data arranged in order of increasing local time. The duty cycle was measured 10 db above the average peak-background signal, including ionospheric scatter as background on 49 mc. Table 1 shows that the duty cycle during the night is

<table>
<thead>
<tr>
<th>Hour</th>
<th>Date</th>
<th>Duty cycle (per cent)</th>
<th>Duty cycle (49 mc:74 mc)</th>
<th>Median ionospheric scatter on 49 mc (relative to 1 watt into 50-ohm receiver)</th>
<th>Time interval analyzed (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0100</td>
<td>4/18/58</td>
<td>7.5</td>
<td>2.8</td>
<td>-21 db</td>
<td>15</td>
</tr>
<tr>
<td>0200</td>
<td>4/18/58</td>
<td>10.7</td>
<td>4.5</td>
<td>-25 db</td>
<td>10</td>
</tr>
<tr>
<td>0300</td>
<td>4/18/58</td>
<td>7.2</td>
<td>5.8</td>
<td>-17 db</td>
<td>22</td>
</tr>
<tr>
<td>0400</td>
<td>4/18/58</td>
<td>7.8</td>
<td>6.3</td>
<td>-14 db</td>
<td>15</td>
</tr>
<tr>
<td>0500</td>
<td>5/23/58</td>
<td>4.0</td>
<td>3.9</td>
<td>-10 db</td>
<td>22</td>
</tr>
<tr>
<td>1100</td>
<td>4/5/58</td>
<td>5.1</td>
<td>2.5</td>
<td>-12 db</td>
<td>15</td>
</tr>
<tr>
<td>1400</td>
<td>4/5/58</td>
<td>2.6</td>
<td>1.4</td>
<td>-15 db</td>
<td>19</td>
</tr>
<tr>
<td>1500</td>
<td>4/5/58</td>
<td>1.2</td>
<td>1.4</td>
<td>-20 db</td>
<td>27</td>
</tr>
</tbody>
</table>

The Superconductive Transition Radio-Frequency Mixer and the Problem of Cryotron Switching Time

In a recent communication, Aharoni, et al., have discussed the dependence of the switching time of the cryotron on the $L/R$ time constant of the circuit. There is another problem of more general interest in the switching time of the cryotron and other superconductive transition devices. Regardless of the $L/R$ time constant to be achieved in circuit design, it is commonly considered that there is an absolute limitation on the switching time, imposed by the time duration required for the transition from the superconductive to the normal conductive state or vice versa, depending on the switching mode. It is suspected on physical grounds that this inherent switching time limits computer operation to the kilonega- cycle range. However, in the present state of the instrumentation art and the development of the switching element, it has proved difficult to measure directly the switching time in devices for very rapid switching. Moreover the preparation of suitable thin-film elements with reliable mechanical characteristics over the extreme temperature range involved has also proved most difficult.

The authors have approached the problem of the determination of the inherent switching time through measurements on the superconductive transition radio-frequency mixer. In the present form of this device, a thin film of suitable material, such as high-purity tin, serves as a flux shield between input and output-coupling loops. A radio-frequency local oscillator energizes a field coil surrounding the flux-shield assembly and functions to switch the shield material in and out of the superconducting state at a rate equal to twice the oscillator frequency. A signal fed to an input loop is thus mixed with a signal of twice the local-oscillator frequency, and the difference or sum frequency is retrieved in an output loop. Ambient temperature is adjusted for maximum mixer output by controlling the vapor pressure in a liquid-helium chamber in which the mixer assembly is immersed.

The configuration used is elementary, and measurements are relatively easy, dealing with simple sinusoidal radio-frequency signals. Consequently, it is expected that the approach outlined will yield information very rapidly on the perplexing problem of determining fundamental physical limitations on switching rate.

Efficient mixing at any particular local-oscillator frequency indicates that an appreciable portion of the superconducting film has undergone a transition of some kind in a time interval of roughly one quarter the local-oscillator period. Experiments to date have resulted in well-defined mixing operation in time intervals as short as $1.2 \times 10^{-8}$ seconds. This is appreciably faster than the shortest time interval obtained elsewhere in direct measurements of switching time. There is no indication that the time interval measured is the shortest possible. Higher-frequency tests will be undertaken shortly following a current series of tests on mixing efficiency.


table I

<table>
<thead>
<tr>
<th>Hour</th>
<th>Date</th>
<th>Duty cycle (per cent)</th>
<th>Duty cycle (49 mc:74 mc)</th>
<th>Median ionospheric scatter on 49 mc (relative to 1 watt into 50-ohm receiver)</th>
<th>Time interval analyzed (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0100</td>
<td>4/18/58</td>
<td>7.5</td>
<td>2.8</td>
<td>-21 db</td>
<td>15</td>
</tr>
<tr>
<td>0200</td>
<td>4/18/58</td>
<td>10.7</td>
<td>4.5</td>
<td>-25 db</td>
<td>10</td>
</tr>
<tr>
<td>0300</td>
<td>4/18/58</td>
<td>7.2</td>
<td>5.8</td>
<td>-17 db</td>
<td>22</td>
</tr>
<tr>
<td>0400</td>
<td>4/18/58</td>
<td>7.8</td>
<td>6.3</td>
<td>-14 db</td>
<td>15</td>
</tr>
<tr>
<td>0500</td>
<td>5/23/58</td>
<td>4.0</td>
<td>3.9</td>
<td>-10 db</td>
<td>22</td>
</tr>
<tr>
<td>1100</td>
<td>4/5/58</td>
<td>5.1</td>
<td>2.5</td>
<td>-12 db</td>
<td>15</td>
</tr>
<tr>
<td>1400</td>
<td>4/5/58</td>
<td>2.6</td>
<td>1.4</td>
<td>-15 db</td>
<td>19</td>
</tr>
<tr>
<td>1500</td>
<td>4/5/58</td>
<td>1.2</td>
<td>1.4</td>
<td>-20 db</td>
<td>27</td>
</tr>
</tbody>
</table>

* Received by the IRE, August 11, 1958. This work was supported by the AF Cambridge Res. Center under Contract No. AF 19(604)-1593.

Amplitude Scintillation of Extra-terrestrial Radio Waves at Ultra-High Frequency*

The intensity of radio stars, as received at ground level on meter wavelengths, is known to exhibit fluctuations. This phenomenon was first discovered by Hey, Parsons, and Phillips1 at a frequency of 64 mc. Subsequent work by Smith, Little, and Lovell2 showed that the fluctuations are not inherent in the radio star itself, but are produced in the earth's ionosphere. These fluctuations are analogous to the twinkling of optical stars on optical wavelengths and are often referred to as "radio-star scintillation." More extensive work was later carried out at VHF by various workers, notably in England and Australia. The results of this work have been recently reviewed by Booker.3

It is now believed that radio-star scintillation is caused by the irregularities in the earth's ionosphere. The irregularities have different radio-frequency refractive indexes and thus present important effects on the propagation of radio waves. The refractive index of an ionized medium which contains N electrons per cm$^3$, each of charge $e$ and mass $m$, can be expressed as

$$\eta = \sqrt{1 - \frac{4\pi N e^2}{m(2\pi f)^2}}$$

where $f$ is the frequency in cycles per second. The deviation of the refractive index from unity decreases with increasing frequency. This suggests that the amplitude of the fluctuations would decrease as the frequency increases. The existing observational evidence shows that scintillation is weak at the high-frequency end of the VHF band and becomes stronger as the frequency decreases through the VHF band. It was generally considered that ionospheric scintillation would be negligible at frequencies above 300 mc. The purpose of this communication is to present results of scintillation measurements made at UHF. It is found that at 40 mc normal incidence, the ionospheric effects upon radio-star scintillation would still be significant, and at a frequency of 915 mc when the radio star is near the northern horizon.

The observations were made at the Ohio State University Radio Observatory (latitude 40°N, north and longitude 83°0' west). The equipment consists of a 40-foot diameter, polar-mounted parabolic reflector antenna, and a crystal superheterodyne receiver. The antenna has a beam width of 1.7 degrees between half-power points at 915 mc. The gain of the antenna is about 39 db over an isotropic radiator. The receiver is operated at a frequency of 915 mc. The dc output of the second detector is followed by an automatic pen recorder. The time constant of the system is approximately 2 seconds. The radio star Cygnus A (IAU19NA; right ascension 10°58', declination +40°37') was chosen for scintillation measurements because of its small angular size, strong intensity and wide range of altitude angles (horizon to zenith). Cygnus A rises from approximately 32 degrees east of north of Columbus, reaches the zenith at its meridian transit, and sets at 32 degrees west of north. It is significant to note that at low elevation angles, Cygnus A is in a northerly direction and is therefore observed through the disturbed auroral F regions.

The observations were made by setting the antenna beam slightly west of Cygnus A in hour angle (about 7.5 degrees) and the receiver output recorded as the radio star drifted through the antenna beam. This procedure was repeated at various angles of altitude, so that about 18 drift curves were obtained daily between the altitude angles of 90 degrees to 0 degree. Fig. 1 shows typical drift curves of Cygnus A recorded at various elevation angles as the radio star sets in the northwest. The amplitude of the fluctuation is strongest near the horizon, and decreases very rapidly as the elevation angle is increased. At elevation angles above 10 degrees, scintillation was seldom observed except during the periods when strong auroras were reported.

The amplitude and rate of the scintillation at low elevation angles have been observed to change from day to day. Fig. 2 shows drift curves obtained at the same elevation angle of 3.7 degrees on different nights. The amplitude scintillation ranges from less than five per cent to over 50 per cent of the steady component of the flux density of Cygnus A, while the rate of scintillation varies from 1/10 to 6 peaks per minute. The mean amplitude fluctuation index is 20 per cent and the mean fluctuation rate is 2.5 peaks per minute. The mean amplitude during the past four months (November, 1957, through February, 1958). The scintillation was observed more frequently during the months of November and December, 1957, than in January and February, 1958. Thus, the percentage of days during the month on which the amplitude fluctuation index exceeds 10 per cent was 87 per cent in November and 91 per cent in December, and dropped to 82 per cent in January and to 73 per cent in February. This suggests that the scintillation characteristics at 915 mc may have diurnal and/or seasonal variations.

A comparison of the scintillation data and the 3-hour geomagnetic K index has also been made. It was found that the fluctuation rate is roughly proportional to the K index, as shown in Fig. 3. The correlation coefficient of the two is 0.6. The probability of the observed correlation occurring by chance is less than one in 1000. The amplitude fluctuation index is, however, relatively unaffected by the change of the K index.

It has also been observed that the scintillation characteristics are markedly affected by the presence of auroras. During the periods of auroral displays, scintillation was observed at both lower and higher angles of elevation and was always characterized by a larger fluctuation index and a higher fluctuation rate. This indicates that the effects of auroras on radio-wave propagation are still pronounced at 915 mc. It is therefore very probable that auroras may be detectable by radar technique at frequencies up to 900 mc. Work on the detection...
method of the author’s previous paper\textsuperscript{1} and this note treats the error at all times directly, rather than at just the sample times as has been done by several authors.

Consider the closed-loop control system indicated by Fig. 1. By methods similar to those already described,\textsuperscript{1} it is easily shown that the Fourier transforms of error e and disturbance D (assumed to be stationary random time series) over a long but finite time $-T\rightarrow T$ are related approximately\textsuperscript{3} by

$$er(f) = Y_m(f) \cdot D(f) - f.Y_V(f) \sum_{n} \varepsilon r(f - nf)$$

(1)

This relationship may be inverted to obtain an expression for the error in terms of the disturbance in the following way. Substitute for $f$,

$$f' = f - mf.$$  

(2)

Then, for every integral $m$,

$$\varepsilon r(f - mf) = Y_m(f - mf) \times \left\{ D(f - mf) - f.V_V(f - mf) \sum_{n} \varepsilon r(f - (n + mf)) \right\}.$$  

(3)

But

$$\sum_{n=0}^{\infty} \varepsilon r(f - (n + mf)) = \sum_{n=0}^{\infty} \varepsilon r(f - mf).$$

(4)

Thus, if we write an infinite set of equations, using every integral value of $m$ in the expression above once, and then sum,

$$\sum_{m=0}^{\infty} \varepsilon r(f - mf) = \sum_{m=0}^{\infty} V_{m}(f - mf) D(f - mf)$$

$$- f.V_V(f - mf) \sum_{n=0}^{\infty} \varepsilon r(f - nf)$$

(5)

Hence,

$$\sum_{m=0}^{\infty} \varepsilon r(f - mf) \sum_{n=0}^{\infty} V_{m}(f - nf) Y_{m}(f - mf)$$

$$= 1 - f.V_V(f - mf) Y_V(f - mf)$$

(6)

and then from (1)

$$\varepsilon r(f) = \left\{ 1 + f \sum_{m=0}^{\infty} Y_{m}(f - nf) Y_{m}(f - nf) \right\}$$

(7)

$$X(f) = f.Y_V(f)Y_{m}(f)$$

(8)

where

Using the methods outlined,\textsuperscript{1} it follows from (7) that, if $D$ is a stationary random time series having a spectral density function $\Phi_D(f)$, the spectral density of the error is given by

$$\Phi_{e}(f) = \left\{ 1 + f \sum_{m=0}^{\infty} Y_{m}(f - nf) Y_{m}(f - nf) \right\}$$

(9)

The integral of this function over all frequencies gives the mean-square error and may be so used to evaluate an existing or contemplated system. It is also obviously of the same form as the expression for error spectral density in the case of filtering independent signal and noise and, hence, Wiener's method for this case may be used directly to find the best $X$, given $V_{m}(f)$, and $\Phi_{D}(f)$. In this case, (8) is not the required optimum feedback-frequency function. This can be done by the same technique used above to obtain (7) from (1).

$$Y_{m}(f) = \frac{1}{f.Y_V(f)\left\{ 1 + \sum_{n=0}^{\infty} X(f - nf) \right\}}.$$  

One interesting (and somewhat unfortunate for the analyst) property of this closed-loop system, not shared by the data restorer, is that if we consider a hypothetically "unrealizable" filter in the loop, the minimum error attainable is always zero. The proof and/or interpretation is left to the reader. Thus, in estimating minimum mean-square error attainable, it is essential that the "realizability" condition be preserved.

**R. M. Stewart**
Ramo-Wooldridge Corp.
Inglewood, Calif.
Formerly at Jet Propulsion Lab.
Calif. Inst. Tech.
Pasadena, Calif.

**On the Statistics of Filled Vessels**

An inductor with a ferromagnetic core stores energy $L^2I^2/2$ where inductance $L$ is dependent upon current $I$ as a consequence of the saturation characteristic; added increments of current yield continuously decreasing increments of stored energy. It would appear that an iron-cored inductor can be used as an electric analog in studies

* Received by the IRE, April 17, 1958.

---

\textsuperscript{1} H. C. Ko
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Radio Observatory
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\textsuperscript{3} H. C. Ko
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Columbus 10, Ohio
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\textsuperscript{4} This note was prepared while the writer was a visiting scientist at the Jet Propulsion Lab., Calif. Inst. Tech., under Contract No. DA-04-495-Ord 18, sponsored by the Dept. of the Army Ordnance Corps.
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\textsuperscript{5} I. R. M. Stewart.
"Statistical design and evaluation of filters for the restoration of sampled data."

---

\textsuperscript{6} R. J. Parks and R. M. Stewart.
"The application of noise and filter theories to guidance problems."
Proc. AGARD (NATO) Symp. on Guidance and Control.
Venice, Italy, pp. 285-314; September 17, 1956.
Electron-Density Profiles in the Ionosphere During the IGY*

In many parts of the world during the last twenty years, regular measurements have been made of the maximum electron density (Nm) and the approximate true height (hm) of the various layers in the ionosphere. Both these parameters can be obtained fairly easily from the h'(f) curves (ionograms), which are produced by automatic pulse-sounding equipment, and tabulated values of Nm and hm are generally available. On the other hand, only an extremely small amount of accurate information is available on N(h) profiles, the distribution of electron density with height in the ionosphere, and how these profiles vary with time, season, and geographical location. It follows that very little is known about the variation of N with time at a constant true height [the N(f) curve]. The ionograms contain all this information, but the mathematical procedure for deriving an N(h) profile from an h'(f) curve is very laborious, especially if the effect of the geomagnetic field is taken into account. Fortunately, electronic computers are now available, and they have opened up a new era in this field since they can readily be used to compute N(h) profiles from ionograms.

The purpose of this note is to outline the scope of a program of such computations which has been organized by the Radio Research Station, Department of Scientific and Industrial Research, in Slough, England, and which forms part of the United Kingdom’s program of observations during the International Geophysical Year. The N(h) profiles are being produced by Ferranti, Ltd., on a “Pegasus” automatic digital computer using h'(f) data obtained at the four observatories listed in Table I. For each observatory, profiles are being calculated for each hour of the day for about four days per month beginning in July, 1957. When the ionograms are suitable, “regular world days” are selected for analysis; when this is not practical, other days are substituted. This program will be continued until December, 1958, when the possibility of extending the work will be considered.

The analysis is carried out according to a method which has recently been described and which makes no a priori assumptions about the variation of electron density with height except that it increases monotonically. It can be applied to h'(f) curves from any observatory merely by changing the geomagnetic dip angle and the gyro frequency, both of which are taken into account in the calculations. A fuller account of the use of a digital computer to carry out the calculations is in preparation and will be available later.3

The production of N(h) profiles is now proceeding on a routine basis and the computer has been programmed to print out the data in the form shown in Table II, from which either the N(h) or N(f) variations can easily be extracted. It has also been found convenient to have the values of h, F2 and NmF2 computed and printed out at the bottom of the tables together with ho and No, the height and electron density at the base of the E or F layer as appropriate.

Microfilm copies of the tables will be sent to the four IGY World Data Centers which collect ionospheric data at Boulder, Moscow, Slough, and Tokyo. A limited number of booklets containing the tables will also be available.

R. L. Smith-Rose
Radio Res. Station

---

* Received by the IRE, May 5, 1958.
The Current Amplification of a Junction Transistor as a Function of Emitter Current and Junction Temperature*

A measurement of alpha as a function of emitter current in a typical germanium or silicon-junction transistor usually yields a dependence like the one shown in Fig. 1. The higher current range has been satisfactorily explained by Webster et al., but until recently no mechanism has been proposed to account for the drop in alpha at low-emitter currents. This now has been done by Sah et al., who calculated the effect of carrier generation and recombination inside the depletion layer of a p-n junction* on its characteristics. There are three processes, each dominant at a different current level, which account for the current dependence of alpha. At very low currents the recombination in the emitter-depletion layer is high compared to the diffusion current, and the emitter efficiency is low. With increasing total emitter current the useful diffusion current begins to dominate over the recombination current into the emitter junction and the emitter efficiency rises to the customary value given by the doping ratio in base and emitter regions, base width, and diffusion length in the emitter. For still higher emitter currents an aiding electric field develops across the base region and increases the effective diffusion length of the minority carriers. Thus alpha continues to rise. If the emitter current now is increased further, however, the injected carriers near the emitter junction decrease the base resistivity sufficiently to cause a drop in emitter efficiency. Thus alpha goes through a maximum and continues to fall for higher currents.

It is the purpose of this note to combine the above mentioned theories into a single approximate but useful expression for alpha as a function of emitter current. Adding (56) by Rittner and (15) by Sah et al.* we find for the p-n-p transistor

\[ I_E = K(2P - \ln (1 + P) + \frac{E}{P}(1 + P) + 2S\sqrt{P}) \]

where the notation is explained in the list of symbols. The first two terms in the bracket describe the diffusion current, the third term describes the conventional emitter efficiency, and the last term takes the recombination in the emitter junction into account. Differentiating with respect to \( V_E \) and neglecting the voltage dependence of \( S \), we find for the new input admittance

\[ \gamma_n = \frac{1}{(1 + P)(1 + 2P)} \left[ \frac{1}{(1 + P) + 2S\sqrt{P}} \right] \]

From Rittner's\(^2\) (65) and (72) one obtains the following expression for \( \gamma_n \)

\[ \gamma_n = \frac{1}{K} \left[ \frac{1}{(1 + 2P)/(1 + P) - \delta} \right] \]

where \( \delta \) describes the bulk and surface recombination in and around the base region. Combining (2) and (3) we finally find

\[ \alpha = \frac{\gamma_n}{\gamma_n + 1/\gamma_n} \]

where

\[ a(\alpha) = \frac{(1 + P)\sqrt{P}}{(1 + 2P)\sqrt{P} + S(1 + P)} \]

\[ b(\alpha) = \frac{(1 + P)(1 + 2P)}{(1 + P)\sqrt{P} + S(1 + P)} \]

\[ c(\alpha) = \frac{(1 + 2P)\sqrt{P} + S(1 + P)}{S(1 + P)} \]

These three factors which describe the current dependence of alpha are shown in Fig. 2(a)-(c) as a function of the normalized emitter current, \( Z \).

\[ Z = \frac{I_E}{K} = 2P - \ln (1 + P) + S\sqrt{P}. \]

In (5) through (8) it has been assumed that the conventional emitter efficiency is high so that \( \varepsilon \) is a small quantity.

If we apply these considerations to Fig. 1, we find that the curve can be fitted perfectly within the experimental accuracy if the following values of the parameters are assumed, which are very reasonable for the audio unit tested: \( P = 1.25 \times 10^{-4} \) cm\(^2\); \( D_E = 40 \) cm\(^2\)/Vs; \( n_0 = 5 \times 10^{14} \) cm\(^{-2}\); \( W = 10^{-3} \) cm; \( \lambda = 4 \times 10^{-4} \) amps; \( S = 0.08 \); \( \varepsilon = 5 \times 10^{-4} \); \( \varepsilon = 1.3 \times 10^{-3} \).

---

* Received by the IRE, April 30, 1958.


---

Correspondence

Fig. 1—(a) \( \alpha \) as a function of emitter current measured on a germanium p-n-p junction transistor.

Fig. 2—(a) The function \( c(I_E) \) plotted vs the normalized emitter current, \( Z \). (b) The function \( b(I_E) \) plotted vs the normalized emitter current, \( Z \). (c) The function \( a(I_E) \) plotted vs the normalized emitter current, \( Z \).
It will be noted that the drop in $\alpha$ at small currents is explained by recombination in the emitter junction (function $c$) and could not have been accounted for by the Webster-Ritter-Misawa theory alone.

If one measures the current-dependence of $\alpha$ as a function of operating temperature, one obtains curves like the ones shown in Fig. 3. The room temperature curve in Fig. 3 can be fitted by the following values of the parameters which may be considered typical for a germanium $p$-type $n$-type audio transistor: $A = 2.5 \times 10^{-3}$ cm$^2$; $D_{ee} = 40$ cm$^2$/Vs; $n_{eq} = 5 \times 10^{14}$ cm$^{-3}$; $W = 8 \times 10^{-3}$ cm; $K = 10^{-9}$ amperes; $S = 0.003$; $E_0 = 1.1 \times 10^{-2}$; $\bar{\alpha} = 1.94 \times 10^{-4}$ To fit the curves at other temperatures it is necessary to assume a temperature dependence of the various parameters as shown in Fig. 4. If these variations are compared with the temperature dependence of the material properties involved, using previously published data, one finds that they follow completely the theoretical expectations. To obtain the proper variation of lifetime one has to assume a recombination level somewhat less than 0.2 eV above the valence band or below the conduction band. The proportionality constant, $K$, drops like the diffusion constant in high-resistivity material. The recombination term, $\bar{\alpha}$, drops inversely proportional to the square of the diffusion length. According to the Hall-Shockley-Read mechanism of carrier recombination, the lifetime increases as the material approaches the intrinsic range. This has also been experimentally verified. Should the surface recombination be dominant in the recombination term, $\bar{\alpha}$, one will still observe a similar behavior because surface recombination follows the same laws as volume recombination.

The term $S$ describing the emitter efficiency increases with temperature proportional to the ratio of a diffusion constant in highly doped material (impurity scattering) over a diffusion constant in pure material (lattice scattering). In short, one may say the variation with temperature of the current dependence of $\alpha$ is caused by both a decrease in recombination and in emitter efficiency. The maximum value of $\alpha$ is therefore higher and the falloff at high temperatures is more rapid at elevated temperatures. Theoretically, one expects that the parameter, $S$, which specifies the relative importance of the recombination in the emitter-junction depletion layer, increases with temperature by approximately a factor of 2 from -20°C to 70°C. This does not seem to be fully borne out by the measurements, which may be due to the fact that (15) in the paper by Sah et al. has been derived under the simplest possible assumptions. The recombination in junctions seems to require additional work and careful measurements of $\alpha$ as a function of emitter current may provide a valuable tool in such investigations.

In conclusion, by combining the Webster-Ritter theories with the effects of recombination in the emitter junction, the dependence of $\alpha$ on emitter current and temperature can be quantitatively explained over the whole operating range. It may also be deduced from the above considerations that the temperature effects may be minimized by high doping in the base region provided the emitter region is of still much lower resistivity to insure the necessary good emitter efficiency. Thin base width also acts in the same direction.

The refinements in the theory should also improve a previously described technique to investigate changes in transistor-surface conditions in an environmental relativity test. Similar measurements should yield information on what happens to transistors under nuclear irradiation.

The authors would like to thank Mr. B. L. Yeaman for carrying out the numerical calculations.

**List of Symbols**

$\alpha$ = emitter current density
$K$ = constant of proportionality
$W$ = base width
$D_{ee}$ = diffusion constant of electrons in the base
$D_{eh}$ = diffusion constant of holes in the base
$\tau_0$ = lifetime of carriers injected into the depletion layer of the emitter junction
$A_1$ = surface area over which recombination takes place
$s$ = surface recombination velocity

**Alternative Detection of Co-channel FM Signals**

The work of Granlund and Baghdady has demonstrated that the stronger of two co-channel FM signals can be freed of interferences by the use of a new technique.

**Received by the IRE, April 4, 1958.**


ference due to the presence of the weaker signal for relative amplitudes approaching unity. Such a capability suggests a solution to the problem of reading the modulation of the weaker signal or, if desired, of reading the outputs due to both signals simultaneously. Wilmotte proposed a means of accomplishing a similar task by working with the detected modulations themselves; indeed, it is interesting to note, in passing, that exact knowledge of the carrier frequency and relative amplitudes of the two signals in the absence of noise theoretically permits their complete separation after detection, but the attendant practical problems are considerable. These problems are not present if the necessary correlation between the stronger signal and the sum of the stronger and weaker signals is provided at the intermediate frequency of the receiver. A block diagram of such a receiver, indicating the principal stages required, is shown in Fig. 1.

With linear operation through the first IF stage, the sum voltage available for excitation of the parallel paths, A and B, can be stated as
\[ e(t) = e_i(t) + ae_i(t), \]
where \( 0 < a < 1 \). Path A, operating as an optimized limiter-filter chain, is capable of producing an output, \( e_i(t) \), free of interference due to the presence of the weaker signal, \( ae_i(t) \), as desired. Path B, incorporating either one or a more than 180-degree phase reversal than Path A, delivers to an output attenuator an otherwise carefully preserved version of the sum signal. This signal is adjusted in amplitude to match the level of the limiter output in such a manner as to realize maximum common-mode rejection of the stronger signal, \( e_i(t) \), in the output of the common-path adder. The roles of the two signals in the balance of the receiver are now interchanged, resulting in the residual signal, \( ae_i(t) \), capable of capturing the common-path limiter amplifiers.

It can be readily appreciated that the stronger signal alone, \( e_i(t) \), can be obtained by opening either Path A or Path B. However, if the two detected outputs are desired simultaneously, then the addition of the usual discriminator-detector and modulation amplifier units to Path A will permit such facility.

The advantages of the alternative scheme of co-channel reception in situations characterized by spectrum crowding are obvious, particularly in view of the relative simplicity of the receiver and the comparably small number of components which must be incorporated into an existing quality receiver to achieve simultaneous or alternative detection.

The effective range of \( \alpha \) which can be satisfactorily accommodated is determined by several circuit limitations: 1) the degree to which optimization of the limiter-filter path is economically feasible; 2) the amount of common-mode rejection which can be realized at the adder input; 3) the amount of incident AM and noise present in the sum signal; and 4) the amplitude of the residual signal compared with the noise at the input to the common-path portion of the receiver. While these several factors restrict the effective range of operation, they do not nullify the potential usefulness of the proposed method of weak-signal or alternative-signal detection.

H. W. Farris
University of Michigan
Ann Arbor, Mich.

Suppose that it is desired to obtain the Laplace transform of the function \( F(t) \) which has at most a finite number of simple discontinuities in the interval \( 0 < t < \infty \). Suppose further that \( F(t) \) may be represented by a finite number of segments which we shall take for the moment as being simple polynomials in \( t \) such that
\[
F(t) = f_1(t) + f_2(t) + \ldots + f_n(t), \quad 0 < t < t_1
\]
\[
f_1(t) = 0, \quad t_1 < t < t_2
\]
\[
f_2(t) = 0, \quad t_2 < t < t_3
\]
\[
\vdots
\]
\[
f_{n-1}(t) = 0, \quad t_{n-1} < t < t_n
\]
\[
f_n(t) = 0, \quad t_n < t < \infty. \quad (1)
\]
\[ [f_n(t) \text{ is required to be transformable.}]

The transform of \( F(t) \) is given by
\[
\mathcal{L}[F(t)] = \int_0^\infty f(t)e^{-st}dt
\]
\[
= \frac{1}{S} \left[ f_1(t)e^{-st} \right]_{t_1}^{t_2} + \int_{t_1}^{t_2} f_2(t)e^{-st}dt + \ldots + \int_{t_1}^{t_n} f_n(t)e^{-st}dt.
\]
To evaluate the contribution of the \( i \)-th segment, we integrate by parts
\[
\int_{t_1}^{t_2} f_i(t)e^{-st}dt = -\frac{1}{S} \left[ f_i(t)e^{-st} \right]_{t_1}^{t_i+1} + \int_{t_1}^{t_i+1} f_i(t+1)e^{-st}dt
\]
where \( f_(t) \) is the first derivative of \( f_i \). This process is repeated, differentiating the derivative of \( f_i \) and integrating \( e^{-st} \) each time, the point will be reached when further differentiation of \( f_i \) yields zero. Hence, the result is obtained
\[
\int_{t_1}^{t_i+1} f_i(t)e^{-st}dt = -\frac{1}{S} \sum_{k=0}^{i} \left[ \frac{1}{S} \mathcal{L}[f_i(t+1)e^{-st}] \right]_{t_1}^{t_{i+1}}
\]
\[ = -\frac{1}{S} \sum_{k=0}^{i} \left[ \frac{1}{S} \mathcal{L}[f_i(t+1)e^{-st}] \right]_{t_1}^{t_{i+1}}. \quad (3)
\]
where \( K_i \) is the number of nonzero derivatives of \( f_i \).

Treating all the integrals in (2) in the same manner \( \mathcal{L}[F(t)] \) is found to be
\[
\mathcal{L}[F(t)] = \sum_{i=0}^{n} \frac{1}{S} \sum_{k=0}^{i} \left[ \frac{1}{S} \mathcal{L}[f_i(t+1)e^{-st}] \right]_{t_1}^{t_{i+1}}
\]
\[ = -\frac{1}{S} \sum_{k=0}^{i} \left[ \frac{1}{S} \mathcal{L}[f_i(t+1)e^{-st}] \right]_{t_1}^{t_{i+1}}. \quad (4)
\]
where \( t_0 = 0, \) and \( t_n = \infty. \)

For the purpose of delineation, suppose that \( f_i(t) \) has just two nonzero derivatives and write (3) explicitly
\[
\int_{t_1}^{t_2} f_i(t)e^{-st}dt = -\frac{1}{S} \left[ f_i(t+1) + f_i(t+2) \right]_{t_1}^{t_2} + \frac{1}{S} f_i(t+1)_{t_1}^{t_2}
\]
\[ -e^{-st} \left[ \frac{1}{S} f_i(t+2) + \frac{1}{S} f_i(t+3) \right]_{t_1}^{t_2} + \frac{1}{S} f_i(t+2)_{t_1}^{t_2}. \quad (5)
\]
An examination of (5) shows that it could have been obtained in the usual formalism by a term-by-term transformation of the Taylor series expansions of \( f_i \) about the two points, \( t_i \) and \( \Delta t \), the limits of its interval of validity. The quantities, \( f_i(t) \), \( f_i(t) \Delta t \), etc., are simply the constants in the Taylor expansion and are calculated in the usual way.

A better understanding of the impulse method may be obtained by writing explicitly the series obtained for the segment \( f_i + 1 \) at the lower limit of its interval of validity, \( \Delta t + 1 \), and combining it with the series for \( f_i \) at its upper limit, which is also \( \Delta t + 1 \). For convenience we assume that \( f_i + 1 \) has just one nonzero derivative. For the \( f_i + 1 \) series we have

\[
\frac{1}{2} f_i \left( t + \Delta t \right) + \frac{1}{2} f_i \left( t \right) \Delta t + \frac{1}{2} f_i \left( t \right) \Delta t^2
\]

for the \( f_i \) series

\[
-\frac{1}{2} f_i \left( t + \Delta t \right) + \frac{1}{2} f_i \left( t \right) \Delta t - \frac{1}{2} f_i \left( t \right) \Delta t^2
\]

Combining them gives

\[
\frac{1}{2} f_i \left( t \right) \Delta t + \frac{1}{2} f_i \left( t \right) \Delta t^2
\]

Thus, we see that the first term in the transform may be thought of either as arising from the transformation of the derivative of the negative step of 2 units in the first derivative at \( t = 4 \), Fig. 1(b), or as the difference of the first derivative coefficients in the Taylor expansion of \( f_i \) and \( f_i \) at that point. A similar situation holds for the second term which comes from the difference of the second derivative.

It is frequently convenient to think of the series expansion method in terms of the contributions to the total transform arising from the interval boundaries. If, for example, \( f_i (t) = f_i (t) \), then all the brackets in (6) would be identically zero and there would be no contribution at the point \( t = 4 \). Except for the \( t = 0 \) and \( t = \infty \) points, these contributions would all have the form of expression (6). For \( t = 0 \), all the negative bracketed terms vanish since \( f_i (t) \Delta 0 \), for \( t < 0 \). Evidently, all terms must vanish at \( t = \infty \), hence, the requirement that the segment \( f_i \) which is valid in the interval ending at \( \infty \) must be transformable.

If, on the other hand, the method is thought of in terms of the contribution arising from each analytic segment, functions more complicated than simple polynomials, \( e.g., \) transcendental functions, may be used. In such a case, the transform of the function for the interval in which it is valid may be calculated by direct integration and the result simply added to the terms arising from the series expansion of the other segments. Such a combination of methods may save both time and labor.

It should be pointed out also that the use of the series expansion method in conjunction with the approximation of a function by a series of straight-line segments which are continuous at the boundaries of their intervals of validity and have at most one nonzero derivative is quite rapid and simple. Since the functions are continuous, the first brackets of expression (6) vanish, and only the second, involving first derivative differences, need be evaluated. Hence, the transform of the approximation depends primarily on the slopes of the approximating lines. This fact calls to mind Guillemin's argument \( \dagger \) that a better approximation may be obtained by approximating a derivative than by approximating the function itself. In fact, if the \( n \)-th derivative of a function is approximated by straight lines, continuous at the interval boundaries, none of the lower derivatives need be calculated since these will also be continuous at the boundaries. Therefore, only the \( n \)-th and \((n+1)\)-th derivatives need be calculated.

W. H. LUCKE

U. S. Naval Research Lab.
Washington 25, D.C.

Effective Collector Capacitance in Transistors

The collector-to-base capacitance, \( C_{ab} \), of a transistor biased in the usual manner, \( i.e., \) collector-base voltage large compared to \( kT/e = 25 \) mv (at room temperature) and negative for the p-n-p type here considered, is comprised of two terms,

\[
C_{ab} = C_{ce} + C_{ai}
\]

(1)

The first term arises from the change in number of electrons with the change of the width of the collector space-charge layer

\[
\frac{\partial Q_{ce}}{\partial W} \frac{\partial W}{\partial V}
\]

(2)

while the second term arises from the change in the number of holes stored in the base layer with a change in width of the collector space-charge layer:

\[
\frac{\partial Q_{ai}}{\partial W} \frac{\partial W}{\partial V}
\]

(3)

It is the purpose of this note to point out that since the dependence of the storage capacitance, \( C_{ai} \), on the emitter current can be utilized to determine the base width of transistors with uniform impurity distribution in the base layer.

The following assumptions will be made:

1) an abrupt collector junction with much higher doping in the collector region than in the base region, 2) neglect of the spreading effects at the boundaries of the collector junction \( i.e., \) we consider a one-dimensional transistor model, 3) an emitter current carried practically entirely by holes, 4) a diffusion length of holes in the base layer which is very large compared to the width of the base layer, and 5) a sufficiently low injection level of holes from the emitter that space charges arising from the presence of holes in the base layer can be neglected.

For an abrupt junction with much higher doping in the collector region than in the

* Received by the IRE. April 11, 1958.
and \( N \) is the impurity concentration in the base layer, and

\[
\frac{\partial Q_{hi}}{\partial W} = \frac{\epsilon_0 (\rho W/2)}{W} = I_e W / D_p.
\]

Since the space-charge capacitance does not depend on emitter current, one has from (1)-(4), and (7)

\[
\frac{\partial C_{ab}}{\partial I_e} = \frac{W}{D_p} \frac{\partial W}{\partial V} = \frac{W C_{ob}}{D_p A N e}.
\]

The space-charge capacitance equals the collector-base capacitance at zero-emitter current, and (8) thus may be written also in the form

\[
W = A N e D_p \frac{\partial C_{ab}}{\partial I_e} = I_e W / D_p.
\]

which lends itself to determination of \( W \), since the quantities at the right side are either known or readily measurable.

Fig. 1 shows experimental results of a microalloyed transistor (MADT), for which \( A = 2.4 \times 10^{-11} \text{cm}^2 \) and \( N = 2.4 \times 10^{10} \text{atoms/cm}^3 \), i.e., a resistivity of 0.7 ohm-cm in the base layer. Applying (9), one obtains a base width \( W = 0.4 \times 10^{-4} \text{cm} \) which is of the correct order of magnitude. Collector-to-emitter distance determined by the processing method was \( 0.5 \times 10^{-2} \text{cm} \) and subtracting the widths of the space-charge layers at the collector and emitter, which were estimated to \( 0.1 \times 10^{-4} \text{cm} \) and \( 0.05 \times 10^{-4} \text{cm} \), respectively, yields \( W = 0.35 \times 10^{-4} \text{cm} \). Other effects such as the change in base-current distribution with a change in emitter current may have contributed to the observed dependence of \( C_{ob} \) on the emitter current; however, it is felt that the major contribution comes from the storage capacitance discussed in this note.

Fig. 2 shows the results of corresponding measurements on a graded-base microalloyed transistor (MADT). It appears that the storage capacitance vanishes at higher collector voltage. This is not unreasonable considering that the collector space-charge layer extends then into a base region of comparatively high impurity concentration, where \( \partial W/\partial V \) becomes extremely small. Quantitative evaluation requires consideration of the drift field in the base layer when calculating the hole charge stored in the base layer.

The writer is grateful to C. Wrigley of this laboratory for measurements taken during this investigation.

R. Zuleeg
Sprague Electric Co.

Maximum Utility in Government Contract Reports*

In his short article, Herold1 proposes four rules to promote effectiveness of R & D reports. In general, this theme is considered of great value. The topic is worthy of a full scale presentation in the PROCEEDINGS.

As to the rules themselves, however, several are subject to question. The first rule stated—to eliminate negative values altogether—is believed not appropriate to the intent of the contract report. Negative values or unsuccessful results frequently contain useful information. It is nearly axiomatic in scientific endeavor that all information obtained, even negative, is of potential value. Often the total result of a project is negative, i.e., it does not achieve the desired or expected results, but the project proves ultimately useful. On any research project, the knowledge that someone else has been unsuccessful in a particular approach to a problem can, by obviating repetition, save considerable time and manpower. Knowledge of another's failures may well be all that is needed to at least expedite one's own successful conclusion of a project.

It is not suggested that any detailed description be made of unsuccessful or negative results, but sufficient data should be given so that anyone entering a similar path is warned away from previously explored paths.

In the same vein, the second rule—barely mentioning nearly valueless effort—is also doubtful. Marginal or submarginal effort should not necessarily be slighted to the extent suggested by Herold. A reasonable summary of accomplishment of this effort should be considered for the same reasons as for the purely negative results. Furthermore, since this low-grade result is not proved completely unfeasible, it has

---


2 It is assumed that \( V_e \) is much larger than the built-in potential which has been neglected.


* Received by the IRE, April 7, 1958.


---

*World Radio History*
For Proposal of a Maser-Amplifier System Without Nonreciprocal Elements

A cavity-type solid-state maser has, in principle, the potential of a regenerative device, so as to take full advantage of its low-noise properties. One wishes to prevent noise from being fed back from its load; otherwise, the noise temperature of the system cannot be lower than that of the load (presumably a vacuum tube or crystal converter having an effective temperature greater than 2300 K). A nonreciprocal device such as a ferrite circulator has been suggested and appears to be the best solution, at least until means are found for utilizing the gyromagnetic properties of the paramagnetic substances. However, as masers have been operated at frequencies such as 1380 mc and even 300 mc where satisfactory ferrite circulators are not yet available, and because this situation seems likely to continue for some time at low frequencies, a look into the possibility of using cavity masers without circulators seems worthwhile.

The most direct approach is to introduce attenuation between the maser and its load by some lossy or power-dividing network such as a directional coupler. This reduces the noise fed back into the maser by sacrificing gain, but may be useful if enough gain remains (at the desired bandwidth) to overcome the noise from the next amplifying stage. The system we wish to propose requires two matched masers but involves no loss of gain-bandwidth and is capable in principle of giving a system noise figure equal to that of the masers. As seen in Fig. 1, signal power entering arm 3 of a magic T (this may be coaxial or waveguide), or might be a side-entrance arm 3 of a magic T (this may be waveguide or coaxial or waveguide, or might be a side-entrance arm 3 of a magic T).
Fig. 1—Balanced amplifier using two one-port masers and a variable phase shifter. The cold attenuator is shown at arm 4. Variable phase-shifter and attenuators for balancing the bridge are not shown.

The noise temperature, $T$, of the system is given by

$$T = T_1 + \frac{T_3}{G} + \frac{T_4}{4} + \epsilon + \phi + T_2'GR$$

where

- $T_1$ = the noise temperature of the masers,
- $T_2'$ = the noise temperature of the receiver,
- $T_3$ = the noise temperature of the masers as seen by the receiver,
- $T_4$ = the noise temperature of the noise source,
- $G$ = the maser gain,
- $R$ = the power reflectance coefficient in arm 3,
- $\epsilon = G_2 - G_1/G_3$ is the fractional difference in gain between the two masers,
- $\phi$ = the relative phase difference in radians for round trips 1 and 2.

All terms are equivalent noise temperatures at the input of the system and are related to the usual noise figure, $F$, by $T = 290(F-1)$. The first term, the noise temperature of the masers, is of the order of 1°K. The second term is the noise contributed by the receiver. If $G = 20$ db, a receiver noise figure of 6 db makes this term about 9°K.

The third term represents the part of the noise emitted by the receiver which is amplified by the masers and transmitted back to the receivers due to residual imbalance between arms 1 and 2. It is calculated in the Appendix. After the system has been balanced (using a variable phase-shifter and cold attenuator if necessary), any changes will introduce noise. If the maser gains fluctuate by less than $\pm 1$ per cent each, $\epsilon^2/4 < 10^{-4}$ and the noise contribution is less than 0.013°K. The phase unbalance, $\phi$, contains contributions of $\theta$ due to variations in the electrical lengths of the arms and $\beta$ due to phase shifts in the masers. Passive microwave waves can be balanced to better than 80 db, corresponding to $\epsilon^2 = 4 \times 10^{-5}$, so maintaining $\epsilon^2 < 10^{-4}$ should not be difficult. Variations in $\beta$ are about $2 \Delta B/\Delta B$ where $\Delta B$ and $\Delta B$ are the maser's frequency drift and bandwidth. If $B = 200$ kc, a maser drift of 1 kc will cause 10° change in phase equivalent to about 0.012°K input noise. It seems that this third term represents a fluctuating noise temperature which need not exceed a few hundredths of a degree.

The last term, which may be the most troublesome, is due to noise from the receiver, amplified by the maser but then reflected in arm 3 or at the antenna. With $G = 20$ db, a VSWR of 1.02 gives 4.5°K, while 1.05 gives 27°K, and 1.10 gives 104°K. As an untuned antenna may have a VSWR of 1.2 or greater it would probably be necessary to tune it; if the antenna is movable, variations of VSWR with position might complicate matters. The problem of matching the antenna might be eased by using a reasonably good ferrite isolator operating at room temperature; at a given frequency isolators will probably become available before circulators. A perfect isolator inserted in arm 3 would emit no noise toward the junction but would absorb the high-temperature noise (T$^\text{2}\text{G}$) traveling toward the antenna, reemitting only 290° noise. An actual isolator would contribute an additional input noise of about 7°K for each 0.1 db of forward gain. It is probable that this third term, which is larger than 0.1°K, may be further corrected with respect to the USA Frequency Standard was 1.4 parts in 10 high with respect to the frequency derived from the UT 2 second (provisional value) as determined by the U. S. Naval Observatory. The atomic frequency standards remain constant and are known to be constant to 1 part in 10 or better. The broadcast frequency can be further corrected with respect to the USA Frequency Standard as indicated in the table below. This correction is not with respect to the current value of frequency based on UT 2. A minus sign indicates that the broadcast frequency was low.

**WWV Standard Frequency Transmissions**

Since October 9, 1957, the National Bureau of Standards' radio stations WWV and WWVH have been maintained as constant as possible with respect to atomic frequency standards maintained and operated by the Boulder Laboratories, National Bureau of Standards. On October 9, 1957, the USA Frequency Standard was 1.4 parts in 10 high with respect to the frequency derived from the UT 2 second (provisional value) as determined by the U. S. Naval Observatory. The atomic frequency standards remain constant and are known to be constant to 1 part in 10 or better. The broadcast frequency can be further corrected with respect to the USA Frequency Standard as indicated in the table below. This correction is not with respect to the current value of frequency based on UT 2. A minus sign indicates that the broadcast frequency was low.

*Received by the IRE, September 17, 1958.*
determined and published by the U. S. Naval Observatory.

WWV and WWVH time signals are maintained in close agreement with UT 2 by making step adjustments in time of precisely plus or minus twenty milliseonds on Wednesdays at 1900 UT when necessary; no step adjustment was made at WWV and WWVH this month.

**WWV Frequency**

<table>
<thead>
<tr>
<th>August, 1958</th>
<th>1500 UT</th>
<th>Parts in 10^6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3.1</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3.1</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>3.1</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3.2</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>3.2</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>3.2</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>3.2</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>3.2</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>3.3</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>3.3</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>3.3</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>3.4</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>3.4</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>3.4</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>3.4</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>3.5</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>3.5</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>3.5</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>3.6</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>3.6</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>3.6</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>3.6</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>3.7</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>3.7</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>3.7</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>3.7</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>3.7</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>3.7</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>3.7</td>
<td></td>
</tr>
</tbody>
</table>

‡ WWVH frequency is synchronized with that of WWV.

D. M. KEENS
Radio Standards Lab.
Natl. Bur. of Standards
Boulder, Colo.

A Communication Technique for Multipath Channels*

The paper by Price and Green has been examined with a great deal of interest. It would appear that a modification of the described apparatus would provide both increased usefulness and greater simplicity.

Price and Green provided a tapped transmission line of 3-nsec delay to minimize errors for signals having multipath time differences of the same order of magnitude. If the time length of the transmission line in the receiving apparatus is extended appreciably beyond the multipath time difference, say to 30 nsec, the multiplicity of cross-correlation multipliers are not needed. The entire transmission system (including the ionosphere) is then entirely linear, so that the theory of superposition can be applied and the transmission path is entirely suitable for all types of transmission including voice and analog information.

The communication system so modified is shown in Fig. 1. A signal passes through a multipath channel containing a finite number of paths whose lengths do not differ from one another by more than 3 nsec. Independent linear amplitude controls $A_1, A_2, \ldots, A_n$ connected to taps on the delay line, provide either positive or negative signals of individually controllable amplitudes to a linear mixer.

A convenient means for adjusting the controls is to transmit from time to time a signal of known shape such as a Morse dot or teletype synchronization signal. The controls $A_1, A_2, \ldots, A_n$ are manipulated to remove all multipath distortion from the known signal. Because the entire system is linear, all other forms of signals transmitted over the same path will also be undistorted.

Multipath distortion will be removed.

In a given transmission system the adjustment of $A_1, A_2, \ldots, A_n$ can conveniently be made completely automatic and compatible to the requirements of the system and to the frequency of observed multipath changes, which usually are slow.

Equipment being developed at Federal Telecommunication Laboratories in accordance with this improvement can be identified by the name "inverse ionosphere."

GEORGE D. HULST
Federal Telecommunication Labs.
Nutley, N. J.

Magnetron Tuning Using a Ferrite Reciprocal Phase Shifter*

The type of reciprocal ferrite phase shifter described by Reggia and Spencer has been previously used for frequency modulating an X-band spatial harmonic magnetron. A communication referring to this work has appeared elsewhere.

In this communication it was stated that various types of ferrite phase shifter had been investigated. The most satisfactory configuration for X band considering phase shift per oersted per cm of ferrite, absorption loss, and VSWR, was a 0.25-inch diameter cylinder of a Mg-Mn ferrite located centrally in the waveguide (WG16—0.9 X 0.4 inch ID) and magnetized longitudinally. In the experiments performed here, cylindrical rods of diameter greater than 0.25 inch were not available, so the optimum diameter of 0.3 inch as shown by Reggia and Spencer was not realized.

For the magnetron tuning application, to obtain the maximum tuning range, it was required to change the electrical length of a short-circuited length of WG16 by 180°, the total length of this waveguide section being kept to a minimum and as loss-free as possible. A suitable configuration was found to consist of a cylinder of a Mg-Mn ferrite 2.0 inches long and 0.25 inch in diameter, located centrally in the waveguide using foamed plastic as a support. Conical tapers of a low-loss dielectric known as "Mycalex" (dielectric constant ~6), were attached to both ends of the ferrite to improve matching. A longitudinal magnetic field was applied using a solenoid, and at 9500 mc, 180° phase shift was produced by applying 200 oersteds, the absorption loss being less than 0.45 db, and VSWR >0.63 throughout.

This phase shifter, when driven by a 50-cps modulating current, was used with a VX3238 magnetron. For a magnetic field variation of 120 oersteds about a steady biasing field of 60 oersteds, a frequency sweep of 120 mc was obtained, the output power being constant to within 1.1 db. The output level of the magnetron was approximately 1 watt, and light heating of the ferrite due to the absorption of microwaves or to hysteresis was experienced.

The author is indebted to the Admiralty for permission to publish this letter.

D. BUSH
The General Electric Co., Ltd.
Wembley, Middlesex, England

---

* Received by the IRE, April 21, 1958.
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William E. Gordon (A'46—M'49) was born in Paterson, N. J., on January 8, 1918. He received the B.A. degree in mathematics from Montclair State Teachers' College in 1939, the M.S. degree in meteorology from New York University in 1946, and the Ph.D. degree from Cornell University in 1953.

Dr. Gordon was in the Air Force during the war, engaged in radio-meteorological studies in association with the Committee on Propagation of the National Defense Research Committee. At the close of the war he became associate director of the Electrical Engineering Research Laboratory, University of Texas. In 1948 he joined the staff of the School of Electrical Engineering, Cornell University, as research associate, becoming associate professor in 1953.

Dr. Gordon is Chairman of the USA National Committee, IURSI, and a member of Tau Beta Pi, Sigma Xi, the American Meteorological Society, and the Joint Commission on Radio Meteorology, International Council of Scientific Unions.

Keith W. Henderson (S'48—A'S1—M'56) was born at Ogden, Utah, on December 25, 1921. He received the B.S. degree in engineering from the California Institute of Technology, Pasadena, in 1948, and the M.S. degree in electrical engineering from the University of Southern California, Los Angeles, in 1949. During 1949 and 1950 he pursued further graduate studies at the University of California at Los Angeles, where he was employed in the Engineering Research Department.

From 1951 to 1953 he was employed by the Douglas Aircraft Co., Santa Monica, Calif., where he worked on the development of electrohydraulic controls for a guided missile. In 1953 he joined the Stanford Research Institute, Menlo Park, Calif., where he performed research on pulse transformers, magnetic components for digital computers, and electric filters, and participated in the development of a large special-purpose digital computer. Since 1957 he has been engaged in analog computer work at the Missile Systems Division of the Lockheed Aircraft Corp., Palo Alto, Calif.

Mr. Henderson is a member of the American Institute of Electrical Engineers and the National Society of Professional Engineers. He is a registered professional engineer in California.

Ralph C. Kennedy was born in San Luis, Potosi, Mex., on August 30, 1912. He received the B.A. degree from San Jose State College, San Jose, Calif., in 1943, and the M.A. and Ph.D. degrees from Stanford University, Stanford, Calif., in 1945 and 1946, respectively.

In 1946, he transferred to the Development Group of the National Broadcasting Company in New York. Since that time, he has been engaged in various phases of RF broadcast relay, monochrome, and color television.

He was assistant adjunct professor of physics in the graduate school at Hofstra College, Hempstead, N. Y., for six years and is now a lecturer in the graduate school of electrical engineering at the College of the City of New York. Mr. Kennedy is a member of Sigma Pi Sigma.

Norman Lea was born in Coventry, Eng., on December 17, 1890. On leaving King Henry VIII School, Coventry, he served an apprenticeship in mechanical engineering. As Spencer Scholar, he went to Birmingham University and took the B.Sc. degree in mechanical engineering in 1913.

Having held an experimental radio licence from 1912, he was commissioned as Royal Navy Volunteer Reserve air observer in early 1915 and served overseas. From 1917 to 1919 he was engaged in air radio development at Cranwell and Biggin Hill. On demobilization he became chief engineer of the Radio Communication Co., London, and specialized in the design of all kinds of radio gear for marine use. In 1929 he transferred to Marconi Wireless Telegraph Co. Ltd., Chelsham, where for four years he was chief of the testing division, with considerable freedom in developing measurement techniques. From 1934 onwards he has been with the research division of Marron's, taking special interest in the de-
A. W. Lo (S’48–A’50–SM’56) was born in Shanghai, China, on May 21, 1916. After receiving the B.S. degree in physics from Yenching University, Peiping, China, in 1938, he taught at West China Union University, Chengtu, and in Yenching University until he came to the United States in 1945. He received the M.S. degree in physics from Oberlin College, Oberlin, Ohio, in 1946, and the Ph.D. degree in electrical engineering from the University of Illinois, Urbana, in 1949, while serving as a research associate. He spent the following year as assistant professor in electrical engineering at Michigan College of Mining and Technology, Houghton, Mich., and the next as lecturer in electrical engineering at the College of the City of New York.

He joined RCA in 1951 as a member of the staff of the Advanced Development Engineering Section of the Engineering Products Department working on transistor circuitry. In 1952, he was transferred to the RCA Laboratories, Princeton, N. J., and is conducting research on the application of solid-state switching devices.

He is a co-author of “Transistor Electronics.”

Dr. Lo is a member of Sigma Xi, Phi Kappa Phi, Pi Mu Epsilon,Eta Kappa Nu, and the American Association of University Professors.

T. R. O’Meara was born in Kansas City, Missouri, on December 1, 1924. He received the B.S. degree in electrical engineering from the University of Illinois, Urbana, III., in 1948. From 1948 to 1955, he worked half time as a graduate research assistant in the Radio Direction Finding Laboratories of the University of Illinois while completing his graduate studies. He received his M.S. degree in electrical engineering in 1949 and accepted employment with the Ramo Wooldridge Corporation, Communications Division in 1953. He has been employed by the Hughes Aircraft Company, Culver City, Calif., since 1957, and completed the requirements for the Ph.D. degree in electrical engineering, in absentia, from the University of Illinois in June 1957.

Dr. O’Meara is the author of publications in the areas of wide-band transformers, wide-band amplifiers, crystal filters, and phase-and-gain matched radio direction finding receivers.

He is a member of Sigma Xi.

Jan A. Rajchman (SM’46–F’53) was born in London, England, on August 10, 1911. He received his diploma in electrical engineering in 1934 and the degree of Doctor in technical sciences in 1938 from the Swiss Institute of Technology, Zurich, Switzerland. He started in 1935 as a student engineer at RCA Manufacturing Co., Camden, N. J. In 1936 he joined the staff of RCA Manufacturing Co. as a research engineer and in 1942 he was transferred to the RCA Laboratories in Princeton where he is a member of the research staff.

At first Dr. Rajchman worked in electron optics. He is chiefly responsible for the development of the electron multiplier tube. During World War II he was among the first to apply electronics to computers. Later he worked on the betatron for which he became a co-recipient of the 1947 Levy Medal of the Franklin Institute. After the war he resumed work on computing devices. He developed the selective electrostatic storage tube. Turning to the new field of magnetics he developed the magnetic core memory, magnetic switching circuits, the transfluxor and the memory apertured plate. He is presently leading research in magnetics and other solid-state computing devices as well as digital systems. He holds more than 60 U. S. patents and is the author of many technical papers.

Dr. Rajchman is a member of the American Physical Society, the Council of the Association for Computing Machinery, and Sigma Xi.

James W. Schwartz (S’52–A’53) was born in Elmira, N. Y. on February 11, 1927. He received the B.S. and M.S. degrees in engineering physics from Cornell University, Ithaca, N. Y., in 1951 and 1952, respectively. He has been employed in research at Corning Glass Works, Corning, N. Y., and at the Oak Ridge National Laboratory, Oak Ridge, Tenn. In 1952 he joined the technical staff of RCA Laboratories, Princeton, N. J.

He has done research work in electron optics, picture reproducers, servomechanisms, and systems engineering. In 1958, he joined the Kaiser Aircraft and Electronics Division of Kaiser Industries Corporation, Oakland, Calif.

Mr. Schwartz is a member of Sigma Xi.

Richard L. Sydnor was born in Milan, Ill., on June 23, 1928. He received the B.S. degree in electrical engineering in 1952 and the M.S. degree in electrical engineering in 1953, both from the University of Illinois, Urbana, Ill. He is employed at present as a part-time graduate research associate in the Radio Direction Finding Laboratories of the University of Illinois while completing his graduate studies.

He is a member of Eta Kappa Mu, Tau Beta Pi, Pi Mu Epsilon and Sigma Xi.

Jerry L. Sydnor

Mr. Sydnor is the author of publications in the fields of specialized computers for use in radio direction finding and computer components.

He is a member of Eta Kappa Mu, Tau Beta Pi, Pi Mu Epsilon and Sigma Xi.

Alan T. Waterman, Jr. (S’51–A’53–SM’57) was born in Northampton, Mass., on July 8, 1918. He received the A.B. degree in physics in 1950 from Princeton University, the B.S. degree in meteorology in 1940 from the California Institute of Technology, and the A.M. degree in 1949 and the Ph.D. degree in 1952 in engineering sciences and applied physics from Harvard University.

He was employed by American Airlines as a meteorologist from 1940 to 1941, when he became an instructor in meteorology at the University of Minnesota. From 1942 to 1945 he did research on methods of weather forecasting at California Institute of Technology. He then engaged in research on radio meteorology at the University of Texas and Columbia University from 1945 to 1946. For the next six years, he was a research assistant at Harvard University in ionospheric radio-wave propagation.

Presently, he is associate professor of electrical engineering at Stanford University, where he is doing research in radio-wave propagation with particular emphasis on tropospheric scatter. He is also Associate Director of the Systems Techniques Laboratory at Stanford for a program of electronic countermeasures, and Consultant to Weapons Systems, Evaluation Group, Department of Defense.

Dr. Waterman is a member of the American Physical Society, the American Meteorological Society, the American Association for the Advancement of Science, and Sigma Xi.
How efficiently do engineers use their time and abilities? A newly published study of manpower utilization and shortages comes up with this eye-opening conclusion: engineers and scientists are producing less than one-tenth as much as they are capable of, due to inefficient utilization of their abilities. This pronouncement is based on a detailed survey taken among members of the IRE and Institute of Aeronautical Sciences in Southern California. Two of the many interesting results of the study are shown in the accompanying table.

### How Engineers Use Their Time and Abilities

<table>
<thead>
<tr>
<th>Activity</th>
<th>Per cent of total time spent</th>
<th>Per cent of time spent usefully</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supervision</td>
<td>26.3</td>
<td>6.6</td>
</tr>
<tr>
<td>Conferences</td>
<td>14.0</td>
<td>3.5</td>
</tr>
<tr>
<td>Routine technical work</td>
<td>11.7</td>
<td>0</td>
</tr>
<tr>
<td>Nonroutine technical work</td>
<td>11.7</td>
<td>11.7</td>
</tr>
<tr>
<td>Report writing</td>
<td>10.3</td>
<td>2.6</td>
</tr>
<tr>
<td>Nonroutine designing</td>
<td>8.6</td>
<td>8.6</td>
</tr>
<tr>
<td>Routine designing</td>
<td>3.7</td>
<td>0</td>
</tr>
<tr>
<td>Drafting</td>
<td>3.3</td>
<td>0</td>
</tr>
<tr>
<td>Personal</td>
<td>2.0</td>
<td>0</td>
</tr>
<tr>
<td>Teaching</td>
<td>1.8</td>
<td>0.5</td>
</tr>
<tr>
<td>Misc. non-technical</td>
<td>1.5</td>
<td>0</td>
</tr>
<tr>
<td>Routine laboratory work</td>
<td>0.9</td>
<td>0</td>
</tr>
<tr>
<td>Data searching</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Others and uncertain</td>
<td>3.7</td>
<td>1.8</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>100.0</strong></td>
<td><strong>35.8</strong></td>
</tr>
</tbody>
</table>

The first column of numbers shows how the average engineer devotes his time. The second column gives the authors' estimates of how much time he spends "usefully," that is, time spent on tasks requiring full use of his engineering abilities. The total of the second column indicates that the average engineer utilizes his engineering capabilities with an efficiency of only 35.8 per cent. But this isn't the end of the story. Other causes of inefficiency enter the picture which reduce this figure still further. For example, the authors estimate that anywhere from 30 per cent to 85 per cent of the above "useful" engineering time is wasted in duplication of efforts, both within and between individual organizations. The result, they say, is a probable utilization efficiency of less than 10 per cent of ideal. Even if it were only possible to attain a maximum efficiency of 20 per cent or 30 per cent in practice, engineering and scientific output would be increased to two or three times their present level. Perhaps operations research can provide the key to better utilization of engineering manpower. (L. Hirsch, et al., "The relation of utilization to the shortage of scientists," IRE Trans. on Engineering Management, September, 1958.)

**Engineering writers will howl,** a few with joy but most with intense pain, when they look closely at the table presented in the preceding item. First they will notice with some satisfaction that the average engineer spends 10.3 per cent of his time writing reports. Publications people have long maintained that report writing is a vital, yet somewhat neglected, part of an engineer's job and that an adequate amount of time must be provided for this important activity. But in the column to the right they will find to their horror that the authors of the table opine that only one-fourth of this time (2.6 per cent) represents efficient utilization of engineering manpower. The latter gentlemen point out that one of the more serious objections that engineers have toward report writing is having to provide the same information in a number of different reports (daily notebook, contractual reports, internal reports, etc.). They maintain that each engineer should have to write his story only once and without any necessary polish, and that a technical writer should be employed to generate from this source document all the additional reports required.

Publications-minded engineers are certainly going to bristle at this one ("...and without any necessary polish," indeed!). They hold a diametrically opposite opinion. Their viewpoint, as expressed in a recent PCEWS article, is: "Engineers must be required to write. They must be required to submit trip reports and task reports and reports upon reports. And they must be required to submit good ones." Improved writing is to them an all important goal, one that can be attained only with more time for more writing.

Both sides of the argument sound irrefutable. As a friend of the court, may we suggest that the Professional Group on Engineering Writing and Speech invite a panel composed of efficiency experts, publications people, and engineers to debate the question of how much time should be devoted to report writing. A question which involves 10 per cent of every engineer's time is certainly worthy of the most earnest consideration. (T. Connors, "The double standard in engineering writing," IRE Trans. on Engineering Writing and Speech, August, 1958.)

> \[ C = 3 \times 10^8 \text{ meters per second} - \text{or does it?} \]

After 300 years, man is still trying to pin down precisely the speed of electromagnetic waves. It has long been recognized that although the foregoing familiar number is satisfactory for many practical cases, the exact value is somewhat lower. Twenty-five years ago Michelson, after performing nearly 3000 optical measurements with his remarkable mile-long 3-foot steel tube at the University of Chicago, narrowed down the value for the velocity of light to 299,774 km/sec with an average deviation of 11 km/sec. It is only in the last decade that substantially more accurate measurements have been made, both in the radio and visible light portions of the spectrum. As reported in the Proceedings last July, it was recommended at the Twelfth General Assembly of URSI, held last year in Boulder, Colorado, that in radio engineering problems the velocity of electromagnetic waves in a vacuum now be taken as 299,792.5 km/sec with a probable error of \( \pm 0.4 \text{ km/sec} \), a higher figure than the most certain figure than Michelson's.

When, as in most practical cases, the radio waves are transmitted through the atmosphere instead of a vacuum, the speed is reduced slightly to \( 1/n \) of this value, where \( n \) is the refractive index of the atmosphere. Due to variations in \( n \), the velocity can change over the range 299,670 to 299,700 km/sec, and cannot be accurately specified in a practical situation without a detailed and precise knowledge of atmospheric conditions over the whole path and how they may vary with time.

It is interesting to note that the frequency of a wave can be specified much more accurately than either its velocity or wavelength. Frequency can be measured with a certainty of one part in \( 10^9 \). The velocity, as noted above, is less certain. And in deriving wavelength from frequency by means of the relationship \( \lambda = \frac{c}{f} \), these uncertainties are compounded. There is still room for improvement of our knowledge of this subject, particularly as some radio techniques, such as navigational aids, could with advantage make use of more precise determinations of the speed with which radio waves travel under the various conditions encountered in practice. (R. L. Smith-Rose, "The speed of light and radio waves," IRE Student Quarterly, September, 1958.)
English-German and German-English translations afford an interesting point of comparison of the relative efficiencies of the two languages. It turns out that although it takes more words to express oneself in English than in German, fewer alphabetic characters are required. It would seem from this that it is more economical to send telegrams in German and write letters in English. An intriguing sidelight is the fact that German requires 22 per cent more letters and spaces than English when translating from English to German, but only 7 per cent more when translating from German to English. A recent study concludes that the English language is somewhat more efficient than the German language in encoding semantic content into linguistic symbols to the extent that one bit of information in English carries as much semantic content as 1.15 bits of information in German. So the next time your secretary complains about all the typing she has to do, console her with the thought that she has roughly 15 per cent less than her German cousins. (B. S. Ramakrishna and R. Subramanian, "Relative efficiency of English and German languages for communication of semantic content," IRE Trans. on Information Theory, September, 1958.)

Megavolt electronics is making possible a group of devices which show considerable promise of extending the present frontier of the microwave spectrum. The devices make use of the rebatron, an electron bunching and accelerating system which produces a megavolt electron beam modulated at 2775 megacycles. Various types of coupling structures are being developed to extract energy from the beam at a high harmonic of the modulating frequency. Over 100 milliwatts of power have been produced at the twelfth harmonic and detectable power has been obtained at the thirty-fourth harmonic. A more recent model has been designed for operation at the 110th harmonic (0.982 millimeter wavelength) with an anticipated peak pulsed power output of tens of milliwatts. When this work is completed, attempts will be made to generate power in the submillimeter spectrum, with the expectation of eventually reaching an output level of one watt. (R. H. Pantell, et al., "Dielectric slow-wave structures for the generation of power at millimeter and submillimeter wavelengths," IRE Trans. on Electron Devices, July, 1958.)

Two famous papers are reviewed in an engaging guest editorial by Peter Elias, appearing in the IRE Transactions on Information Theory. With tongue in cheek and an inquisitive wit, Professor Elias observes that these two papers have been written so often, by so many different authors, under so many titles that they have earned this editorial consideration. The two papers, "Information Theory, Photosynthesis and Religion" and "The Optimum Linear Mean Square Filter for Separating Sinusoidally Modulated Triangular Signals from Randomly Sampled Stationary Gaussian Noise with Applications to a Problem in Radar" are critically dissected and found insubstantive. He concludes that the two papers have been written—and even published—often enough by now, and suggests that we stop writing these papers and thereby release a large supply of manpower to work on the exciting and important problems which need investigation.

In the same issue a new sampling theorem is presented, introducing the concept of complex zeros to show that information related to the zeros of a signal occur at the Nyquist rate. This sampling theorem is of interest when considering the transmission of binary signals, such as facsimile and infinitely clipped speech, over a continuous band-limited channel. The various types of sampling discussed in the paper may be viewed as aspects of a generalized theory of sampling applicable to the various situations which arise in practice. Such a generalized theory has not yet been found. We need a major break-through comparable with the development of information theory itself. (F. E. Bond and C. R. Cahn, "On the sampling of zeros of bandlimited signals," IRE Trans. on Information Theory, September, 1958.)

Books

*Faisceaux Hertziens et Systèmes de Modulation* by L. J. Libois

Published (1958) by Editions Chiron, 40, rue de Seine, Paris 6, France. 494 pages+13 index pages. Illus. 91 X61. 6200 fr.

The purpose of the author is to present in one book the basic principles connected with the modern design of radio link. L. J. Libois, professor at the Ecole Nationale Supérieure des Télécommunications, has taken an important part in the development of radio link techniques in France. He considers the classification of short-wave radio links to be more determined by the method of modulation than by the frequency assignment. That is the reason why modulation systems with their comparative merits and multiplexing in frequency and time division are considered extensively in this book.


One chapter is devoted to definitions of input signals, i.e., telegraphy, telephony, multiplex telephony, normal broadcasting, high quality broadcasting, and television (819 lines). It contains complete definitions according to the norms published by the Comité Consultatif International de Télégraphie et Téléphonie (C.C.I.T.T.), and therein provides extremely useful material.

In chapters 4-8 distortions and signal-to-noise ratios peculiar to each system of modulation are fully analyzed in view of their application to the design of radio links.

After a classical chapter on propagation, the author shows with great clarity the influence of the fundamental parameters defined in the preceding chapters on the prediction of the performance of a radio link.

The text is very clear, concise, and easy to read. All lengthy demonstrations are reported in annex at the end of each chapter, which is followed by a succinct bibliography, mostly limited to recent publications.

J. B. LAIR
Federal Telecommun. Labs., Nutley, N. J.

*Programming for an Automatic Digital Calculator* by K. H. V. Booth


On the cover of this book appears the following statement: "The technique of programming can be acquired by anyone with a capacity for accurate detailed thinking, and a talent for solving puzzles." It is unfortunately not true that this book confirms the impression that "a talent for solving puzzles" would indeed be helpful in becoming a successful programmer. The present trend is toward minimizing the value of that talent,
Switching Circuits and Logical Design, by S. H. Caldwell


This well-organized and well-written book is undoubtedly the best and most comprehensive publication to date in the rapidly growing field of switching circuits. The most recent prior efforts in this field, while not without merit, have been heavily slanted toward the application of switching circuits to digital computers. In this book, on the other hand, Professor Caldwell neatly achieves his stated intent of steering a medium course between strict utility and pure mathematics.

Two introductory chapters on properties and applications of switching circuits, and switching components and their characteristics, are followed by an extremely lucid chapter on the fundamentals of switching algebra. Next is a chapter on the use of switching algebra in the analysis and synthesis of series-parallel contact networks. The next chapter deals with minimization methods other than algebraic manipulation, with principal emphasis on the Quine-McCluskey and Karnaugh-map methods. The following three chapters deal with real contact networks, symmetric functions, and non-series-parallel contact networks.

At this point, application of switching theory has been restricted to relay contact networks. This is definitely a wise restriction since the relay closely approximates an ideal switch, and the development of theory and application is consequently unencumbered by consideration of switch deficiencies. Chapter 9 is quite logically devoted to the adaptation of switching algebra to electronic and solid-state devices in combinational switching circuits. These nine chapters comprise over half the book and form a solid foundation in combinational switching circuit theory and application.

Chapter 10 is devoted to binary coding theory including computational and cyclic codes, and error detection and correction. Chapter 11 is an enlargement on the theory of iterative networks introduced previously. The remaining four chapters are a comprehensive treatment of sequential switching circuits, with basic emphasis on the Huffman flow-matrix technique. Included in these chapters are basic analysis-synthesis methods, electronic and solid-state sequential circuits, and pulsed sequential circuits.

At the end of suitable chapters, numerous representative problems are appended, together with bibliographies. Several useful appendices have been added, including binary-decimal conversion, binary numbers, sum modulo two operations, numbers of functions of n variables, and classes of functions of three variables.

This book will be useful to a broad segment of the electrical engineering field, including the graduate engineer who knows nothing about switching circuits, but wishes to learn their theory and application, or who has a fundamental background but wishes to bring himself up to date on the rapid progress in recent years. It will find wide use as a student text and unquestionably make a strong bid to become the authoritative text in its field.

R. W. Stuart

Missile Engineering Handbook, by C. W. Besserer (Principles of Guided Missile Design Series, Grayson Merrill, Ed.)


The Missile Engineering Handbook is an excellent compilation of useful data for the missile design engineer. Its subject matter is well described by the section titles, viz. 1) General Data, 2) Properties of the Atmosphere, 3) Environmental Data and Reliability, 4) Properties of Materials Structures, 5) Aerodynamics, 6) Avionics, 7) Propulsion, 8) Space Flight Data, 9) Miscellaneous Data, and 10) Glossary.

Comprised of material filling six hundred pages, the book devotes only forty-eight pages to electronics (Avionics), but it thereby becomes an excellent vehicle for acquainting the electronics engineer engaged in missile work with the design problems in associated fields. The Avionics section itself is comprised of technical material well known to electronic engineers, but is carefully selected for application to missile programs and is conveniently located for maximum utility.

The volume is definitely a handbook in the true sense of the word and is not a text. It is packed with facts and figures in a well ordered arrangement for everyday use; included are liberal quantities of graphs and nomograms. Formulas displayed by the graphs and nomograms are given, but not their derivations. The handbook also abounds with numerous useful physical constants.

Conrad H. Hoepnner
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Abstracts of IRE TRANSACTIONS

The following issues of TRANSACTIONS have recently been published and are now available from the Institute of Radio Engineers, Inc., 1 East 79th Street, New York 21, N. Y. at the following prices. The contents of each issue and, where available, abstracts of technical papers are given below.

<table>
<thead>
<tr>
<th>Sponsoring Group</th>
<th>Publication</th>
<th>Group Members</th>
<th>IRE Members</th>
<th>Non-Members*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aeronautical &amp; Navigational Electronics</td>
<td>Vol. ANE-5, No. 2</td>
<td>$1.50</td>
<td>$2.25</td>
<td>$4.50</td>
</tr>
<tr>
<td>Audio</td>
<td>Vol. AU-6, No. 3</td>
<td>0.55</td>
<td>0.80</td>
<td>1.65</td>
</tr>
<tr>
<td>Education</td>
<td>Vol. E-1, No. 3</td>
<td>1.10</td>
<td>1.65</td>
<td>3.30</td>
</tr>
<tr>
<td>Electron</td>
<td>Vol. ED-5, No. 3</td>
<td>2.00</td>
<td>3.00</td>
<td>6.00</td>
</tr>
<tr>
<td>Engineering Management</td>
<td>Vol. EM-5, No. 3</td>
<td>0.70</td>
<td>1.05</td>
<td>2.10</td>
</tr>
<tr>
<td>Engineering</td>
<td>Vol. EWS-1, No. 2</td>
<td>1.30</td>
<td>1.95</td>
<td>3.90</td>
</tr>
<tr>
<td>Information</td>
<td>Vol. IT-4, No. 3</td>
<td>1.10</td>
<td>1.65</td>
<td>3.30</td>
</tr>
</tbody>
</table>

* Public libraries and colleges may purchase copies at IRE Member rates.

Aeronautical and Navigational Electronics

Vol. ANE-5, No. 2, June, 1958

1958 Pioneer Awards in Aeronautical and Navigational Electronics (p. 74)

The Air Traffic Control Paradox—P. C. Sandretto (p. 80)

ADF Interference Blanker Development—M. M. Newman, J. R. Stahmann, and J. D. Kohl (p. 86)

Interference blankers have been developed to give improvement ratios of the order of 1000 in the presence of severe precipitation static of the order of 150,000 pulses per second. Recently the blanking technique has been applied to ADF receivers with the objectives of simplification, reduced size and weight, improved sensitivity in the presence of interference, reduced intermodulation distortion, maintenance of the relative phases of the sense and loop signals, and general compatibility with ADF receiver operation.

Improvements in Radar Data Presentation—K. V. Curtis and T. J. Kelly (p. 91)

This paper describes an application of the storage tube to marine radar, for providing an automatic plot of the equipped vessel as well as all other vessels within the radar's range. It further describes a new type of presentation which combines relative motion with true motion in a manner easily understood by the mariner and which requires no understanding by him, of new concepts. In addition to providing six different types of presentation, the system for the first time furnishes a means of directly determining the aspect, true course, and true speed of other vessels without auxiliary plotting and without calculations.

Characteristics and Stabilization of an Inertial Platform—T. Mitsutomi (p. 95)

In attempting to gain some insight into the synthesis and analysis of a stable platform system the simple assumption that the platform can be analyzed on a single-axis basis is adopted. The single-axis analysis is then made applicable to the three-axis case by introducing a coupling factor. Of course, the shortcomings of this assumption, such as the omission of mechanical interactions, must be recognized. The inherently close association of the stability of the servosystem and the basis character of the input-output response will generally require that design requirements be compromised. The servosystem is essential to effect a suitable reduction in the influence of disturbances, and the factors involved in achieving stiffness must necessarily be considered.

Finally, in discussing the design and features of the servoamplifiers it should be realized that the conditionally stable character of the system, and the large attenuation involved in securing adequate phase lead create a difficult circuitry problem. In this regard, active research and development programs are under way toward the development of improved transistorized amplifiers.

Stellar Inertial Navigation—R. B. Horstfall (p. 106)

Automatic navigation of aircraft may be accomplished in a number of ways. Where radiative contact with the ground is satisfactory, systems such as the conventional radio ranges and the more recently developed hyperbolic grid techniques are economical and normally reliable. However, in some regions of the earth and under certain atmospheric conditions, these types of radio aids may not be reliable. Other systems that involve radiative contact with the ground include radio mapping techniques and Doppler navigation; these generally require more expensive airborne equipment, although they are less subject to atmospheric disturbances. But since in military applications radiation from an aircraft furnishes a potential means of enemy detection, such techniques are relatively undependable. At the present time, Doppler systems are the least subject to this objection.

Inertial navigation makes use of acceleration detection and integration for obtaining information on the progress of the aircraft over the surface of the earth. It is independent of radiative contacts, and therefore free from such detection. On the other hand, it is subject to errors resulting from instrumental imperfections. In particular, drift of the essential gyroscopes leads to cumulative errors in indicated position; consequently, pure inertial navigation are limited in the flight time over which their indications are satisfactorily accurate. Use of photoelectric telescopes (star trackers) in combination with an inertial system provides a tie to basic inertial space, such as to minimize or eliminate the cumulative effect of gyro drift. Such a combination is known as a stellar inertial autonavigator. The basic principles of these systems are essentially alike, although the methods of mechanizing the principles vary widely. Within security limitations, the fundamentals and some of the mechanization methods are discussed.


In order to test and compare various azimuth estimating procedures, use was made of a search radar video simulator and a flexible high-speed digital video processor. The output of the video processor was recorded in a digital form and analyzed on a general purpose digital computer.

The azimuth of approximately 30,000 simulated targets at signal-to-noise ratios of 3, 6, 10, and 15 db were estimated by several methods. A reliable indication was obtained of the detection efficiency, false alarm rate, and the obtainable azimuth accuracy under a variety of conditions. The data which have been processed so far indicate superior performance of the maximum likelihood method for azimuth estimation purposes. The experimental results are presented in graphical form.
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Vol. AU-6, No. 3, May–June, 1958

From Our New Chairman—Frank H. Slaymaker (p. 47)

Procedures for Loudspeaker Measurements—P. Chavasse and R. Lehmann, translated by Michel Copel (p. 56)

In this study the authors try to define the instrumentation and measurement procedures for the acoustic calibration of loudspeakers. They give some indication of the characteristics of the instrumentation and then specify the measurements to be taken in order to determine the acoustic (performance) quality of a loudspeaker.

They review successively the following problems: frequency response, character, directivity, harmonic and intermodulation distortion, impedance characteristic, efficiency, and transient response. For each they propose a method of measurement and give some practical examples of results obtained.

Design of Transistor RC Amplifiers—Ray P. Murray (p. 67)

Some of the basic factors involved in the design of transistor RC amplifiers are considered.
ered. Particular emphasis is placed on operating point stabilization and its relation to such factors as gain, battery drain, and distortion. The stabilization factor employed here is a measure (in terms of per cent) of the stabilization contributed by the stabilization circuitry. Only the fundamental common-emitter connection is discussed.
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Vol. E-1, No. 3, September, 1958

"How to Do"—R. L. McFarlan (p. 65)
Electrical Machinery in an Electronics-Oriented Curriculum—John G. Truax (p. 66)
Revision of the electrical machinery courses requires the selection of those concepts fundamental to the field and a studied organization and presentation of these concepts in a form which correlates with other courses in the curriculum. The approach is illustrated by presenting a method of approach (analytical) and which simultaneously provides motivation in the form of interesting examples and illustrations drawn from current technology. The paper describes briefly one such attempt, in which the emphasis is placed on electromechanical signal transducers and their description in terms of two-port network functions, linear incremental models, and transfer functions.

An Experiment in the Reduction of Physics Content—J. D. Ryder (p. 70)
An experiment in reduction conducted in a course in which the conventional introductory physics course for engineers has been reduced, and the capabilities of two groups of students—one group having had certain physics topics and the second group without these—have been compared. The comparison was made in mixed classes in engineering statics. Insofar as the data can be analyzed, they seem to show no essential differences in performance. The data is presented in summary form.

A Student's View of Engineering—John E. Tirrell and Phillip Sidwell (p. 72)
The authors analyze the answers to 10 questions that members of the senior class at three Michigan junior colleges, in an attempt to elicit the beginning student's view of engineering. The answers give information on the age, sex, and ethnic background of students. The age of the student, the age of the course, the influence of the age of the student on the choice of engineering, the future aspirations, and other related questions. The contributions suggest that the specific assistance professional engineers can give to youth.

The Pros and Cons of Graduate Students Working Part-Time in Industry—Darrell E. Newell (p. 78)
To provide a method for graduate engineers to acquire advanced degrees, some industrial organizations have instituted a part-time employee program. The difficulties encountered by an industry and an educational institution which have been involved in such a program are indicated in this paper. Suggestions are made, which should improve the benefits derived from such a program.

Since programs of this type provide a better qualified technical force for industry and the nation, the text offers some generalizations about methods that are being used at this time. Greater cooperation between industry and educational institutions will provide a benefit to all.

Electrical Devices

Vol. ED-5, No. 3, July, 1958

Germanium and Silicon Transistor Structures by the Diffused-Meltback Process—E. J. Angelo, Jr. (p. 88)
The modified model for making alloy junction transistors affords a degree of design flexibility not found in previous structures. Its flexibility has been exploited in an oscillator transistor for 200-mc service. Design analysis shows that low ohmic base resistance, low collector body resistance, and operation at about 0.3 of the collector breakdown voltage are desirable in the present application. The methods of Lee have been used in making this germanium p-n-p diffused-base unit. Alloy emitter and base electrodes are used. Typical parameters are given, each measuring 1 X 6 mils. The collector is about 4.5 X 8 mils. Typical parameters at VCE = -10 volts and Ic = 10 ma are: fT = 600 mc, and an efficiency of 50 per cent. A 200-mc oscillator efficiency of 50 per cent is obtained at the design bias point of -20 volts, 10 ma; this exceeds the performance objective. This type of transistor may be employed to achieve unity and an additional demand imposed by the specific application for which it was developed.

The Diffused-Meltback Process for Making Transistor Structures involves growing a crystal containing a donor and an acceptor impurity, cutting the crystal into pellets, melting and re-freezing in a diffusion zone to form several impurity cases, and utilizing the molten back process for high-frequency devices.
operation with the anode voltage as low as 200 volts and as high as 600 volts. Radio-frequency output of 200 milliwatts at 200 volts and better than 1 watt at 600 volts. 

In the millimeter wavelength range, three double-cavity designs have been investigated. The length of the cavity is 1.75 inches and the waveguide is mounted in a hole drilled in the ridge of the vacuum envelope to an external mating ridge waveguide, and a closely spaced hollow beam is located on the outside of the ridge. Considerable care in the focusing of beams therefore is warranted when efficiency is an important factor in tube performance.

A Hybrid-Type Traveling-Wave Tube for High-Power Pulsed Amplification—E. J. Nalos (p. 161) A hybrid-type traveling-wave tube suitable for high-power pulsed operation at high-power levels is described. The device utilizes a filter-type loaded waveguide slow-wave circuit, with interaction below the propagating range of the circuit. This gives rise to a broad-band inductive-wall-type of amplification with high gain per unit length. The particular structure outlined employs a spatial-harmonic traveling-wave circuit with input inductance to the input, and to extract power at the output. The main interaction circuit is separated from the input and output section by short circuit terminations. With proper adjustment of gain and efficiencies is obtained over a 10 per cent bandwidth to date. A special feature of the device is the possibility of adjusting the gain variation with frequency to suit the designer. The film which is often placed on the film side from the fact that the gain per unit length decreases with frequency in the coupling sections, and increases with frequency in the center (nonpropagating) section of the electrodes. The relative lengths of the two circuits, it is possible to obtain either flat gain or peak gain at either end of the frequency range. The efficiency does not appear to be affected by the length of the section, and is limited by the characteristics of the output section only. With the present configuration it may be possible to obtain both good stability and reasonable efficiency simultaneously.

Dielectric Slow-Wave Structures for the Generation of Power at Millimeter and Submillimeter Wavelengths—R. H. Pantell, P. D. Coleman, and R. C. Becker (p. 167) Several new types of coupling structures, designated as dielectric slow-wave devices, have been developed. The important features of these devices are the ability to handle high-power levels and to reduce the interaction impedance below the low-frequency cutoff where the circuit presents an inductive reactance to the electron beam.

The Reflex Klystron as a Negative Resistance Type Amplifier—C. F. Quate, R. Kompfner, and D. A. Chisholm (p. 173) A reflex klystron has been tested as a narrow-band amplifier at 11,000 mc. The performance is predicted rather accurately from a simple theory and steady gain can now be obtained in the 30-db region with a bandwidth of the order of ten megacycles. A noise figure of 40 db was measured and the efficiency of the face output was the same as the output of an oscillator. A circulator was used in these tests to separate input from output and we consider it important to use this component in any type of negative resistance type amplifier.

Temperature Sensitivity of Current Gain in Power Transistors—B. A. Harris (p. 180) An analysis is made of the temperature causing the variation of current gain as a function of operating temperature. As a result, conclusions are reached to indicate that the base resistivity is the main temperature factor contributing to these variations. Finally, the results of this investigation are directed toward possible applications.

Characteristics of Traveling-Wave Tubes with Periodic Circuits—R. W. Gould (p. 186) An analysis of an electron beam which interacts with a chain of coupled resonators is presented. Several important characteristics of traveling-wave tubes which employ periodic slow-wave circuits are described. It is found that for a lossless circuit, the gain does not become large near either pass band edge although the interaction impedance does become very large. Furthermore, useful amplification is found to occur outside the normal circuit pass band, particularly when the frequency is below the low-frequency cutoff where the circuit presents an inductive reactance to the electron beam.

Power losses can become significant in circuits with a kilowatt level for a harmonic operation. The solution cavities proceed with an activation stage which brings about a decrease in punch-through voltage or the increase in surface resistance. The fundamental component of beam current in a klystron is calculated by integrating the contributions of the three individual velocity classes. For relatively low velocities, the distributions and operation with optimum parameters, the ratio of fundamental current amplitude to power required for a uniform velocity beam is given by a matrix representation of Fourier transforms of the velocity distribution functions. Several examples are calculated and the results shown graphically.

For tubes with long transit angles, a moderate spread in velocity may result in appreciable decrease of the fundamental component of beam current. Considerable care in the focusing of beams therefore is warranted when efficiency is an important factor in tube performance.

The Reflex Klystron as a Negative Resistance Type Amplifier—C. F. Quate, R. Kompfner, and D. A. Chisholm (p. 173) A reflex klystron has been tested as a narrow-band amplifier at 11,000 mc. The performance is predicted rather accurately from a simple theory and steady gain can now be obtained in the 30-db region with a bandwidth of the order of ten megacycles. A noise figure of 40 db was measured and the efficiency of the face output was the same as the output of an oscillator. A circulator was used in these tests to separate input from output and we consider it important to use this component in any type of negative resistance type amplifier.

Temperature Sensitivity of Current Gain in Power Transistors—B. A. Harris (p. 180) An analysis is made of the temperature causing the variation of current gain as a function of operating temperature. As a result, conclusions are reached to indicate that the base resistivity is the main temperature factor contributing to these variations. Finally, the results of this investigation are directed toward possible applications.

Characteristics of Traveling-Wave Tubes with Periodic Circuits—R. W. Gould (p. 186) An analysis of an electron beam which interacts with a chain of coupled resonators is presented. Several important characteristics of traveling-wave tubes which employ periodic slow-wave circuits are described. It is found that for a lossless circuit, the gain does not become large near either pass band edge although the interaction impedance does become very large. Furthermore, useful amplification is found to occur outside the normal circuit pass band, particularly when the frequency is below the low-frequency cutoff where the circuit presents an inductive reactance to the electron beam.

Power losses can become significant in circuits with a kilowatt level for a harmonic operation. The solution cavities proceed with an activation stage which brings about a decrease in punch-through voltage or the increase in surface resistance. The fundamental component of beam current in a klystron is calculated by integrating the contributions of the three individual velocity classes. For relatively low velocities, the distributions and operation with optimum parameters, the ratio of fundamental current amplitude to power required for a uniform velocity beam is given by a matrix representation of Fourier transforms of the velocity distribution functions. Several examples are calculated and the results shown graphically.

For tubes with long transit angles, a moderate spread in velocity may result in appreciable decrease of the fundamental component of beam current. Considerable care in the focusing of beams therefore is warranted when efficiency is an important factor in tube performance.

The Reflex Klystron as a Negative Resistance Type Amplifier—C. F. Quate, R. Kompfner, and D. A. Chisholm (p. 173) A reflex klystron has been tested as a narrow-band amplifier at 11,000 mc. The performance is predicted rather accurately from a simple theory and steady gain can now be obtained in the 30-db region with a bandwidth of the order of ten megacycles. A noise figure of 40 db was measured and the efficiency of the face output was the same as the output of an oscillator. A circulator was used in these tests to separate input from output and we consider it important to use this component in any type of negative resistance type amplifier.

Temperature Sensitivity of Current Gain in Power Transistors—B. A. Harris (p. 180) An analysis is made of the temperature causing the variation of current gain as a function of operating temperature. As a result, conclusions are reached to indicate that the base resistivity is the main temperature factor contributing to these variations. Finally, the results of this investigation are directed toward possible applications.

Characteristics of Traveling-Wave Tubes with Periodic Circuits—R. W. Gould (p. 186) An analysis of an electron beam which interacts with a chain of coupled resonators is presented. Several important characteristics of traveling-wave tubes which employ periodic slow-wave circuits are described. It is found that for a lossless circuit, the gain does not become large near either pass band edge although the interaction impedance does become very large. Furthermore, useful amplification is found to occur outside the normal circuit pass band, particularly when the frequency is below the low-frequency cutoff where the circuit presents an inductive reactance to the electron beam.

Power losses can become significant in circuits with a kilowatt level for a harmonic operation. The solution cavities proceed with an activation stage which brings about a decrease in punch-through voltage or the increase in surface resistance. The fundamental component of beam current in a klystron is calculated by integrating the contributions of the three individual velocity classes. For relatively low velocities, the distributions and operation with optimum parameters, the ratio of fundamental current amplitude to power required for a uniform velocity beam is given by a matrix representation of Fourier transforms of the velocity distribution functions. Several examples are calculated and the results shown graphically.

For tubes with long transit angles, a moderate spread in velocity may result in appreciable decrease of the fundamental component of beam current. Considerable care in the focusing of beams therefore is warranted when efficiency is an important factor in tube performance.
Engineering Management

Vol. EM-5, No. 3, September, 1958

Problems of Engineering Management—Merritt A. Williamson (p. 61)

All problems of management can ultimately be traced to human beings. The technical manager must have the respect of his people to be effective. They can best assess him through the common ground of technical ability. It is the obligation of the technical manager to convey his philosophy of management to his people and to train them in his methods of operation. The successful manager must constantly fight the desire to participate in the technical details of work. He must realize that it is wrong for him to make decisions which are not appropriate to his level in the organization where those decisions should be made by either those above or those below. He must permit people who work for him the freedom to make mistakes. Engineers have an underlying fear of criticism which makes supervising them often very difficult. This fear of criticism hinders their effective delegation of work. The aspirant to managerial status should seek out criticism and get used to receiving it. Reviews of work performance which have been requested of a supervisor will be invaluable in developing the recipient's managerial skills since it provides a greater awareness of the human problems that are involved in this phase of technical management.

Comprehensive Comparisons and Business Decisions—Roman Krzyzcowski (p. 65)

The paper suggests a method of quantitatively evaluating a managerial decision as a deliberate choice between different courses of action. The method, called the "Comprehensive Comparison Method," is demonstrated in application to two examples: the first describes the author's investigation of economic problems of submarine telephone cables. The second example presents a comprehensive comparison of radio and cable communication links.

In both cases the weighting system is evolved. Analysis of the total weighted scores for each choice gives a valuable guide when the final decision has to be made. This guide should not be mistaken, however, for the decision itself.

Training of Systems Engineers—Ralph I. Cole (p. 71)

This paper cites that, in the evolution of major systems, many new engineering responsibilities have been created. A critical analysis is made of the systems engineering task to be accomplished and recommendations for action are stated.

The basis of education of the systems engineer is also briefly discussed.

The Relation of Utilization to the Shortage of Scientists—J. Hirsch, W. Milwitt, W. J. Oakes, and R. A. Pelton (p. 73)

The present utilization of engineers and scientists by industry and its significance to the "shortage" of scientific manpower has been investigated. Based upon available data—a limited-sample survey of scientific manpower in the aviation and electronic industries—and analyses, a rough estimate indicates that the probable average effectiveness of these scientists is somewhat less than ten percent of perfect utilization.

Various methods of increasing scientific productivity are examined. An operations research study is suggested. Improvements of communications, management techniques, and data processing methods are several recommendations.

A brief history of scientific manpower supply and demand is presented. Motivations of scientists are studied, as are motivations which lead students into science careers.

Estimates are made of the future supply of and demand for scientific manpower, assuming present utilization. These figures indicate the shortage will become a surplus by 1971.

PGEM News (p. 128)

Information Theory

Vol. IT-4, No. 3, September, 1958

Frontispiece—Peter Elias (p. 98)
Two Famous Papers—Peter Elias (p. 99)

An Experimental Investigation of Some Properties of Band-Pass Limited Gaussian Noise—Kjell Blotekjaer (p. 100)

The probability distribution of time intervals between successive zero crossings of band-pass limited Gaussian noise is determined experimentally for a number of different filters having nearly rectangular frequency characteristics. For one particular filter the distribution of time intervals between crossings of levels different from zero is also found.

Notes on the Penny-Weighing Problem, Lossless Symbol Coding with Non-Primes, Etc.—Marcel J. E. Golay (p. 103)

The method of construction of lossless symbol coding matrices for one-error correction is illustrated for the case when the prime symbol order is three, and the application of this matrix to the penny-weighting problem is described.

This method is then extended to those cases in which the symbol order is 2', 3', 3, 5, 5, 7, 7', and p', where p' is any higher prime. This extension is based on the concept of the master iterating matrix. These matrices are given for the first thirteen cases cited, and their existence is demonstrated for $p'$.

This paper concludes with a short description of Zaremba's condition, and its application to various problems, and more particularly to the hypothetical one-error correcting compacted code with the symbol order 6.

On Sampling the Zeros of Bandwidth Limited Signals—F. E. Bond and C. R. Cahn (p. 110)

The sampling theorem enables a bandwidth-limited signal to be expressed in terms of a set of sample point values, which occur at the Nyquist rate. The sampling theorem has been generalized to include nonuniform sampling and the use of derivatives of the signal. In the present paper, a sampling theorem has been developed which utilizes information related to the zeros of the signal. The concept of complex zeros is introduced to show that the zeros occur at the Nyquist rate. This sampling theorem can be of use for enabling the transmission of binary signals, such as facsimile and infinitely-elapsed speech, over a continuous band-limited channel. The result indicates the desirability of developing a completely general theory of sampling applicable to the various situations which may arise in practice.

Enhancement of Pulse Train Signals by Comb Filters—Janis Galejs (p. 114)

The relative performance of different types of comb filters is investigated in conjunction with signal and noise types similar to those expected in radar applications. The filter types considered are idealized filters with zero transmission stop bands between their pass bands, optimum filters maximizing the peak signal-to-rms-noise ratio, cascaded delay line filters, feedback type filters, and storage tube filters. The pulse train signals consist of rectangular or sin x/x pulses with rectangular or sin x/x pulse envelope shapes. Power spectra of noise considered are rectangular and triangular. With a given number of signal pulses, the performances of the different filters vary from each other only by a few decibels in most cases analyzed. Storage tube filters exhibit lower signal-to-rms-noise ratios, but higher peak signal-to-rms-noise ratios, than the feedback type filters. Inaccurate delay times of filter delay lines are shown to decrease the peak signal output more than the signal power output and to affect the cascaded delay line filter less than the feedback type filter. Correlation techniques are compared with comb filters. The crosscorrelator exhibits the same peak signal-to-rms-noise ratio as the optimum filter.

Non-Mean-Square Error Criteria—Seymour Sherman (p. 123)

While in the engineering literature non-mean-square error criteria for predictors are often presented as physically significant and then shunted aside because of mathematical unmanageability, it is shown here that in the case of Gaussian processes all such criteria given in three recent textbooks yield the same predictor as the linear minimum mean-square predictor of Wiener.
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ACoustics AND Audio FREQUENCIES

534.1-8-14:621.391.63 2944
Light Modulation by Standing Waves in Liquids—H. F. Reimann. (Zachrich., Z., vol. 7, pp. 515-518; November, 1957.) A light beam is modulated in passing through a liquid subjected to ultrasonic vibrations; a photomultiplier circuit is used for demodulation. Applications of the method may include communications and television projection.

534.2:621.395.623.52 2945

534.2-8-14 Ultrasonic Dispersion in Oxygen—J. V. Connor. (J. Acoust. Soc. Amer., vol. 30, pp. 297-300; April, 1958.)


534.222.1 Propagation of Sound Across a Boundary between Two Superfluid Phases—R. G. Arkhipov and I. M. Kholatnikov. (Zh. Eksp. Teor. Fiz., vol. 38, pp. 758-764; September, 1957.) Theoretical treatment of the propagation of two different sound waves across a phase boundary showing that mode conversion can occur. Formulas are derived for the energy flux of the reflected, refracted and converted waves.

534.614-8-16 2949
On the Measurement of Ultrasonic Velocity in Solids—G. L. Williams and J. Lamb. (J. Acoust. Soc. Amer., vol. 30, pp. 308-314; April, 1958.) The method is based on the cancelation of a traveling wave train after several reflections at the ends of the specimen by a second wave train from the same source. The velocity of propagation can be evaluated to within 1 part in $10^6$ after taking account of phase shift.

534.78 Frequency of Usage and the Perception of Words—M. R. Rosenzweig and L. Postman. (Science, vol. 127, pp. 263-266; February 7, 1958.) Conclusions drawn from tests on intelligibility and visual perception of words are summarized. More highly intelligible alphabetic equivalents may be obtained by selecting frequently used words which are longer than those in the current lists.

534.78 Interaural Effects upon Speech Intelligibility at High Noise Levels—F. Pollack and J. M. Pickett. (J. Acoust. Soc. Amer., vol. 30, pp. 293-296; April, 1958.) By presenting speech and noise to one ear and noise alone to the other, speech intelligibility was substantially decreased compared with either monaural or binaural listening conditions. See also 2286 of this volume.

534.84 The Effects of a Surface Covering on the Acoustic Absorption of Porous Materials—E. Broiš. (Alta Frekvenca, vol. 26, pp. 632-638; December, 1957.) Covering absorbent panels by conducting tape each separated from the other by...
insulation is considered. Skin effect is reduced by equalizing the effective inducance of all layers. The theory of the design and some experimental results are given.

621.372.2+621.396.11 2960
Surface Waves—Barlow. (See 3228.)

621.372.2:621.396.6 2961
Aeroidal Feeders for Multichannel Links—L. Lewin and J. Payne. (Electronic Eng., vol. 30, pp. 414-417; July, 1958.) The reflections from coaxial-cable and waveguide feeders are investigated and the requirements for wideband links given. The suitability of the various types of feeder for different frequency bands is outlined. In general, coaxial cables can meet most requirements up to 2000 mc, but above 3000 mc waveguides are to be preferred.

621.372.22:621.372.8 2962

621.372.3:621.318.134:537.226 2963

621.372.631.4:621.318.134 2964

621.372.637.3:621.318.134 2965
Two Short-Low-Power Ferrite Duplexers—R. S. Cole and W. N. Honeyman. (Electronic Radio Engr., vol. 35, pp. 282-286; August, 1958.) Two rotation-type duplexer, one of which uses a turnstile junction are described. Transmitter-receiver isolators of about 25 db are obtained over a bandwidth of 1.3 per cent at 3 cm λ.

621.372.85 2966

621.372.85:538.221:621.318.134 2967

621.372.852.2:621.372.832.6 2968

621.372.852.323:621.318.134 2970

621.372.852.7 2972

621.372.853.1 2973

621.372.86 2974
A New Method of Solving the Problem of Wide-Band Aerials—H. Meinke. (Nachrich. Z., vol. 10, pp. 594-601; December, 1957.) Considering the antenna to be an inhomogeneous transmission line with attenuation due to radiation, an explanation is derived for the dependence on antenna input impedance and radiation patterns on frequency. By means of a curvilinear coordinate system, field equations of components of the electromagnetic field are derived which result in adequate approximations for wide-band antennas of simple shape.

621.396.741.029.6 2975
Loop Antennas for Long Waves—J. Wüsstenhagen. (Rundfunktech Mitt., vol. 1, pp. 209-220; December, 1957.) The design is described of the directive antenna system of the 87-kw 100-kw transmitter at Hamburg which provides a minimum of sky-wave radiation at an elevation of about 30 degrees in the direction of Langenberg where a second 100-kw transmitter operating at the same frequency is situated. Details are given of model tests at 100 mc and of field testing in a specially equipped aircraft. See also 592 of 1958 (von Rautenfeld and Thielens).

621.396.772.029.6 2976
Considerations on the Plane Centre of Radiating Systems—C. Montebugli and F. Serracchini. (Nuov. Recensioni Notiz., vol. 7, pp. 57-66; January/February, 1958.) A simple criterion is derived for establishing the existence and location of a phase center defined with reference to equipollence surfaces. Some practical applications are discussed.

621.396.772.43:62.379.02 2978
Rhombic Antennas for TV—R. Cooper, Jr. (Radio TV News, vol. 59, pp. 64-65, 109; February, 1958.) Details of the electric design suitable for reception in fringe areas are given and the practical construction is indicated.

621.396.772.832.5:537.226 2980
Field of a Dielectric-Loaded, Infinite Compact Reflector—A. W. Adley. (Canadian J. Phys., vol. 36, pp. 438-445; April, 1958.) Calculations show that the radiation resistance and far-field amplitude are sensitive to the presence of the loading, particularly for small spacings between the feeding element and the apex. Unlike the non-dielectric case, there is no monotonic fall-off in amplitude with increasing element-apex spacing.

AUTOMATIC COMPUTERS

681.142 2981
The Logical Design of a Simple General-Purpose Computer—F. Franklin. (IRE Trans. on Electronic Computers, vol. EC-6, pp. 5-14; March, 1957.) "The logical design described here is used in MINAC, partially constructed at the California Institute of Technology, using LGO-30, manufactured by Electronic Scope Inc. These serial binary digital computers make use of magnetic-drum bulk storage and use three circulating registers and fifteen flip-flops."

681.142 2982
Digital Computer Adding and Complementing Circuits—C. D. Florida. (Electronic Eng., vol. 30, pp. 429-435; July, 1958.) Various direct-coupled transistor circuits are described, suitable for use with digital shifting registers. The performance of these circuits in operation, with a digit spacing of 5 μsec, is illustrated with waveform photographs.

681.142 2983

681.142 2984
Computing Techniques for the Sampling Parametric Computer—C. J. Hirsch and F. C. Hallden. (IRE Trans. on Electronic Com-
PROCEEDINGS OF THE IRE

681.142  2085


681.142  2902

681.142  2086

681.142  2090

Stability and Convergence Limitations on the Use of Analog Computer with Resistance-Network Analogues—M. E. Fisher. (Bel. J. Appl. Phys., vol. 9, pp. 288-291; July, 1958.) It is shown that the solution of equations such as \( \frac{d^2v}{dt^2} = f(x) \) breaks down if the gradient of \( f(x) \) is negative and sufficiently large to cause the correct solution to be "wave-like." See also 673 of 1956 (Karplus) and 367 of 1957.

681.142  2901

A Cathode-Ray-Tube Analogue-to-Serial Digital Converter—J. Willis and M. G. Hartley. (J. Sci. Instr., vol. 35, pp. 197-202; June, 1958.) Small fluctuations of the cathode ray tube screen emission current occurring at a collector anode. The parameters affecting changes in this current are investigated using an external electrode on the cathode ray tube face in the steady secondary emission region. Experiments are described to determine minimum electrode width and spacing, consistent with the production of a discrete pulse output from each electrode when a pattern is scanned.

681.142  2900

681.142  2099

681.142  2089


681.142  2905

Elementary Proof of an Extended Reactance Theorem suitable for Modular Terminal Networks—H. Wolter. (Z. angew. Physik, vol. 9, pp. 340-347; July, 1957.) A proof is derived for Foster's reactance theorem which is also applicable to its inverted form covering loss-free circuit elements and transmission lines.

681.142  2907

High-Q Quartz Crystals at Low Temperatures—D. L. White. (J. Appl. Phys., vol. 30, pp. 856-857; May, 1958.) Q measurements over the range 4.2°K to over 100°K for several resonators are described. In one case a 50,000 Hz harmonic at high temperatures is found to be obtained.

681.142  2908

Elimination of Unwanted Modes of Oscillation in Cylindrical Cavities—L. Grifone. (Alta Frequenza, vol. 26, pp. 580-602; December, 1957.) The possible modes in high-Q cylindrical cavities are analyzed and the suppression of residual modes by special coupling systems or discontinuities inside the cavity is discussed. Measurements were made on ten tuned cavities of varying size, covering the frequency region 3.6-30 kmc. A frequency-modulated source was used to determine the permissible limits of the cavity tuning range for each of the possible modes of vibration. In one case a value of 5.5X10° was obtained.

681.142  2906

Contribution to the Study of a Rectifier in Series with an Inductive Resistance—G. Maizères (Rev. gén. Elect., vol. 66, pp. 565-566; November, 1957.) Different hypotheses are considered for expressing the varying potential across the rectifier at low frequencies. Values of mean and maximum current are calculated for a diode and compared with values measured using a coil of inductance 0.99H and resistance 98Ω, in series with a valve rectifier. A circuit for measuring low peak voltages using a gas-filled tetrode is described.

CIRCUITS AND CIRCUIT ELEMENTS

621.3 490.75

1958

621.372.413:621.372.2 3009

621.372.414 3010

621.372.5 3011
General Method of Analyzing Bilateral, Two-Port Networks from Three Arbitrary Impedance Measurements—E. F. Bolinder. (Ericsson Tech. Rev., vol. 14, no. 1, pp. 3-37, 1958.) The method consists in mapping stereographically on the surface of the Riemann unit sphere three given output quantities and their corresponding measured input quantities. The fixed points and the multiplier of the normal (canonical) form of the line fractional transformation representing the network can be obtained by solving a transcendental generating function of the Pascal theorem. The different constructions of the geometric part can also be performed analytically. Simple numerical examples are worked out.

621.372.51 3012
Design of filter networks with prescribed attenuation and group delay characteristics—(V. angew. Phys., vol. 9, pp. 394-403; August, 1957.) The design of filter networks with prescribed attenuation and group delay characteristics is developed and illustrated on several examples. The various networks constructed are then compared with available tables of Chebyshev approximations.
summarized by the statement that, if sufficiently distant, external charges in a dielectric interact with each other and with the charge of an extra electron or hole as if all charges were renormalized according to the expression \(\frac{Q^2}{Q}\).

537.220: 538.509.4  
**Fast Electrons in a Dielectric Slab**—M. M. Bachynski. (Canad. J. Phys., vol. 36, pp. 456–461; April, 1958.) Energy incident on a parallel slab of high-loss material with high dielectric constant is considered. At angles of incidence greater than 60°, the reflected energy is smaller than the incident energy. The reflected energy is at a maximum at certain angles of incidence depending on the polarization and dielectric constant.

537.533: 538.63  
**Magnetic Forces and Relativistic Speeds in Stationary Electron Beams**—B. Meltzer. (J. Electronics Control, vol. 4, pp. 350–354; April, 1958.) In non-relativistic electron beams magnetic forces may have to be considered; they are still more important in relativistic beams. Care must be taken in using the results of calculations in which these forces are neglected.

537.533: 621.385.029.6  
**Note on Positive-Ion Effects in Pulsed Electron Beams**—J. T. Scrase. (J. Appl. Phys., vol. 29, pp. 830–841; May, 1958.) Experimental results are given for electron beams of 0.5–5 \(\mu\)c duration under conditions normally encountered in high-power microwave tubes.

537.533.7  

537.533.73: 621.317.42  

537.533.74  

537.556  
**Diffusion and Elastic Collision Losses of "Fast" Electrons in Plasmas**—G. Medicus. (J. Appl. Phys., vol. 29, pp. 903–908; June, 1958.) When the energy spectrum in Ne at 1 mm Hg pressure can be separated into a primary high-energy and a secondary low-energy Maxwellian component, then the mean free path of the fast electrons can be evaluated by use of the diffusion equation and the WKB method of approximation. The theory is illustrated by a comparison of calculated and observed results for hydrogen.

537.576  

537.576.56  
**Deviation from the Holtsmark Shape of the Balmer Lines in Plasmas**—G. Ecker. (Z. Physik, vol. 149, pp. 254–266; October 2, 1957.) See also 2695 of 1958.

537.576: 535.561  

537.576: 535.560  

537.576: 535.576  

537.576: 535.63  

537.576: 535.336.2  
**Mass-Spectroscopy Investigations of Photoionization in Gases**—E. Schünheit. (Z. Physik, vol. 149, pp. 153–179; October, 1957.) Experiment equipment is described and eighty-eight references are given.

538.221: 538.569.4  
**The Theory of Ferromagnetic Resonance at High Signal Powers**—H. Suhl. (Phys. Chem. Solids, vol. 1, pp. 209–227; January, 1957.) It is shown that two anomalous effects in the microwave absorption of ferromagnets are connected with two kinds of instability of the uniform precession of the total magnetization against certain spin-wave disturbances. The susceptibilities are calculated for the final state attained by the medium with high signal levels, and are shown to agree with experiment.

538.3: 535.52  
**Reflection and Refraction in Magneto-hydrodynamics**—C. Tomaro. (Zh. Eksp. Teor. Fiz., vol. 24, pp. 310–316; March, 1958.) Fluids of finite conductivity are considered on the basis of the Euler-Minkowski system, for hydromagnetic waves propagating in a direction differing from that of the external magnetic field.

538.311: 621.318.3  

538.311: 538.569.3  

538.556  

538.556  
**Propagation of Plane Electromagnetic Waves in a Directional Conductor with Variable Direction of Conductivity**—C. Banfi. (R.C. Acad. naz. Lincei, vol. 24, pp. 306–310; March, 1958.) Propagation through a series of directional screens is considered, each screen being rotated by the same angle with respect to the adjacent screen. See also 3705 of 1956 (Tornoldo di Francia).

538.556  
**The Theory of Electromagnetic Waves in a Crystal in Which the Excitons are Produced**—S. I. Pekar. (Zh. Eksp. Teor. Fiz., vol. 33, pp. 1022–1036; October, 1957.) It is shown that in a crystal several waves of the same frequency, polarisation and propagation direction exist, but with different indexes of refraction. This phenomenon differs from double refraction of light and occurs even in isotropically polarizing (cubic) crystals.

538.560: 535.42  
**Diffraction Patterns at the Plane of a Silt in a Reflecting Screen**—R. K. Hadlock. (J. Appl. Phys., vol. 29, pp. 918–920; June, 1958.) Measurements were made of the diffraction pattern in slits ranging in width from 0.2 to 2.5 A. Micro-wave radiation of 10.4 and 16 cm X was used. Ratios of intensity in the slit to intensity of the unperturbed beam were determined for plane-polarized radiation incident on the conducting screen.

538.560: 535.42  
**Diffraction by a Perfectly Absorbing Thin Screen**—C. C. Derwin. (J. Appl. Phys., vol. 29, pp. 921–922; June, 1958.) Comparative measurements of the diffraction patterns in and near slits of perfectly absorbing and reflecting thin screens show that the reflected diffraction patterns of the slits are the same for distances greater than X/2.

538.560: 535.42  

538.560: 535.43–15  
**Wavelength Dependence of Scattering Coefficient for Infrared Reflection in Natural Haze**—M. G. Gibbons. (J. Opt. Soc. Amer., vol. 48, pp. 174–176; March, 1958.) A formula consistent with the Mie scattering coefficient is given for 0.61–1.18 \(\mu\). See 1705 of 1958 (Perindori).

538.560.2  

538.560: 530.145  
**Cooperative Phenomena in Quantum
Abstracts and References

1958

Theory of Radiation—A. Gambi. (Phys. Rev., vol. 116, pp. 601–603; May 1, 1958.) Cooperative effects in systems, having dimensions small relative to the wavelength are investigated in relation to the quantum-mechanical treatment of the application of this effect to a gas maser is mentioned.

GEOPHYSICAL AND EXTRATERRESTRIAL PHENOMENA


523.164.3:523.3 Radio Observations of the Lunar Atmosphere—B. Elsmore. (Phil. Mag., vol. 2, pp. 1099–1109; May, 1958.) The refraction occurring in the lunar atmosphere is estimated from observations at 3.7 μ of the radio occultation of the Crab Nebula on January 24, 1956. The electron density at the moon's surface is derived for an atmosphere in hydrostatic equilibrium and for a continuously escaping atmosphere.


532.72:621.317.794 Apparent Temperatures of some Terrestrial Materials and the Sun at 4.3-Millimetre Wavelengths—A. W. Stratton, C. W. Tolbert, C. C. Butcher, and J. E. Baldwin. (Appl. Phys., vol. 29, pp. 76–782; May, 1958.) Report of measurements made using a Dicke-type radiometer. The temperature of the sun was between 10,000,000 and 10,000,000 K. At vertical angles the sky temperature was 90K under clear conditions, but cumulus-rimmed clouds raised this to a value nearly equal to that for ground-level air.

523.75:523.164.3:523.3 Magnetohydrodynamic Shock Waves in the Solar Corona, with Applications to Bursts of Radio-Frequency Radiation—K. C. Westfold. (Tellus, vol. 9, pp. 209–219; May, 1957.) A model is presented in which a longitudinal hydromagnetic wave, generated by impact between a plasma cloud from the sun and the earth's field, travels east and west around the geomagnetic equator. The wave will be stable at 400 km altitude and travel at about 130 km/s.

523.75:523.164.3:523.3 The Propagation Velocity of World-Wide Sudden Commencements of Magnetic Storms—A. J. Dessler. (J. Geophys. Res., vol. 61, pp. 405–408; June, 1958.) A model is presented in which a longitudinal hydromagnetic wave, generated by impact between a plasma cloud from the sun and the earth's field, travels east and west around the geomagnetic equator. The wave will be stable at 400 km altitude and travel at about 130 km/s.

523.75:523.164.3:523.3 The Magnetic-Storm Effects and the Interplanetary Electromagnetic State—O. Venckus. (Tellus, vol. 9, pp. 209–219; May, 1957.) Alfvén's theory (see 2620 of 1955) that a beam of rarefied ionized gas is ejected from the sun can be applied to explain terrestrial cosmic-ray observations and magnetic-storm effects.


551.510:535 The Calculation of True Heights of Electron Density in the Ionosphere—N. Ganesan. (Tidskrift. ned. Radiojenot., vol. 22, pp. 277–291; September, 1957.) In English.) By assuming that the electron density distribution can be approximated by taking linear sections of variable length, h(τ) records may be manually converted to true-height/electron-density profiles. The method takes into account the earth's magnetic field and is similar to that used by Jackson (2381 of 1956). Results are compared with actual electron density profiles derived from rocket observations.

551.510:535 The Analysis of Rocket Experiments in Terms of Electron-Density Distributions—W. Pfister and J. C. Ulwick. (J. Geophys. Res., vol. 63, pp. 315–333; June, 1958.) The relative delay of a pulsed signal as a function of rocket position (UNAF. Aerobee No. 38) is used to deduce the electron-density distribution to heights of about 135 km. The data are analyzed for ascent and descent, at frequencies of 4.05 and 4.87 mc; peaks are shown at 106, 111, 117, and 128 km, and an internal irregularity on ascent at 98 km. Good agreement with a simultaneous P(τ) record is obtained.

551.510:535 Solar Activity and Radio Communication—R. Naismith. (Nature, London, vol. 181, pp. 954–955; April 5, 1958.) The monthly median value of the F4 critical frequency for noon during December, 1957 was 15.2 mc, the highest December average value ever recorded at Seattle. This gives a value of 50 mc for the "demarcation" frequency used for planning radio communication in temperate latitudes.

559.54:2:621.306.03 Correlation of the Initial Electric Field and the Radar Echo in Thunderstorms—S. E. Reynolds and M. Brook. (J. Meteor., vol. 13, pp. 378–380; August, 1956.) A detector of 3-cm radar, is a necessary, but not
PROCEEDINGS OF THE IRE

November 1958

1) Airborne Doppler Equipment—G. E. Beck. (pp. 117-124.) An account of the basic principles of Doppler navigation, including antenna patterns, presentation of data and various sources of error.


3) The Future Development of Doppler Navigation—C. S. Hunttorgen. (pp. 130-137.) Various possible improvements in equipments are discussed. These mainly concern the use of automatic computers to simplify the presentation of data. Experimental models of units are discussed.

4) Doppler and Civil Aviation—O. Fraser. (pp. 138-143.) A discussion of accuracy requirements, and integration with other navigational aids.

5) The Sea Surface and Doppler—C. S. Durst. (pp. 144-145.) Data on the frequency of occurrence of calm conditions in various sea areas, and of the dependence of the sea roughness on wind speed.

621.390.033.23 3009

The Power Level Controls in the Transmitters of the Instrument Landing System (ILS)—K. May. (Avionics Tech., vol. 10, pp. 612-617; December, 1957.) Bridge-type power control circuits are described which are used for ensuring the correct balance of the power radiated by the two transmitters of the system. A detailed analysis of the method and the correctness of undesirable phase shifts can occur in the approach-course transmitter; these can be cancelled by compensation.

621.390.963 3009


621.390.570.33 3010


621.390.607.33 3010


MATERIALS AND SUBSIDIARY TECHNIQUES

535.215 3102

Analysis of Photoconductivity Applied to Cadmium-Sulphide-Type Photocoductors—R. H. Burhans. (Phys. Rev., vol. 111, pp. 175-178; March 10, 1958.) At room temperature both AgNO3 and AgO42+ possess orthorhombic multielectron perovskite-type structures and are isomorphous with NaCl. In AgNO3, the structure changes sharply to near-tetragonal at 325°C, while in AgO42+ a similar change occurs, more smoothly, at about 375°C. The sensitivity of AgNO3 increases at a peak at the orthorhombic-tetragonal transition. Weak hysteresis and pyroelectric effects indicate a low value of spontaneous polarization. With AgO42+, the nature of these transition is not known and the permittivity data obtained for the solid solution AgNO3AgO42+ suggest the absence of ferroelectricity. See 1783 of 1957.

535.226/476.431.824-31 3110

Examination of the Surface and Domain Structure in Ceramic Barium Titane—V. J. Trumpp. (Phil. Mag., vol. 29, pp. 755-758; May, 1958.) Films of BaTiO3 prepared by firing ZnS with Cu in purified H2S show a single orange emission band, with no other bands in evidence even at 90K. Possible models for the orange center are discussed.

535.37+535.215:546.482.21 3105

Fluorescence and Photoconduction of Silver-Activated Cadmium Sulphide—W. van Driel. (Phil. Mag., vol. 13, pp. 113-118; April, 1958.) With Ga or Cr as coactivator, the fluorescence at low temperature shows two bands with maxima at 620 Å and 730 Å. The proportion of each emission can be varied by altering the concentrations of activator and coactivator. Previous conclusions regarding the impurity level responsible for the 620 Å Ag emission in CdS cannot be applied to the normal blue Ag emission in ZnS and this led to an improvement in the properties of a red color-television phosphor.

535.37+546.482.21 3106


537.226/256.431.824-31 3108


537.226/277 3109

Structural and Electrical Properties of Silver Niobate and Silver Tantalate—M. H. Flinn and E. B. Scott. (Phil. Mag., vol. 11, pp. 175-178; March 10, 1958.) At room temperature both AgNO3 and AgO42+ possess orthorhombic multielectron perovskite-type structures and are isomorphous with NaCl. In AgNO3, the structure changes sharply to near-tetragonal at 325°C, while in AgO42+ a similar change occurs, more smoothly, at about 375°C. The sensitivity of AgNO3 increases at a peak at the orthorhombic-tetragonal transition. Weak hysteresis and pyroelectric effects indicate a low value of spontaneous polarization. With AgO42+, the nature of these transition is not known and the permittivity data obtained for the solid solution AgNO3AgO42+ suggest the absence of ferroelectricity. See 1783 of 1957.

537.226/277:546.431.824-31 3110

Examination of the Surface and Domain Structure in Ceramic Barium Titane—V. J. Trumpp. (Phil. Mag., vol. 29, pp. 755-758; May, 1958.) Films of BaTiO3 prepared by firing ZnS with Cu in purified H2S show a single orange emission band, with no other bands in evidence even at 90K. Possible models for the orange center are discussed.

537.227 3111


Free Energy, Internal Fields and Ionic Polarizabilities in BaTiO$_3$—S. Triefweasser. (Phys. Rev., vol. 110, pp. 547-554; December, 1958.) Report on measurements of infrared transmission through crystals of CuTe and InTe in the temperature range 20-650 degrees Kelvin. The temperature dependence of the forbidden band is found to be $7.10^4$ eV/degree for CuTe and $-5.59$ $10^4$ eV/degree for InTe. Results obtained by optical and by electrical methods are compared.

The behaviour of Nonmetallic Crystals in Strong Electric Fields—E. V. Keldysh (Zh. Eksp. Teor. Fiz., vol. 33, pp. 1024-1036; October, 1957.) Expressions are derived for the number of electron-hole pairs generated in a semiconductor by a uniform electric field. In the absence of electron-phonon collisions and collisions between electrons themselves, the magnitude of the effective potential barrier is determined not by the width of the forbidden band, but by the lower edge of optical absorption.

The Theory of Thermoelectric Effects in Semiconductors—O. Madelung. (Z. Naturf., vol. 13a, pp. 22-25; January, 1958.) The author's earlier theories (see 466 of 1956) are reconsidered in the light of subsequent work by others.

Conduction of Electricity through Ice and Snow—R. Siles and A. M. McNieck. (Ark. Fys., vol. 11, pt. 6, pp. 493-528; 567-585; 1957.) The article, which is in four parts, describes a series of measurements of the conductivity of ice and snow designed to serve as a basis for investigations of more general problems in that field.

On the Statistical Mechanics of Impurity Conduction in Semiconductors—P. J. Price. (IBM J. Res. Dev., vol. 2, pp. 123-129; April, 1958.) The case of low donor density with partial acceptor compensation is analyzed on the basis of the Mott model. An expression for the thermoelectric power is obtained. The special case of mixed donors in disparate proportions is also considered.

Scattering of Carriers by Impurities in Semiconductors—F. J. Blatt. (Phys. Chem. Solids, vol. 1, pp. 262-269; January, 1957.) The scattering of an atom due to impurities has been calculated assuming the surfaces of constant energy in k space to be spheres. The results have been compared with the Born approximation. This gives incorrect results at low temperatures. Calculation of Hall and drift mobilities have been made. This shows that the $T^2$ law for scattering is not followed accurately.


New Semiconducting Ternary Compounds—J. H. Wernick and K. E. Benson. (Phys. Chem. Solids, vol. 3, nos. 1-2, pp. 157-159; 1958.) Preliminary data on impure polycrystalline specimens of synthesized sulpharsenates of copper and silver and analogous compounds indicate that the intrinsic energy gaps lie in the range 0.2-1.0 eV.


Free Energy, Internal Fields and Ionic Polarizabilities in BaTiO$_3$—S. Triefweasser. (Phys. Rev., vol. 110, pp. 547-554; December, 1958.) Report on measurements of infrared transmission through crystals of CuTe and InTe in the temperature range 20-650 degrees Kelvin. The temperature dependence of the forbidden band is found to be $7.10^4$ eV/degree for CuTe and $-5.59$ $10^4$ eV/degree for InTe. Results obtained by optical and by electrical methods are compared.

The behaviour of Nonmetallic Crystals in Strong Electric Fields—E. V. Keldysh (Zh. Eksp. Teor. Fiz., vol. 33, pp. 1024-1036; October, 1957.) Expressions are derived for the number of electron-hole pairs generated in a semiconductor by a uniform electric field. In the absence of electron-phonon collisions and collisions between electrons themselves, the magnitude of the effective potential barrier is determined not by the width of the forbidden band, but by the lower edge of optical absorption.

The Theory of Thermoelectric Effects in Semiconductors—O. Madelung. (Z. Naturf., vol. 13a, pp. 22-25; January, 1958.) The author's earlier theories (see 466 of 1956) are reconsidered in the light of subsequent work by others.

Conduction of Electricity through Ice and Snow—R. Siles and A. M. McNieck. (Ark. Fys., vol. 11, pt. 6, pp. 493-528; 567-585; 1957.) The article, which is in four parts, describes a series of measurements of the conductivity of ice and snow designed to serve as a basis for investigations of more general problems in that field.

On the Statistical Mechanics of Impurity Conduction in Semiconductors—P. J. Price. (IBM J. Res. Dev., vol. 2, pp. 123-129; April, 1958.) The case of low donor density with partial acceptor compensation is analyzed on the basis of the Mott model. An expression for the thermoelectric power is obtained. The special case of mixed donors in disparate proportions is also considered.

Scattering of Carriers by Impurities in Semiconductors—F. J. Blatt. (Phys. Chem. Solids, vol. 1, pp. 262-269; January, 1957.) The scattering of an atom due to impurities has been calculated assuming the surfaces of constant energy in k space to be spheres. The results have been compared with the Born approximation. This gives incorrect results at low temperatures. Calculation of Hall and drift mobilities have been made. This shows that the $T^2$ law for scattering is not followed accurately.


New Semiconducting Ternary Compounds—J. H. Wernick and K. E. Benson. (Phys. Chem. Solids, vol. 3, nos. 1-2, pp. 157-159; 1958.) Preliminary data on impure polycrystalline specimens of synthesized sulpharsenates of copper and silver and analogous compounds indicate that the intrinsic energy gaps lie in the range 0.2-1.0 eV.


Free Energy, Internal Fields and Ionic Polarizabilities in BaTiO$_3$—S. Triefweasser. (Phys. Rev., vol. 110, pp. 547-554; December, 1958.) Report on measurements of infrared transmission through crystals of CuTe and InTe in the temperature range 20-650 degrees Kelvin. The temperature dependence of the forbidden band is found to be $7.10^4$ eV/degree for CuTe and $-5.59$ $10^4$ eV/degree for InTe. Results obtained by optical and by electrical methods are compared.

The behaviour of Nonmetallic Crystals in Strong Electric Fields—E. V. Keldysh (Zh. Eksp. Teor. Fiz., vol. 33, pp. 1024-1036; October, 1957.) Expressions are derived for the number of electron-hole pairs generated in a semiconductor by a uniform electric field. In the absence of electron-phonon collisions and collisions between electrons themselves, the magnitude of the effective potential barrier is determined not by the width of the forbidden band, but by the lower edge of optical absorption.

The Theory of Thermoelectric Effects in Semiconductors—O. Madelung. (Z. Naturf., vol. 13a, pp. 22-25; January, 1958.) The author's earlier theories (see 466 of 1956) are reconsidered in the light of subsequent work by others.

Conduction of Electricity through Ice and Snow—R. Siles and A. M. McNieck. (Ark. Fys., vol. 11, pt. 6, pp. 493-528; 567-585; 1957.) The article, which is in four parts, describes a series of measurements of the conductivity of ice and snow designed to serve as a basis for investigations of more general problems in that field.

On the Statistical Mechanics of Impurity Conduction in Semiconductors—P. J. Price. (IBM J. Res. Dev., vol. 2, pp. 123-129; April, 1958.) The case of low donor density with partial acceptor compensation is analyzed on the basis of the Mott model. An expression for the thermoelectric power is obtained. The special case of mixed donors in disparate proportions is also considered.

Scattering of Carriers by Impurities in Semiconductors—F. J. Blatt. (Phys. Chem. Solids, vol. 1, pp. 262-269; January, 1957.) The scattering of an atom due to impurities has been calculated assuming the surfaces of constant energy in k space to be spheres. The results have been compared with the Born approximation. This gives incorrect results at low temperatures. Calculation of Hall and drift mobilities have been made. This shows that the $T^2$ law for scattering is not followed accurately.


New Semiconducting Ternary Compounds—J. H. Wernick and K. E. Benson. (Phys. Chem. Solids, vol. 3, nos. 1-2, pp. 157-159; 1958.) Preliminary data on impure polycrystalline specimens of synthesized sulpharsenates of copper and silver and analogous compounds indicate that the intrinsic energy gaps lie in the range 0.2-1.0 eV.
of the different crystal faces for Ge are measured and found to give a reproducible pattern of characteristic orientations for the different crystal faces. Results are insensitive to bulk doping.

537.311.33: 546.289 3147

Germanium Arsenide as Diffusion Source Compounding Gallium Arsenide Diode Characteristics. Results are insensitive to bulk doping.

537.311.33: 546.289 3147

Oscillatory Galvanomagnetic Effects in n-Type Indium Arsenide—H. P. Freidrikse and W. R. Hosler. (Phys. Rev., vol. 110, pp. 888-889; May 15, 1958.) Note of measurements made fit de Haas-van Alphen oscillations was found to be in good agreement with theoretical predictions.

537.311.33: 546.682 3146

Band Structure of Indium Antimonide—E. O. Kane. (Phys. Chem. Solids, vol. 1, pp. 249-261; January, 1957.) The band structure of Indium Antimonide was determined and the band gap required for accurate treatment of conduction and valence-band interactions. A nonparabolic conduction band is found, while the valence band is similar to Ge. An absolute calculation of optical absorption is made for n-type InSb, which agrees with experimental results. See also 2468 of 1958 (Ehrenreich).

537.311.33: 546.682 3157


537.311.33: 546.682 3158

Distribution Coefficients for Solute Elements in Single-Crystal Indium Antimonide—J. B. Mullin. (J. Electronics Control, vol. 4, pp. 358-359; April, 1958.)

537.311.33: 546.682 5356 3159

Hall Effect and Magnetoresistance in Indium Antimonide—G. Fischer and D. K. C. MacDonald. (Phil. Mag., vol. 2, pp. 1393-1395; November, 1957.) Note of measurements made at field strengths up to 40 koe to 0 and 0 degrees Centigrade. See also 1468 and 1469 of 1958 (Freidrikse and Hosler).

537.311.33: 546.682 5356 3160

Crystal Structure of Ternary Compounds of Type A3B2C6—H. Pfister. (Acta Cryst., vol. 11, pp. 221-224; March 10, 1958, in German.)

537.311.33: 546.682 5356 3152

Thermionic and Related Properties of Calcium Oxide—B. J. Hopkins and F. A. Vick. (Bril. J. Apppl. Phys., vol. 4, July, 1953.) Changes in thermionic emissivity and conductivity of cathodes of CaO on Ni during activation and positioning are described. The mean thermal time constant is calculated to be 300 μsec for the fully activated cathode. A linear relation was found between the logarithms of emissivity and conductivity during activation, and gives a mean value of 0.7 eV for the surface work function.

537.311.33: 546.682 5356 3152


537.311.33: 546.682 5356 3153

Antiferromagnetism of CuF2.2H2O and MnF2—R. M. Bozorth and J. W. Nielsen. (J. Apppl. Phys., vol. 29, pp. 897-898; May 15, 1958.) Measurements of the magnetic susceptibility were made at temperatures between 1.3 and 2 degrees Kelvin.

537.311.33: 546.682 5356 3152

Paramagnetic Resonance Absorption in Two Copper Salts at Wavelengths of 5.4 mm and 260 degrees Kelvin. See R. J. Sladek. (Phys. Rev., vol. 110, pp. 817-826; May 15, 1958.) The oscillatory character of the absorption lines varies considerably with the orientation of the crystal in the magnetic field. The variation is

537.311.33: 546.682 5356 3152

Elastic Moduli of Single-Crystal Germanium—P. D. Southgate. (Phys. Rev., vol. 110, pp. 571-575; September, 1958.) The energy loss of reflected rays was determined from measurements on GeO-coated plates of n- and p-type Ge. Characteristics for both types are similar. The secondary-electron yield from GeO is almost twice that from Ge.

537.311.33: 546.682 3149

Temperature Dependence of Internal Friction in Germanium—P. D. Southgate. (Phys. Rev., vol. 110, pp. 855-857; May 15, 1958.) The friction factor was measured as a function of temperature at 100 kc. All crystals showed a peak at 420 degrees Centigrade. A specimen strained in tension showed a raised peak with temperature above 500 degrees Centigrade. A small peak at 770 degrees Centigrade is attributed to the presence of oxygen. See also 2640 and 3541 of 1957 (Kessler).

537.311.33: 546.682 3148


537.311.33: 546.682 3147

interpreted in terms of the exchange interaction between copper ions.

538.221 The Remanent Magnetization of Single-Domain Ferromagnetic Particles—E. P. Wohlfarth and D. G. Tonge. (Phil. Mag., vol. 2, pp. 1333–1344; November, 1957.) The remanent magnetization is calculated for particles with a number of equivalent easy directions of magnetization, and also for particles with mixed uniaxial anisotropies. Application is made to a variety of materials, such as Co and Fe$_3$O$_4$.


538.221 Observations on the Magnetic Transition in Haematite at −15°C—G. Haigh. (Phil. Mag., vol. 2, pp. 877–890; July, 1957.) The effects of cooling and reheating on a magnetized specimen of α-Fe$_2$O$_3$ are described, and observations are discussed with reference to the two-component magnetic structure suggested by Nettel. (Rev. Mod. Phys., vol. 25, pp. 58–63; January 1953.)

538.221 The Magnetic Spectrum of Yttrium-Iron Garnet in which the Ions AP$^3^+$ and Gel' have been Substituted for Fe$^{3+}$ and Mg$^{2+}$—J. D. Dunitz and L. E. Orgel. (Phys. Chem. Solids, vol. 3, nos. 1/2, pp. 30–36; 1957.) A refinement of the crystal structure of Y-Fe garnet, obtained by application of the least-squares method to single-crystal X-ray data, is described. The interionic distances and angles are discussed in the context of the interaction between magnetic ions are calculated.

538.221 The Crystal Structure and Ferrimagnetism of Yttrium-Iron Garnet, Y$_3$Fe$_5$(FeO$_4$)$_3$—S. Geller and M. A. Gilleo. (Phys. Chem. Solids, vol. 3, nos. 1/2, pp. 30–36; 1957.) It is shown that much of the data on distortions from cubic symmetry to transition-metal oxides, and particularly in spinels, can be understood in terms of crystal (ligned) field theory. Many such distortions are simply related to the electronic configuration of the metal ion and may be considered to arise as a consequence of a Jahn-Teller type of distortion. Forty-five references.

538.221 Electrical Contact with Thermo-compression Bonding—H. Chrostenski. (Bell Lab. Tech. J., vol. 36, pp. 127–130; April, 1958.) It is shown that the conductivity/temperature characteristic of Ag–Ti alloy in vacuum is nonreciprocal, and that the response of the contact is determined either by either an ohmic or a rectifying bond between a wire and a semiconductor.
tor alloys and compounds, effects of irradiation, carrier lifetime, impurities, and effects of electric fields. See also 215 of 1957.
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513.81:621.3
1931

516.2:517.522.5
1934

MEASUREMENTS AND TEST GEAR

621.3.018(403.74):529.786:525.35
1915
Variation in the Speed of Rotation of the Earth since 1955—L. Emsen, J. V. L. Parry, W. Markowicz, and R. G. Hall. (Nature, London, vol. 181, p. 1054; April 12, 1958.) The rate of rotation of the earth is measured in U.S.A. and compared with the frequency of the Cs standard in England by means of GBR and WWV time signals. Since September, 1953, this rate shows a constant deceleration of 5 parts in 10^7 per year.

621.317.31(083.74)
1931

621.317.31(083.74)
1937

621.317.34:621.372.413
1938
Measurement of Shunt Impedance in the New Gird Cavity—K. B. Mallory. (J. Appl. Phys., vol. 29, pp. 790-793; May, 1958.) A simple graphical method is given for the analysis of transmission characteristics of filters, the chart has been replaced by a system which incorporates an auxiliary oscillator circuit. The circuit is described which uses tubes having high figures of merit, with low anode loads and as cathode followers to reduce the effects of input capacitance; ac coupling must be used.

621.317.7:621.373.42
1930
A Wide-Range Sine-Wave Generator—L. H. Dulberger and H. T. Sterling. (Electronic Eng., vol. 30, pp. 424-428; July, 1958.) Full details of a Wien-bridge oscillator circuit are given for the frequency range 0.9 cpv-510 kc, with 0.1% frequency distortion for an output of 2 watts into 70 Q. Frequency stability is maintained within 0.5% for a wide range of temperature and line-voltage variations.

621.317.715.3:621.387.5
1937

621.317.729.1
1938
The Electrolytic Tank Analogue—K. F. Sander. (Science, vol. 125, p. 213; February, 1958.) Outline of the procedures involved in designing and setting up electrolyte-tank equipment. Various types of errors are enumerated and conditions for obtaining accurate and reproducible measurements are reviewed. A system for measuring field gradients to 0.1 per cent is briefly described.

621.317.730.1:518.5
1939
A Mechanical Version of the Smith Chart—J. E. Knowles. (J. Sci. Instrum., vol. 35, pp. 243-247; July, 1958.) For computing the transmission characteristics of optical or electronic filters, the chart has been replaced by a system of mechanical linkages and a mechanical element.

621.317.731.2:621.356.181-194
1932
Power Measurements on Miniature Transmitters—K. H. Fischcr and C. Fink. (Elektrotech. Z., Ed. A, vol. 79, pp. 150-153; March 1, 1958.) Methods are described for measuring the output of low-power high-frequency transmitters used for radioscopes and medical applications. Results obtained for a 400-unc. radiofrequency transmitter are given as an example.

621.317.74
1932
Methods of Deriving the Heterodyne Frequency of a Receiver from the Measurement Frequency of a Transmitter—R. Kersten. (Frequenz, vol. 11, pp. 370-379; December, 1957, and vol. 12, pp. 15-25; January, 1958.) Methods are discussed for ensuring a constant relation between generator frequency and receiver heterodyne frequency for the measurement of transmission characteristics of filters with sharp cut-off or networks with high cross-talk attenuation. In one method signal generator and receiver are combined in a single unit which incorporates an oscillator controlled by the generator frequency; in others the heterodyne frequency is equal to the unmodulated generator frequency.

621.317.616:621.375.625
1930

621.317.616:621.375.32
1935

621.317.74
1932

621.317.755
1931
Bipolar Oscilloscope—G. H. Leonard. (Wireless World, vol. 64, pp. 395-398; August, 1958.) A commercial model can be modified to have a bandwidth of 30 me without using a distributed amplifier. A circuit is described which uses tubes having high figures of merit, with low anode loads and as cathode followers to reduce the effects of input capacitance; ac coupling must be used.

621.317.794:621.396.822
1934
The Measurement of Transistor Voltage/Capacitance Characteristics Using Pulse Techniques—B. J. Cooper. (Electron. Eng., vol. 30, pp. 440-441; July, 1958.) The effects of junction heating and thermal runaway effects are reduced, which enables the ambient temperature characteristic to be obtained from measurements of small voltage or current transients observed on an external cathode ray tube.

621.317.799:621.341.7
1935
Transistor Test Set—J. N. Prewett. (Wireless World, vol. 64, pp. 369-372; August, 1958.) An inexpensive test set is described which will measure the collector leakage current and current amplification factor of transistors, with up to 200 mw collector dissipation, with an accuracy sufficient to determine their suitability for a particular circuit.

621.317.799:621.385.1
1927
New Portable Electron-Tube Tester—A. A. Heberlein. (Bell. J. Res., vol. 36, pp. 179-181; May, 1935.) The equipment is designed for testing most tubes including cold-cathode and subminiature types.

OTHER APPLICATIONS OF RADIO AND ELECTRONICS

531.787:621.383.4
1938
A Sensitive Defocussing Photoelectric Pressure Transducer—J. R. Greer. (Electron. Eng., vol. 30, pp. 430-439; July, 1958.) The instrument depends upon the pressure difference existing across an extremely thin aluminized terylene foil diaphragm to focus or defocus the
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November
beams of light falling on Ge-type photocells. The frequency response extends to 300 cps and the minimum sensitivity obtained is approximately 8 volts for a pressure change of 1 cm of water.

535.33-15:621.383.4 3219

535.822.5:621.379.6:535.623 3220
Wavelength Television Colour-Translating Microscope—K. V. Zwoykind and F. L. Htoke, (Science, vol. 126, pp. 805-810; October 25, 1957.) A microscope projects the image on to the photosensitive targets of a television camera, the video signal from which is used for the reproduction of the image on the screen of a trichromatic receiver. Illumination is so arranged that radiation of the three selected ultraviolet wavelengths falls on the specimen in successive pulses.

621.365.52 3221

621.374.33:77 3222
Inexpensive Photographic Timer—J. H. Jowett. (Wireless World, vol. 64, pp. 385-387; August, 1958.) Description of a simple system, based on a "bootstrap" circuit, for compensating variations in enlarger-lamp supply voltages.

621.384.622.2 3223
New Method of Control of Ultra-High-Frequency Circuits for a Linear Electron Accelerator—M. Pihon. (C.R. Acad. Sci., Paris, vol. 246, pp. 582-586; January 27, 1958.) By controlling the output of a circuitron by a suitable circuit it is possible to obtain a power constant within ±2 db at any frequency from 2 to 4 kmc.

621.385.833 3224
Chromatic Aberration and Resolving Power of Microscopes—W. E. Meyer. (Optik, Stuttg., vol. 15, pp. 43-46; January, 1958.) The resolution limit for very large chromatic aberration is found to exceed the one for vanishing aberration by a factor of only 1.4.

621.385.833 3225

621.387.424 3226

621.390.934 3227
Guided Weapon Techniques—P. Case. (Wireless Week, vol. 64, pp. 354-359; August, 1958.) Systems are classified in two main groups: a) continuous-data systems in which data relating to the position of the target are analyzed while the missile is in flight; in this system is necessary for interception of moving targets; b) systems of preset trajectory suitable for long-range missiles, in which the missile is programmed to locate its position in flight by terrestrial, inertial, celestial or radio measurements and to adjust its own course to the preset one. The technique of different guidance techniques are described.

PROPA GATION OF WAVES

621.390.11-621.372.2 3228
Surface Waves—M. Barlow. (Proc. IRE, vol. 46, pp. 1413-1417; July, 1958.) Qualitative discussion of the important characteristics of surface waves, including the launching problem and the effect of surface curvature.

621.390.11 3229
The Calculation of the Coefficients of Reflection and Refraction from the Ionosphere—C. Rudlosso. (Not. Recensioni Notiz., vol. 6, pp. 898-860; November/December, 1957.) Summary of formulas for various types of surface, and description of the Smith chart instead of Burrows' field strength curves for obtaining the coefficients.

621.390.11 3230
Transient Radio-Frequency Ground Waves over the Surface of a Finely Conducting Plane Earth—R. J. Joulicher. (J. Res. Natl. Bur. Stand., vol. 60, RP 2844, pp. 281-285; April, 1958.) Displacement currents in the conducting earth are neglected. The results of an analysis using Laplace transformations indicate that current sources with sinusoidal form in the time domain can be used to simulate atmospheric and to reconstruct propagated signals of pulsed radio-navigation systems.

621.390.11 3231
Solar Activity and Radio Communication—Naismith. (See 3090.)

621.390.11 3232

621.390.11 3233
Ray-Tracking Technique in a Horizontally Stratified Ionosphere using Vector Representations—R. J. Marcou, W. Pfister, and J. C. Ullwick. (J. Geophys. Res., vol. 63, pp. 301-313; January, 1958.) "Vector expressions are derived for tracing oblique ray paths, taking into account the full effect of the earth's magnetic field. The method is an extended analytical generalization of earlier two-dimensional case based upon crystal optics (718 of 1950). A method for high-speed computers is described for ray tracing in a horizontally stratified ionosphere, for determining by an iteration process the index of refraction and wave normal direction, and for determining electron-density distributions from rocket data."

621.390.11 3234
The Use of Sweep-Frequency Back-Scatter Data for Determining Oblique-Incidence Ionospheric Characteristics—J. E. Naismith. (J. Geophys. Res., vol. 63, pp. 335-351; June, 1958.) Data from further back-scatter experiments (see 3019 of 1954) at Boulder, Colo., with antennas beamed on Sterling, Va. (2370 km), are compared with a) frequency-sweep point-to-point recorder data for the Boulder-Stirling path, and b) mid-point vertical-incidence data. Most MUFs determined by skilled personnel from frequency-sweep back-scat data and actual MUFs determined by means of a) is shown to be small, provided proper antennas are used. Many records are illustrated.

621.390.11 3235
The Mechanism of Long-Distance Propagation of Ultra Short Waves—R. Schimmen. (Forschungsarbeiten u. Elektroakust., vol. 66, pp. 52-61; September, 1957.) Theoretical investigations indicate that the process of partial reflections by inversion layers may contribute significantly to the propagation of ultrashort waves over long distances. Results of field- and laboratory measurements of signals propagated over distances of 195, 360 and 450 km at 88.5 and 92.1 mc, respectively, are of the same order of magnitude as those derived theoretically assuming partial reflections.

621.390.11 3236

621.390.11 3237
Investigation of Long-Distance Overwater Tropospheric Propagation at 400 Mc/s—H. E. Dinger, W. E. Garner, D. H. Hamilton, Jr. and A. E. Teachman. (Proc. IRE, vol. 46, pp. 491-491; July, 1958.) Experimental results of signal strength measurements for overwater paths up to 630 nautical miles are presented. For signals believed to be unaffected by refraction conditions, a cyclic variation of attenuation rate with distance was found, but this did not differ substantially from a linear rate of 0.16-0.18 db per nautical mile.

RECEPTION

621.372.632.029.64:538.632 3238
A New Microwave Mixer—H. M. Barlow, J. Brown, and K. V. G. Krishna. (Nature, London, vol. 181, p. 1008; April 5, 1958.) Equipment based on the Hall effect for measuring power at microwave frequencies using a semiconductor in a resonant cavity (see 1217 of 1958). Equipment for use as a mixer. The conversion loss is about 60 db for InAs with a local-oscillator power of 100 watts at 8 cm A.

621.376.23 3240
The Calculation of the Performance of A.M. Detectors with Characteristics Represented by Angled Straight Lines—H. Schneider and G. Petrich. (Nachrichten, Z., vol. 7, pp. 549-551; December, 1957.) An investigation of harmonic distortion in AM detectors shows that freedom from distortion and increased sensitivity are obtained if the operating point moves in accordance with the fluctuations of the modulation. See also 2893 of 1957.

621.390.82:621.397.621(083.74) 3241

621.390.828 3242

STATIONS AND COMMUNICATION SYSTEMS

621.391:519.21 3243
between a fixed station and trains of road vehicles by means of cables buried along the truck or under the road surface. Field strength is calculated and measured for systems operating at 50 kc and 30 kc. A comparison of the systems shows that the frequency range 100 kc is the most advantageous for this purpose.

**SUBSIDIARY APPARATUS**

621.311.6:621.314.7

621.190-621.195 Thermoelements and Thermoelectric D.C. Generators—K. Peschke. (Arch. Elektrotech., 43, pp. 328-354; November 29, 1957.) Detailed theoretical investigation of thermoelectric efficiency, taking account of the various thermoelectric effects, and changes in resistivity and thermal conductivity. Higher efficiencies should be obtainable [see also 3655 of 1957 (KicKl)] than those indicated by other authors. Problems of construction and mechanical strengths are also considered.


621.311.6:621.314.7 Investigation of the Utilization of Solar Energy for the Production of Electrical Energy—G. R. Rummert. (Frequenz, vol. 11, pp. 380-385; November, 1957.) Theoretical results are used to predict certain system operating characteristics. A comment by Kalm (ibid., pp. 1429-1430) refers to improved systems in operation.


621.311.6:621.314.7 Transistor Power Supply has Overload Protection—H. L. Ervin. (Electronics, vol. 31, pp. 74-75; June 20, 1958.) The current limiting circuit described has an insatiable response.

621.316.722.1:621.314.6 Zener-Diode Voltage Stabilizer—S. Wellon. (Wireless World, vol. 64, pp. 381-383; August, 1958.) The breakdown voltage of a Zener diode is suitable for use in stabilizing the voltage supplied to motors operated from small batteries.


621.316.722.1:621.314.6 TELEVISION AND PHOTOGRAPHY


621.316.5:621.316.7 Beam-Landing Errors and Signal-Output Uniformity of Vidicons—R. G. Neuhouser and L. D. Miller. (J. Soc. Mov. Pict. Tele. Engrs., vol. 72, pp. 149-154; March, 1958.) The uniformity of signal output is markedly affected by the beam-landing characteristics that result when the vidicon is operated in present deflecting and focusing systems. A comparison of various types of vidicon tube is made.


The circuit enables a delayed signal to be combined with the RF source used for test TV receivers. The delay, amplitude and rate of change of phase of the delayed signal are adjustable. The effects of signals reflected from fixed or moving objects are to be tested under laboratory conditions.

The NARCOM Plan for Transatlantic Television and other Wide-Band Telecommunications—Habest. (See 3250.)


The difficulties encountered in the Eurovision system of international television broadcasting are discussed. The main problems are non-compatible line structure and frame rate, relay time and language differences.


Modulated klystrons, locked to a crystal reference oscillator, are used in a wide-band FM system at a frequency near 2 kc. Hybrid rings are used to combine sound and vision carriers at the transmitting antennas and to give balanced mixing in the receiver.

Signal Generator for Tests on Long-Distance Television Links—E. Guva. (Notizies Risonanz, vol. 7, pp. 67–78; January/February, 1958.)

The generator described is capable of producing bursts of 3-7 kc sine waves, at a predetermined frequency, and is intended to detect ringing in a television link system.


Description of methods adopted by T.A.S.O. (see 3299 above) for assessing the overall performance of a television system.

TUBES AND THERMIONICS


The characteristics of various semiconductor devices such as Ge and Si junction diodes and transistors, including recent high-frequency and high-power types, are reviewed.

The Forward Switching Transient in Semiconductor Diodes at Large Currents—F. S. Barros. (Proc. IRE, vol. 46, pp. 1427–1428; July, 1958.) The phenomenon is explained in terms of the current modulation of the resistance of the bulk of the semiconductor diode. Methods of reducing the voltage transient are noted.


The phenomenon is explained in terms of the current modulation of the resistance of the bulk of the semiconductor diode. Methods of reducing the voltage transient are noted. See also 3684 of 1957 (Dobrinski, et al.).


Note on Applications of Si Reference diodes, particularly for voltage stabilization in transistor circuits. See also 3684 of 1957 (Dobrinski, et al.).


Nine papers, listed below, review progress in selected areas of research and development of transistors. With functional properties of a sufficiently wide range now available for application in most communication systems. Significant progress has been made in realizing the reliability and long life required for telephone service. Transistors are now used in government communication systems and in station facilities employing transistors and other solid-state devices, are being developed. Titles of the papers are as follows:

1) Semiconductor Research—M. Sparks. (pp. 193–197.)
2) Research in Circuits and Systems—R. L. Wallace, Jr. (pp. 198–201.)
3) Transistor Design: The First Decade—W. J. Pienephol. (pp. 202–206.)
4) Transmission Applications—M. B. McDavitt. (pp. 207–211.)
5) Application of the Telephone Switching—A. E. Ritchie. (pp. 212–215.)
6) Station Apparatus, Power and Special Systems—W. A. Depp and L. A. Meacham. (pp. 216–221.)
7) Military Applications—J. A. Baird. (pp. 221–225.)
8) Transistor Manufacturer—J. E. Genth. (pp. 226–228.)
9) Systems Planning—D. F. Both. (pp. 229–233.)


The methods by which the magnetic field may be accurately aligned with the tube axis are discussed. The best adjustments enable 99.9 per cent of the emitted electrons to be delivered to the collector.

The Impact of Microwave Amplifiers—F. P. Cioffi. (Bell Lab. Repts., vol. 36, p. 175; January, 1958.)

Beam focusing in microwave amplifiers is considered. The methods by which the magnetic field may be accurately aligned with the tube axis are discussed. The best adjustments enable 99.9 per cent of the emitted electrons to be delivered to the collector.


Using an S-band traveling-wave tube the small-signal gain for an L-band signal (1 kc) was increased by 35 db by adding at the input a high-level signal at 3.2 kc. Without readjustment a similar gain enhancement was measured for signals at frequencies well above the S-band. An explanation of the effect of mixing effects associated with electron beams—see 3073 of 1957 (DeGrasse and Wade).
Harmonic Generation at Microwave Frequencies using Field-Emission Cathodes—J. R. Fontana and H. J. Shaw. (Proc. IRE, vol. 46, pp. 1424–1425; July, 1958.) An expression for the harmonic amplitudes in the emission current is obtained, from which the performance of any field emitter whose basic properties are known can be calculated.

The High-Temperature Conductivity-Mechanism of Oxides with Thermal Electron Emission—A. Paulisch. (Z. angew. Phys., vol. 9, pp. 412–426; August, 1957.) The results of conductivity and emission measurements on a number of oxides confirm the more general applicability of the pore conduction mechanism previously defined for (Ba, Sr)O cathodes [see, e.g., Loosjes and Vink (2934 of 1950)].

Measurement of Instantaneous Absolute Barium Evaporation Rates from Dispenser Cathodes—W. C. Rutledge, A. Mikh, and E. S. Rittner. (J. App!. Phys., vol. 29, pp. 834–839; May, 1958.) The evaporation rate and the BaO content of the evaporant are determined by exposing a clean tungsten wire to a stream of Ba and noting the time required to reach maximum emission. Typical results are given for a wide range of Ba-BaO compositions.

New Portable Electron-Tube Tester—Heberlein. (See 3217.)

Noise in Mixer Tubes—A. van der Ziel and R. L. Watters. (Proc. IRE, vol. 46, pp. 1426–1427; July, 1958.) It is proved that the theorem for calculating mixer tube noise by averaging over a complete local-oscillator cycle is valid for noise with a white spectrum. The theorem is incorrect if the spectrum is not white.


The Utilization of the Waste Heat of Transmitter Valves with Evaporation Cooling—W. Voigt. (VDI Z., vol. 100, pp. 564–565; May 1, 1958.) In the transmitting station Jülich most of the heat extracted from the tubes is used for station heating purposes, resulting in considerable fuel economy. See, e.g., 1982 of 1957 (Protze).

Transit Time and Space Charge in the Spherical Diode—L. Gold. (J. Electronics Control, vol. 4, pp. 335–340; April, 1958.) The transit time and current/voltage relation for a spherical diode have been determined using a time-dependent Poisson equation as applied in the case of a cylindrical diode (1931 of 1958). The effect of cathode-anode inversion is also examined.