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Engineering Shortage, 1962? 
Passing almost without notice 
is the fact that last year's col-
lege class of freshman engineers 

increased only about one per cent over that of 1956. Scattered 
early reports this fall indicate no significant increase over 1957 
and possibly a drop. This does not bode well for the accuracy 
of predictions which showed our graduations of 1961 and 1962 
on an upward trend. 

Countering this downward enrollment is a shift to larger 
electrical engineering enrollments where, under the impact of 
electronics, many of our departments have made advances in 
removing the hardware and are attacking the subject at a high 
science level. Of course you can hear that these boys are at-
tracted to electrical engineering only by the glamor, that the 
field will not be able to support so many, and they will in-
evitably return to the older engineering disciplines as more 
sound and solid. We seem to recall having heard that once be-
fore, and isn't electronics now our fifth largest industry? 

Good students go where they see the greatest intellectual 
challenge, and electrical engineering seems to be that field. 
Another overlooked straw in the wind is that science enroll-
ments generally went up this fall. Does this indicate a greater 
challenge from the science field to the young student? Do non-
electrical branches of engineering appear less glamorous, more 
stultified, more tied to techniques of this earth than does elec-
trical engineering or science? Has our renovation of engineer-
ing education been too long debated and delayed on many 
campuses, and has it thus placed us in the position of running 
behind in meeting the desires and aspirations of the good 
students? Are we going to miss our opportunity and remain a 
profession of quasi-technicians? 

Or does it mean that the electrical engineers are going to 
have to do the whole job—witness digital computer applica-
tions to machine tools or highway cuts and fills (Scanning the 
TRANSACTIONS, page 1972 this issue). 

Shows and Symposia. An extensive complex of shows and 
exhibits, accompanied by technical symposia, has grown up 
in the electronics profession around IRE sponsorship. Since 
the first National Electronics Conference in Chicago in 1944 
we have added WESCON, NEREM, SWIRECO, MAECON, 
Dayton PGANE, and others. In recent weeks after attendance 
at the Cedar Rapids event and NEC, and a near miss at the 
Canadian Eighth Region Exhibition, we have been impressed 
with the "taking it to the grass roots" aspects of these services 
to the electronic profession. 

The National Electronics Conference is probably the old-
est such event, having just run its fourteenth version. Started 
in 1944, it already has traditions among which is the story 

that it was planned in a cocktail lounge with only fuzzy 
memories and the minutes on a napkin. After it was swamped 
with an attendance of 3000 in wartime Chicago after advance 
preparations for 400, the statement now is that if you stood in 
line all day for a hotel room, after having confirmed reserva-
tions, you are properly a Founder, and if you then slept in 
the swimming pool you are a Charter Member. The NEC 
has continued to prosper, and this year had the foresight to 
sign up in May as a luncheon speaker the man who recipro-
cated by selecting the NEC weekend to fire the first moon 
shot that got away—Dr. Simon Ramo. 

In operating conferences and shows for service to the pro-
fession we have also developed a breed of young volunteer 
show and convention managers who know how to stage such 
events properly—who sell the exhibit space, sort the abstracts 
to find the papers most suited to today's technical interests. 
sandbag the banquet speakers into speaking, and then start 
the sessions on time and know how to properly greet and in-
troduce a speaker. 

It does not appear that our counterparts in other technical 
fields have developed these skills in handling guests, nor in 
conveying apparatus and information to the hinterlands. Per-
haps it is the easy portability of much electronics hardware, 
but we are more inclined to suspect the continuing technical 
hunger of alert and young scientifically trained minds. The 
recent shows again contribute to the feeding of these ap-
petites, with improvements in measuring equipment, further 
sophistication in computing and data handling, and the con-
tinuing ascendance of the transistor. 

Who attends these symposia and shows? The answer 
points to the man concerned with technical projects or re-
sponsibilities, there to hear papers which will aid him in the 
solution of his problem, or to find a new Mark II widget, half 
as large, one fourth as heavy, and ten times as fast as the old 
1957 Mark I he has been using. Does he actually attend? In-
complete figures show attendance around the country in excess 
of 115,000 last year. Considering an IRE membership of 
68,000 and a Fortune estimate of 100,000 as the electronic 
engineering population of the country, it seems fair to con-
clude that these exhibits and programs do serve our profes-
sion. 

New Members, Anyone? Realizing that an EMF E does not 
produce a rapid response in circuits of high L, or that an im-
pulse does not instantaneously move a heavy body, or that an 
application blank is not always to be had when the will to 
sign is, you will find a membership application ready for filling 
out and signing following page 6 of the new IRE DIRECTORY, 
so conveniently placed you need not even lift the DIRECTORY. 
—J. D. R. 
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Elmer H. Schulz 
Director, 1958-1959 

E. H. Schulz (A'38—SM'46—F'58), assistant director of 
Armour Research Foundation of Illinois Institute of Tech-
nology, was born in Lockhart, Tex., on October 30, 1913. He 
was graduated from the University of Texas in Austin with 
the B.S. degree in electrical engineering in 1935 and the M.S. 
degree in 1936. He received the Ph.D. degree from the Illinois 
Institute of Technology in Chicago in 1947. 

From 1936 to 1942 he taught electrical engineering at the 
University of Texas. In 1942 he joined the staff of Illinois 
Institute of Technology, where he taught senior and graduate 
courses in radio engineering and was in charge of war-training 
programs in electronics and radio. 

He became assistant chairman of the electrical engineering 
research department of Armour Research Foundation in 1946, 
and the following year was named chairman of the electrical 
engineering department. Later he became manager of the 

physics and electrical engineering division. His advancement 
to assistant director of the Foundation in 1953 put him in 
charge of the research activities of nearly 900 scientists and 
engineers in nine departments. 

He is co-author of "Experiments in Communications and 
Electronic Engineering," and the author of a number of tech-
nical papers. His present position in the IRE is director for 
the Fifth Region. He served as chairman of the Chicago Sec-
tion in 1949-1950, and has been on the National Education 
Committee and the National Industrial Electronics Commit-
tee. 

Dr. Schulz is a past president of the National Electronics 
Conference and the Radio Engineers Club of Chicago. He is 
a Fellow of the American Institute of Electrical Engineers and 
a member of the Western Society of Engineers and the Ameri-
can Association for the Advancement of Science. 
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Scanning the Issue  
General Power Relationships for Positive and Negative such unpretentious and vividly descriptive words as babble, 

Nonlinear Resistive Elements (Pantell, p. 1910)—Considering hiss, hum, singing, and thump. In fact, the only verbal 
the key role that nonlinear devices have long played in radio atrocity we could find in its half-dozen pages was one in which 
and electronics, it may seem surprising that our theoretical radio engineers had no hand in inflicting on a defenseless 
understanding of nonlinear circuits has not been more fully society: onomatopoeic. 

developed long ago. Although the difficulty of analyzing non-
linear phenomena has caused progress to come slowly, the Frequency Variations in Short-Wave Propagation (Ogawa, 
emergence of more sophisticated devices has provided con- p. 1934)—If a short-wave transmitter could be built having 
siderable incentive in recent years for learning more about perfect frequency stability, the signal would nevertheless vary 
fundamental properties of nonlinear circuit elements. As a in frequency at the receiving end. The variations would be 
result, a number of important papers have been published on caused by the up-and-down movement of the reflecting layer 
the subject just in the past several years. One of these, which of the ionosphere, creating a Doppler effect, and by variations 
appeared in PROCEEDINGS two years ago, investigated some of electron density in the atmosphere, causing changes in 
general power relations which govern nonlinear reactance propagation velocity. This paper explores the nature and mag-
modulators, yielding equations that have proven to be of far- nitude of these variations and describes experiments in which 
reaching significance in the study of modulators, demodula- they were accurately measured. The results are of quite broad 
tors harmonic generators, and parametric amplifiers. The interest. For one thing, they emphasize that frequency varia-

tions in the short-wave band, where most of the world's stand-
ard frequency signals are transmitted, are surprisingly worse 
than in the VLF band. The magnitude of the variations will 
also interest communications people, especially those con-
cerned with single sideband systems, where small frequency 
deviations can cause distortion of the received signal. Finally, 
the observations provide further insight into the short and 
long term instabilities and disturbances in the ionosphere it-
self. 

present paper extends this work to include nonlinear resistors, 
deriving some important relationships concerning modula-
tion efficiency, efficiency of harmonic generation, and stabil-

ity. 

Performance of Some Radio Systems in the Presence of 
Thermal and Atmospheric Noise (Watt, et al., p. 1914)—This 
paper presents a wealth of practical communications data that 
will be of value to engineers concerned with radio systems de-
sign and performance specification. The authors examine a 
large amount of experimental data, both their own and data 
reported by other workers, for the purpose of comparing the 
performance of several basic types of communication systems 
under various typical conditions of fading and noise. The sys-
tems studied are aural Morse, frequency shift keying teletype, 
and voice. From the results of this analysis it now appears pos-
sible to predict with a good degree of accuracy the perform-
ance of many types of radio systems under a wide range of 
typical noise conditions. This study should be valuable as a 
reference in considering the choice of various types of systems, 
as well as the operating parameters of the system finally 

selected. 

Structure-Determined Gain-Band Product of Junction 
Triode Transistors (Early, p. 1924)—Ever since the transistor 
was first developed there has been a good deal of interest in 
the maximum frequency that could be achieved for amplifica-
tion and oscillation. The early transistors operated at only a 
few megacycles. We now have all-transistor equipment that 
operates at 100 megacycles, and transistors that have been Annual Indexes to IRE Publications (following p. 1994)— 

This paper describes the upper frequency limit of a diffused made to oscillate at above 1000 megacycles in the laboratory. 
The final 40 pages of the editorial section of this issue provide 

base triode transistor in terms of a gain-bandwidth figure of 

a key to a major share of the technical developments reported 

merit that is approximately equal to the maximum frequency 

in our field during 1958. In these pages will be found indexes 

of oscillation, and examines what effect the structure of the to the titles, authors, and subjects of nearly 1000 papers, d book reviews which appeared in the pages of the 
transistor and the operating biases have on this merit figure. r., letters ' • 

an 
rROCEEDINGS, the IRE NATIONAL CONVENTION R ECORD, and 

The analysis shows that the diffused base transistor has an the IRE WESCON CONVENTION RECORD this year. The 1958 
upper frequency limit that is an order of magnitude higher 
than either the field effect or analog transistor, and points an index to the Professional Group TRANSACTIONS covering 

another 800 papers will be published early next year. 
encouraging finger at the possible use of transistors for some An important change has been made this year in the form 
m icrowave applications. of the indexes. The author and subject listings, instead of 

IRE Standards on Audio Techniques: Definitions of Terms, giving a cumulative index number which then has to be looked 
1958 (p. 1928)—This Standard updates and supersedes a like hp in a table of contents to be further identified, refer directly 
named Standard issued by the IRE in 1954, covering a subject to the month and page number where the item was pub-

which represents one of the largest fields of interest (in terms lished. 
of number of members) within the IRE. It is encouraging to It might be noted in passing that these final 40 pages bring 
note that despite the fact that radioelectronics is rapidly the number of PROCEEDINGS editorial pages published in 1958 
changing from an empirical art to a highly sophisticated to a grand total of 2200, an 18 per cent increase over 1957. 

science, its practitioners are still talking in down-to-earth 
language. Among the 170 terms defined herein one will find Scanning the TRANSACTIONS starts on page 1972. 

IRE Standards on Recording and Reproducing: Methods 
of Calibration of Mechanically-Recorded Lateral Frequency 
Records, 1958 (p. 1940)—It is not unlikely that quite a num-
ber of PROCEEDINGS readers automatically skip over an IRE 
Standard when it appears, figuring that it will be about as ex-
citing to read as the dictionary. Actually, these documents, 
covering as they do the measurement and description of al-
most every phenomenon and concept in the realm of radio en-
gineering, are very much alive with a rich technical lore that 
is not only highly instructional but often interesting and 
unusual as well. This Standard deals with frequency records— 
records on which various significant frequencies have been re-
corded in order to test phonograph pickups and recording sys-
tems. The purpose of this document is to describe ways of 
measuring and calibrating the recorded amplitude of the 
signals impressed in the record. The front cover of this issue 
hints at the unexpected and ingenious nature of the methods 
employed. For further details see page 1940 
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General Power Relationships for Positive and 
Negative Nonlinear Resistive Elements' 

RICHARD H. PANTELLt, ASSOCIATE MEMBER, IRE 

Summary—The method developed by Manley and Rowe for the 
treatment of nonlinear reactive elements is extended to include non-
linear resistors. General power relationships are derived which yield 
modulation efficiency, efficiency of harmonic generation, and stability 
criterion. 

INTRODUCTION 

M ANLEY and Rowe [1] developed some general 
power relationships for nonlinear reactive ele-
ments, and Page [2] considered power rela-

tionships for positive nonlinear resistors. The term 
"positive" implies that ai/av >0, where i=current, 
v -- voltage, for all values of current and voltage. By 
means of an approach analogous to the procedure used 
by Manley and Rowe, it is possible to derive power re-
lationships for positive and negative nonlinear resistors, 
and to obtain criteria for instability resulting from the 
presence of a negative nonlinear resistor. 

ENERGY RELATIONSHIPS 

It is assumed that voltage is a single-valued function 
of current, and that both the voltage and current asso-
ciated with the nonlinear resistor of Fig. 1 can be ex-
panded in Fourier series. 

Each parallel branch in Fig. 1 is tuned to a different 
frequency. From left to right, the first branch is the 
nonlinear resistance, the second branch is tuned to dc, 
the third branch is tuned to coi, the fourth to coo, and the 
remaining branches resonate at sum and different fre-
quencies of col and wo. The Fourier expansions for volt-
age and current are: 

co 

= E E vmnej(nui-ny) 

= E E imei(mx-I-ny) 

m=—.0 n=—oo 

X = wit 

Y = coot. 

The dc term is included by letting m =-0=n. 
Since i and y represent real quantities, 

lf,„„ = 

/mn = 1 —m—n* 

(1) 

(2) 

(3) 

where the asterisk denotes the complex conjugate. The 
average real power associated with the mn term is 

* Original manuscript received by the IRE, June 23, 1958; revised 
manuscript received, September 8, 1958. 

Microwave Lab., W. W. Hansen Labs. of Physics, Stanford 
Univ., Stanford, Calif. 

V 
WI 

Fig. 1—The multitank nonlinear resistance circuit. 

Wmn = 2Re[V.I„,„*] 

= mn mn V„,„*I„,„. 

The reactive power is 

X„,„ = 2 Im [V„,„/„,„*J 

= j[Ven *Imn — V met' mnl• 

The relationships expressed thus far are the same as 
those used by Manley and Rowe. In their treatment of 
the nonlinear resistive element, they proceeded in the 
following manner. Since 

(4) 

14,2„ = — dy dx ve—i(mr+no 
47r2.. o 

therefore, 

e 

E E inivm,J,nn* 
nc«—co 

(5) 

(6) 

=-1 r 2ordy j. 271. 
dx v E E jmImn*e-1(mr÷"). (7) 

4.2 J0 o m=—Do n=—co 

The double summation on the right-hand side of (7) 
can be expressed in a more convenient form by noting 
that from (2), 

ai 
— = 
ax 

E E Ininitnei(ex+ny) 

m».—cy 

E E (8) 

Eq. (9) is obtained by the substitution of (8) in (7): 

co e 1 f  21` 2w ai 
E E = dy f dxv 

47r2 o 0 ax 

1 f  f i(2w,V) 

— dy 
472 o ico.v) 

vdi. (9) 
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Since y is a single valued function of i, and i(0, y) =i(27r, 
y), the right-hand side of (9) is zero. Thus, 

co 00 00 cc 

E E imv„,„/..* = E E ini(v„,./„,„* — v„,„*/„„‘) 
m--co 0=-00 

co co 

E E mxm. o. (10) 
m=0 

Similarly, (11) can be obtained by reversing the order 

of integration in (6), 

E E nX,„„ = 0. (11) 
n=0 

Eqs. (10) and (11) are valid, but yield little useful in-
formation regarding the behavior of nonlinear resistors. 
The procedure that follows gives relationships involv-

ing real power rather than reactive power. First, both 
sides of (6) are multiplied by —m2/,,,,,* and summed over 
m and n, as expressed by (12): 

co ce 
E — mwm„/„,„4. 

00=—cc /1= — DO 

1 1.2T f d 20 e 00 

= — J dy xv E E — (12) 
47r2 o  

Since 

ax2 

oo 

70=-00 yl.s—.0 

▪ E E — 
sn= -00 ,0,c 

m 2L.ei(ms+no) 

(12) can be rewritten in the form given by (14): 

oo 
- E 

m=-00 

(13) 

cc 1 f  J 
21. . 2? 

E ney.„rmn* = — dy dx — • (14) 
n=—oo 471-2 0 oaX2 

The right-hand side of (14) can be integrated by parts: 

1 J. 2ir — «92idy dx — 
4.2 o ax2 

1 2ir 

— f dy[y 
41-2 o 

ai 
ax 

27t 21r av ai 
- dx-- 
Jo  

Because of the periodicity of y and i, 

= 0. 21' 

8x1 o 

(15) 

E 
m=-30 0=-30 

Since 

E E 
m=-00 71 - 20 

1 f 2n. f 22. ai (avy 
— dy dx— — . (16) 
47r2 Jo o av ax 

= E E m 2[ ± I 

SO OS 

= E E in2 
m=0 n--co 

the desired power relationship is: 

where 

E E mnymn = h„,. 
111 -=0 

(17) 

= —1ir2f dy f"dx —ai (12 . (18) 
4 Jo  aX 

If the order of integration is reversed in (6), (19) may 
be obtained by the same procedure used to derive (17): 

where 

E E Wonn = h„, (19) 

1 2° 27r a; at, 2 
hn = — dx f dy —(—) . 

4.2J 0 0 av ay 
(20) 

The power relationships expressed by (17) and (19) de-
fine the characteristics of the nonlinear resistive ele-
ment. 

THE POSITIVE NONLINEAR RESISTOR 

The positive resistor has the characteristic that 
ailay > 0, which means the integrands in (18) and (20) 
are never negative. Therefore the power relationships 
can be written as 

E E m2117„,„ 0 (21) 
m=0 0=-00 

E E n2W,„„ 0. 
n.s0 

For the case of harmonic generation this means that 

Irmo 1 

Wto 

where 

(22) 

Also, Wto = power associated with the local oscillator fre-

fo 2rdx aL, _ai . quency 
dx — — . W,,,o= power associated with the mth harmonic. 

ax aX try  aavi (aexv ) 2 

This result is the same as that obtained by Page [2 J. For 
With the above equalities substituted for the right-hand the case where modulation is involved (23) and (24) are 
side of (14), (16) is obtained: obtained: 
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W 10 ± in2W,,≥ 

W oi n2147. ≥ 

(23) 

(24) 

where 

W10= power associated with the local oscillator fre-
quency 

Woi =power associated with the signal frequency 
W,„„= power associated with the modulation fre-

quency. 

Since the coefficient of W,n„ is positive in both (23) and 
(24), instability is not possible in the manner that in-
stability might result for the nonlinear reactive element. 
In addition, power is not conserved. Since 

Pin = W10 + WO1 

Pout = 1 Wmn 1 

the conversion efficiency is 

Pout 

77 = 
p in m 2 + n 2 

1 

For In-= n =1, the maximum conversion efficiency is 50 
per cent. For frequency doubling by means of harmonic 
generation the maximum efficiency is 25 per cent. 

Eqs. (17) and (19) are valid for a linear resistor. For 
this case 

ai 
— = G = constant, 
av 

and h,„ and hn become 

h,„ = 2G E E nev„,,,v„,n* 

on co 

ha = 2G E E n2v„„zvmn*. 
mm—co nm0 

Since W,n„= 2G V„,„ V„,„*, this means that all the power 
into the resistor at each frequency is dissipated as loss 
and there can be no harmonic generation or modulation. 

SMALL-SIGNAL ANALYSIS 

If the local oscillator voltage is much larger than the 
signal and modulation voltages, then ai/av is a periodic 
function of x only: 

ai 
— = 
ay 

E Gee'. 
ro 

Since ai/av is a real quantity, 

G_, = Gr*. 

The expression for h,, is 

(25) 

1 r oo 2.7r /8v\ 2)  

Ii =— f dx E Gre)"• f dy — e (26) 
47r2 r=-00 ay 

where 

\ 2 

\ ay 

Ce CO Ca 

EV.2,Vmn(sn)eii (mi-e2)x-F(n+a)211 . 
o—on 

Because of the orthogonality of the exponential func-
tions over the period 2r, 

2*( av 
— dy = E E E 

J 0 ay 

Therefore ha becomes 

hn = 
1 2r 00 

dx E 
27 o r=—m 

co 00 00 

E E E n2G,V V „,nei(m—q+,), 
0=— 00 M=- 00 n_— no 

00 
- E E E n2G(0_,„)Vq„*Vmn. 

.7& 
(27) 

The notation G(,_„,) does not mean a double index on G, 
but rather that the G, appearing in Eq. (27) corresponds 
to r= q — m. The small-signal power relationship is 

oo on co on 

En2W,„„ = E E E n2G(„_,,) V qn*Vm. 
q•«-00 = - 00 n = — co 

1 f 27 ai 
G(g-m) = — dx e-2(m)x. 

o av 
(28) 

If the external circuit is adjusted so that only the signal 
frequency and the modulation frequency corresponding 
to m =1 = n face an appreciable impedance, (28) be-
comes 

Wo1+ W11 = 2Go[Voi*Voi 

-F 2G_iViiVol* 2GiVoiVii*. (29) 

By an appropriate choice for the x=0 axis for the func-
tion ai/av, it is possible to make 

G_1 = G1* = G3 = a real constant. 

For this choice, (29) may be written as 

Wo1 Wu = 2G0[ Vo11 2 -F VII III 

2G1[ViiVoi* -F VoiVC]. (30) 

If instability is to occur it is necessary that 

2Go[ I Voii 2 -I- I V11121 -F 2G1[V11 Vol* -I- v01v119 < O. 

Since 

1 VO1 12 -1- 1 V11 12 -k vni701* + Vent 

the necessary conditions for instability are [3] 

Go < 1 

or 

Go' — G1' < O. 

(31) 
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EQUIVALENT CIRCUIT 

Eq. (28), which applies for the small-signal condition 
[4], may be derived in a somewhat different manner by 

noting that 

where 

ai 
ai = — Av 

av 

= E GreirzAv, 
7-=-0 

00 

E' V ..e) ("-+") 

(32) 

(33) 

The prime on the summation over n indicates that the 
n =0 term is not included, and therefore Ai and Av in-
volve only the signal frequency and the modulation 
terms. Combining (32) and (33), /mn may be written as 

00 

Imn = E Gm_gv,.. (34) 

By taking the complex conjugate of (34), multiplying 
by n2 V.., and then summing over m and n, (28) results. 
Assuming only the presence of the signal and one modu-

lation frequency corresponding to m = n =1, (35) and 

(36) result: 

/01 = GoVoi 4- GiVii 

= GiVoi GoVii. 

(35) 

(36) 

In terms of usual network notation, Go and G1 corre-
spond to the short-circuit admittance parameters, and 

(31) specifies the condition for non-physical realizability 
by means of passive elements. A r-network may be used 
for realization as illustrated in Fig. 2. It is interesting 
to note that reciprocity holds for the nonlinear resist-
ance, whereas this is not true for the nonlinear react-
ance. For any specified problem where the driving 
sources and associated impedances are given, gain and 
bandwidth may be determined by ordinary network 
calculations by connecting the sources and impedances 
to the appropriate terminals of Fig. 2 [4]. 

oi G1 

+ Go— 

v01 

o  
Fig. 2—Small signal equivalent circuit or the nonlinear resistance. 

BIBLIOGRAPHY 
Ill J. M. Manley and H. E. Rowe, "Some general properties of non-

linear elements, pt. I, general energy relations," PROC. IRE, vol. 
44, pp. 904-913; July, 1956. 

[21 C. H. Page, "Frequency conversion with positive nonlinear re-
sistors," J. Res. Natl. Bur. Stand., vol. 56, pp. 179-182; April, 
1956. 

[3] H. C. Torrey and C. A. Whitmer, "Crystal Rectifiers," M.I.T. 
Rad. Lab. Ser. McGraw-Hill Book Co., Inc., New York, N. Y., 
vol. 15, pp. 406-415; 1948. 

[41 H. E. Rowe, "Some general properties of nonlinear elements. II, 
Small signal theory," PROC. IRE, vol. 46, pp. 850-860; May, 
1958. 

[5] C. F. Edwards, "Frequency conversion by means of a nonlinear 
admittance," Bell Sys. Tech. J., vol. 35, pp. 1403-1416; Novem-
ber, 1950. 

[6] F. Dacos, "Energy considerations in nonlinear oscillatory cir-
cuits," BPI Symposium Proc., vol. 6, pp. 447-454; 1956. 

[7] W. Millar, "Some general theorems for nonlinear systems possess-
ing resistance," Phil. Mag., vol. 42, pp. 1150-1160; October, 1951. 

[8] C. Cherry, "Some general theorems for nonlinear systems possess-
ing reactance," Phil. Mag., vol. 42, pp. 1161-1177; October, 1951. 

CORRECTION 

G. L. Turin, author of "Error Probabilities for Binary 
Symmetric Ideal Reception through Nonselective Slow 
Fading and Noise," which appeared on pages 1603-1619 
of the September, 1958, issue of PROCEEDINGS, has re-
quested that the following corrections be made to his 

paper. 
The first line of (-12) on page 1606 should read: 

pm(u) = — f e*(oz,n(t — u)dt. 
2 

A factor of t should be inserted in the integrand of 

(17) on page 1607. 
In the first column of page 1609, the thirteenth line 

from the top should begin: Since 7=2 . . . . 
The line immediately following (54b) on page 1612 

should read: and similar expressions hold for OW and 
í(t). On the following page, the right-hand sides of (56) 
and (57) should be Kt) and 144, respectively. 
On page 1614, on the next to last line of section B, the 

nt should be a subscript to the x. 
In (84), on page 1615, the right-hand side of the last 

equation should be 21ENo. 
In some copies, (103) and (106) on page 1617 were 

printed incorrectly. The first factor on the right-hand 
side of (103) should read e(x2+1,2»2. The first factor in the 
second line of (106) should be e--0'32/4e2. 
The second equation of (118) should read: 

K2 —  
1 B2 
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Performance of Some Radio Systems in the Presence 
of Thermal and Atmospheric Noise* 
A. D. WATTt, SENIOR MEMBER, nt, R. M . COONt, MFMBER, ERE, 

E. L. MAXWELLt, AND R. W . PLUSHt 

Summary—The performance of several basic types of conununi-
cation systems are determined experimentally, and in some cases 
theoretically, under typical conditions with steady or fading carriers, 

and in the presence of thermal or atmospheric noise. The relative 
efficiency of various carriers and the interference factor of various 
types of noise are found to be dependent upon the characteristics of 
the particular communication system as well as the characteristics of 
the carrier and noise themselves. 

Methods are considered for calculating errors expected from a 
given system, based upon the amplitude distribution of the noise 
envelope. 

INTRODUCTION 

ACOMPLETE radio communication system can 
be considered as consisting of a large number of 
independent circuit elements arranged in a man-

ner similar to that shown in Fig. 1. In general, the ob-
jectives are to have a system capable of reproducing a 
given class or type of message at a given rate of trans-
mission with maximum reliability. At the same time, 
it is essential that the system require a minimum 
amount of transmitter power and produce a minimum 
amount of interference to services in adjacent channels. 

The accomplishment of these ends requires a careful 
consideration of the characteristics of all parts of the 
system and their interrelated effects. 

Fig. 1 illustrates the interesting fact that there are 
two system elements, the propagation path and the at-
mospheric noise, whose characteristics are beyond our 
control. In view of this, it is readily apparent that the 
characteristics of these two system elements must be 
determined as thoroughly as possible so that the other 
elements can be designed for optimum operation under 
the conditions established by the propagation path and 
the limiting noise. 

CARRIER CHARACTERISTICS 

The carrier characteristics are functions of many 
parameters, including path distance, terrain, frequency, 
and antennas. In general, VLF and LF carriers are 
nonfading, i.e., have a steady amplitude for normal 
message periods. HF carriers as a rule, are steady for 
ranges where propagation is by ground wave but are 
subject to ionospheric fading and multipath conditions 
at other ranges. VHF and UHF carriers also are rela-
tively steady for short ranges, but have appreciable fad-
ing for beyond-horizon circuits. 

* Original manuscript received by the IRE, January 31, 1958; re-
vised manuscript received, August 20, 1958. 
t National Bureau of Standards, Boulder, Colo. 
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Fig. 1—Diagram of a typical radio communication system. 

Long-range HF carriers frequently have a variation 
in amplitude which can be considered as resulting from 
the combination of a specularly reflected component 
and a number of scattered contributions. McNicol' has 

shown how the resulting envelope amplitude distribu-
tion may vary from a primarily Rayleigh distribution 
to that of a Guassian distribution depending, of course, 
on the relative amount of specular and scattered com-
ponents. The actual shape of the distribution at a par-
ticular time naturally will influence the efficiency of the 
carrier in transferring information. The rate of variation 
is also an important factor in determining the errors 
which will be introduced by fading on specific radio 
systems. The average fade rate varies considerably with 
propagation conditions and usually is within the range 
of 1/10 to 10 fades per second. 

Norton, et al.2, Bullington, et ai.,8 and Chisholm, et 
al.,' have shown that the carriers received over typical 
beyond-horizon UHF paths have instantaneous en-
velope amplitude distributions which at times approxi-
mate the Rayleigh distribution, but also are seen to 
depart appreciably from this distribution. 

Recent measurements of the 1046-mc radiation from 
Cheyenne Mountain, Colo., to Garden City, Kan., have 
been made with equipment which determines directly 

1 R. W. E. McNicol, "The fading of radio waves of medium and 
high frequencies," Proc. IEE, vol. 96, pt. III, pp. 517-524; Novem-
ber, 1946. (See also footnote 18.) 

2 K. A. Norton, P. L. Rice, H. B. Janes, and A. P. Barsis, "The 
rate of fading in propagation through a turbulent atmosphere," 
PROC. IRE, vol. 43, pp. 1341-1353; October, 1955. 

3 K. Bullington, W. J. Inkster, and A. L. Durkee, "Results of 
propagation tests at 505 mc and 4,090 mc on beyond-horizon paths," 
PROC. IRE, vol. 43, pp. 1306-1316; October, 1955. 

4 J. H. Chisholm, P. A. Portman, J. T. deBettencourt, and J. F. 
Roche, "Investigations of angular scattering and multipath proper-
ties of tropospheric propagation of short radio waves beyond the 
horizon," PROC. IRE, vol. 43, pp. 1317-1335; October, 1955. 
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Fig. 2—Forward scatter tropospheric signal envelope, Cheyenne 
Mountain, Colo., to Garden City, Kan., 226 miles. Carrier fre-
quency 1046 mc, recorder response dc to 40 cps (3 db down), 
0619 MST, March 7,1957. 
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the cumulative distribution of the instantaneous en-
velope of the receiver IF output. In addition to these 
direct measurements of the amplitude and time dis-
tributions with equipment similar to that described 
elsewhere" recordings were made simultaneously with 
a high-speed recorder whose frequency response is from 
dc to 3 db down at 40 cps. A short portion of the record 
is shown in Fig. 2, which gives some indication of the 
type of field fluctuation encountered. The amplitude 
distributions seen in Fig. 3 were obtained directly with 
electronic cumulative distribution circuitry with a re-
solving capability of less than 0.1 millisecond where it 

6 E. F. Florman, R. W. Plush, A. D. Watt, C. F. Peterson, and 
A. F. Barghausen, "Some measured statistical characteristics of a 
1046mc carrier over a tropospheric scatter radiolink," in preparation. 

6 A. D. Watt and E. L. Maxwell, "Measured statistical character-
istics of VLF atmospheric radio noise," PROC. IRE, vol. 45, pp. 55-
62; January, 1957. 

can be seen that the instantaneous envelope amplitude 
is not always Rayleigh distributed. The sampling period 
for the simultaneously obtained data points of Fig. 3 
was 100 seconds, while the data for each of the time dis-
tribution curves of Fig. 4 required approximately 10 
minutes. It should be mentioned that other observations 
of time distributions indicate that appreciable changes 
in the rate of fading do occur over such paths. 

Observation of the fade durations of thermal noise 
through a narrow-band filter has yielded results similar 
to that shown in Fig. 4 except with essentially straight 
lines having a slope of —1. The two dashed lines indi-
cate that the fading carrier may consist of a primary 
fading component with effective frequency components 
whose 3-db bandwidth is approximately 2.6 cps,7 and 
an additional component with approximately a 21-cps 
bandwidth. There is always the possibility in observa-
tions of this type that the transition may have been 
caused by a small amount of high-frequency components 
contributed by the thermal noise in the 760-cps band-
pass of the receiver. In view of this, it would appear 
more desirable in the future to obtain carrier fade data 
directly in terms of the percentage of time the carrier 
envelope fades to and remains below a given level for 
specified time durations as shown later in Fig. 19 and 
also in terms of the effective frequency spectrum. 

NOISE CHARACTERISTICS 

Recent studies and measurements of the statistical 

characteristics of atmospheric radio noise by Hoff and 
Sullivan,' Horner," Hoff and Johnson," Yuhara, 
Ishida, and Higashimura," and Watt and Maxwell" 
combined with studies of thermal noise by Landon," 
Rice,"-" Norton" and other workers in both fields, have 

7 Frequency spectrum analysis by H. Janes on records similar to 
Fig. 2 yielded 3-db response bandwidths in the order of 2 to 5 cps. 

8 R. S. Hoff and A. W. Sullivan, "A survey of the atmospheric 
noise problem," Proc. URSI X Gen. Assembly, vol. 8, pt. 2, pp. 297-
302; September, 1950. 

9 F. Horner, "Notes on the significant characteristics of atmos-
pheric noise," Prot. URSI XI Gen. Assembly, vol. 10, pt. 4, p. 32; 
September, 1954. 

19 F. Horner and J. Harwood, "An investigation of atmospheric 
radio noise at very low frequencies," Proc. IEE, vol. 103, pt. B, pp. 
743-751; November, 1956. 
" R. S. Hoff and R. C. Johnson, "A statistical approach to the 

measurement of atmospheric noise," PROC. IRE, vol. 40, pp. 185-
187; February, 1952. 

12 H. Yuhara, T. Ishida, and M. Fligashimura, "Measurement of 
the amplitude probability distribution of atmospheric noise," J. 
Radio Res. Labs., vol. 3, pp. 101-108; January, 1956. 

13 A. D. Watt and E. L. Maxwell, "Characteristics of atmospheric 
noise from 1 to 100 kc," PROC. IRE, vol. 45, pp. 787-794; June, 
1957. 

14 V. D. Landon, "The distribution of amplitude with time in 
fluctuation noise," PROC. IRE, vol. 30, pp. 425-429; September, 1942. 
" S. O. Rice, "Filtered thermal noise, fluctuation of energy as a 

function of interval length," J. Acoust. Soc. Amer., vol. 14, pp. 216-
227; April, 1943. 

16 5 O. Rice, "Mathematical analysis of random noise," Bell Sys. 
Tech. J., vol. 23, pp. 282-332, July, 1944, and vol. 24, pp. 46-156; 
January, 1945. 

17 5. 0. Rice, "Statistical properties of a sine wave plus random 
noise," Bell Sys. Tech. J., vol. 27, pp. 109-157; January, 1948. 

18 K. A. Norton, L. E. Vogler, W. V. Mansfield, and P. J. Short, 
"The probability distribution of the amplitude of a constant vector 
plus a Rayleigh distributed vector," PROC. IRE, vol. 43, pp. 1354-
1361; October, 1955. 
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TABLE I 

COMMUNICATION SYSTEM PERFORMANCE COMPARISON 

Fig. System 
Noise 

C/N1 ka 

rms Carrier to rms Noise Carrier 
wPm Dynamic Range in a 1-kc Band (db)t 

Type db* 10% 1% 0.1% 10% 

SPF$ 

1% 0.1% 
6 A CW good operator 15 
7 B CW good operator 12 
7 C CW fair operator 12 
8 D CW good operator 12 
8 E CW good operator 16 
8 F CW good operator 20 
9 G FSK +17 cps 40 
9 H FSK ±50 cps 60 
10 I FSK +25 cps 60 
11 J FSK ±50 cps 60 
12 K FSK +425 cps 60 
13 L FSK ±425 cps 60 

14 M FM-FSK 576 TTY 60/ch 
channels 

14 N FM 36 voice channels 100/ch 

T 21 S 
A 68 S 
A 68 S 
A 69 S 
A 69 S 
A 69 S 
T 21 S 
T 21 S 
A 68 S 
A 69 S 
A 50 S 
A 40 ionospheric 

fading 
T 21 tropospheric 

fading 
T 21 tropospheric 

fading 

- 1 1 
-11.5 -2 
- 3 
-10 (-2) 
- 8 (0) 
- 6 (1) 
- 2.3 0 
0 2 

10 
3 11 
10 18 
12 25 

(4) 
(4) 

1.6 
3 

17 
15 
21 
34 

12.8 10.8 
22.3 12.8 
13.8 
20.8 12.8 
20 12 
19 12 
18.3 16 
17.8 15.8 
17.8 7.8 
14.8 6.8 
7.8 -0.2 
5.8 -7.2 

7.8 
6.8 

14- .4 
14.8 
0.8 
2.8 

- 3.2 
-16.2 

43 48 53 2.4 -2.6 - 7.6 

[491 [801 1-13.4] [-44.41 

* 0.001 to 90 per cent in a 1-kc band. 

t For system performance as indicated. TTY and CW: character errors; voice: word errors. 1-kc effective noise band. 
System Performance Factor =10 log (wpm) - C/Ni ka. 
) Extrapolated or based upon extrapolated data. 

[ ] Based upon random word errors. Note 10 per cent word errors 2 per cent character errors and 1 per cent word errors 0.2 per cent character errors. 

placed us in a position where we can analyze with con-
siderable detail the interfering effects of noise. 
A recent paper by Crichlow" shows how the predic-

tions of world-wide noise levels are being expanded to 
include detailed information about the character of 
noise to be expected at various locations, so that its in-
terfering effect can be predicted with greater accuracy 
than has been possible in the past. 

The cumulative envelope amplitude distributions of 
the noise, which are included as a basis for comparing 
the performance of the various radio systems in the 
next section, were obtained as described earlier.' Since 
the manner in which the observed amplitude distribu-
tions vary with the bandwidth of the receiving circuit 
is important in interpreting system performance, Fig. 
5, opposite, is included to show typical atmospheric 
noise characteristics. 

In general, the dynamic range of the noise becomes 
smaller and the level is reduced as the bandwidth is re-
duced. The actual rms value is directly proportional to 
the square root of the bandwidth.' This relation is true 

for all types of noise and bandwidths where the input 
frequency spectra are flat over the regions of interest. 
It also should be pointed out that the dynamic range 
only reduces to that of thermal noise and once this point 
is reached where the envelope distribution becomes 
Rayleigh, any further reductions in bandwidth only re-
sult in a change of level and not shape." 

In view of these changes in shape and level with band-
width, and the knowledge that postdetection filtering 

" W. Q. Crichlow, "Noise investigation at VLF by the National 
Bureau of Standards," PROC. IRE, vol. 45, pp. 778-782; June, 1957. 

produces an additional change in the distribution, we do 
not expect our system performance or error curves to 
exactly follow a particular noise amplitude distribution 
curve. However, we can anticipate a systematic and 
reproducible departure which can be used as a basis for 
future performance prediction. 

In addition to the amplitude distributions, we find it 
necessary to have some knowledge of the statistics of 
the pulse spacing of the noise envelope. Information of 
this type is presented in an earlier paper" for a large 
number of times and at several locations. In general, 
the results indicate a noticeable departure from purely 
random pulse spacing for noise outside the tropics; how-
ever, since the general shape of the curves is quite similar 
for most of the observations, it is expected that for many 
systems the amplitude distribution will furnish the in-
formation necessary for prediction of system errors. 

EXPERIMENTAL RESULTS 

The performance of three frequently used types of 
radio systems-aural Morse code, frequency shift key-
ing teletype, and voice-has been examined under 
various combinations of typical carrier and noise con-
ditions. 

A comparison of the performance of the various sys-
tems is given in Table I where the systems considered 
are divided into three primary groups-CW, frequency 
shift keying, and voice. These primary types of systems 
are next grouped into those operating against thermal 
noise or atmospheric noise as well as those operating 
with steady carriers or fading carriers. The factor 
C/Nike is defined as the rms carrier into the receiver, to 
rms noise in a 1-kc effective power bandwidth expressed 
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T2 IIKC 200 

in db.2° In this paper lower case ratios are employed for 
voltage ratios and upper case for these ratios given in 
decibels. C/Arikc is obtained readily from the data shown 
by observing that C/Nikc = CI N„-I- 10 log(y/1000), where 

y is the effective power bandwidth in which the noise is 
observed. Specifically, y = 1170 X 0.82 and 10 log(y/1000) 
= —0.2 db. The system performance factor (SPF) is de-
fined as 10 logio (words per minute) — C/Nike at the 
error percentages indicated which are 10 per cent, 1 per 
cent, and 0.1 per cent. 

CW Aural Systems—Steady Carriers 

The CW transmissions all consisted of five letter code 
groups. When comparing the SPF for systems A and B, 
Figs. 6 and 7, it is observed that at 10 per cent errors a 
good operator can perform more efficiently in the pres-

22 It should be noted that chi'c is based upon the rms noise 
in a 1-kc effective power band rather than upon the rms noise in the 
receiver IF filter. The usual C/N based on the carrier and noise out 
of the receiver bandwidth can be obtained readily since the rms value 
of noise is directly related to the square root of bandwidth, and the 
carrier attenuation also can be obtained. It should be mentioned that 
in our noise measuring equipment the ratio of 3-db to 6-db band-
widths is 0.60 for the 170-cps narrow band and 0.64 for the 1170-cps 
wide band. The effective noise power bandwidth is approximately 
0.82 times the 6-db bandwidth in both cases. 
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Fig. 8—Communication system performance in the 
presence of atmospheric noise. 

ence of atmospheric noise while at 0.1 per cent errors his 

efficiency is greater with thermal noise. 
From systems B and C it is evident that the level of 

performance obtained under typical VLF atmospheric 
noise conditions is very dependent upon the skill of the 
individual operator; however, it also has been found 
that under similar noise conditions the level of perform-
ance for skilled operators exhibited a much smaller 
spread than anticipated. 

Fig. 8, systems, D, E, and F, shows the effect of vary-
ing the rate of information transmission with the same 
skilled operator. In general, a reduction of keying rate 
for a fixed carrier level results in a reduction of errors. 
This effect is not expected to be linear over all keying 
rates since the human ear has a limited effective inte-
gration length.2' It is interesting to note that the SPF 
change is rather small for the keying rates considered. 
Before passing to the automatic systems, it should be 
mentioned that, in our experience, human operators find 
it very difficult to perform at character error rates of 

0.1 per cent or less. 

21 W. R. Garner, "Auditory thresholds of short tones as a function 
of repetition rates," J. Acoust. Soc. Amer., vol. 19, pp. 600-608; 
July, 1947. 
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Fig. 9—Communication system performance in the 
presence of thermal noise. 

FSK Systems—Steady Carrier 

Frequency shift keying systems G and H, Fig. 9, illus-
trate operation under thermal noise and steady carrier 
conditions. These 60-wpm start-stop teletype systems 
were operated with a shift of + 50 cps, a receiver 6-db 
IF bandwidth of 170 cps, and a postdiscriminator filter 
with a 70-cps 6-db cutoff. The 40-wpm system was 
operated with a shift of + 17 cps, a receiver 6-db IF 
bandwidth of 120 cps, and a postdiscriminator filter 
with a 50-cps 6-db cutoff. As would be expected, the 
40-wpm system operated at a lower carrier level for 
equivalent performance than was required by the 60-
wpm system. In addition, it should be noted that the 
slope of the error curves is greater than that of the 
noise envelope. This is typical of FSK systems and is 
caused by the ability of FSK receivers to reject high 
amplitude impulses because of limiting and postdis-
criminator filtering. 

Fig. 10 shows the performance of a 60-wpm teletype 
system employing + 25 cps shift in the presence of at-
mospheric noise. It can be noted that the radio system 
error curve lies considerably to the right of the atmos-
pheric noise envelope curves rather than between them 
as was true in the thermal noise case. Fig. 11 illustrates the 
performance of a similar system except that + 50 cps 
shift is employed. The character error curve now is con-
siderably steeper than was the case in Fig. 10. In addi-
tion, it can be noticed that the high error portion of the 
error curve lies further to the right of the noise envelope 
curves than was true in Fig. 9, while at the low error 
rates the error curve lies between the two noise envelope 
curves. This difference in performance characteristics is 
typical of FM or FSK systems as the frequency devia-
tion is increased."'" 

When the SPF of systems A and G (thermal noise) are 
compared at 0.1 per cent errors, the frequency shift 

22 M. G. Crosby, "Frequency modulation noise characteristics," 
PROC. IRE, vol. 25, pp. 472-514; April, 1937. 

23 A. D. Watt, "Statistical Characteristics of Sampled and In-
tegrated A-M and F-M Noise," Naval Res. Lab., Washington, D. C., 
Rep. No. 3856; October 22,1951. 
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presence of atmospheric noise. 
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Fig. 11—Communication system performance in the 
presence of atmospheric noise. 

automatic teletype systems performance is seen to be 
6.6 db higher than was possible for even the best CW 
operator. This results from at least two factors. First, 
the CW Morse code is basically less efficient than the 
teletype code, and second, the human operator suffers 
from fatigue under long periods of operation and is 
unable to perform well at very low error rates. 
An interesting fact which can be observed is that it is 

essential to know the maximum allowable errors for a 
given communication circuit if an optimum choice of 
system factors is to be made. As an example, we can 
compare the relative performance of the frequency shift 
teletype systems I and J employing ±25 cps shift and 
+ 50 cps shift. For these two systems it is noted that the 
+ 25-cps shift system has the higher SPF at 10 to 1 per 
cent error rates. On the other hand, if a very high quality 
system is required, such as 0.1 per cent errors or less, it 
is readily apparent that the SPF is greater now for the 
+ 50-cps shift system. If we still further increase our 
frequency shift to ±425 cps, Fig. 12, a shift frequently 

employed on high-frequency radio teletype circuits, it 
is observed that the SPF is considerably lower at all 
error rates with the greatest difference at the 10 per cent 
values. 
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Fig. 12—Communication system performance in the 
presence of atmospheric noise. 

FSK and FM Systems—Fading Carrier 

When a fading carrier is employed, it is seen that the 
SPF is reduced considerably at all error rates with the 
greatest reduction occurring in the low percentage error 
region. 

Fig. 13, system L, shows a typical frequency shift 
teletype transmission employing a 5.1-mc carrier with 
normal ionospheric fading. Each of the data points 
shown corresponds to a message approximately 15 min-
utes in length and the field intensity indicated is the 
average field intensity for each of these periods. The 
low error points are seen to be considerably to the right 
of the noise envelope curve. In practice, diversity sys-
tems are frequently employed to recover some of the 

carrier efficiency. 
When systems K and L are compared, the SPF at 0.1 

per cent errors is found to be reduced by 14 db. It 
should be noted also that the dynamic range of the 
atmospheric noise was less on the ionospheric fading, 
system L, than was true of the steady carrier, system K. 
Had the atmospheric noise dynamic ranges been the 
same, it is very likely that the SPF would have been 

reduced by an even greater amount. 
System M, Fig. 14, employed a carrier frequency of 

581 mc on a beyond-the-horizon path. The receiver noise 
in the 4.5-mc, 6-db, 3.7-mc effective IF band was the 
limiting factor so far as the production of errors was 
concerned. The basic transmitter was frequency modu-
lated and employed 36 normal voice channels with a 
modulation index of 1 as subcarriers on the main carrier. 
Each of these voice channels could be subdivided into 
16 frequency shift teletype channels although only 3 
subcarrier units were available on the channel em-
ployed, which was No. 24 with a center frequency of 60 
kc. The transmitter modulator gain was set so that an 
input sine wave of —1.4 dbm yielded + 60-kc shift, i.e., 
m=1. During the voice tests the level was set at the 
recommended level of —13 dbm which is 11.6 db below 
the maximum allowable swing per channel or + 15.8 kc. 
For the 60-wpm start-stop teletype tests, an audio sub-
carrier employing a shift of + 35 cps was set at the 
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Fig. 14—Forward scatter tropospheric propagation 
circuit performance tests. 

recommended level of —29 dbm which yielded a carrier 
swing of + 2.5 kc. Since the subcarrier receiving equip-
ment employed a low-pass filter with an estimated 
(6-db) cutoff of 50 cps and a 120-cps (6-db), 100-cps 
(3-db) bandwidth IF filter, the teletype channels could 
be spaced every 200 cps. In the 200 to 3400-cps voice 
band available, this would permit 16 teletype circuits, 
and it would appear that even if all 16 channels were 
operating, a level of —25.6 dbea could have been em-
ployed without exceeding the allotted swing per primary 
channel. If this level had been employed, it is expected 
that slightly improved performance would have re-
sulted. In order to obtain the system performance 
curves, an attenuator was inserted in the antenna circuit 
and the average received voltage was reduced as shown. 
For the voice performance curves, random words were 
read slowly and distinctly while the operator at the re-
ceiving end recorded what he thought he had heard. The 
speaking rate was in the order of 100 words per minute 
although the pauses between words to permit writing 
reduced the actual rate to 15 words per minute. For the 
teletype performance curves, character errors were 
counted from a standard "quick brown fox" message. 

Since it was possible to employ up to 16 different tele-
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type channels for each voice channel, a total of 576 tele-
type channels were available in this system. Here is a 
practical case where a fading carrier was operating in the 
presence of thermal noise. The teletype SPF at the 10 
per cent error rate is found to be 15.4 db below the single 
channel 60-wpm teletype systems operating under ther-
mal noise conditions and steady carrier, and at the 0.1 
per cent error level the performance is 23.4 db lower. 
System N, employing frequency modulation with a 

voice signal, is shown on the last line of Table I. The 
existing carrier and noise conditions were the same as for 
the preceding teletype example. When voice signals are 
used, it is found that the SPF decreases very markedly. 
It should be emphasized that these SPF's are based on 
word errors for the voice communication system and 
that they would actually correspond to approximately 
2 per cent and 0.2 per cent character errors. However, 
this still results in a considerably lower performance fac-
tor for the voice communication system. 

COMPARISON WITH THE EXPERIMENTAL RESULTS 
OF OTHERS 

It may be of interest to compare our results with 
those obtained by others for automatic teletype systems 
operating in the presence of thermal noise. Fig. 15 shows 
the thermal noise envelope in a 1-kc band, which is used 
as a reference for all the system performance curves indi-
cated. Two sets of data, the dots adapted from Jordan, 
etal.,24 and the triangles adapted from Doelz," were used 
to plot the + 425-cps shift start-stop curve. The curve 
lying just to the left of the noise envelope is for a start-
stop system employing + 50-cps shift and is the data 
from Fig. 9. The curve with the square data points was 
adapted from Jordan" and indicates the experimental 
performance of a multiple frequency shift system. This 
particular system employed seven different possible fre-
quency levels spaced by approximately 80 cps per fre-
quency interval. Actually, only six frequencies were em-
ployed in transmitting information while the seventh 
was used for synchronizing purposes. It can be seen that 

this system is more efficient than the optimumly de-
signed + 50-cps binary FSK start-stop system. In addi-
tion, the curve on the left has been included with the 
circular experimental data points adapted from Doelz," 
which indicated the performance of his predicted wave 
radio teleprinter system. 

COMPARISON OF EXPERIMENTAL RESULTS WITH 
THEORETICAL CALCULATIONS OF ERRORS 

When the many factors involved in accurately calcu-
lating expected errors for typical systems are consid-
ered, it soon becomes apparent that a detailed analysis 
of all the systems described in this paper is beyond the 
scope of our present analysis. 

24 D. B. Jordan, H. Greenberg, E. E. Eldredge, and W. Serniuk, 
"Multiple frequency shift teletype systems," PROC. IRE, vol. 43, pp. 
1647-1655; November, 1955. 

2° M. L. Doelz, "Predicted-wave radio teleprinter," Electronics, 
vol. 27, pp. 166-169; December, 1954. 
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Fig. 15—Comparison of performance in thermal noise 
of 60-wpm teletype systems. 

Montgomery26 has shown that the errors in a binary 
narrow-band frequency modulation system can be con-
sidered as being one half the probability of the noise 
envelope exceeding the carrier envelope. The basis for 
this error calculation was pointed out by Corrington" 
when he showed that the average frequency of two com-

ponents in a given circuit is exactly equal to that of the 
stronger of the two frequency components. When a 
sequential communication system such as the standard 
five-unit teletype is considered, the probability of tele-
type symbol error is readily obtained by the expression 
Pe=1—(1 — p) , when each of the binary elements is in-
dependent and has a probability of error p. The actual 
relationship between the errors in a practical start-stop 
system will depend to some extent upon the character-
istics of the circuits in the receiving equipment as well 
as those of the start-stop teletype equipment. In gen-
eral, assuming a teletype system where the probability 
of a binary error in a given element is largely independ-
ent of other elements (since the teletype employed in 
these tests had automatic line feed and carriage return), 
the probability of obtaining a correct character in a 
start-stop system can be estimated by 

Pc (1 — p)5[(1 — p)2]6 = (1 — (1) 

where p is the probability of an error in each binary ele-

ment. The first term (1 — p)5 is the probability of having 
the five information carrying elements correct. The next 
term (1 — p)2 results since the preceding character's stop 
element and the start element of the particular charac-
ter under consideration must also be correct. Once the 
receiving teletype loses synchronism with the trans-

mitter there will be a series of errors whose length, based 
on observation, will average approximately six charac-
ters. We then can assume that for our given character 
to be correct, we must have, on the average, the pre-

" G. F. Montgomery, "A comparison of amplitude and angle 
modulation for narrow-band communication of binary-coded mes-
sages in fluctuation noise," PRoc. IRE, vol. 42, pp. 447-454; Febru-
ary, 1954. 

07 M. S. Corrington, "Frequency modulation distortion caused by 
common- and adjacent-channel interference," RCA Rev., vol. 7, pp. 
522-560; December, 1946. 
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Fig. 16—Teletype character errors expected for various 
binary signal element errors. 

ceding six characters' start and stop elements correct, 
and for this reason the last expression is raised to the 
sixth power. The time out of synchronism can vary with 
printers, and it is possible that in some cases four or 
five characters could be employed. Eq. (1) is a rough 
approximation since there are numerous combinations 
for obtaining a correct character; however, it is expected 
to be sufficiently accurate for most applications. 

In view of the preceding considerations, it is evident 
that the probability of a given start-stop character 
being in error is 

P. er• 1 — (1 — p)17. 17 p for small values of p. (2) 

This particular start-stop teletype character error is 
plotted as a function of binary errors in Fig. 16. Also 
plotted are the character errors to be expected from a 
synchronous five-element system. 

It is interesting to note that experimental compari-
sons by Kahlern of character errors in start-stop and 
synchronous systems in the 1 per cent character error 
range yield a difference in errors very close to that pre-
dicted (2). 
When the errors in a given binary element are not 

independent, such as may be caused by fading or noise 
variations which are correlated over at least two binary 
elements, the resulting character errors are considerably 
less than when the errors are independent. If it is as-
sumed that two adjacent elements are dependent, the 
expected teletype character errors can be approximated 
by 

P. 1 — (1 — p)7. (3) 

18 F. C. Kahler, "The Effect of Fluctuations in Signal Strength on 
the Relative Performance of Start-Stop and Synchronous Tele-
printer Systems," Naval Res. Lab., Washington, D. C., Rep. No. 
4554; August 5, 1955. 
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Now we are in a position to calculate the start-stop 
system errors expected, and system H, which has a steady 
carrier and thermal noise, shall be considered first. Fig. 
17 plots the expected thermal noise envelope in the 140-
cps effective IF band. The binary error curve is obtained 
by simply dividing the envelope probability values by 
2. From this binary error curve, we now apply the cor-
rections obtained from Fig. 16 for the five-unit synchro-
nous system error curve and start-stop curve. It should 
be noted that the experimental errors have been plotted 
1.5 db lower than would be expected from a simple 
bandwidth conversion from Fig. 9. This allows for the 
1.5-db loss in carrier power in the receiver IF due to the 
+ 50-cps frequency shift. When converting to receiver 
input requirements relative to a 1-kc effective noise 
band, we must use the relation C/Nike= C/Nd-db loss 
due to shift +10 log(y/1000) where y is the receiver IF 

effective power bandwidth. 
An attempt is made now to calculate the errors ex-

pected with a steady carrier and typical atmospheric 
noise as would be found in the VLF region. Fig. 18 plots 
the atmospheric noise envelope that would be expected 
in a 120-cps band. This curve has been reconstructed 
based on a method described by Fulton." The binary 
error curve is obtained again by dividing the noise 
envelope probability by 2, and the start-stop errors are 
obtained with the aid of Fig. 16. The experimental 
points are plotted directly from Fig. 10 since the shift in 
this case reduces the carrier out of the IF by less than 
0.2 db. Before going on to the next example, it should 
be noted that in system J (Fig. 11), where a shift of 
+ 50 cps is employed, the resulting errors cannot be cal-
culated in the manner that they were for system I of 
Fig. 10. 
The last system to be considered is that represented 

by system M, which has a tropospheric forward scatter 
carrier in the presence of thermal noise. As pointed out 

" F. F. Fulton, Jr., "The effect of receiver bandwidth on ampli-
tude distribution of VLF atmospheric noise," Symp. Propagation of 
VLF Radio Waves, Boulder, Colo., vol. 3, pp. 37-1 to 37-19; Janu-
ary 23-25, 1957. 
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Fig. 18—Comparison of calculated and experimentally 
determined errors. 

by Montgomery,",n the binary error rate can be calcu-
lated as one half the per cent of time that the carrier 
envelope is less than or equal to the noise envelope, pro-
vided the carrier envelope and the noise envelope ampli-
tude distributions are not modified in shape or position 
by postdetection or signal selection filtering. It is rather 
evident from the description of system M that it does 
not meet these criteria. It can be seen from Fig. 19 that 
assuming a sampling period r, which is short compared 
with the reciprocal of the carrier energy spectrum, the 
carrier envelope voltage is Rayleigh distributed as ex-
pected. When r is increased, the distribution departs 
from Rayleigh, as shown. 

For slowly fading carriers and narrow-band systems 
such as the single sideband system described by Morrow, 
et al., 31 we could expect to calculate binary errors from 
the cumulative distribution of the percentage- of time 
that the instantaneous noise envelope exceeds the car-
rier envelope. For Rayleigh distributions this is 

p én e 1\ =  1  
1+ (c/N)2 

where C and N are the rms values of the carrier and 
noise. 

Since the curves of Fig. 19 are expected to vary from 
the Rayleigh distribution with time and the various 
propagation path parameters, it may be necessary to 
obtain the cumulative distribution of the per cent of 
time that the carrier fades to and remains below the 
noise envelope for at least r seconds by a method de-
scribed by Huntington," which can be done graphically 
if desired. 

For the wide-band FM-FSK system M, the method 
attempted for calculating errors is to first estimate per-

(4) 

30 G. F. Montgomery, "Message error in diversity frequency-
shift reception," PROC. IRE, vol. 42, pp. 1184-1187; July, 1954. 

33 W. E. Morrow, Jr., C. L. Mack, Jr., B. E. Nichols, and J. Leon-
ard, "Single-sideband techniques in UHF long-range communica-
tions," PROC. IRE, vol. 44, pp. 1854-1873; December, 1956. 

32 E. V. Huntington, "Frequency distribution of product and 
quotient," Ann. Math. Stat., vol. 10, no. 2, pp. 195-198; June, 1939. 
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formance under steady carrier conditions. This is done 
by calculating the FM noise improvement which can be 
shown from Stumpers" to be 

C/N (subcarrier) 
X A/   

C/N (first IF) f V 2Bi.c 

where Af is the subcarrier shift, f is the subcarrier fre-
quency, Bu is the first IF bandwidth, and B.c is the sub-
carrier IF bandwidth. For system M this is a gain of 15 
db. The gain in the subcarrier FSK system is"," 

C/N (to keying circuit) 

C/N (subcarrier) (subcarrier) 
0%.‘ 

fA 3/2 

(5) 

(6) 

where ID is one half the total audio subcarrier frequency 
shift, and fA is the cutoff frequency of the low-pass filter 
following the discriminator. For system M this is a gain 
of 5.4 db. The total gain of about 20 db is valid only 
when the input C/N> 10 db. It can be shown using this 
FM noise improvement and the threshold effect at 
C/N< 6 db, that our teletype character error curve must 
lie very close to the dashed curve in Fig. 20. The actual 

88 F. L. H. M. Stumpers, "Theory of frequency-modulation 
noise," PROC. IRE, vol. 36, pp. 1081-1092; September, 1948. 
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errors with a fading carrier should not be obtained by 
combining the distributions of this dashed curve and 
the appropriate carrier fade characteristic. Since the 
system steady-state character error curve in Fig. 20 is 
approximately a vertical line at C/ N= 3 db in Fig. 17, 
we can assume this and directly obtain an estimate of 
teletype character errors from Fig. 19. If the Rayleigh 
curve is used, the squares are obtained which do not 
agree very well with the observed errors. While, if it is 
assumed that to be certain of a teletype character error 
the carrier must fade to and remain below C/ N = 3 db 
for at least 20 msec (a binary element length), the circles 
are obtained. 

Although the agreement appears to be good, caution 
should be exercised in using this type of calculation until 
further comparisons can be made with experimental 
results where the actual path statistics can be em-
ployed. 

APPLICATION OF RESULTS TO CALCULATION OF 

REQUIRED TRANSMITTER POWER 

A relatively simple expression described by Nor-
ton"." for calculating the transmitter power required 
for a specified grade of service on a given radio trans-

mission path can be written 

Pi = Le Lbm — G, C/Nikc F.+ T - 174 db. (7) 

Each of the terms in (7) is expressed in decibels: Pi is 
the transmitter power in decibels above 1 watt; L, is the 
loss in the transmitting antenna circuit and the trans-
mitting antenna transmission line; Lbm is the median 
value of basic transmission loss; G„ is the path antenna 
gain; C/Arikc is the rms signal to rms noise in a 1-kc 
effective power band required for the specified grade of 
service (see Table I); F. is the effective total noise fig-
ure" and includes the effects of the antenna, external 
noise as well as the receiver noise, together with the re-

se K. A. Norton, "Transmission loss in radio propagation," PROC. 
IRE, vol. 41, pp. 146-152; January, 1953. 

Is K. A. Norton, "Point-to-point radio relaying via the scatter 
mode of tropospheric propagation," IRE TRANS. ON COMMUNICA-
TIONS SYSTEMS, vol. CS-4, pp. 39-49; March, 1956. 

se W. Q. Crichlow, D. F. Smith, R. N. Morton, and W. R. Corliss, 
"World-Wide Radio Noise Levels Expected in the Frequency Band 
from 10 Kilocycles to 100 Megacycles," Natl. Bur. of Standards 
Circular 557, August 25, 1955. Available from the Supt. of Docu-
ments, U. S. Govt. Printing Office, Washington 25, D. C., price 30 
cents. 

ceiving antenna circuit and transmission line loss (it is 
assumed that the receiver incorporates gain adequate 
to ensure that the first circuit noise is detectable). When 
we assume a given median value of basic transmission 
loss Lb„„ and median noise F., we can readily calculate 
the power required for 50 per cent of the time to yield 10, 
1 and 0.1 per cent errors with the systems indicated in 
Table I for the types of carrier and noise shown. If it 
now is necessary to calculate the power required to 
assure this given quality of message for a given percent-
age x of all hours, it is necessary to include the additional 
factor T. described in greater detail by Crichlow, et al." 
which allows for expected variations in transmission loss 
and received noise about the above median predicted 
values. For uncorrelated normally distributed hourly 
medians of Lb and F, T. can be found from the combined 
distribution, which is also a normal distribution whose 
deviation is equal to the root-sum-square of the individ-
ual deviations of Lb and F. The last term, —174, is the 
thermal noise power in a 1-kc band in db relative to 1 

watt. 
It should be noted that the only factor in (7) under 

the control of the terminal system designer is C/Nncc, 
and for a given type and rate of transmitting informa-
tion C/Nik, provides an index for comparing similar 
systems. 
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Structure-Determined Gain-Band Product of Junction 
Triode Transistors* 
J. M . EARLYt, SENIOR MEMBER, IRE 

Summary—This paper discusses some fundamental frequency 
limitations of the junction triode. It also describes briefly practical 
accomplishments with germanium diffused base transistors of the 
type reported by Lee. Finally, the frequency limitations of the junc-

tion triode are compared with those of the field effect transistor and 
the analog transistor. 

For transistors of the mesa type with linear emitter and base 
electrodes (i.e., an emitter stripe with parallel base contact stripes 
a fraction of the emitter width distant on each side), the (power 
gain)'I2(bandwidth) product is found to be about 7.5 X106/s cps 
where s is emitter stripe width in centimeters. This is an order of 
magnitude better than the corresponding figures for field effect and 
analog transistors. For operation at or below the alpha cutoff fre-
quency, the gain-band product is shown to be nearly independent of 
the particular alpha cutoff frequency selected. This independence 
arises from the reciprocity between collector depletion layer capaci-
tance per unit area and collector depletion layer transit time. This 
transit time effectively determines alpha cutoff frequency in optimum 
gain-band designs. 

INTRODUCTION 

LL transistors made or analyzed to date have 
shown finite upper frequency limits for amplifica-
tion or oscillation. In this paper, frequency limits 

of junction triode transistors are examined in terms of 
the dependence of (power-gain)"(bandwidth) product 
K on device structure and operating biases. This gain-
band figure is in principle equal to the maximum fre-
quency of oscillation. 

The gain-band theory developed is then compared 
with experimental results on p-n-p germanium diffused 
base transistors. A final section summarizes results and 
compares theoretical performance with that reported 
previously for the field effect transistor".2 and the analog 
transistor.3'4 

The structure analyzed is a somewhat idealized dif-
fused base transistor of the mesa type,b as shown in 
Fig. 1. The width s of the emitter electrode, together 
with the spaces of width s/2 separating this electrode 
from the highly conducting base contactu parallel to it 
on both sides, will be found to be a key high frequency 
parameter. Thicknesses w of the base layer and xm of the 
reverse biased collector depletion layer (Fig. 2) sub-
stantially determine alpha cutoff frequency. 

* Original manuscript received by the IRE, June 18, 1958; revised 
manuscript received, September 26, 1958. 
t Bell Telephone Labs., Murray Hill, N. J. 
1 W. Shockley, "A unipolar `field-effect' transistor," PROC. IRE, 

vol. 40, pp. 1365-1376; November, 1952. 
2 G. C. Dacey and I. M. Ross, "The field effect transistor," Bell 

Sys. Tech. J., vol. 34, p. 1149; November, 1955. 
3 W. Shockley, "Transistor electronics: imperfections, unipolar 

and analog transistors," PROC. IRE, vol. 40, pp. 1289-1313; No-
vember, 1952. 

4 W. Shockley, U. S. Patent No. 2,790,037; filed March 14, 1952, 
granted April 23, 1957. 
â C. A. Lee, "High frequency diffused base germanium transistor," 

Bell Sys. Tech. J., vol. 35, p. 23; January, 1956. 

BASE CONTACT-- --EMITTER 

- BASE LAYER 

---COLLECTOR BARRIER 

----COLLECTOR BODY 

COLLECTOR CONTACT 
TO BOTTOM OF WAFER 

Fig. 1—Idealized transistor with linear emitter 
electrode and base contacts. 

The analysis is simplified considerably by the assump-
tion that collector body resistance is negligible. For this 
to be true, the collector contact plane at the bottom of 
the wafer (Fig. 1) must be close to the collector face of 
the collector depletion layer. 

GAIN-BAND AND STRUCTURE 

The frequency performance of most junction triodes 

is quite fully characterized by a gain-band figure of 
merit which includes 3 parameters.' These are the alpha 
cutoff frequency (fa), the ohmic base resistance (rb'), and 
the collector barrier capacitance (C.). A convenient 
form of the gain-band expression is: 

K (Power Gain) "(Bandwidth) 

1 ( 1 )1/2 

4r r C ec 
(1) 

in which T.6 is the emitter-to-collector signal delay time 
and is approximately 1/(2rfab)• 

The parameters rb' and C. can be related to emitter 
stripe width s, base layer sheet resistance Ro, and col-
lector capacitance per cm' C... Considering only the 
part of the transistor from the center line of the emitter 

6 R. L. Pritchard, "Frequency response of grounded-base and 
grounded-emitter transistors," given at the ALEE Winter Meeting, 
New York, N. Y.; January, 1954. The gain-band expression: 

(Power Gain)o(Bandwidth) ja 
81Irb'C, 

is now widely accepted for junction triodes except those of the grown 
junction type. 
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Fig. 2—Diffused base transistor—one-dimensional 
impurity density profile. 

stripe to the near edge of one base contact,' and assum-
ing the electrode stripes are one cm long, we find: 

Cc = SC,,,, 

rb' = 
3 

2sR0 

(2) 

(3) 

In deriving (3), it was assumed that Ro was the same 
under the emitter and between the emitter and the 
base contact. The result derived by Pritchard' for base 
resistance of rectangular areas was used in the analysis.' 

Putting (2) and (3) into (1) gives: 

1 3 \1/2 

K — (4) 
47rs 2R0Ccarec I 

which shows that, for fixed ratios of stripe spacing to 
stripe width, emitter stripe width directly determines 
the (power gain)"2(bandwidth) product of a junction 
triode. The result is not surprising, because the rb'C0 
time constant of this structure varies as .s2. The fre-
quency response is also determined by the factor 

RoCearic which should be made as small as possible for 
maximum response. 

THE ONE-DIMENSIONAL FACTOR RoCcarec 

The factor RoCcarec depends on applied biases and on 
the one-dimensional distribution of impurities between 
the emitter and the collector contact, such as is shown 
in Fig. 2. Minimum values of R0Cooroo for particular as-
sumptions will be found by examining first the indi-
vidual dependences of Ro, Ce„, and re, on device struc-
ture and then the joint dependence of their product. 

The capacitance of the portions of the collector barrier opposite 
to and outside of the base contacts has substantially no resistance in 
series with it. Since it contributes no RF power losses, it does not 
affect maximum frequency of oscillation. Since it causes feedback 
from collector to base, it reduces the gain-band product for base band 
applications. The effect on bandwidth is of the order Vi> and is 
neglected here. 

R. L. Pritchard, "Advances in the understanding of the p-n 
junction triode," PROC. IRE, vol. 46, pp. 1130-1141; June, 1958. 

9 The approximation for re in (3) is reasonable when most of the 
base resistance is contributed by the portion between emitter edge 
and base contact stripe. Eqs. (3) and (1) are greatly modified when 
this contribution is negligible (see footnote 8). 

Collector capacitance per cm2(Ce„) is simply the paral-
lel plate capacitance of the collector depletion layer: 

e 
Cm, = — 

Xm 
(3) 

where e is the dielectric constant of the semiconductor 
and oc„. is the depletion layer thickness (Fig. 2). 
The principal components of the emitter-collector 

delay time (Tee) are the emitter charging time 

kT EA), 

kqJE 

the base transit time (w2/nD,b), and the collector de-
pletion layer drift delay time (x,„/2vecii,„): 

kT W2 Xm 
Tee Cea    

qJ E nDpb 2v,,, hm 
  • 

In (6), JE is dc emitter current density, C., is emitter 
barrier capacitance per cm2, n is a constant between 1 
and 6 depending on the form of the base layer impurity 
distribution ,IO—" Dpb is minority carrier diffusion con-
stant in the base layer, ye, urn is the lattice-scattering-
limited maximum drift velocity for carriers passing 
through the reverse biased collector barrier region, and 
w and oc„. are given in Fig. 2. For minimum rec, JE 
should be as large as possible. However, the maximum 
current which can reasonably be carried through the 
collector body is:" 

Jinax = etc lim*VAc 

(6) 

(7) 

where NA,, is collector body impurity concentration 
(Fig. 2). Nile also affects x,„ because collector-to-base 
breakdown voltage (BVEE) decreases as NA,, increases." 
Collector depletion layer thickness at breakdown also 
decreases with increase of Nile." 

Ce„ varies as NDb112 and also increases somewhat as JE 
increases because of the reduction in emitter barrier po-
tential needed to pass larger current densities. These 
trends suggest that, for fixed xm and fixed impurity 
density per unit area of base layer, there is a definite 
minimum in re,,. 

10 H. Kromer, "Zur theorie des Diffusions und des drifttransis-
tors," Parts I-III, Arch. elektr. Übertr., vol. 8, pp. 223-228; May, 
1954; pp. 363-369; August, 1954; pp. 4'99-504; November, 1954. 
 . "Der drifttransistor," Naturwiss., vol. 40, pp. 578-579; 

November, 1953. 
 . "The drift transistor," in "Transistors I," RCA Labs., 

Princeton, N. J., pp. 202-220; 1956. 
" J. L. Moll and I. M. Ross, "The dependence of transistor pa-

rameters on the distribution of base layer resistivity," PROC. IRE, 
vol. 44, pp. 72-78; January, 1956. 
n L. J. Varnerin, "Stored charge method of base transit analysis," 

to be submitted to the IRE. 
" E. J. Ryder, "Mobilities of holes and electrons in high electric 

fields," Phys. Rev., vol. 90, p. 766; June, 1953. 
" S. L. Miller, "Avalanche breakdown in germanium," Phys. 

Rev., vol. 99, p. 1234; August 15, 1955. 
16 It is assumed that the collector-to-base junction is essentially a 

step junction between material of high conductivity on the base side 
and material of low conductivity on the collector side. The reciprocal 
dependence of maximum current density and breakdown voltage can 
be demonstrated for graded and intrinsic barriers as well. Power 
density limitations implicit in this reciprocity will be the subject of a 
later paper. 
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The product Caaree can be written: 

Since the second term in the bracket is inherently posi-
tive, Cbarea cannot be less than e/2%, urn. The physical 
sense of (8) is that, on a fixed area (one-dimensional) 
basis, collector capacitance can be reduced only by 
thickening the collector depletion layer, thus increasing 
carrier transit time and therefore emitter to collector 
signal delay time. Detailed calculation finds actual 
minima about twice this big for a wide range of ecni 
values. In short, in optimum gain-band designs, Cca and 
rec have a nearly constant product (Ca and f0 in constant 
ratio). 
The remaining one-dimensional parameter, base layer 

sheet resistance Ro depends on the total number of im-
purity centers per cm' of base layer area (NDbw) and on 
majority carrier mobility iinb in the base layer 

1 
Ro =   (9) 

ql•inbN DbW 

Increase of N Db usually decreases ;tab (and also Dpb) 
because of increased coulomb scattering of carriers. 

TABLE I 

e 
DEPENDENCE OF RDC,«r, AND GAIN-BAND ON 

eorg, =   
2voo kr 1v2 COLLECTOR IMPURITY CONCENTRATION 

G 
27,,,c urn + Cea )] • (8) x,,, qJE nilpb 

(P.G.) 1/2(B.W .) 
Cps 

12 X 106/s 
9.26X 106/s 
6.56X 106/s 
5 X 106/s 

MINIMUM ROCcaree 

Minimum values for the parameter RoCcar have 
been found, assuming: 

1) given values of NAO; 
2) JE = 0.5 of Lib given by (7); 
3) collector-to-base junction is a step junction lying 

largely on the collector side of the p-n transition; 
4) x„, is that for Ve= 0.3B Veg(BITCB from Miller"); 
5) NDbw = 10's donors/cm2 of base; 
6) 12 tab and D pb vary as NDb-u2; 
7) mobilities from the work of Prince and others;16 
8) impurity density in the base layer is constant 

rather than graded; 
9) the emitter to base barrier is a step with very high 

concentration on the emitter side and a lower con-
centration on the base side, uniform in the barrier 
region. 

If, under these assumptions, the RoCcareb product ob-
tained by multiplying (8) by (9) is differentiated with 
respect to base thickness w, a minimum is found when 
base transit time is: 

W2 1 ( x„. ± 5 ( kr 

nDb 4 \ 214. ihn 8 \ q../E 

The numerical constants in (10) are quite sensitive to 
the assumed mobility variation with N Db. The minima in 
RoCcdr„ are only slightly sensitive to this assumption. 
Table I shows variation of RoCcarbb with assumed N Ac• 

The effect on (power gain)u2 (bandwidth) is given by: 

(10) 

1(1 M. B. Prince, "Drift mobilities in germanium," Phys. Rev., 
vol. 92, pp. 681-687; November 1,1953. 

NAc 
ACC/CM3 
10 16 
10 16 
10 16 
10 17 

REIC,,/•„t 
sec2/cm2 
. 654 X 10-11 

1.11)00-16 

2.2X10-" 
3.88X10-" 

TABLE II 

CALCULATED TRANSISTOR DESIGN 

Collector Design Performance 

S N,0 Xm BVCB fr 
(P.G.) 112 
(B.W .) 

Impedance 
Ratio 

(Corn. Em.) 

microns 10'./cm3 10-4 cm volts kmc kmc Rout/Rib 

25 0.1 8.36 140 1.0 3.7 ,,55 
25 0.39 2.62 52 3.0 3.0 4.0 
25 0.72 1.52 33 5.0 2.72 1.2 

7.5 0.39 2.62 52 3.0 10.0 38 
7.5 1.72 0.72 17 10.0 7.95 2.2 

2.5 1.72 0.72 17 10.0 23.8 22.7 
2.5 10.6 0.15 4.5 40.0 20.0 1.0 

(5-12) X 106 
K se (power gain)m(bandwidth)  cps (11) 

where s is stripe width in cm. 

PARTICULAR DESIGNS 

Table II shows critical parameters of some theoretical 
transistor designs calculated by interpolation in Table 1 
and related computations. Note that transformers are 
required to utilize the gain-band product unless the 

characteristic frequency fr se 1/(27rre.) is set at about 
twice the (power gain) 2(bandwidth) product." 
The decrease in (power gain)w(bandwidth) with in-

crease of fr (therefore increase of fa) is caused by the 
decrease in base region carrier mobility resulting from 
coulomb scattering in thin, heavily doped layers. It 
should be noted that reverse emitter breakdown voltage 
also decreases as base layer impurity concentration is 
increased. For the design with fr of 40 kmc, the re-
sidual emitter barrier voltage is little over 0.1 volt and 
the emitter barrier capacitance is computed to be 
greater than 1 12f/cm'. These theoretical calculations 
suggest that transistors usable in the microwave range 
may be feasible. Fabrication of 2.5 micron wide elec-
trodes will pose some interesting mechanical and elec-
trical problems. It should be noted that the impurity 
density per square centimeter of base layer which was 
assumed is moderate rather than very high and that 
experimental work may possibly yield somewhat better 

17 Note that for this condition rb' 0 is r="r“. This makes common 
emitter input impedance (re.) equal to output impedance r,0/C0. Con-
versely note that when r. is >r,,,C, output impedance is higher than 
input impedance, but that breakdown voltage is higher and the gain. 
band product slightly larger. 
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gain-band figures of merit. The concentration of ac 
emission in the portions of the emitter nearest the base 
contacts may also increase the gain-band product.'6 

EXPERIMENTAL 

Experience has shown that germanium p-n-p diffused 
base transistors with a 25 micron wide emitter stripe 
and a base contact stripe of equal width 12 to 20 mi-
crons away from one edge frequently can be made to 
oscillate at above 1000 mc. In terms of the model 
studied, this emitter stripe is 50 microns wide and the 
stripe-to-stripe spacing is a little below the 1 to 2 ratio 
assumed in the analysis. Base layer impurity concentra-
tions were probably somewhat higher than those as-
sumed in the analysis. On the other hand, the ratio of 
collector barrier width to base layer thickness was no-
where near optimum and the collector body is usually 
about 75 microns thick rather than the less than 10 
microns assumed in analysis. Fig. 3 shows emitter and 
base electrodes of such a transistor and the 10 micron 
diameter contact wires to the electrodes. 
The feasibility of 7.5 microns wide electrodes may, of 

course, be questioned. Experimental electrodes of this 
width are shown in Fig. 4. Whether the 2.5 micron 
wide electrodes are more than a designer's dream re-
mains to be seen. 

SUMMARY AND COMPARISON 

Analysis shows that the (power gain)"2 (bandwidth) 
product of a junction triode transistor with linear emit-
ter and base electrodes is inversely proportional to 
emitter stripe width s (which includes emitter to base 
spacing). For p-n-p germanium devices, the optimum 
gain-band product is about 7.5 X 106/s cps, where s is in 
centimeters. In addition, this gain-band product, which 
is approximately the same as the maximum frequency 
of oscillation, is reciprocal to the square root of the 
product of base layer sheet resistance, collector capaci-
tance per unit area, and emitter-to-collector delay time. 
The reciprocity of collector capacitance per unit area 
and carrier drift time through the collector depletion 
layer make this product nearly independent of the alpha 
cutoff frequency of the transistor. An essentially similar 
value of gain-band product is expected for n-p-n ger-
manium transistors, while that for silicon devices is 
probably a factor of two or more smaller. 
The field effect transistor structure analyzed by 

Dacey and Ross resembles the junction triode structure 
of Fig. 1 in several ways.2 The most important of the 
similarities is that the electrode which determines the 
gain-band product in the field effect unit is also a long 
narrow stripe with ohmic contacts closely spaced on 
either side. Dacey and Ross derived for the field effect 
unit a gain-band equation fully comparable to (11): 

= 5.7 X 106/L cps (12) 

18 R. L. Pritchard, "High-frequency power gain of junction tran-
sistors," PROC. IRE, vol. 43, pp. 1075-1085; September, 1955. 
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Fig. 3—Top view of experimental diffused base germanium transistor 
showing 1X6 mil electrodes and 0.4 mil connecting wires. 

Fig. 4—Top view of experimental diffused base germanium transistor 
showing 0.3 X1.5 mil emitter electrode and base contact. 

where L is the width of this gate electrode in centi-
meters. Although improved impurity distributions 
might raise this figure of merit for the field effect tran-
sistor, it seems doubtful that a factor of 10 could be 
achieved. The most detailed available theory of the 
analog transistor' does not contain an expression as 
fully worked out as that of Dacey and Ross, but there 
seems no obvious reason for supposing that this device 
has a better figure of merit than the field effect tran-
sistor. Like the junction triode, the field effect has the 
advantage of operating with most of the active carriers 
in a space charge neutral region. 
Of the three major high frequency three-terminal 

semiconductor devices, the junction triode appears to 
have the best inherent gainband product and may well 
be suitable for some microwave applications. 
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I. INTRODUCTION 

T
HIS standard is issued to supersede 54 IRE 3. Sl, 
"IRE Standards on Audio Techniques: Defini-
tions of Terms, 1954," to include the definitions 

in the 1954 standard and to add definitions of other 
terms for which it was felt a need exists for establish-
ment of precise and concise meanings. Some of the pre-
vious standard definitions have been modified slightly 
to bring them into uniformity with the added defini-
tions. 
The definitions included in this standard all refer spe-

cifically to the use of the terms in audio techniques. 
Many of these terms are used in other fields with differ-
ent meanings, and it is assumed that definitions for 
these terms in those fields are or will be included in 
standards issued by other technical committees. There-
fore, in general, the modifying phrase "In Audio Tech-
niques" has been omitted except in certain special cases 
where it appears to be particularly necessary to avoid 
confusion. 
Terms used within definitions and shown in italics are 

defined elsewhere in this standard. 

I I. DEFINITIONS 

Active Transducer. See Transducer, Active. 
Amplification. General transmission term used to denote 
an increase of Signal magnitude. 
Amplifier. A device which enables an input Signal to 
control a Source of power, and thus is capable of deliver-
ing at its output an enlarged reproduction of the essen-
tial characteristics of the Signal. 

Note: Typical amplifying elements are electron 
tubes, transistors, and magnetic circuits. 

Amplifier, Bridging. An Amplifier with an Input Im-
pedance sufficiently high that its input may be bridged 
across a circuit without substantially affecting the Sig-
nal Level of the circuit across which it is bridged. 
Amplifier, Clipper. An Amplifier designed to limit the 
instantaneous value of its output to a predetermined 
maximum. 
Amplifier, Distribution. A Power Amplifier designed to 
energize a speech or music distribution system and hav-
ing sufficiently low Output Impedance so that changes in 
Load do not appreciably affect the output voltage. 
Amplifier, Isolation. An Amplifier employed to minimize 
the effects of a following circuit on the preceding circuit. 
Amplifier, Line. An Amplifier which supplies a Program 
transmission line or a system with a Signal at a speci-

fied Level. 
Amplifier, Monitoring. A Power Amplifier used pri-
marily for evaluation and supervision of a Program. 
Amplifier, Peak Limiting. See Peak Limiter. 
Amplifier, Power. An Amplifier which drives a utiliza-
tion device, such as a loudspeaker. 
Amplifier, Program. See Amplifier, Line. 
Amplitude Distortion. See Distortion, Harmonic and 
Distortion, Intermodulation. 
Amplitude-Frequency Distortion. See Distortion, Am-
plitude-Frequency. 

Amplitude-Frequency Response. The variation of Gain, 
Loss, Amplification, or Attenuation as a function of fre-
quency. 

Note: This response is usually measured in the re-
gion of operation in which the transfer characteristic 
of the system or component is essentially linear. 

Amplitude Range. The ratio, usually expressed in deci-
bels, between the upper and lower limits of Program 
amplitudes which contain all significant energy con-
tributions. 
Attack Time. The interval required, after a sudden in-
crease in input Signal amplitude to a system or com-
ponent, to attain a specified percentage (usually 63 per 
cent) of the ultimate change in Amplification or Attenua-
tion due to this increase. 
Attenuation. General transmission term used to denote 
a decrease of Signal magnitude. 
Attenuator. An adjustable passive device for reducing 
the amplitude of a Signal without introducing appreci-
able distortion. 
Audio Frequency. Any frequency corresponding to a 
normally audible sound wave. 
Audio-Frequency Noise. Any electrical disturbance in 
the Audio-Frequency range introduced from a source 
extraneous to the Signal. 
Audio-Frequency Response. See Amplitude- Frequency 
Response. 
Audio Oscillator. A nonrotating device for producing 
Audio-Frequency alternating current, the frequency of 
which is determined by the characteristics of the device. 
Audio Spectrum. The continuous range of frequencies 
extending from the lowest to the highest Audio Fre-

quency. 
Automatic Gain Control (AGC). A process by which 
Gain is automatically adjusted as a function of input or 
other specified parameter. 
Automatic Volume Control (AVC). A process by which 
a substantially constant output Volume is automatically 
maintained in a system or component. 
Available Power (of a Linear Source of Electric Energy). 
The power which a Source is capable of delivering into 
its Conjugate Impedance. 

Note: Available Power is equal to the quotient of 
the mean square of the open-circuit terminal volt-
age of the Source divided by four times the resistive 
component of the impedance of the Source. 

Babble. The aggregate Crosstalk from a large number 
of channels. 
Balanced Amplifier Circuit. An Amplifier circuit in 
which there are two identical transmission paths usually 
connected so as to operate with the waves in the two 
paths in phase opposition. 
Balanced Circuit. A circuit, the two sides of which are 
electrically alike and symmetrical with respect to a 
common reference point, usually ground. 
Band-Elimination Filter. See Filter, Band-Elimination. 
Band-Pass Filter. See Filter, Band-Pass. 
Bass Boost. A deliberate adjustment of the Amplitude-
Frequency Response of a system or component to ac-
centuate the lower Audio Frequencies. 
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Bridging. The shunting of one electrical circuit by 
another. 
Bridging Amplifier. See Amplifier, Bridging. 

Bridging Gain. The ratio of the power a Transducer de-
livers to a specified Load Impedance under specified 
operating conditions, to the power dissipated in the ref-
erence impedance across which the input of the Trans-
ducer is bridged. 

Note 1: If the input and/or Output Power consist of 

more than one component, such as multifrequency 
Signal or Noise, then the particular components used 
and their weighting must be specified. 

Note 2: This Gain is usually expressed in decibels. 
Bridging Loss. The ratio of the power dissipated in the 
reference impedance across which the input of a Trans-
ducer is bridged, to the power the Transducer delivers 
to a specified Load Impedance under specified operating 
conditions. 

Note I: If the input and/or Output Power consist of 
more than one component, such as multifrequency 
Signal or Noise, then the particular components used 
and their weighting must be specified. 

Note 2: This Loss is usually expressed in decibels. 
Note 3: In telephone practice this term is synony-

mous with the Insertion Loss resulting from bridging 
an impedance across a circuit. 

Clipper Amplifier. See Amplifier, Clipper. 

Compandor. The combination, in a transmission system 
of a Compressor, for transmitted Signals and an Ex-
pander for received Signals. 

Note: The purpose of a Compandor is to improve 
the ratio of Signal to the interference entering the 
transmission path between Compressor and Expander. 

Compressor. A Transducer which, for a given input 
Amplitude Range, produces a smaller output range. 

Note: One type of Compressor reduces the Ampli-
tude Range as a linear function of the envelope of 
speech waves. 

Conjugate Impedances. See Impedances, Conjugate. 
Crossover Network. A selective Network which divides 
its audio input into two or more frequency bands for 
distribution to loudspeakers. 
Crosstalk. Electrical disturbances in a communication 
channel as a result of coupling with other communica-
tion channels. 

Cue Circuit. A one-way communication circuit used to 
convey Program control information. 
Current Amplification. The ratio of the magnitude of 
the current in a specified Load Impedance connected to 

a Transducer, to the magnitude of the current in the 
input circuit of the Transducer. 

Note 1: If the input and/or output current consist 

of more than one component, such as multifrequency 
Signal or Noise, then the particular components used 
and their weighting must be specified. 

Note 2: By custom this Amplification is often ex-
pressed in decibels by multiplying its common loga-
rithm by 20. 

Current Attenuation. The ratio of the magnitude of the 

current in the input circuit of a Transducer, to the mag-
nitude of the current in a specified Load Impedance con-
nected to the Transducer. 

Note 1: If the input and/or output current consist 
of more than one component, such as multifrequency 
Signal or Noise, then the particular components used 
and their weighting must be specified. 

Note 2: By custom this Attenuation is often ex-
pressed in decibels by multiplying its common loga-
rithm by 20. 

Cutoff Frequency. The frequency which delineates a 
pass band from an adjacent Attenuation band of a sys-
tem or component. 

dbm. A symbol for Power Level in decibels with reference 
to a power of 1 milliwatt (0.001 watt). 
Decade. The interval between any two quantities hav-
ing the ratio of 10:1. 

De-Emphasis. A process complementary to Pre-Empha-
sis. 

Delay Distortion. See Distortion, Delay. 
Distortion. An undesired change in waveform. 
Distortion, Amplitude. See Distortion, Harmonic and 
Distortion, Intermodulation. 

Distortion, Amplitude-Frequency. Distortion due to an 
undesired Amplitude-Frequency Response characteristic. 
Distortion, Delay. That form of Distortion which occurs 
when the rate of change of phase shift with frequency of 
a circuit or system is not constant over the frequency 
range required for transmission. 
Distortion, Frequency. See Distortion, Amplitude-Fre-
quency. 

Distortion, Harmonic. Nonlinear Distortion character-
ized by the appearance in the output of harmonics of 
the fundamental frequency when the input wave is 
sinusoidal. 

Distortion, Intermodulation. Nonlinear Distortion char-
acterized by the appearance of frequencies in the output, 
equal to the sums and differences of integral multiples 
of the component frequencies present in the input wave. 

Note: Harmonic components also present in the 
output are usually not included as part of the Inter-
modulation Distortion. When harmonics are included, 
a statement to that effect should be made. 

Distortion, Nonlinear. Distortion caused by a deviation 
from a linear relationship between the input and output 
of a system or component. 
Distortion, Per Cent Harmonic. A measure of the Har-
monic Distortion in a system or component, numerically 
equal to 100 times the ratio of the square root of the 
sum of the squares of the root-mean-square voltages (or 
currents) of each of the individual harmonic frequencies, 
to the root-mean-square voltage (or current) of the 
fundamental. 

Note: It is practical to measure the ratio of the root-
mean-square amplitude of the residual harmonic volt-
ages (or currents), after elimination of the fundamen-
tal, to the root-mean-square amplitude of the funda-

mental and harmonic voltages (or currents) combined. 
This measurement will indicate Per Cent Harmonic 
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Distortion with an error of less than 5 per cent if the 
magnitude of the Distortion does not exceed 30 per 

cent. 
Distortion, Phase. See Distortion, Phase-Frequency. 
Distortion, Phase-Frequency. Distortion due to a lack 
of direct proportionality of phase shift to frequency 
over the frequency range required for transmission. 

Note 1: Delay Distortion is a special case. 
Note 2: This definition includes the case of a linear 

phase-frequency relation with zero-frequency inter-
cept differing from an integral multiple of 7r. 

Distribution Amplifier. See Amplifier, Distribution. 
Dividing Network (Loudspeaker Dividing Network). 
See Crossover Network. 

Dynamic Range. The ratio of the specified maximum 
Signal Level capability of a system or component to its 
Noise Level, usually expressed in decibels. 
Echo. A wave which has been reflected or otherwise re-
turned with sufficient magnitude and delay to be per-
ceived in some manner as a wave distinct from that 
directly transmitted. 
Equalizer. A passive device designed to compensate for 
an undesired amplitude-frequency and/or phase-fre-
quency characteristic of a system or component. 
Expander. A Transducer which, for a given input Am-
plitude Range, produces a larger output range. 

Note: One type of Expander increases the Ampli-
tude Range as a linear function of the envelope of 
speech waves. 

Filter. A selective Network which transmits alternating 
currents of desired frequencies and substantially at-
tenuates all others. 

Filter, Band-Elimination. A Filter which attenuates al-
ternating currents between given upper and lower Cut-
off Frequencies and transmits substantially all others. 
Filter, Band-Pass. A Filter which transmits alternating 
currents between given upper and lower Cutoff Fre-
quencies and substantially attenuates all others. 

Filter, High-Pass. A Filter which transmits alternating 
currents above a given Cutoff Frequency and substan-
tially attenuates all others. 

Filter, Low-Pass. A Filter which transmits alternating 
currents below a given Cutoff Frequency and substan-
tially attenuates all others. 

Filter, Sound Effects. A Filter, usually adjustable, de-
signed to reduce the pass band of a system at low and/or 
high frequencies in order to produce special effects. 
Frequency Distortion. See Distortion, Amplitude-Fre-
quency. 
Frequency Response. See Amplitude-Frequency Re-
sponse. 
Gain (Transmission Gain). General term used to denote 
an increase in Signal power in transmission from one 
point to another. Gain is usually expressed in decibels 
and is widely used to denote Transducer Gain. 

Gain Control. A device for adjusting the Gain of a sys-
tem or component. 

Harmonic Distortion. See Distortion, Harmonic. 

High-Pass Filter. See Filter, High-Pass. 
Hiss. Random Noise in the Audio-Frequency range, 
having subjective characteristics analogous to pro-
longed sibilant sounds. 
Hybrid Coil. A single transformer which performs the 
essential function of a Hybrid Set. 
Hybrid Set. Two or more transformers interconnected 
to form a Network having four pairs of accessible termi-
nals to which may be connected four impedances so that 
electrical energy introduced into the Network at any one 
pair of terminals ideally divides between two of the 
other pairs with no transfer of energy to the fourth. 
Hum. Electrical disturbance at the power supply fre-
quency or harmonics thereof. 
Ideal Transducer. See Transducer, Ideal. 
Ideal Transformer. See Transformer, Ideal. 
Image Impedances. See Impedances, Image. 
Impedance, Input. The impedance presented by the 
Transducer to a Source. 
Impedance, Iterative. That impedance which, when 
connected to one pair of terminals of a Transducer, pro-
duces an identical impedance at the other pair of termi-
nals. 

Note 1: It follows that the Iterative Impedance of a 
Transducer is the same as the impedance measured at 
the input terminals when an infinite number of 
identically similar Transducers are formed into an 
iterative or recurrent structure of infinite length by 
connecting the output terminals of the first Trans-
ducer to the input terminals of the second, the output 
terminals of the second to the input terminals of the 
third, etc. 

Note 2: The Iterative Impedances of a four-terminal 
Transducer, are, in general, not equal to each other 
but for any symmetrical Transducer the Iterative 
Impedances are equal and are the same as the Image 
Impedances. The Iterative Impedance of a uniform line 
is the same as its characteristic impedance. 

Impedance, Load. The impedance presented by the 
Load to a Transducer. 
Impedance, Output. The impedance presented by the 
Transducer to a Load. 
Impedance, Source. The impedance presented by the 
Source to a Transducer. 
Impedances, Conjugate. Impedances having resistive 
components which are equal, and reactive components 
which are equal in magnitude but opposite in sign. 
Impedances, Image. The impedances which will simul-
taneously terminate all inputs and outputs of a Trans-
ducer in such a way that at each of its inputs and out-
puts the impedances in both directions are equal. 

Note: The Image Impedances of a four-terminal 
Transducer are, in general, not equal to each other, 
but for any symmetrical Transducer, the Image Im-
pedances are equal, and are the same as the Iterative 
Impedances. 

Input Impedance. See Impedance, Input. 
Insertion Gain. Resulting from the insertion of a Trans-
ducer in a transmission system, the ratio of the power 
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delivered to that part of the system following the 
Transducer to the power delivered to that same part be-
fore insertion of the Transducer. 

Note 1: lf the input and/or Output Power consist of 
more than one component, such as multifrequency 
Signal or Noise, then the particular components used 
and their weighting must be specified. 

Note 2: This Gain is usually expressed in decibels. 
Note 3: The "insertion of a Transducer" includes 

bridging of an impedance across the transmission 
system. 

Insertion Loss. Resulting from the insertion of a Trans-
ducer in a transmission system, the ratio of the power 
delivered to that part of the system following the Trans-
ducer, before insertion of the Transducer, to the power 
delivered to that same part of the system after insertion 
of the Transducer. 

Note 1: If the input and/or Output Power consist of 
more than one component, such as multifrequency 
Signal or Noise, then the particular components used 
and their weighting must be specified. 

Note 2: This Loss is usually expressed in decibels. 
Note 3: The "insertion of a Transducer" includes 

bridging of an impedance across the transmission 
system. 

Intermodulation Distortion. See Distortion, Intermodu-
lation. 

Isolation Amplifier. See Amplifier, Isolation. 
Isolation Transformer. See Transformer, Isolation. 
Iterative Impedance. See Impedance, Iterative. 
Level. The difference of a quantity from an arbitrarily 
specified reference quantity. 

Note: The quantities of interest are often expressed 
in decibels, thus their difference is conveniently ex-
pressed as a ratio. Hence, Level is widely regarded as 
the ratio of the magnitude of a quantity to an arbi-
trary reference magnitude. 

Line Amplifier. See Amplifier, Line. 
Line Transformer. See Transformer, Line. 
Load. 1) The device which receives Signal power from 

a Transducer. 
2) The Signal power delivered by a Transducer 

(deprecated). 
Load Impedance. See Impedance, Load. 

Loss (Transmission Loss). General term used to denote 
a decrease in Signal power in transmission from one 
point to another. Loss is usually expressed in decibels. 
Low-Pass Filter. See Filter, Low-Pass. 

Microphonics. Audio-Frequency Noise caused by me-
chanical vibration of elements in a system or com-
ponent. 

Mixer (in Audio Techniques). A device, having two or 
more inputs and a common output, which operates to 
combine linearly in a desired proportion the separate 
input Signals to produce an output Signal. 

Monitoring Amplifier. See Amplifier, Monitoring. 
Motorboating. Oscillation in a system or component, 

usually manifested by a succession of pulses occurring 
at a sub-audio or low-audio,repetition frequency. 
Network. A combination of electrical elements. 
Noise. See Audio-Frequency Noise. 
Nonlinear Distortion. See Distortion, Nonlinear. 
Octave. The interval between any two frequencies hav-
ing a ratio of 2:1. 
Output Impedance. See Impedance, Output. 

Output Power. The power delivered by a system or 
component to its Load. 

Pad. A nonadjustable passive device for reducing the 
amplitude of a Signal without introducing appreciable 
Distortion. 

Passive Transducer. See Transducer, Passive. 
Peak Limiter. A device which automatically limits the 
magnitude of a Signal to a predetermined maximum 
value in accordance with a specified Attack Time and a 
specified Recovery Time. 
Peak Limiting Amplifier. See Peak Limiter. 

Per Cent Harmonic Distortion. See Distortion, Per Cent 
Harmonic. 

Phase Distortion. See Distortion, Phase-Frequency. 
Phase-Frequency Distortion. See Distortion, Phase-
Frequency. 
Power Amplifier. See Amplifier, Power. 
Power Gain. The ratio of the power that a Transducer 
delivers to a specified Load, under specified operating 
conditions, to the power absorbed by its input circuit. 

Note 1: If the input and/or Output Power consist of 
more than one component, such as multifrequency 
Signal or Noise, then the particular components used 
and their weighting must be specified. 

Note 2: This Gain is usually expressed in decibels. 
Power Level. At any point in a transmission system, 
the difference of the measure of the steady-state power 
at that point from the measure of an arbitrarily specified 
amount of power chosen as a reference. 

Note: The measures are often expressed in decibels, 
thus their difference is conveniently expressed as a 
ratio. Hence, Power Level is widely regarded as the 
ratio of the steady-state power at some point in a sys-
tem to an arbitrary amount of power chosen as a 
reference. 

Power Loss. The ratio of the power absorbed by the in-
put circuit of a Transducer to the power delivered to a 
specified Load under specified operating conditions. 

Note 1: If the input and/or Output Power consist of 
more than one component, such as multifrequency 
Signal or Noise, then the particular components used 
and their weighting must be specified. 

Note 2: This Loss is usually expressed in decibels. 
Preamplifier. An Amplifier, the primary function of 
which is to raise the output of a low-level source to an 
intermediate Level so that the Signal may be further 

processed without appreciable degradation in the signal-
to-noise ratio of the system. 

Note: A Preamplifier may include provision for 
equalizing and/or mixing. 
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Pre-Emphasis. A process in a system designed to em-
phasize the magnitude of some frequency components 
with respect to the magnitude of others. 

Note: Pre-Emphasis at the transmitting end of a 
system, in conjunction with De-Emphasis at the re-
ceiving end, is applied for the purpose of improving 
signal-to-noise ratio. 

Program. A sequence of audio signals transmitted for 
entertainment or information. 
Program Amplifier. See Amplifier, Line. 
Program Level. The measure of the Program Signal in 

an audio system expressed in vu. 
Push-Pull Amplifier Circuit. See Balanced Amplifier 
Circuit. 
Recovery Time. The interval required, after a sudden 
decrease in Input Signal amplitude to a system or com-
ponent, to attain a specified percentage (usually 63 per 
cent) of the ultimate change in Amplification or At-
tenuation due to this decrease. 
Reference Volume. The Volume which gives a reading 
of O vu on a Standard Volume Indicator. 
Remote Line. A Program transmission line between a 
remote-pickup point and the studio or transmitter site. 
Roll-Off. A gradually increasing Loss or Attenuation 

with increase or decrease of frequency beyond the flat 
portion of the Amplitude-Frequency Response character-
istic of a system or component. 
Signal. 1) A visual, audible, or other indication used to 

convey information. 
2) The intelligence, message, or effect to be con-

veyed over a communication system. 
3) A Signal wave. 

Signal Level. At any point in a transmission system, the 
difference of the measure of the Signal at that point 
from the measure of an arbitrarily specified Signal 
chosen as a reference. 

Note: The measures of the Signal are often ex-
pressed in decibels, thus their difference is con-
veniently expressed as a ratio. 

Singing. An undesired self-sustained oscillation in a sys-
tem or component. 

Note: This term implies oscillation at a frequency 
in or above the pass band of the system or component. 

Singing Margin. The difference in Level, usually ex-
pressed in decibels, between the Singing Point and the 
operating Gain of a system or component. 
Singing Point. The minimum value of Gain of a system 
or component that will result in Singing. 
Single-Ended Push-Pull Amplifier Circuit. An Ampli-
fier circuit having two transmission paths designed to 
operate in a complementary manner and connected so 
so as to provide a single unbalanced output. 

Note: This circuit provides push-pull operation 
without the use of a transformer. 

Sound Effects Filter. See Filter, Sound Effects. 
Source. The device which supplies Signal power to a 
Transducer. 
Source Impedance. See Impedance, Source. 

Standard Volume Indicator. A device for the indication 
of Volume having the characteristics prescribed in ASA-
C16.5. 
Thump. A low-frequency transient disturbance in a sys-
tem or component characterized audibly by the onomat-
opoeic connotation of the word. 
Transducer. A device capable of being actuated by 
waves from one or more transmission systems or media 
and of supplying related waves to one or more other 
transmission systems or media. 
Transducer, Active. A Transducer whose output waves 
are dependent upon sources of power, apart from that 
supplied by any of the actuating waves, which power is 
controlled by one or more of these waves. 
Transducer, Ideal (for Connecting a Specified Source to 
a Specified Load). A hypothetical passive Transducer 
which transfers the maximum possible power from the 
source to the Load. 

Note: In linear Transducers having only one input 
and one output, and for which the impedance con-
cept applies, this is equivalent to a Transducer which 
a) dissipates no energy and b) when connected to the 
specified Source and Load presents to each its Conju-
gate Impedance. 

Transducer, Passive. A Transducer whose output waves 
are independent of any sources of power which are con-
trolled by the actuating waves. 
Transducer Gain. The ratio of the power that the 
Transducer delivers to a specified Load under specified 
operating conditions to the Available Power of a speci-
fied Source. 

Note I: If the input and/or Output Power consist of 
more than one component, such as multifrequency 
Signal or Noise, then the particular components used 
and their weighting must be specified. 

Note 2: This Gain is usually expressed in decibels. 
Transducer Loss. The ratio of the available power of a 
specified Source to the power that the Transducer de-
livers to a specified Load under specified operating con-
ditions. 

Note 1: If the input and/or Output Power consist of 
more than one component, such as multifrequency 
Signal or Noise, then the particular components used 
and their weighting must be specified. 

Note 2: This Loss is usually expressed in decibels. 
Transformer, Ideal. A hypothetical transformer which 
neither stores nor dissipates energy. Its self-inductances 
have a finite ratio and unity coefficient of coupling. Its 
self and mutual impedances are pure inductances of 
infinitely great value. 
Transformer, Isolation. A transformer inserted in a 
system to separate one section of the system from unde-
sired influences of other sections. 
Transformer, Line. A transformer inserted in a system 
for such purposes as isolation, impedance matching or 
additional circuit derivation. 
Transformer Loss. The ratio of the power that would 
be delivered to a specified Load Impedance if an Ideal 
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Transformer were substituted for the actual transformer, 
to the power delivered to the specified Load Impedance 
by the actual transformer, under the condition that the 
impedance ratio of the Ideal Transformer is equal to 
that specified for the actual transformer. 

Note 1: If the input and/or Output Power consist of 
more than one component, such as multifrequency 
Signal or . Noise, then the particular components used 
and their weighting must be specified. 

Note 2: This Loss is usually expressed in decibels. 
Transformer Loss (Deprecated). The Loss which would 
be eliminated by the insertion, at any point in a trans-

mission system, of an Ideal Transformer having an im-
pedance ratio equal to the absolute value of the ratio of 
the impedances facing the actual transformer. 

Note: This Loss is usually expressed in decibels. 
Transition Loss. At any point in a transmission system, 
the ratio of the Available Power from that part of the 
system ahead of the point under consideration to the 
power delivered to that part of the system beyond the 
point under consideration. 

Note 1: If the input and/or Output Power consist of 
more than one component, such as multifrequency 
Signal or Noise, then the particular components used 
and their weighting must be specified. 

Note 2: This Loss is usually expressed in decibels. 
Treble Boost. A deliberate adjustment of the Ampli-
tude-Frequency Response of a system or component to 
accentuate the higher Audio Frequencies. 
Unbalanced Circuit. A circuit, the two sides of which are 
electrically unlike. 
Voltage Amplification. The ratio of the magnitude of the 
voltage across a specified Load Impedance connected to 
a Transducer to the magnitude of the voltage across the 
input of the Transducer. 

Note I: If the input and/or output voltage consist 
of more than one component, such as multifrequency 

Signal or Noise, then the particular components used 
and their weighting must be specified. 

Note 2: By custom this Amplification is often ex-
pressed in decibels by multiplying its common loga-
rithm by 20. 

Voltage Attenuation. The ratio of the magnitude of the 
voltage across the input of the Transducer to the magni-
tude of the voltage delivered to a specified Load Im-
pedance connected to the Transducer. 

Note 1: If the input and/or output voltage consist 
of more than one component, such as multifrequency 
Signal or Noise, then the particular components used 
and their weighting must be specified. 

Note 2: By custom this Attenuation is often ex-
pressed in decibels by multiplying its common loga-
rithm by 20. 

Volume. The magnitude of a complex Audio-Frequency 
wave in an electric circuit as measured on a Standard 

Volume Indicator. The Volume is expressed in vu. In 
addition, the term Volume is used loosely to signify 
either the intensity of a sound or the magnitude of an 
Audio- Frequency wave. 

Volume Control. See Gain Control. 
Volume Indicator. See Standard Volume Indicator. 
Volume Limiter (Deprecated). See Peak Limiter. 
vu. A quantitative expression for Volume in an electric 
circuit. 

Note 1: vu is pronounced "vee-you" and customarily 
written with lower case letters. 

Note 2: The Volume in vu is numerically equal to 
the number of decibels which expresses the ratio of 
the magnitude of the waves to the magnitude of 
Reference Volume. 

Note 3: The term vu should not be used to express 
results of measurements of complex waves made with 
devices having characteristics differing from those of 
the Standard Volume Indicator. 

Frequency Variations in Short-Wave Propagation* 
TORU OGAWAt, MEMBER, IRE 

Summary—Frequency variations in the propagation of short-
wave signals were observed at frequencies of 5 mc and 10 mc for 

about six months, beginning in August, 1957, utilizing the standard 
frequency transmission of station MY in Tokyo. The distance from 
the station to the receiving point was about 360 km, and the propaga-
tion path was nearly parallel to the latitude. It was found that during 
the six to ten-hour period centered at noon the E-layer reflection of 

5 mc was most suitable for utilizing the standard frequency, although 

*Original manuscript received by the IRE, March 3, 1958. 
j• Dept. of Elec. Eng., Doshisha Univ., Kyoto, Japan. 

the field intensity was very weak and the accuracy of the frequency 

comparison was only 5 X10-9, which was inferior by about a factor 
of ten to that possible with the VLF standard signals. 

The propagation of signals (at 5 mc at night and 10 mc throughout 
24 hours) which are widely used for communication service was ac-
companied by considerably large frequency variations, up to 3 X10-7. 
However, most variations are not large enough to disturb the com-

munication quality even for those communication systems which 
require the severest limitation of frequency variations. 

The diurnal and seasonal variations of the 5-mc signals, whose 
reflection point was in the E layer in the daytime and in the F2 layer 
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at night, were observed, and the differences between the F2- to 
E-layer exchange in the morning and the E- to F2-layer exchange at 

evening were also observed and discussed. 
It was found by simultaneous observations of 5-mc and 10-mc 

signals that the long period movements at local points in the F2 layer 
seemed to be nearly always correlated with each other. 

The apparatus used is described and its limitations are discussed. 

INTRODUCTION 

nr HE information obtained from the observation of 
frequency variations in short-wave propagation is 
divided principally into three classes. The first 

class considers the utility of the standard frequency 
transmissions, since the observed variations of up to 
3 X 10-7 caused in the propagation path were so large 
compared with the variations of the standard fre-
quency itself. (These latter variations are small multi-
ples of 10-9 at the transmitter.)' The second class of in-
formation is related to the distortion in special com-
munication systems. In the rather serious case of the 
SSB system, the variations could be large enough to dis-
turb the transmission quality, since the allowable value 
of the variation without considerable distortion has 
been measured as 2 cycles, i.e., 2 X10-7 at 10 mc.2 In the 
future this effect will become more serious in the prob-
lem of communication quality, because it will be nec-
essary to reduce the bandwidth more and more in order 
to avoid congestion in communications. As to the trans-
mission of standard frequency signals, those in the 
VLF band were surprisingly superior to the ones in the 
HF band,9 in which most standard frequency stations 
are now operated; therefore the VLF band may be used 
increasingly. However, it is impractical for commercial 
communications to change to the VLF band, since its 
usable frequency bandwidth is very narrow. The third 
class of information concerns the instability of the iono-
sphere. The vertical velocity of position of the same 
electron density can be directly and continuously ob-
served by measuring the frequency variations in the 
propagation, and the velocity can be measured to an 
accuracy of 1 m/s or smaller. Therefore, the fine and 
sudden disturbances in the ionosphere can also be ob-
served. 

Frequency variations in short-wave propagation have 
been observed by several authors for rather short pe-
riods,4-6 and many of these observers placed the empha-

' See, e.g., National Bureau of Standards, Boulder Labs., Colo., 
"Standard frequencies and time signals WWV and WWVH," PROC. 
IRE, vol. 44, pp. 1470-1473; October, 1956. 

2 See, e.g., N. Koomans, "Single-sideband telephony applied to 
the radio link between the Netherlands and the Netherlands East 
Indies," PROC. IRE, vol. 26, pp. 182-206; February, 1938. 

$ J. A. Pierce, "Intercontinental frequency comparison by very-
low-frequency radio transmission," PROC. IRE, vol. 45, pp. 794-
803; June, 1957. 

4 L. Essen, "Standard frequency transmission," Proc. IEE, vol. 
101, pt. 3, pp. 249-255; July, 1954. 

J. M. Steele, "The standard frequency monitor at the National 
Physical Laboratory," Proc. IEE, vol. 102, pt. 2, pp. 155-165; 
March, 1955. 

6 I. Takahashi, T. Ogawa, M. Yamano, A. Hirai, and M. Takiuchi, 
"Doppler shift of the received frequency from the standard station 
reflected by the ionosphere," PROC. IRE, vol. 45, p. 1408; October, 
1957. 

sis on the standard frequency transmission. The present 
author has constructed an apparatus suitable for the 
continuous observation and study of the character of 
frequency variations in relation to the three areas men-

tioned above. 
The frequency variations in propagation are caused 

by two factors, the Doppler effect at the reflection point 
and the variations of the group velocity in the iono-
sphere. The Doppler effect is proportional to the verti-
cal component of the velocity of the point which has 
enough electron density to reflect the radio wave being 
considered, and the variations of the group velocity are 
caused by the variations of electron density from the 
wave entrance point to the exit point of the ionosphere. 
These two effects may be summarized in equations. The 
frequency variation in the total propagation path is 

expressed as 

d ri dl 
o —u (1) 

where / is the distance from the transmitting point to 
the receiving point measured along the propagation 
path, and u is the group velocity of the radio wave. 
Neglecting the earth's magnetic field and collision fric-
tion, u is given for short waves by 

e2N )1/2 

me 

where c is the velocity of light in free space, e and m are 
the charge and mass of an electron, respectively, and N 
is the electron density of the ionosphere. Therefore, as-
suming the propagation path to be symmetric about the 
vertical line through the reflection point, 

= 2 -f— d f h(1  ) cos idh, (3) 
c dt o 27-mf2 

where h is the real height of the reflection point and i is 
the angle between dl and a line normal to the boundary 
of the ionosphere. Since (1) can be transformed into an 
equation involving the familiar variable h', the virtual 
height of the reflection point, that is, 

2f cos io dh' 

(2) 

=   (4) 
di 

where io is the incident angle to the ionosphere, then the 
frequency variation can also be expressed in terms of the 
time derivative of the virtual height. 

APPARATUS 

A block diagram of the apparatus is shown in Fig. 1. 
The incoming standard frequency from the antenna is 

mixed at the receiver input with a harmonic frequency 
of the auxiliary crystal oscillator and then amplified. 
The auxiliary crystal oscillator is adjusted to a fre-
quency slightly different from a subharrrionic of the 
standard frequency. The output signal of the receiver is 
again amplified by a selective amplifier, which is fol-
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lowed by the phase sensitive mixer. The output of the 
auxiliary crystal oscillator is also introduced into the 
mixer and multiplier in which its harmonics are mixed 
with a harmonic of a 100-kc reference crystal oscillator. 
The two beat frequencies are fed into a phase sensitive 

mixer, producing a frequency which is the difference be-
tween the incoming frequency and the harmonics of the 
reference crystal oscillator. The effect of the variations 
in the frequency of the auxiliary crystal oscillator is 
canceled out by this last mixer. The output of the last 
phase sensitive mixer is introduced into a frequency 
meter having a high-frequency sensitivity, which can be 
operated at a frequency of 0.02 cps or lower at a suffi-
ciently large amplitude, and whose output current is 
proportional to the frequency of the input signal. 
The frequency meter is similar in principle to the 

counting-rate meter,' and its block diagram and wave-
forms for each stage are shown in Fig. 2. The beat signal 
is transformed into a rectangular signal by a voltage dis-
criminator, and after differentiation, it drives the uni-
vibrator, which produces a constant width pulse per 
each cycle of the beat frequency. By integrating these 
pulses, the output direct current becomes proportional 
to the beat frequency. The frequency sensitivity may be 
increased by adjusting the width of these pulses. 

In the present apparatus, a second channel was added, 
as shown below the broken line in Fig. 2. The phase of 
the reference signal fed to the second phase sensitive 
mixer is shifted about 90° from that of the first mixer. 

The gate of one channel is opened when that channel is 
operating, but closed when the other channel is being 

used. Therefore, when the incoming signal frequency is 
higher than the harmonics of the reference frequency, 
only the upper channel is in action while the lower chan-
nel is stopped, and vice versa. Therefore, the deflection 
in the recorder is to the right or to the left according to 
whether the incoming standard frequency is higher or 
lower than the harmonics of the reference frequency, 
respectively; in other words the frequency meter be-
comes sign sensitive. As a result, it is not necessary for 
the reference oscillator to be offset from its nominal fre-

7 W. C. Elmore and M. Sands, "Electronics, Experimental Tech-
niques," McGraw-Hill Book Co., Inc., New York, N. Y., pp. 249--
256; 1949. 

frern Mor 

Fig. 2—Block diagram of phase sensitive mixer 
and frequency meter. 

t• 
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quency so that the pulses generated at the last stage of 
the frequency divider can be compared with the time 

signals modulating the standard frequency; also, it is 
available for other uses. In the comparison of the time 
signals, the variations caused by the propagation path 
are integrated over a long time interval—e.g., for 24 
hours—and the measuring error becomes very small. 
However, there are several disadvantages to this meth-
od. First, the action threshold voltage of the two dis-
criminators must be adjusted to the same amount when 
the signal is weak, and second, the closer the beat fre-
quency is to zero, the smaller becomes the voltage-
sensitivity of the discriminators. Therefore, in the case 
of weak signals, it is better that the reference oscillator 

be offset; in practice the lower channel of the frequency 
meter was only used in simultaneous operation with the 
time signal comparison. 

The over-all accuracy of the complete apparatus is 
limited by several factors. The most important one is 
the accuracy of the reference crystal oscillator, and other 
ones are the variations of the pulse height and width at 
the univibrator and the balancing of the direct current 
amplifier in the frequency meter. The drift of the refer-
ence crystal oscillator is measured to be about 1 X10-8 
per day by means of the time comparison between the 
output pulse of the frequency divider and the standard 
time signal employing a synchroscope, and by the fre-
quency comparison method utilizing the 5-mc signal re-
ceived via E-layer reflection. As the errors arising from 
other factors are much smaller than that of the reference 

oscillator, the total accuracy is estimated to be about 
1 X10-8 per day, i.e., the error in measurement of the 
vertical velocity of the reflection point is estimated to be 
about 1.5 m/s per day in the case of vertical incidence. 
Of course the total error for a short period is less than 

this value and is smaller than one meter per second per 
day. 

Such a method, utilizing the frequency meter, is su-

perior to the ordinary beat method" in the direct read-

8 A. H. Allan, D. D. Crombie, and W. A. Penton, "Frequency 
variations in New Zealand of 16 kc/s transmission from GBR 
Rugby," Nature, vol. 177, pp. 178-179; January 28, 1956. 

9 I. Takahashi, T. Ogawa, M. Yamano, A. Hirai, and M. Take-
yama, "Stark modulation atomic clock," Rev. Sci. Instr., vol. 27, 
pp. 739-745; September, 1956. 
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ing of frequency variations. However, the disadvantage 
is that when the beat frequency becomes very low, the 
errors of the frequency meter are relatively not negligi-
ble. Generally, in frequency comparison it is preferable 
to employ the frequency meter method when the fre-
quency difference is 0.1 cps or higher, and the ordinary 

beat method when it is 0.1 cps or lower. 
Finally, the field intensity of the received signal can 

be recorded for assistance in analysis by a calibrated 
bridge circuit in the receiver. 

OBSERVED RESULTS AND DISCUSSION 

Observations were made beginning August, 1957, and 
the frequencies observed were at 5 mc and 10 mc. The 
observation point was at Doshisha University in Kyoto, 
Japan, at long. 135.8° E and lat. 35.0° N, which is about 

360 km distance from the standard frequency station 
JJY of the Radio Research Laboratories in Tokyo, 
Japan, at long. 139.5° E and lat. 35.7° N. As the propa-
gation path was nearly parallel to the latitude, the ef-

fects of the extraordinary wave could be neglected. 
The frequency variations were almost continuously 

observed except for the periods of improvement of ap-
paratus, and the field intensity was sometimes observed. 
These two frequencies were selected for the following 

reasons. To use a radio wave signal as the frequency 
standard, it is important in many cases that the fre-
quency variations caused by the propagation medium 
be as small as possible even when the field intensity is at 
its lowest detectable level. Earlier observations have 
shown that the variations are much smaller in the case 
of the E-layer reflection than in that of the other layers. 
In the present case, the incident angle to the E layer is 
about 60'; therefore, the radio waves with frequencies 
higher than about 7 mc cannot be received by E-layer 
reflection during the whole year, except during periods 

of extraordinary disturbances in the ionosphere. Even if 
a frequency less than this value is selected, the period 
of E-layer reflection is limited. However, as the fre-
quency is lowered, this time interval increases. From 
this point of view, the 2.5-mc standard frequency is more 

suitable than the 5-mc one. However, the field intensity 
of the former is much smaller than that of the latter due 
to the increased attenuation of the ionosphere. Also, the 
standard station JJY is not always on the air at 2.5 mc. 
The 5-mc signal was selected not only to measure its 
utility as a standard frequency in the daytime but also 
as a communication frequency at night,. when the fre-
quency variation usually is very large due to the F2-layer 

disturbances. 
The frequency range of 10-mc signals is suitable for 

long-distance communication in the daytime and also at 
night. Most domestic radio communication systems 
whose range is larger than several hundred kilometers 
are operated in the neighborhood of this frequency, es-
pecially in the daytime. Thus, by measuring the fre-
quency variation at 10 mc, the signal distortion of do-
mestic service in the daytime and of intercontinental 

service at night may be explained. "I he 15-mc standard 
signal might also have been observed as well as the 10 
mc, but the analysis of the data was very complex be-
cause at this frequency, even in the daytime, the signal 
intensity of the radio wave from Hawaii (WWVH) be-
comes stronger than the one from Tokyo (JJY) more 
frequently than at 10 mc. 

Typical examples of the diurnal variations of fre-
quency variation are shown in Fig. 3(a) and (b). The 
frequency variation record at 5 mc in Fig. 3(a) can be 
roughly separated into four time intervals. Period I 
is the six to ten hours centered at about noon, when 
the received signal is assumed to be the result of E-layer 
reflection, because in this time interval the electron 
density of the E layer is great enough to reflect a 5-mc 
signal which approaches at an incident angle of about 
60°. The good quality of the 5-mc signal in this period 
is of great interest: it is most suitable as a frequency 
and time standard transmission, because the frequency 
variations are very small compared with the other 
periods of the 5-mc record and the whole part of the 
10 mc, as shown in Fig. 3(b). On the days in which 
the ionosphere disturbances were small, it was possible 
to compare the standard frequency to the local stable 
oscillator with a precision up to 5 X10-9 by a two to 
three hours frequency comparison. These days were 
about 75 per cent of the total period of observation. 
Fig. 4 shows the seasonal variation of such usable time 
intervals for standard frequency comparison. The two 
solid lines show the theoretical curves indicating the 
limiting times for E-layer reflection based upon the law 

that the critical frequency of the E layer is proportional 
to (cosx)u4, where x is the solar zenith angle. The limit-
ing points observed are almost all located inside but 
near the theoretical curves. Some of the larger intervals 
between the theoretical curves and the observed points 
indicate that the movements of the E layer near the be-
ginning and the end of the reflection period became ir-
regular. In Period I the field intensity was so weak, 
as shown in Fig. 5(a), that it will be difficult to use 
the radio signals for communication service, even if 
the frequency variations were small. In Period II most 
of the frequency variations were of the order of 5 X10-8, 
but were sometimes accompanied by sudden variations 
of 2 X 10v. Because the electron density of the E layer 

at night decreases to about one tenth of the value in 
the daytime," the propagation of the 5-mc wave at 
that time was obviously via the F2 layer. The frequency 
variations are assumed to depend both upon the vari-
ations in the height of the reflection point in the F2 

layer and upon the variations of group velocity in the 
ionosphere. However, the variations of the group ve-
locity cannot possibly cause such large frequency varia-
tions for such long time intervals. For example, let us 
imagine an extreme case in which the height of the re-
flection point is not changing and the electron density in 

'0 A. P. Mitra, "Night-time ionization in the lower ionosphere," 
J. Atmos. Terr. Phys., vol. 10, pp. 140-162; March, 1957. 
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the ionosphere below the reflection point, a distance of 
10 km, varies uniformly with time from zero to 5 X104 
per cubic centimeter in 5 seconds. For that extreme case, 
the frequency variation is estimated from (3) to be only 
about 4 X 10-4 at 5 mc. Consequently, the frequency 
variations will mainly depend upon the effect of the 
variations of the reflection point itself. Remarkable 
variations up to the order of —3X10-7 appeared for 
about one hour between 1 A.M. and 4 A.M. on most days. 
Although these variations accompany reception of the 
radio wave from WWVH, the mechanism of their origin 
is not clear. 

In Period III, centered around sunrise, the variations 
appeared to increase the frequency; the cause of this 
increase is believed to be the movement of the reflection 
point from the F2 layer to the E layer. The frequency 
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change was gradual and reached a value up to about 
-I-1 X10-7. In Period III', which was at sunset, the vari-
ations tended to decrease the frequency, although not so 
much as in Period III ; but they were accompanied by 
sudden variations of short duration. Such variations are 
believed to be caused by the inverse of the process in 
Period III, that is, by the reflection point moving from 
the E layer to the F2 layer. In the F2- to E-layer change, 
the reflection point appeared to be coming down at a 
mean velocity of about 20 m/s, whereas in the E- to 
F2-layer change the reflection occurs simultaneously at 
both layers, which are moving up at a velocity some-
what smaller than that mentioned above. In the latter 
case, the relative field intensities of the waves from the 
different layers are rapidly alternating in their relative 
intensities. It is interesting to note that the processes 
were different for the F2- to E-layer and the E- to F2-
layer exchanges. 

Except during Period I, the field intensity was suffi-
cient for use in communication service, and was be-
tween 10 µv/m and 10 mv/m. Fig. 6(a) shows an exam-
ple of the distribution of the frequency variations at 
5 mc, measured at hourly intervals from midnight 
throughout the day. Although the maximum frequency 
variations amount to 3 X10-7, even those communica-
tion systems that allow a variation of only 2 cps may 
be successfully operated. 
The standard frequency station JJY is off the air from 

29 minutes to 39 minutes past each hour, and the hourly 
interruption of the recordings during the daytime due 
to this are plainly visible. These interruptions on the 
records were shortened at night by the WWVH trans-
mission, which is off the air for the period between 
30 minutes to 34 minutes past each hour, and in some 
cases by the WWV transmission, which is continuous 
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during the JJY interruption. It is interesting to observe 
that the frequency variations of the radio signals from 
WWVH were of the same order as those from JJY, al-
though the distance of WWVH is about twenty times 
that of JJY; however the observation period was very 
much shorter than that for JJY. 

Typical examples of frequency variations at 10 mc are 
shown in Fig. 3(b). At this frequency the changes on the 
record are not so distinct as at 5 mc, because the reflec-
tion of the 10-mc radio wave from JJY and WWVH is 
always via the F2 layer, except in the cases of the appear-
ance of a layer having a much larger electron density at 
or below the height of the F2 layer. The field intensity 
dropped to almost zero because of the deep penetration 
of the signals into the F2 layer from about 4 A.M. to 
6 A.M., as shown in Fig. 5(b) ; this time interval was, of 
course, slightly different from day to day. The distribu-
tion of frequency variations at 10 mc for each hour is 
shown in Fig. 6(b); the variations are normally less than 

2 cps, although sudden variations amounting to 3 cps 
do occur at times. 

Fig. 7 shows a typical example of simultaneous ob-
servation of frequency variations at 5 mc and 10 mc at 
night. The two almost correlate with each other not only 

(a) 

(b) 

Fig. 7—An example of simultaneous observation of 5-mc and 10-mc 
signals reflected from the F2 layer. 

in the amount of variation but also in the length of dura-
tion, except for those of short duration. Hence it may be 
concluded that in the F2 layer at night independent 
variations of the electron density within small volumes 
are not very pronounced, but that the variations of the 
layer as a whole are the dominant phenomena. 

It was not completely evident whether any of the fre-
quency variations corresponded closely to the appear-
ance of the sporadic E layer or not. However, several ob-

servations around the time of appearance of the sporadic 
E layer at night showed the frequency variations were of 
the order 4 X 10-8 and that vertical velocity of the reflec-
tion point seemed unexpectedly small at 5 mc. Also, the 
signal from Hawaii was not received; therefore the sig-
nal recordings were similar to those in the daytime. 
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I. INTRODUCTION 

M
ECHANICALLY-RECORDED frequency rec-
ords are made for the purpose of calibrating 
recording systems and recording heads. Such 

records are available commercially for testing phono-
graph pickups and reproducing systems. Usually, a fre-
quency record contains a number of sinusoidal signals 
of various significant frequencies recorded in separate 
short bands on the record. 
Three basic methods are described in this standard 

for calibrating laterally-modulated frequency records. 
The same general techniques also are applicable to 
vertically-modulated frequency records. The oldest of 
these is the "Microscope Method," in which the recorded 
amplitude is measured directly by use of a microscope. 
The second method is the "Light-Pattern Method," 

in which the recorded amplitude is determined by use of 
the principle that, under specified conditions, the re-
flected light from a band of recorded grooves forms a 
pattern the width of which is related to the recorded 
velocity. The main body of the Standard covers the 
Light-Pattern Method due to Buchmann-Meyer, while 
in the Appendix are given two approved refinements for 
improving accuracy of observation, particularly at 
short-recorded wavelengths. 

In the third method, the "Variable-Speed Method," a 
pickup stylus is engaged with the record groove and the 
record is rotated at different speeds. Thus, the pickup 
stylus is driven at a constant amplitude for a given 
recorded groove band, and the pickup output frequency 
is proportional to groove speed. By providing several 
bands with different recorded wavelengths on the rec-
ord, and by operating over a sufficient speed range, an 
overlapping of the pickup output frequency from one 
band to another will result, and the response-frequency 
characteristics of the pickup itself can be factored out of 
the measurement of recorded amplitude. 
No single standard method for calibrating mechani-

cally-recorded frequency records yet devised gives com-
pletely accurate results under all conditions, particu-
larly at high recorded frequencies. Accordingly, in 
recording and reproducing practice, all three basic 
methods described in this Standard are used in order 
to cross-check results and average out errors in measure-
ment. The Microscope Method is limited in precision 
by the optical and mechanical properties of the available 
microscope and accessory equipment. Under optimum 
conditions recorded amplitudes as small as 50 micro-
inches can be measured with less than 10 per cent error. 
This sets a practical upper frequency limit on the Mi-
croscope Method of about 10,000 cps for a recorded level 
of 5 cm per second. The basic Light-Pattern Method is 
limited in accuracy at both very low and very high fre-
quencies, due to the diffuse nature of the pattern edges. 
Nevertheless, under proper conditions this method can 
provide reasonable accuracy at recorded frequencies as 
high as 15,000 cps, particularly with the refinements in 
technique described in the Appendix. The Variable-
Speed Method is accurate through the lower and middle 

ranges of frequencies, but suffers increasingly serious 
errors at high frequencies where the recorded wave-
length is less than about 3 times the stylus radius. 

2. MICROSCOPE METHOD OF MEASUREMENT 

In the Microscope Method of Calibration the re-
corded grooves of a frequency record are viewed di-
rectly with a microscope having a magnifying power 
range between 25 X and 500 X, and arranged to provide 
vertical illumination of the grooves. Each frequency to 
be measured need be recorded for only a few cycles with 
suitable identification breaks between frequencies. 

2.1 Measuring Equipment for Microscope Method 

2.1.1 Apparatus: Any conventional microscope having 
a vertical illuminator may be used with the following 
typical apparatus: 

Filar micrometer eyepiece having a magnification of 
about 12.5 X. 

Achromatic dry microscope objectives-48 mm, 32 
mm, 16 mm, 8 mm, 4 mm, corrected for use without 
cover glass, and designed for tube lengths which 
match the microscope barrel lengths with the vertical 
illuminator in place. Ease of observation is materially 
increased if the glass surfaces of the objectives are 
treated with a reflection-reducing coating. 

Mechanical stage. 

Collimated light source with adjustable iris dia-
phragm. 

Record fixture which will support the frequency rec-
ord to be measured beneath the microscope objec-

tive. 

Glass stage micrometer for calibrating the setup. 

2.1.2 Arrangement of Apparatus: It is desirable that 
the measuring equipment be set up on a sturdy bench. 
The filar micrometer eyepiece is used to replace the 
regular microscope eyepiece and the vertical illuminator 
is mounted on the barrel of the microscope. The objec-
tive is fastened to the vertical illuminator and a source 
of collimated light placed opposite the light aperture 
of the illuminator at a distance of from 2 to 3 inches. 
The arrangement of this apparatus is shown in Fig. 1. 
It is essential that the iris diaphragm on the light source 
be closed down until optimum contrast and resolution 
of the image are obtained. The light source and the po-
sition of the mirror in the vertical illuminator should be 
adjusted until a small circular spot of light is projected 
onto the record. 

2.2 Measuring Procedure for Microscope Method 

2.2.1 Calibration of Microscope: The divisions of the 

filar micrometer eyepiece may be calibrated for each 
objective lens by placing the glass stage micrometer 
beneath each objective lens. In order to minimize meas-
urement errors arising from the limiting accuracy of 
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Fig. 1—Arrangement of apparatus for Microscope Method of cali-
brating mechanically-recorded frequency records. 

calibration of the micrometer screw, it is important, 
particularly at high recorded frequencies, that the filar 
eyepiece be calibrated at that portion of the screw where 
the amplitude measurement is to be made. In use, that 
objective is chosen which will give a measurable image 
of the recorded groove modulation in the microscope 
eyepiece. 

2.2.2 Measuring Technique: The record to be cali-
brated is supported on the fixture under the microscope 
as shown in Fig. 1. An objective should be chosen which 
gives a magnification sufficient to observe several wave-
lengths of the frequency band being measured. With the 
vertical illuminator adjusted as above, the groove edges 
or bottom will be defined by the reflected light, as shown 
in Fig. 2. The maximum excursions can be measured 
with the micrometer eyepiece. When high power objec-
tives are used, it becomes apparent that the grooves are 
not perfectly smooth. Fine lines parallel to the groove 
bottom caused by stylus imperfections are frequently 
clearly visible and may also be used for the measure-
ment of amplitude. 

2.3 Results with Microscope Method 

2.3.1 Limits of Accuracy: With this method it is possi-
ble, if the groove wall is sufficiently well defined and if 
the precision of the optical equipment is adequate, to 
make useful measurements of recorded frequencies as 
high as 10,000 cps. A 10,000-cps signal recorded with 
normal stylus velocity of 5 centimeters per second 
rms will have an amplitude of 88.7 micro-inches peak to 
peak. 

2.3.2 Method of Presentation: The individual measured 
amplitudes may be tabulated or plotted directly as a 
function of the recorded frequency. It is customary in 
recording practice to use the term "decibel" to express 
the relative amplitude of each of the recorded frequen-
cies. This is accomplished by multiplying by 20 the 
common logarithm of the ratio of each amplitude to the 
amplitude of a recorded reference frequency. or some 
work, stylus velocity may be desired, and this can be 

Fig. 2—Photograph showing typical recorded-groove section as ob-
served by Microscope Method. Recorded frequency is 1000 cps, _ 
and magnification is 250X. Peak-to-peak recorded amplitude 2A 
is 0.00056 inch, corresponding to a velocity of 8.9 cm/sec. 

readily calculated from the amplitude, by the relations 

V max = 27rf A 

or 

V rms = N/iirf A, 

where A is one half the peak-to-peak amplitude as 
measured, and f is the recorded frequency. The calcu-
lated velocity data may be tabulated or plotted either 
directly as a function of the recorded frequency, or as 
relative recorded velocity with respect to the velocity 
at a reference frequency. Relative recorded velocity is 
customarily expressed in decibels by multiplying by 20 
the common logarithm of the ratio of the calculated 
velocity to the velocity of a recorded reference fre-
quency. 

3. LIGHT-PATTERN M ETHOD OF MEASUREMENT 

A frequency record intended for calibration by the 
light-pattern method' is prepared by recording each 
frequency for a sufficiently long time to produce a band 
of at least ten modulated grooves. A similar number of 
unmodulated grooves is left between the modulated 
bands. The higher frequencies are usually recorded at 
the outside of the record, with frequencies decreasing 
toward the center. 

3.1 Apparatus and Measuring Setup for Light-Pattern 
Method 

A light approximating a collimated source is required. 
A point source may be used at sufficient distance. A 
clear-glass incandescent lamp with one straight-coil 
filament is adequate. A turntable support for the record 
is also needed, together with a scale graduated in centi-
meters. A suggested arrangement for making measure-
ments by this method is shown in Fig. 3. 

Also shown in Fig. 3 are detail sections illustrating 
the reflection of the light from the inner and outer groove 
walls to the viewing positions for taking bandwidth 
measurements. An optional refinement in technique 

G. Buchmann and E. Meyer, "Eine neue optische Messmethode 
für Grammophon platten." Elek. Nachr.-Tech., vol. 7, p. 147; 1930. 
Translated in J. Acoust. Soc. Amer., vol. 12, p. 303; 1940. 
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Fig. 3—Suggested arrangement of apparatus for Light-
Pattern Method of calibrating disc records. 

would substitute a telescope measurement for direct 
measurement with the scale. Still further refinements 
are obtained by the use of color filters and photography. 

3.2 Measuring Procedure for Light-Pattern Method 

The type of light pattern resulting from use of this 
method is indicated in Fig. 3. The widths of both inner 

and outer reflected light bands for each frequency are 
measured directly while observing from the position 
which gives the most brilliant pattern reflection. For 
low frequencies it is necessary to rotate the disk so that 
reflections at the outermost edges appear. Continuous 
rotation gives the best results at all frequencies. 
The recorded velocities may be obtained by applica-

tion of the following formula:2 

V = 27r(N /60)(BoBi)/(Bo Bi) 

where 

V= the maximum recorded velocity of modulation, 
cm. per sec. 

N= revolutions per minute at which the record was 

recorded. 
B0= width of outer pattern in centimeters (pattern 

farther away from the light source). 
Bi = width of inner pattern in centimeters (pattern 

nearer the light source). 

3.3 Limitation of Light-Pattern Method 

Measurements made by the light-pattern method de-
scribed above are subject to the major limitation that 
the light pattern does not end abruptly at its sides, but 
rather exhibits a slow drop-off, providing a degree of un-
certainty in the measurement of pattern width, es-
pecially at short recorded wavelengths. At long re-
corded wavelengths the pattern width is small, and 
accurate results are increasingly difficult to obtain. In 
addition, cyclic shifting of the pattern results from geo-
metric inaccuracies in the disc, such as groove eccen-
tricity and lack of disc flatness. 
Two methods are described in the Appendix for im-

proving the accuracy of measurements at short re-

2 B. B. Bauer, "Measurement of recording characteristics by 
means of light patterns," J. Acoust. Soc. Amer., vol. 8, p. 387; 1946. 

corded wavelengths. The first methods uses the principle 
of the sextant to provide improved accuracy of measure-
ment. The second method' makes use of interference 
patterns from which the theoretically correct pattern 
width can be calculated. 

4. VARIABLE-SPEED METHOD OF MEASUREMENT 

This method consists of reproducing the several fre-
quency bands of the frequency test record under meas-
urement with a conventional pickup and a variable-
speed turntable. One of the recorded frequency bands 
on the frequency record is selected as a reference fre-
quency band. The turntable speed is adjusted for each 
of the other frequency bands in turn, so that the repro-
duced frequency in each case is the same as that of the 
reference band.5 The pickup output voltage for each 
band is then compared with the reference frequency 
band pickup output voltage. By taking into account the 
relative output voltages and normal recorded frequen-
cies, simple calculations can be made which give the 
relative recorded velocity of each band compared to the 
velocity level of the reference frequency band. When a 

wide range of frequencies is to be measured, more than 
one reference frequency band usually must be used to 
cover the entire range. 

4.1 Measuring Equipment for Variable-Speed Method 

A turntable, the speed of which is continuously vari-
able over a range of the order of 10 or 15 to one, is re-
quired. The low-speed limit may typically be 5 to 
10 rpm; the high-speed limit 80 to 100 rpm. A conven-
tional tone arm and a high-compliance pickup with 
suitable stylus for the type of record to be calibrated is 
also required. Measuring equipment consists of a suit-
able vacuum-tube-voltmeter capable of measuring the 
pickup output voltage and, where necessary, suitable 
band-pass filters for attenuating record noise. 

4.2 Measuring Procedure for Variable-Speed Method 

Selection of the reference frequency bands will depend 
to some extent on the normal speed of the record to be 
calibrated and the speed range of the turntable. The 
first, or lowest, reference frequency band should be se-
lected so that all of the low-frequency bands on the 
record up to approximately 200 cycles may be repro-
duced at this lowest reference frequency by either in-
creasing or decreasing the turntable speed. The pickup 
output from each band when reproduced at the refer-
ence frequency should be noted and compared with the 
output from the reference frequency band when repro-
duced at normal speed for the record. 
The above procedure should be repeated, using one or 

more higher reference frequencies selected so the group 

3 P. E. Axon and W. K. E. Geddes, "The calibration of disc re-
cordings by light-pattern measurements." Proc. LEE, vol. 100, pt. 
III, pp. 217-227; July, 1953. 

4 B. B. Bauer, "Calibration of test records by interference pat-
terns," J. Acoust. Soc. Amer., vol. 27, pp. 586-594; May, 1955. 

6 R. C. Moyer, D. R. Andrews, and H. E. Roys, "Methods of 
calibrating frequency records," PROC. IRE, vol. 38, pp. 1306-1313; 
November, 1950. 
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of bands measured at each reference frequency will 
overlap by one or more bands those measured at the 
next lower reference frequency. 

4.3 Results with Variable-Speed Method 

The relative recorded velocity of each test frequency 
band in a group, compared to the recorded velocity of 
the reference frequency band, may be expressed as fol-
lows: 

Relative recorded velocity in db = 20 log [ n'] 
Exf, 

where 

E,.= voltage output from reference band. 
E.= voltage output from test band when reproduced 

at reference band frequency. 
fr= recorded frequency of reference band. 
f.= recorded frequency of test band. 

Similar calculations may be made for each group of 
bands where a different reference band frequency is 
selected. Since overlapping groups of frequency bands 
have been selected, the various portions of the calibra-
tion curve thus arrived at may be arbitrarily connected 
at common frequency points, thereby producing a con-
tinuous calibration curve for the bands measured. Abso-
lute velocity calibration in centimeters per second may 
then be obtained by determining the velocity of one 
band by either of the two preceding methods. 

4.3.1 Limitations of Variable-Speed Method: For ac-
curate results with the variable-speed method the sty-
lus of the calibrating pickup must track the record 
grooves perfectly, and the record material must not 
yield either under the downward pressure of the stylus 
tip or as the groove walls apply vibratory movement to 
the stylus. However, at high velocities the resulting 
stylus accelerations cause forces of a sufficient degree to 
cause appreciable yielding of the material. (A correction 
formula6 has been developed to take such yielding into 
account.) The lower the mass of the pickup elements set 
in vibration by the stylus, the lower such forces will be. 
The higher the compliance of the pickup mechanism, 
the more perfect the tracking will be. Accordingly, the 
closer the approach to a zero-mass, zero-stiffness pickup, 
the more accurate the above results will be. Additionally, 
as velocities are reached which produce curvatures of 
the groove which are comparable to the stylus tip radius, 
the poorer the tracking will be. Thus, this method has 
limitations which generally become more marked, the 
higher the recorded frequency. 

APPENDIX 

The limitations of the basic Light-Pattern Method 
indicated in Part 3.3 may be reduced by the refinements 
in techniques presented in this Appendix. 

O. Kornei, "On the playback loss in the reproduction of phono-
graph records," J. Soc. Mot. Pict. & Telev. Engs., vol. 37, pp. 569-590; 
December, 1941. 

(a) 

(b) 

(c) 

(d) 

(e) 
(f) 

(g) 
(h) 

(j) 

Fig. 4—Photograph of twin images formed by the sextant technique 
for making light-pattern measurements of disc records. Images 
are adjusted for coincidence of the 500-cps tone patterns. 

Tone-Pattern Frequencies 

(d) 1 kc 
(e) 500 cps 
(f) 200 cps 

(a) 4 kc 
(b) 3 kc 
(c) 2 kc 

(g) 100 cps 
(h) 50 cps 
(j) 1 kc 

(Reprinted with permission from reference 3.) 

A. SEXTANT TECHNIQUE FOR MAKING LIGHT-
PATTERN MEASUREMENTS 

This method of measuring the light pattern width 
uses the principle of the sextant. Two identical images 
of the light pattern are produced, and these images are 
moveable with respect to each other in a horizontal di-
rection. The width of a light pattern corresponding to a 
given recorded frequency is measured by the relative 
displacement of the two images necessary to cause the 
right-hand edge of one to coincide with the left-hand 
edge of the other. This type of alignment is relatively 
unaffected by oscillation of the pattern, such as would 
result from groove eccentricity and lack of disc flatness, 
since both images move together in an identical manner. 
The type of pattern resulting from application of this 
technique is shown in Fig. 4, where the 500-cps patterns 
have been adjusted for edge-to-edge coincidence. Pat-
tern width is measured by the center-to-center distance 
between the images for the coincident condition. 

A.1 Apparatus and Measuring Procedure 

A diagram of the measuring apparatus is shown in 
Fig. 5. Light from the lamp Li is reflected by the inclined 
plane mirror M1 to the collimating mirror C. The col-
limated beam of light is limited in vertical extent by the 
slit S and passes above the prisms P1 and P2, and be-
tween the mirrors M1 and M2, to the disc. It can be 
shown that when the light source is at infinity (a condi-
tion approximated by the collimated light source), the 
focal plane of the light reflected from either the near-
side or far-side grooves coincides with the vertical plane 
through the center of the disc. In the sextant method 
the reflected light pattern is viewed at its focal plane 
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Fig. 5—Functional diagram showing arrangement of optical elements 
with the sextant technique for making light-pattern measure-
ments. (Reprinted with permission from reference 3.) 

rather than at the surface of the disc, so that by moving 
the disc vertically all patterns, whether near side or far 
side, are brought to the same point for observation. 
The turntable is rotated at about 20 rpm, which is 

just sufficient to merge the luminous elements of a 50-cps 
band of tone into a continuous pattern. 
The two separable images are produced respectively 

by the prisms PI and P2, which reflect the light from the 
disc through a right angle, in a direction normal to the 
plane of the diagram. When the prisms are parallel, as 
in the plan view shown in Fig. 6, coincident images of 
the light pattern are observed in the telescope, while 
counter-rotation of the prisms about a vertical axis 
causes the two images to separate horizontally. The 
linear movements of the images can be made equal and 
opposite if the prism Pi, which is nearer to the pattern, 
is arranged to rotate slightly more rapidly than Pry. 
When a correct edge-to-edge adjustment has been 

made, the separation of the two images is equal to the 
width of the light pattern and is measured by observa-
tion of a vernier scale system, V (Fig. 5). To read the 
scale the lamp 1.2 is switched on and an image of the 
scale is formed by the mirror M2 in the focal plane below 
the light pattern but still within the field of view of the 
telescope. Twin images of both the scale and the light 
patterns will then be seen and their separation may be 
read off directly. The vernier is illuminated by light of 
one color and the main scale by another, appropriate 
color filters being inserted into the respective image 
paths via Pi and P2. This allows the vernier to be seen 
moving across the scale without redundant and confus-
ing duplicate images. 
The vertical spread of the collimated beam due to the 

length of the filament of LI allows some latitude in the 
inclination of the disk necessary to secure adequate re-
flection into the viewing system. The width of the colli-
mated beam is the limiting width of patterns which may 
be measured. 

A.2 Results with Sextant Method 

Results with the sextant technique show good corre-
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Fig. 6—Plan view showing arrangement of prism and telescope in the 
sextant technique for making light-pattern measurements. (Re-
printed with permission from reference 3.) 

spondence of velocity ratios determined from near-side 
pattern measurements with those from far-side meas-
urements. The edge-to-edge adjustment is not affected 
by oscillation of the pattern which may result from lack 
of perfect flatness in the disc surface or by eccentricity 
and wobble of the disc during rotation. The sextant 
principle provides an improved means of gauging the 
edges of the reflected light pattern and increases the 
accuracy and repeatability of the measurements at all 
frequencies. 

B. B-LINE LIGHT PATTERN METHOD 
OF MEASUREMENT 

When a reflected light pattern from a test record is 
examined through appropriate color filters, two distinct 
interference patterns of lines appear. These lines have 
been designated by Bauer' as A lines and B lines. The 
A lines are identified with the frequency and the B lines 
with the amplitude of the signal recorded on the test 
record. The B-line method is most suited for measuring 
recorded frequencies above 1000 cps. 

B.1 Measuring Equipment and Setup 

In addition to the apparatus required for the basic 
Light-Pattern Method, a color filter is required. In most 
instances a type "A" red photographic filter will be satis-
factory. The arrangement of apparatus is shown in 
Fig. 7. An intense source of light is recommended, and 
this can conveniently take the form of a slide projector. 
Measurements may be performed visually by means of 
a ruler or a scale, as in Part 3.2. For maximum accuracy, 
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Fig. 7—Arrangement of apparatus for making light. 
pattern measurements by the B-line technique. 

however, it is best to photograph the patterns. The 
camera lens should be provided with a slit having a 
width approximately f/100, where f is the focal length of 
the lens, to produce a sharp, well-defined pattern of the 
interference lines. The slit may be cut from opaque 
paper and inserted into the camera filter holder. If the 
light source is a projector, it should preferably also be 
provided with a slit having a width of approximately 
D8/100, where Do is the distance from the light source 
to the record. A scale should be placed near the pattern 
so that it will appear in the photograph and allow for 
ease of measurements. 

B.2 Measuring Procedure for B-Line Method 

It is recommended that the projector be placed at 6 
feet or more from the record with the projector slit so 
oriented that it will be in the plane passing through the 
camera, the projector, and the pattern. The camera 
should be placed at about 2 feet or more from the record; 
the distance being determined by ability to focus clearly 
upon the grooves and the scale divisions. The angle a 
of Fig. 7 is preferably about 20° and the angle fi will 
then be approximately 90° —a, or 70°. With the filter 
and slit removed from the camera, angles a and 0 should 
be adjusted until a clear and bright pattern is reflected 

into the camera. After focusing, the slit and filter are 
installed in the camera and the camera slit is oriented 
so that it will be in the plane passing through the 
camera, the projector, and the pattern. The camera lens 
iris is preferably adjusted to f:4.5 or slower. It is recom-
mended that a series of exposures variously timed be 
made to insure a properly exposed image. After one side 
of the pattern has been thus photographed, the record 
is moved in its own plane until the second pattern is in 
view and the above procedure is repeated. 

B.3 Results with B-Line Method 

Two types of interference patterns can be observed 
in the typical photograph of Fig. 8. 

a) A set of evenly-spaced dark lines, independent of 
the amplitude of modulation, are dependent only upon 
frequency of modulation, the color of light, and the ro-
tational speed at which the disc was recorded. These 

Fig. 8—Photograph of typical light pattern resulting with the B-line 
technique. B-lines are denoted by the black arrowheads, and the 
theoretical lengths of the light pattern for both the inner and 
outer reflections are shown by B1 and B., respectively. 

are called the A lines and they are of no interest in 
record calibration. 

b) The set of tines most clearly visible toward the 
sides of the pattern which are broader than A lines, are 
unevenly spaced and are dependent upon the amplitude 
of modulation. These are called B lines and they are 
useful in calibrating records. B lines are "modulated" by 
the A lines. 

In accordance with the B-line pattern theory, the 
correct width of the pattern is obtained by adding to the 
outer B lines a measure equal to the distance between 
the first and second B lines. In Fig. 8 the distance be-
tween the first and second B lines, B1 and B2, is labeled 
x. This distance is added on both sides as x' establishing 
the theoretical ends of the pattern at points C and D. 

The distance between these points, Bo, is the B-line 
width of the pattern. The solid triangles denote the po-
sitions of the B lines. Bo is the B-line pattern width for 
the outer pattern; Bi is the B-line pattern width for the 
inner pattern. The modulation velocity is found by the 
following equation: 

V = 2T(N/60)(B,Bi)1(B. Bi) 

where 

V = maximum velocity of modulation, cm per sec. 
N record speed, rpm. 
B.,=B-line pattern width of the outer pattern, cm. 
Bi=B-line pattern width of the inner pattern, cm. 

This method is useful only for frequencies above 1000 
cycles. Above this frequency it provides more sharply 
defined measuring points than the normally-viewed 
pattern edges with a resultant improvement in ac-
curacy. 
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Correspondence  

D-Day in Engineering Education* 

At the risk of being called an old fogey 
(I am a 34-year-old graduate student), I 
should like to take issue with part of the 
editorial in "Poles and Zeros."' 

For the past several years I have ob-
served young engineering graduates report-
ing for work in a government lab. These 
young men, of widely varying degrees of 
ability, all seem to have one trait in com-
mon. They are reluctant to work with their 
hands. The drawings they turn out are 
smudges. They approach a drill press with 
trepidation, and will go to any lengths to 
avoid a lathe. Few can wire a chassis with 
any dexterity. 

But far more serious than lack of manual 
skills (which, after all, can be learned on the 
job) is the common attitude that manual 
work is "for technicians," and therefore is 
somehow beneath their dignity. As one of 
them proudly put it: "An engineer should 
only do theoretical work." 

If, as I suspect, this attitude springs 
from the elimination of drafting and shop 
courses from the curricula of some schools, 
then I seriously question the wisdom of such 
removal. I submit that an engineer who 
avoids the practical aspects of his profession 
is less than half an engineer—he cannot 
command the respect of the technicians and 
artisans he will eventually be supervising, 
nor can he really appreciate the problems of 
construction and production of hardware; 
which, after all, is the ultimate purpose of 
engineering. 
I am in no way trying to question the 

value of theory. By all means, let us have as 
much of basic physics and mathematics as 
we can cram into the curricula. But let us 
not forget that the mind is often at its best 
when the hands are occupied! 

CHARLES E. HENDRIX 
6466 West 84th Place 
Los Angeles 45, Calif. 

Although I have many gray hairs, I am 
still struggling toward getting an education. 
I have some strong feelings about our educa-
tion system, and the editorial in "Poles and 
Zeros" hits on my gripe. However, after 
reading it several times, I'm not sure how 
its writer stands. 

My complaint about the education sys-
tem is that too many redundant subjects are 
required to obtain an EE degree. For in-
stance, I would like to take technical writ-
ing. The prerequisite for this course is 7 
semesters (Georgia Tech) of "English." My 
investigations show that these "English" 
courses are not composition and rhetoric, 
but literature. I fail to see the bearing that 
literature has on technical writing. Likewise 
most colleges require languages and history. 
Granted, these subjects would be nice to 

* Received by the IRE. September 18, 1958; and 
September 22. 1958. 
I PROC. IRE, vol. 46, p. 1571; September, 1958. 

take if we had the time or desire to take 
them. 

In my 20 years of work in industry I find 
many who agree with my stand. Many pro-
fessional educators disagree. Aren't we being 
influenced too much by the "polished" white 
shirt educator and engineers and overlooking 
what we really need to know to beat Russia? 

GEORGE W. HANN 
Motorola Inc. 

P. 0. Box 10134 
Fort Worth, Tex. 

Current Build-Up in Semiconductor 
Devices* 

INTRODUCTION 

The purpose of this letter is to lay a 
mathematical foundation for the switching 
action of devices in which carrier multipli-
cation at a collector junction plays an im-
portant role in the switching process. The 
physical source of this multiplication may be 
an avalanche effect, hook-collector action, 
or a similar multiplicative mechanism. The 
mathematical formulation of the general 
problem will, of course, depend on device 
geometry as well as on operating conditions, 
so that in addition to predicting the func-
tional dependence of switching time on mul-
tiplication, we may expect the results to 
provide important information concerning 
the efficacy of various possible design pro-
cedures whose aim is improved switching 
speed. 

The analytical technique to be used is 
one that finds frequent use in the solution of 
partial differential equations and can be 
used to advantage in treating minority car-
riers in a semiconductor. We assume that 
during the switching action, minority carrier 
densities and the currents associated with 
them are increasing at an exponential rate in 
time. We then attempt to find a self-con-
sistent solution to the equations governing 
the behavior of currents and carrier densities 
in the device. 

Although the assumption of exponential 
build-up does not require mathematical 
justification, a physical interpretation may 
be helpful. Consider the three-layer diode 
shown in Fig. 1, and suppose one injects a 
delta function containing P holes across 
junction 1. These holes move across the n 
base layer and enter the depletion region at 
junction 2. We suppose for simplicity that 
the form and amplitude of the delta function 
are maintained throughout its motion across 
the base. Suppose further that in the deple-
tion region each hole experiences an instan-
taneous multiplication, so that each hole 
from the base results in M holes at the col-

* Received by the IRE. May 26, 1958. This work 
was supported by Signal Corps contract. It was pre-
sented at the Congrès International de l'État Solid 
et ses Applications a l'Electronique et aux Telecom-
munications. Brussels. Belgium, June, 1958, and 
should appear in the report of the conference. 

lector layer. Now each ionizing collision 
produces a hole-electron pair, and the direc-
tion of the depletion-layer field is such that 
the electrons so produced move into the 
base. Thus, a transfer of qMP units of 
charge across the depletion layer occurs. 

n p 
1';  

L—w depletion region 

x 

Fig. 1—Three-layer diode, or transistor with 
base bias lead not shown. 

This charge is carried to the base by qP 
units of charge, which were brought in to 
neutralize the originally injected holes, and 
q(M —1)P units due to secondary electrons. 
The effect of this increase of electrons into 
the base is to draw an additional charge of 
holes into the base at junction 1 to maintain 
space-charge neutrality. This added hole 
density is in the form of a delta function, 
its magnitude being M times the original 
delta function. 

On a time scale, the amplified replica of 
the originally injected holes appears ro sec-
onds after the first one, where ro is the transit 
time for holes across the base. The cycle of 
operations just described now repeats itself 
with this amplified input to form a geo-
metrically increasing series.' The result of 
three such cycles is shown graphically in 
Fig. 2. The envelope of the injected hole 
density at junction 1 is seen to be exponen-
tial; the time constant is evidently a func-
tion of Mand the device construction param-
eters. We anticipate this time dependence 
mathematically by assuming at the outset 
that p(x, t) —p(x)e", and expect to find a 
functional relationship between X and the 
device parameters. 

Before proceeding with the program out-
lined, however, we note that the assump-
tions above would accurately depict the ex-
ponential build-up if the injected holes had 
an infinite lifetime and moved across the 
base by drift only in a constant field. For 
this slightly artificial but very instructive 
case, we may quickly arrive at the time 
constant as follows. 

We note that 

P(i + tiro) = 3PM. 

Therefore, 

In [p(t + nro)/101 = n log M. 

(1) 

(2) 

Now the value of nro for which 0-1-nro) is 
just equal to e times p(t) is by definition the 
time constant. 

Reasoning of this type has been previously em-
ployed by H. Statz and R. A. Pucel, "The spacistor. 
a new class of high-frequency semiconductor devices." 
PROC. IRE. vol. 45. pp. 317-324; March, 1957. See 
p. 322. 
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Using (2), the value of n required is 

n = [log ifj-1 

and therefore the time constant for the 
build-up is 

r = nro ro/[log Mj. (3) 

We return to this formula later for compari-
son purposes. 

p(t) 

8 

58 

M28 

Fig. 2—Illustrating the build-up mechanism. 

SOLUTION OF THE DIFFERENTIAL 

EQUATIONS FOR MINORITY 

CARRIER CONTINUITY 

Proceeding now as outlined above, we 
write first the partial differential equation 
for hole continuity in the n base layer for the 
general case of hole motion by drift and dif-
fusion: 

()plat = — (p — — PmpaE/ax 

— p,Eap/ax Lt,„a2p/ax,. (4) 

We will first assume that holes move only 
by diffusion, so that (4) simplifies to 

apiat = — (p — p.)/r„ Dperp/ax2. (5) 

\Ve now suppose that p consists of a dc part 
and an ac part 

P = Po(x) eA'pl(x) 

so that the ac part of (5) becomes 

XPI(x)exg = — [Pi(r)/Tplex̀  

Dpexed2pi(x)/dx2. 

Using the definitions 

1/r„ -= vp 

E [(X + vp)/Dp] 112 

the solution to (6) can be written as 

pi(x) Aiee 

We now assume that the switching is 
proceeding with a sufficiently large voltage 
across the device (this voltage appears as a 
back bias across junction 2) so that the hole 
density at x= W can be set equal to zero. 
Mathematically, 

pl = 0 at x = w. (9) 

Using this in (8), we find the ratio of A2 to 
.4 1 and conclude 

Mx) = 2A, exp (kW) sinh k(x — W). (10) 

Now the ratio of current carried by holes 
at x= Wand x=0 is 

(OP/ax)w/(aP/ax)o 

= 1/cosh [W(X vp)/Dp Juiz (x) (11) 

where is the transport factor for hole flow 
for the exponentially rising solution. 

If y is the injection efficiency at the emit-
ter and I exp (M) is •the total ac current 
through the device, then we may write 

I exp (Xt) MO(X)-,I exp (X/). (12) 

The right side of this equation is the 
total current crossing the collector junction. 
This current is M times the hole current ar-
riving at the depletion layer, which in turn 
is #(X)y times the total current at the emitter 
junction. Evidently M$(X)7 is the effective 
value of a for this case: 

a(X) = 318(X)7. (13) 

Now, combining (11) and (12), we find 

= cosh kW = cosh W [(X -F v„)/D„P/2. (14) 

This equation contains only one unknown, 
X. It therefore contains the functional rela-
tionship sought between X and the device 
parameters. To obtain this relationship in a 
useful form, we first assume that vp =0 (in-
finite lifetime), and that 7M>3. Then the 
error in approximating the cosh by a single 
exponential is less than 10 per cent and (14) 
becomes 

exp [W2(X/Dp) Jill= 2yM. 

Taking logarithms, we have 

W[X/D„]1i2 = log 2yM. 

Eq. (15) may be rewritten as 

X Dp [log 2yMj2/W2 (16) 

and the time constant associated with the 
build-up is thus 

r = = W2/ Dpilog 27M 12 

= rd/ [log 2yM]2 (17) 

where rd is the diffusion time across the base 
layer. 

Several interesting conclusions can be 
drawn with the aid of (17). Before doing 
this, however, we first make two observa-
tions. 

First, by a process entirely similar to 
that just carried out, one may solve (4) un-
der the assumptions that /4=0 and 
aE/ax = 0; i.e., carriers move only by drift 
in a constant field. Such a situation does not 
give a boundary condition of p= 0 at x = W 
and the appropriate solution is 

/Mx) = A exp (X -F v)(W — x)/a„E. (18) 

Eq. (13) still applies and gives 

yM = exp (X -I- op)W/a„E. (19) 

Taking logarithms again and letting v„ =0, 
find 

r = ro/log 

which reproduces (3) obtained earlier if we 
let 7=1, as we did implicitly in the earlier 
derivation. ro is once again the transit time, 
this time defined by ro=W/PpE• 

Our second observation is that if we let 
M=1 and X -= jco, (13) is identical to the ex-
pression normally obtained for alpha, which 

is a result that one might anticipate. It is 
interesting to note this agreement, since no 
statement of boundary conditions on hole 
density at junction 1, the emitter, has been 
made. This of course points up the fact that 
the evaluation of # is a transport problem, 
not a junction effect. 

We now return to (17) to see what sug-
gestions it contains for the design of high-
speed devices. As we should expect, 7 de-
pends directly on rd, and hence directly on 
W2. Therefore, other things being equal, 
decreasing the base width makes for a faster 
switching device. However, (17) also indi-
cates that r is a rather sensitive function of 
M, and may be decreased appreciably if M 
is great enough. This basic dependence of 
build-up speed on M is responsible in part for 
the generation of "millimicrosecond" pulses 
in transistors where the alpha cut-off fre-
quency is much lower than the frequencies 
corresponding to [X]-'. [It also frequently 
happens that "punch-through" plays an im-
portant role in the pulse generators men-
tioned. This may be simply accounted for in 
(17) by noting that the base width modula-
tion which finally produces the punch-
through merely decreases the transit time 
re] 

An instructive way to visualize the ef-
fects of multiplication in increasing build-up 
speed is to calculate the effective base width 
W*• during the switching, where W* is de-
fined by 

(15) W* = W/In 2My 

= W/[0.7 + In y ± In MJ. (20) 

Eq. (17) then becomes 

T = (W*)2/D, (21) 

so that W* is seen to be the base width which 
the device seems to have on a strictly dif-
fusion basis. For most cases, -y will be nearly 
unity and Iny will be negligible. Thus, for 
the following values of M, the reduction of 
Wand increase of X are given by the factors 
indicated in Table I. It should be noted that 
X increases most rapidly for the smallerM's. 

TABLE I 

10 100 1000 

W*/W 
increase of X 

0.33 
9 

0.19 
28 

0.132 
57 

10,000 

0.101 
98 

These values once again show the ad-
vantage of obtaining speed by using multi-
plication. Alternately, Table I indicates that 
a 100-mc transistor with no collector multi-
plication is roughly equivalent to a 3-mc 
transistor with a multiplication of 100 as 
far as build-up speed is concerned. 

As a concluding observation, we note 
that there is a rather appreciable difference 
in the dependence of (3) and (17) on M. Eq. 
(3), which is the time constant for our hypo-
thetical device where minority carriers 
move by drift only in a constant field, shows 
a [log M]-' dependence, while (17), the time 
constant for the device in which minority 
carriers move only by diffusion, shows a 
[log 2M-y]-2 dependence. To explain this 
difference, we recall that when the minority 
carriers do move by diffusion, even though 
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the average particle takes a time rd to diffuse 
across the base, some of the particles arrive 
at the collector much faster than this. If the 
multiplication is high, these "early" particles 
may in fact entirely determine the resulting 
time constant. For motion in a field, how-
ever, there is no "spreading" of this sort; 
the form of the injected charge distribution 
is maintained throughout the transit and 
the average base transit time is the signifi-
cant one. The conclusion to be drawn from 
these remarks is that if M is high, the time 
constant in the build-up will be determined 
predominantly by diffusion effects, even in 
graded-base devices. 

The problem of voltage build-up is more 
complicated than that of current build-up 
considered here, because the variation of M 
with voltage and time leads to nonlinear 
integral equations rather than linear differ-
ential equations. The authors plan to sub-
mit results of a study of this problem in the 
near future. 

An important generalization of (14) may 
be made by assuming that an admittance 
A (X) rather than constant voltage is applied 
between emitter and collector. We let A0(X) 
represent the internal admittance of the col-
lector junction where 

Ar(X) = XC, r,"' (22) 

where C, is the collector depletion layer ca-
pacity and 

r«.-1 = (M — 1)nl./V, (23) 

where I, is the dc collector current and At is 
approximated by the conventional expres-
sion 

M = I1 — (17,/ Vs)" 1-l• (24) 

Assuming that the admittance of the emitter 
junction is much larger than that of the 
collector, i.e., q17,/kT>>(ill— On, we obtain 
in place of (14) 

A (X) [A (X) -I- A.(X) j-Ly(X)0(X)M = 1 (25) 

where the dependence of 7(X) allows for the 
variation of emitter efficiency with X due to 
effective thinning [as in (20)1 of the base 
layer for rapidly rising currents. If only 
capacitative terms are important, (25) 
shows that the larger the external capaci-
tance, the faster the build-up, a result also 
obtained from the large signal theory. 

W. SHOCKLEY 
J. GIBBONS 

Shockley Semiconductor Lab. 
Beckman Instruments, Inc. 

Mountain View, Calif. 

On the Need for Revision in Tran-
sistor Terminology and Notation* 

Recently the writer has been conducting 
a course in transistor electronics. Whatever 
effect it may have had on the student, the 
experience has convinced him that the 

* Received by the IRE, May 12. 1958. 

terminology and notation need revision in 
order to get more nearly in step with things 
as they are, and that such a revision could 
make life a little easier, for the student at 

least. 
Consider first the matter of configura-

tion. It seems certain that most transistors 
are and will be used in the common-emitter 
configuration. Accordingly, that configura-
tion should be taken as the standard, just as 
the common cathode is for vacuum tubes. 
Then the current gain figure, for example, 
should be the beta figure, and the alpha 
figure would not call for separate mention, 
any more than does the iz +I figure for the 
gain of a common-grid triode. The impres-
sion, incidentally, which one sometimes en-
counters, that the common-base configura-
tion of a transistor is somehow more "funda-
mental" than the others, is, of course, with-
out foundation. It is sometimes said, for 
instance, that the common-emitter tran-
sistor shows a larger current gain (and lower 
frequency possibilities) than does the com-
mon-base because it has positive feedback, 
as expressed by P =a/(l —«). But it is just as 
correct, and just as "fundamental," to say 
that the common base transistor has lower 
current gain and better frequency response 
because of negative feedback, as expressed by 
a =13/(1+0). This latter way of looking at 
the matter, incidentally, might make the 
analogy between transistor and vacuum 
triode clearer. The high-frequency cutoff, of 
course, should refer to the common-emitter 
connection. 

Thus the common-emitter current gain 
is of great importance. It has been desig-
nated Ø, or /Pm, or hu., or 1:10, or in various 
other ways. The writer recommends that one 
symbol, not needing any subscripts, be used 
for it. Then subscripts could be reserved to 
indicate various stages, conditions, etc. 
Since the symbol e has already had some 
use, it would seem to be a logical choice. 

Other quantities of interest are the input 
and output impedances. The common way 
of designating these, the output impedance 
for open input and the input impedance for 
shorted output, is desirable, since this corre-
sponds most closely to the way in which the 
transistor will be actually used. Whether 
impedance or admittance values are quoted 
is rather unimportant. Thus the parameters 
hu and /iv: are suitable; perhaps, in order to 
use as few subscripts as possible, the sym-
bols h, and h., which are used sometimes, 
might be desirable. Another possibility 
would be to use the symbols yi (input admit-
tance with output shorted) and z. (output 
impedance with input open); these defini-
tions would agree with those which the sym-
bols would have as elements of Y and Z 
matrices. 

The symbol µ for the collector-to-base 
voltage feedback factor is diametrically op-
posite to the usage for the vacuum triode. 
Actually, this collector-to-base feedback 
factor should be considered as a "Durch-
gruff" or reciprocal of an amplification fac-
tor.' In many circuits, however, this quan-
tity is of small importance anyway. 

In the writer's opinion, the utility of the 

E. Benz. "Einführung in die Funktechnik." 
Springer Verlag. Vienna. Austria, 4th ed., p. 209; 
1950. 

h parameters, considered as matrix elements, 
and h matrix, in transistor circuitry, is 
greatly overrated. Often the statement is 
made that, because of the reaction of output 
on input, simple methods of analysis are 
unsuitable, and a matrix treatment should 
be used. Then, once that is granted, that is 
the last seen of matrix analysis, and the de-
sign proceeds by individual stages, the ef-
fects of reaction of output on input being 
taken into account through successive ap-
proximations, if necessary. Actually, if 
matrix methods are to be used in dealing 
with cascaded structures, the useful matrix 
is not the "hybrid" but rather the transmis-
sion matrix' (or transfer, or "chain," or 
"Kettenmatrix"). It is true that the hybrid 
matrix can have some utility in treating 
neutralization. From this viewpoint, if a 
matrix is to be quoted for the transistor, the 
transmission matrix would seem to be the 
useful one. The argument that the h matrix 
is used because its elements are readily 
measured is surely not valid; it is worthwhile 
to measure that set of values, but then, for 
quotation, to convert them to whatever set 
will be most immediately useful to the user. 

Another quantity which seems rather 
illogical is the quantity Ib.., the collector to 
base leakage current with open emitter. 
This quantity, or something related to it, is 
of great interest, especially as a function of 
temperature; but it is suggested that the 
collector leakage current with open base, 
possibly designated I.„, is a more immedi-
ately useful representation. 

In the representation of characteristic 
curves, one still occasionally sees the voltage 
axis vertical and the current horizontal. It 
would seem worthwhile always to have the 
voltage axis horizontal and the current 
vertical, and, moreover, always to use the 
first quadrant; negative values, when re-
quired by the type of transistor concerned, 
would be indicated merely by signs. Inci-
dentally, it would sometimes be very helpful 
if, in a plot of transistor output character-
istics, e.g., an enlarged inset of the region 
within, say, 100 ;Lamp and 0.5 volt or so, 
of the origin, could be included, since this 
region of operation may be desirable for low 
noise.' 

It is apparent that many of these anoma-
lies in the terminology and notation are 
legacies from the point-contact transistor. 
In retrospect, one might say that the termi-
nology and notation tried to develop more 
quickly than the device, and, accordingly, 
now find themselves not entirely suitable. 
Similar arguments have been presented con-
cerning the graphical symbols,' but it is not 
desirable to discuss that matter here. This 
should be an illustration, though, of the fact 
that it may be undesirable to try to stand-
ardize these things too quickly in a new field, 
lest the field later find itself saddled with a 
fossil notation and terminology. 

H. L. Armstrong, "A treatment of cascaded ac-
tive four-terminal networks, with application to tran-
sistor circuits," IRE TRANS. ON CIRCUIT THEORY. 
vol. CT-3. pp. 138.-140; June. 1956. 

W. K. Volkers and N. E. Pedersen. "The hushed 
transistor amplifier," Tele-Tech and Electronic Indus., 
vol. 14. p. 82; December, 1955; vol. 15. p. 70; Janu-
ary, 1956; and p. 72; February. 1956. 

H. E. Tompkins. "Foreword to transistor pa-
pers." IRE TRANS. ON CIRCUIT THEORY. vol. CT-4. 
p. 173; September. 1957. 
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In conclusion, this calls to mind one more 
point, which is connected with semiconduc-
tors, if not directly with transistors. When, 
oh when, will someone, in a definition, etc., 
dealing with Hall and related magnetic 
effects, admit that the field involved is the 
B field, not the H? 

H. L. ARMSTRONG 
Pacific Semiconductors, Inc. 

Culver City, Calif. 

Antipodal Reception of Sputnik III* 

The reception of radio signals from an 
orbiting earth satellite near the antipodes 
has been reported by Wells.' His observa-
tions have indicated that "in all respects, the 
image signals appeared to originate in a 
point source similar to the actual satellite." 

The 20-mc radio transmissions from 
Sputnik III have been monitored by mem-
bers of the Stanford University Radio 
Propagation Laboratory in an attempt to 
confirm this phenomenon. The signals were 
received on a standard communications re-
ceiver connected either to a fixed "turnstile" 
antenna X above the ground, or to a three-
element horizontal Yagi X above the 
ground. The Yagi antenna can be rotated to 
determine the approximate direction of ar-
rival of the signals. During most of the 
period means were available to determine 
the absolute frequency of the signals, and 
(when they were sufficiently strong to record 
them on magnetic tape. 

Between May 16 and June 13, 1958, the 
high passages of Sputnik Ill near Stanford 
occurred in the afternoon or evening. On 13 
occasions during this period signals from the 
satellite were observed at a time midway be-
tween two direct afternoon passes. In this 
sanie interval five attempts to receive these 
signals were unsuccessful, and two have been 
classified as questionable. The height of the 
satellite was approximately 1100 km when 
at the antipodes, and 800 km when at the 
receiving location. A plot of the afternoon 
data, similar to that given by Wells, is 
shown in Fig. 1. 

The low passages of the satellite took 
place during the morning hours in this pe-
riod. Antipodal signals were detected only 
twice, while 13 attempts were unsuccessful 
and two questionable. The antipodal height 
was near the apogee value of approximately 
1800 km, and the height when executing a 
direct pass was about 220 km during these 
observations. 

When the antipodal signals were ob-
served in the afternoon on the Yagi antenna, 
the directions of arrival on all occasions 
were estimated to lie between southeast and 
southwest. On the assumption of normal 
earth-ionosphere multi-hop propagation, it 

* Received by the IRE, September 29, 1958. This 
work has been supported by grant no Y/32.43/268 
from the National Science Foundation. 

M. W. Wells, "Unusual propagation at 40 mc 
from the USSR satellite," PROC. IRE, vol. 46, p. 610; 
March, 1958. 
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Fig. 1—Afternoon observations of the 20-mc trans-
missions from Sputnik III between May 16 and 
June 13, 1958. 

is possible to estimate the direction of ar-
rival of a signal by noting the amount of 
Doppler shift which has been imparted to it. 
Maximum positive shift should be observed 
in the direction in which the satellite will 
next approach for a direct passage. Maxi-
mum negative shift should be found in the 
direction in which the satellite last departed; 
intermediate shifts should be found in the 
intermediate directions. The absolute fre-
quencies of the afternoon antipodal signals 
indicated Doppler shifts which were con-
sistent with azimuths of arrival between 
southeast and south. The directions of ar-
rival for the morning observations are not 
certain. 

Perhaps the most significant signal char-
acteristic was a nearly constant frequency 
throughout each antipodal passage. This re-
quires that the arriving energy be confined to a 
relatively narrow cone in some unchanging di-
rection. Fig. 2 is a spectrograph of the re-
corded signals during one of the strongest 
antipodal passages observed. If the signals 
had arrived simultaneously from several 
directions or throughout a wide cone, the 
observed spectrum would have consisted of 
several traces at different frequencies, or a 
single broad trace. If the direction of arrival 
had changed appreciably during the course 
of a passage, a corresponding variation in 
Doppler shift would have been observed. 

On 53 occasions between June 14 and 
August 27 attempts to receive antipodal 
signals were unsuccessful. By the end of 
August the high passes of Sputnik III again 
occurred in the early evening and on August 
28, signals were received from the southeast 
when the satellite was near the antipodes. A 
spectrum analysis of these signals shows 
several traces indicative of multipath propa-
gation (Fig. 3). The presence of these com-
ponents gives the signal a "rough" tone qual-
ity when monitored aurally, an effect which 
had not been noted previously. Antipodal 
signals have been observed on four occasions 
since then, up to the time of this writing 
(September 20, 1958). 

The mode of propagation appears to in-
volve penetration of the F layer followed by 
internal ionospheric reflection. The direction 
of arrival remains unchanged throughout 
each antipodal passage. The times of the ob-
servations suggest that the ionospheric tilt 

TfME 

Fig. 2—Spectrum analysis of the signals received from 
Sputnik III while it was in the vicinity of the anti-
podes. This 5.6 second sample was recorded at 
2046 PST, May 19, 1958, and the characteristic 
keying pattern is clearly visible a little above 
1.1 kc. The absolute frequency was not determined 
on this passage. 

TIME 

Fig. 3—Spectrum analysis of the signals from Sputnik 
III when it was close to the antipodes. This 11.2 
second sample was recorded at 1815 PST, August 
28, 1958. The detected signals are seen to be com-
posed of several frequency components all near 
300 cps. Absolute frequency =20.004660 ± beat 
frequency (mc). Knowledge of the direction of 
arrival (SE) and the approximate satellite oscilla-
tor frequency suggests the choice of the negative 
sign in this case. 

to the southeast of the receiving location 
which occurs prior to local sunset is impor-
tant in providing a propagation path and for 
selecting a narrow azimuth of arrival. 

The assistance of D. M. Annett, whose 
efforts are responsible for much of the con-
struction and operation of the receiving in-
stallation, is gratefully acknowledged. 

O. K. GARRIOTT 
O. G. VILLARD, JR. 

Radio Propagation Lab. 
Stanford University 

Stanford, Calif. 

WWV Standard Frequency 

Transmissions* 

Since October 9, 1957, the National Bu-
reau of Standards radio stations WWV and 
WWVH have been maintained as constant 
as possible with respect to atomic frequency 
standards maintained and operated by the 
Boulder Laboratories, National Bureau of 
Standards. On October 9, 1957, the USA 
Frequency Standard was 1.4 parts in 10° 
high with respect to the frequency derived 
from the UT 2 second (provisional value) as 
determined by the U. S. Naval Observatory. 
The atomic frequency standards remain con-

* Received by the IRE. October 14, 1958. 
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stant and are known to be constant to 1 part 
in 1O or better. The broadcast frequency 
can be further corrected with respect to the 
USA Frequency Standard as indicated in the 
table below. This correction is not with re-
spect to the current value of frequency based 
on UT 2. A minus sign indicates that the 
broadcast frequency was low. 

The WWV and WWVH time signals are 
synchronized; however, they may gradually 
depart from UT 2 (mean solar time corrected 
for polar variation and annual fluctuation 
in the rotation of the earth). Corrections are 
determined and published by the U. S. Naval 
Observatory. 
WWV and WWVH time signals are 

maintained in close agreement with UT 2 
by making step adjustments in time of pre-
cisely phis or minus 20 milliseconds on 
Wednesdays at 1900 UT when necessary; 
no step adjustment was made at WWV and 
WWVH during this month. 

WWV FREQUENCY* 

September. 
1958 Parts in 109 

1500 UT 

2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 

-2.6 
-2.7 
-2.7 
-2.7 
-2.7 
-2.8 
-2.8 
-2.8 

-3.0 
-3.0 
-3.0 
-3.0 
-3.0 
-3.0 
-2.9 

-2.8 
-2.8 
-2.6 
-2.5 
-2.4 
-2.4 
-2.4 
-2.4 
-2.4 
-2.4 
-2.4 
-2.4 
-2.4 

*WWVH frequency is synchronized with that of 
WWV. 

W. D. GEORGE 
Radio Standards Lab. 

Natl. Bur. of Standards 
Boulder, Colo. 

Compound Interferometers* 

The very interesting article by Coving-
ton and Broten' on a "compound interfer-
ometer" prompts the suggestion of another 
way of tackling the design of such systems. 
For simplicity, suppose that the system is a 
combination of a large number of elemen-
tary detectors, all similar and having little 

• Received by the IRE, May 16,1958. 
A. E. Covington and N. W. Broten. "An inter-

ferometer for radio astronomy with a single-lobed 
radiation pattern." IRE TRANS. ON ANTENNAS AND 
PROPAGATION. vol. AP-5. pp. 247-255; July, 1957. 

or no directionality as individuals. The 
arguments can readily be extended to in-
clude continuous systems. 

With this simplification, the system de-
scribed by Covington and Broten resembles 
in form the system shown in Fig. 1. The 
over-all length contains 4n equally spaced 
positions. The unoccupied positions are 
marked with dots. Full circles show the two 
antennas of the simple interferometer. 
Asterisks show the numerous equally-spaced 
elements representing the continuous slotted-
waveguide array. The distances of these ele-
ments from that on the extreme left are 
shown in the diagram as multiples of the 
basic interval D. 

o - 
ge 
D. e. 

•   •X • X •X •X •X•X 

Fig. I. 

If u, denotes the fluctuating electrical 
signal obtained from the detector that lies 
at a distance rD from the left, the signal from 
the simple interferometer is 

U1 = Uo 11.9.• 

and the signal from the long array is 

112 = 1225-1.3 ± • " • 124,6-I. 

Covi ngton and Broten measure, in effect, the 
mean product of the signals Ut and U2 and 
this may be written, through the above 
equations, as the sum of many mean prod-
ucts of pairs of signals, one signal from a de-
tector in the interferometer and one signal 
from a detector in the long array. 

UlUe 

= Mel.. + • • • /12,.212n+1 ± • • • • 

The reception pattern appropriate to 
UtU2 is therefore the sum of reception pat-
terns appropriate to these various pairs of 
elementary detectors. It can be shown that 
these elementary reception patterns are in 
fact sinusoids whose "space frequencies" 
are proportional to the distances separating 
the detectors in each pair. Thus, if the radio 
wavelength is L and the distance separating 
the detectors is (2r -1)D, then the recep-
tion pattern corresponding to the mean prod-
uct of the signals of the two detectors is 

cos 21-(2r - 1)&3/ L (1) 

where 0 is the angle of incidence (understood 
to be small). 

It will be observed that in the arrange-
ment of Fig. 1 the various pairs of detectors 
present every odd multiple of the basic dis-
tance, from D to (4n -1)D and that each 
multiple appears only once. Thus the de-
tector at 2n combined with the various de-
tectors of the long array gives intervals 
1, 3, 5 • • • (2n -1), times the basic distance. 
The detector at position 0 combined with 
the various detectors of the long array gives 
intervals of (2n+1) to (4n -1) times the 
basic distance D. Thus the reception pattern 

corresponding to U1/ Us is 

A(0) = 'L cos 27r(2r - 1)1)0/ L 

sin 4n(22rDO/L) 

- 2 sin (2rDO/L) 
(2) 

This pattern has the optimum form dis-
cussed by Covington and Broten. 

The same pattern could be obtained with 
other arrangements. Some of them are pic-
tured in Fig. 2. 

Fig. 2(a) and 2(b) have been described 
by Covington and Broten. In Fig. 2(c) and 
2(d) the long array is reduced to one-third 
or to one-fourth of the over-all length of the 
system, and the simple interferometer is re-
placed by an array of three or of four detec-
tors. 

(a ) •X• •X • X• X• X • X • X • X • X • X • X 

• 

• 

•X 'XX • X• X •X 

  •X• X• X • X 

•   • x 

Fig. 2. 

These systems all have the same recep-
tion pattern (2) because they all show the 
same set of space intervals between members 
of the two arrays. 

It will be noted that Fig. 2(c) and 2(d) 
comprise only seven detectors while Fig. 2(13) 
needs eight and Fig. 2(a) needs thirteen. 
This economy in detectors could be of use in 
experiments where the individual detectors 
are costly. A system with a given over-all 
length uses the fewest detectors when the 
number of detectors in the two arrays are 
equal, or differ by unity. 

The same test can be extended to two-
dimensional arrays.2.3 Thus it is shown" that 
the Mills cross has an optimum reception 
pattern in two dimensions, but that one of 
the four arms of the cross is redundant and 
can be omitted without affecting the per-
formance. 

N. F. BARBER 
Dominion Physical Lab. 

Dept. of Sci. and Indus. Res. 
Lower Hutt, N. Z. 

Authors' Comment5 

\Ve are pleased to see the interesting ex-
position and design for compound inter-
ferometers proposed by Barber, and would 
like to report that the original 300-foot coin-
pound interferometer in operation at the 
National Research Council's laboratories in 
Ottawa has now been doubled in length. 
This newer system may be explained readily 
with reference to the configurations shown in 

2 B. Y. Mills. A. G. Little, K. V. Sheridan, and 
O. B. See, "A high resolution radio telescope for use 
at 3.5 m." PROC. IRE. vol. 46, pp. 67-84; January, 
1958. 

+W. N. Christiansen and D. S. Mathewson, 
"Scanning the sun with a highly directional array." 
PROC. IRE, vol. 46, pp. 127-131; January, 1958. 

N. F. Barbee, "Optimum arrays for direction 
finding," N.Z.J. Sel., vol. I. pp. 35-51; March. 1958. 
+ Received by the IRE. July 7.1958. 
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I 

^AMM*V.Nei 4N1 A., \ 

A simple, one-dimensional analysis may 
be made by representing the potential as 

sq2 

V(x)   Vx2 a2, a —2 (1) 

where zq is the net capacitative charge of the 
aperture with L its cross-sectional dimension. 
Thus the barrier height is 2zq2/L. A critical 
trapping velocity vc given by 

2zq2  
= (2) 
mVx02 4- 02 

defines the injection velocity vo for which an 
oscillatory motion arises; for vo <ve, the po•• 
tential barrier prevents the escape of the 
entering electron. In (2), m is the electron 
mass and xo the accelerative path length 
from cathode tb aperture. 

The amplitude and period of the oscillat-
ing, trapped electron have been character-
ized. The former has the values 

4,2q 2 a2 (v0 m 2 2ze . 1 ) 2 

x*= Fig. 3. m2 N/x02-1-a2 
• (3) 2zq2  1  

Barber's Fig. 2—as a transformation from 
Fig. 2(b) to 2(d)—keeping in mind, how-
ever, that the array length corresponding 
to the asterisks is fixed at 150 feet. Ap-
propriate switches have been provided in the 
feeder system so that the various combina-
tions of the array and each of the four in-
terferometer elements may be used. The 
various antenna beams scan the solar disk in 
North-South strips and the complete sys-
tem of array and four elements has recently 
been tested. Four drift curves for June 28, 
1958, are shown in Fig. 3; these were obtained 
with the array alone, with the array and one 
interferometer element, with the array and 
two elements, and with the array and four 
elements. The approximate East-West beam-
widths are, respectively: 8, 4, 2, and 1 min-
utes of arc. With these increases in resolu-
tion, the separation of the three radio emis-
sive sunspot regions from the solar back-
ground becomes successively more promi-
nent. The extent of the visible disk, 31'32', 
is shown as a line. 

A. E. COVINGTON 
N. W. BROTEN 

Radio and Elec. Eng. Div. 
Natl. Res. Council 
Ottawa, Canada 

Potential Well Theory of Velocity 
Modulation* 

The behavior of an electron beam in 
transit through an accelerating aperture of 
such velocity modulation devices as klys-
trons has been described by a bunching 
theory. It is the purpose of this communica-
tion to present another way of viewing the 
interaction which is based upon a potential 
well model. 

* Received by the IRE, May 8, 1958. 

m %/x02-Fal 

The oscillation turns out to be nonlinear 
with the resultant power series development 
for the period T: 

4(42 -F a2)314 
= 
(w 2) 112 

2m 

1 -I-
12 4 (1 + 

xe ) . (4) 
• 

Eq. (4) actually holds for the limit of vo—>0; 
the general expression has been derived, but 
will be dealt with when a fuller discussion is 
presented at a later time. Nevertheless, it is 
clear from (4) that high-frequency oscilla-
tions associate with small dimensions and 
high voltages. 

The classical, nonrelativistic theory pur-
sued so far is adhered to in the determination 
of the radiated power per electron. The ac-
celerative relation 

{ 

ze 
a(x) = •  x  

m (x2 -I- 02)312 (3) 

employed in the power equation P=dE/dt 
= (2q2/3c3)oi2 leads to the average radiated 
power 

eqs 1 1 x* 
P„, — —•— tan-1 — 

6t4m2 e 2e a 

2.2 .e2+ a2 (X*2 + (1.2)2 • (6) 

A complete understanding of the theo-
retical implications of the potential well 
theory of velocity modulation necessitates 
numerical evaluation of (3), (4), and (6). 
The interrelation of radiated power and 
frequency with dimensions and applied 
voltages will be quite interesting to eluci-
date in some detail. It is hoped that a 
deeper understanding of klystron operation 
may result from further study. 

Louis GOLD 
Edgerton, Germeshausen and Grier, Inc. 

Boston 15, Mass. 

Parallel Plane Waveguide Par-
tially Filled with a Dielectric* 

In a recent letter, Duncan et al.,' gave a 
qualitative description for a field configura-
tion in a parallel plane waveguide partially 
filled with a dielectric. A more exact analy-
sis, however, yields results which partially 
contradict the field structure picture pre-
sented in their letter. 

Some of the principal points in the solu-
tion of this propagation problem and the 
final results for TE modes on this line are 
presented below. The geometry and coor-
dinate systems are shown in Fig. 1. 

Y b 

Y 

Fig. 1—Cross section of the parallel plane waveguide 
partially filled with a dielectric. The positive s 
axis is out of the paper. 

The general solution of the scalar wave 
equation for TE modes is that 

115= (Aeke Beke)(Cekyz De-kyz)e-es (1) 

where 

A, B, C, and D are arbitrary constants, 
= propagation constant, 

k, and k, are separation constants which 
come from the solution of the wave 
equation. 

The separation constants 4 and k, are re-
lated to the propagation constant, fre-
quency, and properties of the medium by 

42 4- k,,° =132 — mew. (2) 

The other field quantities can be ob-
tained from the expression for H„ and they 
are of similar form. Equations which are 
identical to (1) and (2) can be written for 
each of the three regions. Subscripts 1, 2, 
and 3 must be attached to each of the field 
quantities, arbitrary constants, material 
constants, and k's to denote their respective 
regions. Of course, # must be the same for 
all three regions. Upon applying the bound-
ary conditions at the conducting planes 
(y=0 and y=b), it is determined that 

err 
n = 0, 1, 2, • • • . (3) 
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homogeneous dielectric. Therefore, only the 
n=0 case is of interest for TE modes. Ap-
plying the boundary conditions for the n =0 
case results in the following conditional 
equations for the even and odd TE modes 
respectively: 

1/4. = - k,1 tanh k, e, (5) 

- k, coth k51a. (6) 

The subscripts e and o refer to the even and 
odd modes. In order to have physically real-
izable propagation in the z direction, it can 
be shown that le.„ and k„.„ must be positive 
real numbers. Eqs. (5) and (6) show, there-
fore, that k„„ and le,„ must be pure imagi-
nary numbers and that (k„„a) and (k.,„,a) 
must be restricted to certain intervals. If we 
let k,,=jk.„ and k„„ =fie,„„, where the sub-
script d refers to the dielectric or region 1, 
the conditional equations are changed to 

= kid tan k,da, (7) 

1/4  - k., cot k.do a. (8) 

Since the propagation constant (d) must 
be the same in all regions, the following 
equations must also be satisfied: 

4 4 2 
de 2, 

4 d.2 O pel = 4 2 
20 

Substituting (7) into (9) (eliminating 
and substituting (8) into (10) (eliminating 
k„„), we have 

""2 (2-a- )' ii - K2) = [ le'de (11) 
X0 

W2 () 2(KI -"» K2) d'a  -12 
Xo sin le.d.aJ 

where IC = Ri/CO and K2= 
Graphical techniques can be used to ob-

tain the distribution constants kr,,, and 
k,d, after (2a/X0) and (K1-1(2) have been 
specified. 

The final field equations for the sym-
metric TE modes are given below. 

(9) 

(10) 

Region 1 

Region 

(12) 

13 
H., 8. Al, — cos (k.d,x)e-e' (13) 

H., = iAl, sin (k.aix)e-itta (14) 

E,„ = AI. 2° -2 cos (k.,,,x)e-i0' (15) 

= Al. — sin (k.d,a)ek...„(.+z)e-el. 

H=-= - iAi, sin 

t 
E„, A,, !.sin Al —sin (k.«le alekr• k,op  

Co 

(16) 

(17) 

(1R) 

Region 3 

The field quantities in Region 3 are the 
same as in Region 2 except that ekx2<(a+5> is 
replaced by es'31,1*-z). The antisymmetric 
modes are the same as the above except that 
the roles of the sines and cosines are re-
versed. The fact that n=0 means that 
there is no variation of the fields in the y 
direction; that is also shown in (13) through 
(18). 

L,  

• 1.0 
"E 
5. 

o 

0.5 

12 

fi o 

- 
ir. 
-0.5 

Fig. 2—Field configuration for the dominant mode in 
parallel plane waveguide partially filled with a di-
electric; (k) cross-sectional view. (b) top view. 
(c) graph of field intensities in a transverse plane. 
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The mode which is most similar to that 
shown in Duncan et al.' is the lowest order 
even mode (dominant mode) in which 

O < (k.a.a) < • 
2 

The field configuration as well as a graph of 
the field magnitudes are shown in Fig. 2. 
The magnetic lines are closed loops lying in 
planes of y -=constant as in Duncan et al. 
The E lines, however, do not have kinks but 
rather are parallel to the y axis in all three 
regions. The field distributions in the x 
direction are sinusoidal or cosinusoidal in the 
dielectric region, and decay exponentially in 
the air region. The discrepancy between 
the two analyses is due to the previously 
made first-order approximation' that the 
potential difference between the top and 
bottom plates is a constant in the region of 
the dielectric. 
A similar analysis has been made on TM 

waves in this structure and, contrary to the 
previous correspondence,' it was found that 
TM waves could not propagate therein. The 
propagation of hybrid modes on this type 
of line has been analyzed by Tischer.'' It 
has recently come to the writer's attention 
that this structure has also been analyzed 
by Moore and Beam.' This complete paper, 
however, has not been referenced by the 
principal indexes in the field. This work ap-
pears to have some errors in the equations 
concerning metallic and dielectric losses. 

M. COHN 
Radiation Lab. 

The Johns Hopkins University 
Baltimore, Md 

F. J. Tischer, *Microwellenleitung mit geringen 
verlusten." (Waveguides with small losses), Arch. 
Mee. Meer.. vol. 7. pp. 592-596; December, 1953. 

F. J. Tischer. *The H-guide, a waveguide for 
microwaves," 1956 IRE CONVENTION RECORD. Pt. 5. 
pp. 44-47. 

« R. A. Moore and R. E. Beam *A duo-dielectric 
parallel plane waveguide." Proc. NEC, vol. 12. Pp. 
689-705; April, 1957 

An Effect of Pulse Type Radiation 

on Transistors Packaged in a Moist 
Atmosphere* 

In a recent series of experiments on the 
effects of high-dose rate radiation on tran-
sistors, using the Godival critical assembly 
of the Los Alamos Scientific Laboratory, an 
interesting phenomenon was observed. 

The investigation of interest consisted of 
monitoring the transistor collector-to-base 
leakage current (I.) along a 3-volt, 75-ohm 
load line, while simultaneously subjecting 
the transistor to a pulse of neutron plus 
gamma-ray radiation. 

During the pulse of radiation, transistors 
received a total neutron dose in the order 
10"n/cm', and a total gamma dose 103 rad 
in a period of 200 psec, at rates which varied 
with time up to a maximum of 10"n/cm'-
sec and 107 rad/sec for the neutrons and 
gamma rays, respectively. 

Transistors of several types, including 
n-p-n and p-n-p units of both germanium 
and silicon were tested in this manner. In all 
cases the I., vs time characteristic of the 
form shown in curve A of Fig. 1 was ob-
tained. With one germanium p-n-p type, 
however, an additional peak was observed 
as in curve B of Fig. 1. This peak occurred 
at a much later time and was one to two or-
ders of magnitude smaller than the initial 
I.„ transient. 

2 
I to 

lo 

CURVE El 

CURVE A 

d 
TIME --taxaosEcorce 

Fig. 1-4, vs time. 

All units of this transistor type demon-
strated this characteristic behavior (curve 
B) under test. 

Examination of the variations in tran-
sistor type, packaging, etc., between this 
type and all others lead us to believe that 
the second peak is caused by the presence of 
water vapor in the transistor case. 

This conclusion is based on: 1) the only 
transistor type to show a second peak was 
the only transistor packaged in a moist at-
mosphere and 2) the second peak was not 
observed in a transistor which differed from 
the "second peak" type only in that a desic-
cant was added inside the case. 

Work on this phenomenon is continuing 
in order to arrive at a completely satisfac-
tory mechanism to explain this effect. A pos-
sible explanation may be that a partial de-
hydration of the transistor surface due to 

* Received by the IRE. May 19.1958. This work 
was performed under AF Contract No. 33 (600) 
31315. 
I R. E. Peterson and G. A. Newby. "An unreflected 

U-235 critical assembly," Nuclear Sci. Eng.. vol. I, 
pp. 112-125; May 1956. 
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radiolysis takes place with a subsequent dif-

fusion outward of the radiolysis products. 

This is followed by a rehydration of the 

surface by diffusion of water into the semi-

conductor. The initial increasing portion of 

the second peak seems to fit a film diffusion 

controlled mechanism while the decreasing 

portion appears compatible with slow first 

or pseudo-first order kinetics. 

We wish to express our thanks to C. H. 

Zierdt of the General Electric Company for 

providing us with several specially prepared 
transistors. 

W. A. BOHAN 

M. G. CHASANOV 

E. N. SCHROEDER 

IBM Corp. 

Military Products Div. 

Oswego, N. Y. 

Theory of the P-N Junction Device 

Using Avalanche Multiplication* 

Several devices have been developed 
which utilize the avalanche multiplication 

in a reverse-biased junction,l-3 since the na-

ture of the phenomenon was clarified by 

McKay, et al.4.5 Among them the three-

terminal p-n-p-n switch is most versatile in 
its application. 

Avalanche multiplication has been usu-

ally understood, after McKay, as the 

phenomenon that the electron or hole cur-

rent is multiplied by a constant factor upon 
passing through a reverse-biased junction. 

This note points out that this is the case 

only when the current is composed purely 

of the electron or hole current on either side 

of the junction, and proposes a more gen-

eral, but simple formulation of the phenom-

enon. This point is important in the central 

junction of the p-n-p-n switch. 
According to the atomic theory of the 

avalanche multiplication,8.7 the number of 

electron-hole pairs created per unit time by 

an electron or a hole is a complicated func-

tion of the electric field acting on it and 

usually expressed as am.E or tleipE, where a 
and fi are the ionization rates of electron and 

hole, respectively, the m's represent mobili-

ties, and E, the field strength. The conti-

nuity equation for electrons reads 

* Received by the IRE, May 15, 1958. 
I M. C. Kidd, W . Hasenberg, and W . M. Webster, 

"Delayed collector conduction, a new effect in junc-
tion transistors," RCA Rev., vol. 16, pp. 16-33; 
March, 1955. 

S. L. Miller and J. J. Ebers, "Alloyed junction 
avalanche transistors," Bell Sys. Tech. J., vol. 34, pp. 
883-902; September, 1955. 

4J. L. Moll. M. Tanenbaum. J. M. Goldey. and 
N. Holonyak, "P-N-P-N transistor switches." PROC. 
IRE, vol. 44. pp. 1174-1182; September. 1956. 

4 K. G. McKay, "Avalanche breakdown in sili-
con," Phys. Rev., vol. 94, pp. 877-884; May 15, 1954. 
à S. L. Miller, "Avalanche breakdown in germani-

um," Phys. Rev., vol. 99, pp. 1234-1241; August 15, 
1955, and "Ionization rates for holes and electrons in 
silicon." Phys. Rev., vol. 105, pp. 1246-1249; Feb-
ruary 15,1957. 
" P. A. Wolff, "Theory of electron multiplication 

in Si and Ge." Phys. Rev., vol. 95, pp. 1415-1420; Sep-
tember IS, 1954. 

7 J. Yamashita, "Theory of electron multiplica-
tion in silicon." Prog. Theor. Phys.. vol. 15. pp. 95-
110; February, 1956. 

I dl. 
— — — = ag„En ea„Ep, (1) 
q dx 

where recombination of carriers is neglected. 

If we can consider that the current in the 

space-charge region is mainly composed of 

drift component8 and afi, (1) becomes 

(d1./dx) = al, (2) 

where I is the total current through the 

junction and is constant. By integration the 

increment sf,, in the electron curent upon 

passing through the junction is shown 

flepletion layer 
Similarly for the hole current 

= IA. (3b) 

Thus, the increments are proportional to 

total current. If, on either side of the junc-

tion, the electron or hole component is nearly 

equal to the total current 

or 

= 1 adx m 1.4. (3a) 

= /f — /i = IA = 1/.4, 

1 — (tan = = (Ir/V8)', 

where V is the applied voltage and VB the 
breakdown voltage of the junction. Hither-

to this form has been used in the literature. 

This equation is convenient indeed when 

applied to the collector junction in an 

avalanche transistor where the current on 

the collector side of the collector junction is 

mainly composed of the carrier of minority 

to the base region. But when we consider 

both electron and hole components, it is apt 

to lead to an incorrect result because of the 

ambiguous nature of the old formulation. 

For example, in the p-n-p-n switch in 

Fig. 1(a), it is shown in the literature8 that 

the total current at J2 is 

I = IMenx ¡co. (4) 

At first sight this seems incorrect. If we 

evaluate the right side of (4) on the NB side 
of J2, we must drop M,, in the first term be-
cause the hole current emitted at _II is not 
yet multiplied before passing through J2, or 

if we evaluate on the PB side of J2, M. in the 
second term must be dropped for the same 

reason. Fig. 1(b) shows the change of the 

composition of current according to location 

in the device. 

In our scheme the situation becomes 

clearer. Consider the NB side of J2. The hole 
current, which is collected there, is ai.v/ and 

the electron current, which is collected and 

multiplied, is a2NI-FIA according to (3a). 

Therefore the total current is 

I =- IaIN ± IA ¡co. (5) 

It is easily shown that the same expression 

is obtained if we consider the PB side of ./s. 
The condition for breakover is now 

"YIN a2N = A• (6) 

This leads to the same expression for break-

over voltage Vo as is obtained from (4): 

This problem was discussed by the writer at the 
1956 Annual Meeting of the Physical Society of Japan. 
July 17. 1956. See also. F. W. G. Rose. "On the im-
pact ionization in the space-charge region of j)-n junc-
tions," J. Electronics. vol. 3. pp. 396-400; October. 
1957. 
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Fig. 1—(a) The structure of p-n-p-n switch. (b) com-
position of current when a small multiplication oc-
curs in the center junction. 

Vo/VB = — «IN a2v)'/". 

Thus the new formulation is suitable to 

the case where both electron and hole com-

ponents are important. It, of course, reduces 

to the old one if the current on either side of 

the junction is composed only of electron or 
hole current. 

TOSHIO MISAWA 

Semiconductor Div. 

Sony Corp. 

Shinagawa, Tokyo, Japan 

Number of Trees in a Graph* 

An important property of a linear graph 
is its number of distinct trees. Trent' and 

Lantieri,8 among other authors, have shown 

how to calculate this number by use of a 

symmetrical determinant T, and Weinberg8 
has used this determinant in applying 

Kirchhoff's topological laws. If we let ne rep-

resent the total number of nodes of a graph 

and define n•-- n, -1, then n is the order of 
the determinant T and its elements are given 
by 

4t = number of branches connected to 
node i 

toe= — (number of branches connected 
between nodes i and k) 

* Received by the IRE, May 12, 1958. 
I H. M. Trent, "A note on the enumeration and 

listing of all possible trees in a connected linear 
graph," Prot. Natl. Acad. Sci.. vol. 40, pp. 1004-1007; 
October, 1954. 

4J. Lantieri. "Méthode de Détermination des 
Arbres d'un Réseau." Ann. Télécommun., vol. 5, pp. 
204-208; May, 1950. 

IL. Weinberg. "Kirchhoff's 'third and fourth 
laws,'" IRE TRANS. ON CIRCUIT THEORY, vol. CT-5. 
pp. 8-30 March. 1958. 



1958 Correspondence 1955 

It is thus clear that the elements of the de-
terminant may be found by inspection of the 
graph. The only problem that remains is the 
evaluation of the determinant. 

When the number of nodes is large, it 
would appear that evaluation of the deter-
minant is cumbersome. A simple method for 
evaluating the determinant would therefore 
be useful. It is the purpose of this note to 
point out that straightforward evaluation of 
the determinant is probably never necessary. 
To illustrate this we show that a formula for 
the determinant of a complete polygon (or 
complete graph) is readily found, and then 
show that formulas for two other special 
graphs may also be derived. 

We define a complete polygon in the 
usual way as one in which each node is con-
nected to every other node by exactly one 
branch; examples for n=3 and n=4 are 
shown in Fig. 1(a) and 1(b), respectively, 
where the nodes have been numbered in a 
clockwise order. It is evident that n branches 
are connected to each node. 

One of the special types of graphs we 
consider is derived from a complete graph 
by removing p branches from a single node; 
thus it is required that p<n. Without loss of 
generality the p branches are removed from 
node 1 and one branch from each of the 
other nodes 2, 3, • • • , p+1. An example is 
shown in Fig. 2 for n=5 and p -= 2; the 
missing branches are shown dashed. The 
other type of graph is derived from a com-
plete graph by removing a branch from dif-
ferent pairs of nodes, with r being equal to 
the number of different pairs of nodes with 
missing branches. Since we permit only one 
branch to be missing from a node, it is clear 
that ng> 2r. The graph for which n=5 and 
r -=3 is given in Fig. 3, where again the miss-
ing branches are shown dashed. 

For the complete polygon it is found that 

T = (n + (1) 

Thus for the graphs in Fig. 1(a) and 1(b) 
there are 16 and 1296 trees, respectively. 
For n=3 the determinant is 

T = 

3 —1 —1 

—1 3-1 

—1 —1 3 

(2) 

and in general the determinant is given by 

n —1 —1 • • • —1 

—1 n —1 • • • —1 
T = 

—1 —1 —1 • • • n 

(3) 

Such a special form of determinant is evalu-
ated simply by writing it as the determinant 
of the sum of a matrix, each of whose ele-
ments is —1, and a diagonal matrix, each of 
whose elements is n+1, and then expanding 
this determinant about the elements of the 
diagonal matrix.* However, it is useful in 
deriving formulas for the other two special 
types of graphs to make use of the properties 
of this determinant in another form of 
evaluation. 

Inspection of (2) shows that the sum of 
the elements in each column is equal to 

A. C. Aitken, "Determinants and Matrices," 
Oliver and Boyd Ltd., Edinburgh and London, p. 87 
and ex. 2, p. 133; 1956. 

X 
4 

(a) (b) 

Fig. 1—Complete polygons for n =3 and n =4. 

Fig. 2—Graph for n =5 and P =2. 

Fig. 3- Graph or n =5 and r =3. 

unity. This property, it is clear, is true for all 
n. Therefore, if all of the succeeding rows are 
added to the first, the latter becomes a row 
of ones, and 

1 1 1 

T = —1 3-1 (4) 

—1 —1 3 

Then the first row is added successively to 
each of the other rows to give 

1 1 1 

T.= 0 4 0 (5) 

0 0 4 

whose value is now obtained by inspection. 
By the same reasoning we can show that in 
general T = (n +1 )n-1. 

Making use of these properties allows the 
other formulas to be derived. For example, 
for the graph in Fig. 3 we have 

4 0 —1 —1 —1 

0 4 —1 —1 —1 

-- —1 —1 4 0 —1 (6) 

—1 —1 0 4-1 

—1 —1 —1 —1 4 

which is transformed to 

1 1 1 1 0 

0 4 —1 —1 —1 

T= 0 0 5 1 —1 (7) 

0 0 1 5-1 

0 0 0 0 4 

To obtain (7) from (6) we added all the suc-
ceeding rows to the first row, and then added 
the new first row successively to the 3rd, 
4th, and 5th rows. The determinant is now 
readily evaluated as 

5 1 —1 

T = 4 1 5-1 

0 0 4 

= 42(52 — 1) 

4.(61) 
= 384. (8) 

By performing the same types of opera-
tions on the T for a graph in which n =7 and 
r=4, we find 

T = 6482 

16,384. (9) 

The answers are given in the form of the next 
to the last equation of (8) and (9) because 
this form suggests the general formula. In 
fact, we find that the number of trees in a 
graph in which there are r pairs of nodes with 
missing branches is given by 

T (n — 1)*(n + (10) 

Here nk 1 and n-I-1 2r. 
Similarly, for a graph in which there are 

p branches missing from one node we derive 
that the number of trees is 

T = nP-1(n — p)(n -F 1)"—I—P. (11) 

Here n≥ 1 and p<n. 
We thus conclude that because of the 

special form of the determinant its evalua-
tion is not computationally difficult. To 
eliminate the necessity of evaluating the de-
terminant for three special types of graphs, 
formulas have been derived for these cases. 

LOUIS WEINBERG 
Hughes Research Labs. 

Culver City, Calif. 

Algebraic Approach to Signal Flow 

Graphs* 

Much has been written about networks 
consisting of unilateral elements exclusively, 
i.e., signal flow graphs, in particular by 
Mason1•2 who has provided us with a com-
plete set of topological rules for the analysis 
of such networks (and of others3). The use-
fulness of these rules cannot be doubted, but 
everyone cannot spend the time required for 
their mastery especially when the usual tools 
of matrix analysis are readily available. 
Therefore, this note indicates an orderly, 
i.e., matrix, method of analyzing signal flow 
graphs. Incidentally, this approach could 
serve as a convenient starting point for the 
proof of some of the topological rules. 

Let To denote the transmittance point-
ing from node a to node 0, and put T..= 1 
for all input nodes; let te,„ be the node to 

* Received by the IRE. May 19,1958. 
I S. J. Masan. "Feedback theory—some proper-

ties of signal flow graphs." PROC. IRE, vol. 41, pp. 
1144-1156; September, 1953. 

2 S. J. Mason, "Feedback theory—further proper-
ties of signal flow graphs," PROC. IRE. vol. 44, pp. 
920-926; July. 1956. 

S. J. Mason, "Topological analysis of linear non. 
reciprocal networks," PROC. IRE. vol. 45, pp. 829-
838; June. 1957. 



1956 PROCEEDINGS OF THE IRE December 

datum voltage of node a, then 

= rova. 
a 

(1) 

Forming voltages into vector y and trans-
mittances into the square matrix T, we 
write for (1) 

= Toe, (2) 

TI being the transpose of T. Equivalently, 
denoting by I the unit matrix, 

(TI — I)v = 0. (3) 

This equation solves the network. Note that 
y contains the inputs as well as the driven 
voltages. 

Fig. I. 

As a specific example consider Fig. 1, 
where the hollow circles denote mixing 
points. In order to analyze this situation 
without the use of additional rules, a suffi-
cient number of nodes to break all loops 
must be identified. In our example one node 
is required in addition to the input terminal. 
By inspection, 

T — I 
0 

ettp2 

/32m2 sistliptp2 — 1 

Denoting cofactors by superscripts we find 
for the through transmittance 1113, 

172 (T„ — 1)12 
— P31112 =- = ei3 

VI (7', — I)" 

(T — 1)21 

(T — I)" 

enee3 

1 — p202 — »Impel 

Amos NATHAN 
Faculty of Elec. Eng. 

Technion, Israel Inst. Tech. 
Haifa, Israel 

On the Coupling Coefficients in the 
"Coupled-Mode" Theory* 

The "coupled-mode" theory has proved 
itself to be an important tool in the analysis 
of energy exchange phenomena between 
traveling waves. In its original form' it is 
capable of yielding important qualitative re-
sults. To extend its range of usefulness into 
the quantitative domain, one needs to evalu-
ate the coupling coefficients which govern 

* Received by the IRE. May 26. 1958. 
J. R. Pierce, "Coupling of modes of propagation." 

J. Ape Phys.. vol. 25. pp. 179-183; February, 1954. 

dz 

[A] is a column matrix, whose individual 
components Ai(z) are normalized such that 
+ A iA,* is the power carried by the ith mode 
in the +z direction, the z direction being 
taken as the direction of propagation. [c] is 
a square matrix whose determination is the 
subject of this paper. 

The condition of power conservation 
yields: 

Ck7=' RCik k (2) 

where the upper and lower signs apply when 
modes i and k carry power in the same or 
opposite directions, respectively. Using (1) 
and (2) we get: 

the energy exchange. This is done in this 
paper where we treat the "small coupling" 
case. We assume that in obtaining the 
coupling coefficients for the small coupling 
case we may use for the different physical 
observables their values in the absence of 
coupling. This procedure is analogous to that 
used in evaluating the Q of a cavity or the 
attenuation constant of a waveguide, for the 
small loss case, where the loss-free field solu-
tions are used instead of the actual solutions 
in the presence of losses, and is a type of 
perturbation theory formulated on physical 
grounds. 

Using Haus'2 formulation of Pierce's 
coupled-mode theory we write for the sys-
tem of differential equations obeyed by the 
mode amplitudes 

d[A j 
[C] [A]. (1) 

—(A„,A„,*) 
dz  

= 2 Re (A„,*A„) 

for C„.„ real. 

—(A„,A„,*) 
dz 

Cm, = j 
1m (A.A„") 

(3) 

(4) 

for imaginary. 
Am and A„ have to be defined in terms 

of the physical observables (fields, current, 
etc.) in such a way that either Re(A„,A„*) is 
proportional to the distance rate of change of 
power in mode m (or n), in which case (3) 
applies or Im (A„,A„*) is proportional to 
the power rate of change, in which case (4) 
applies. The proportionality constant is real 
in both cases. 

To illustrate the application of the theory 
we treat the cases of the traveling-wave tube 
and the double stream amplifier. 

TRAVELING-WAVE TUBE 

The coupled-modes are the "fast" and 
"slow" space-charge waves and the circuit-
forward wave (the circuit-backward wave is 
assumed matched out). 

Let: 

A „A „* = =  
2K 2,3.2K (5) 

where 

K = field-normalized circuit impedance,' 
E. =effective axial field, 

H. Hace. "Coupled Mode Theory," M.I.T., Cam-
bridge. Mass., unpublished report. 

J. R. Pierce. "Traveling-Wave Tubes." D. Van 
Nostrand Co.. Inc.. New York, N. Y.; 1950. 

It =free (uncoupled) propagation con-
stant of the circuit. In its free state 
the beam carries RF kinetic power Pg 

Auo 
PE In Re (v.i.") (6) 

where 

A =beam cross-section area, 
po= beam dc velocity, 

n= I e/ml =charge to mass ratio of the 
electron, 

v., %, are the beam ac velocity and 
current density, respectively. 

For a single space-charge wave (6) can be 
rewritten as: 

PR = = w°1 7° I I* 
(Jo " (7) 

where: 

co., co =beam reduced plasma frequency 
and frequency, respectively, 

Vo, /0 = beam dc voltage and current, re-
spectively, 

/.=beam ac current. 

In view of (6) and (7) we can write 

Am= ico„V0\112, 

\col° 

A„ —  E„. 
(2K)'/2P„ 

Employing Poynting's theorem we can 
show that the rate of change of circuit 
power is given by: 

1 
— (A„A„*) = — — Re (E„I„*) 
dz 2 

using (8)-(10) and assuming 

we get: 

co 
— = 0„, 
u0 

= S = --
2/4 

(8) 

(9) 

(10) 

S being defined by (11). 
Taking Al as the forward-circuit mode, 

A2 and 213 as the "fast" and "slow" space-
charge wave, and assuming C.2 =0 and e-rz 
propagation, (1) becomes 

(-0, -I- r)At + SA2+ SA3= 0 

— 0,) + MA2 = 

eo) 11,43 = (12) 

resulting in the determinantal equation: 

— 0,2r — ia„20, + 0,2r — 20,0,r 
— 2jitin -F r3 — o. (13) 

Eq. (13) can be solved directly for r. To 
cast the result in a more familiar form we 
adopt the convention: 

—r — +1348 
Oc =13.(1 + cb) 

13q = IM4QC3)ti2. 

Eq. (13) becomes the well-known equa-
tion for the traveling-wave tube' 

(12 4QC)(—b + = + 1. (14) 
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It should be noted that in no place have 
we used results from other traveling-wave 
tube theories. We have merely adopted some 
of Pierce's conventional symbols in order to 
arrive at (14). 

DOUBLE STREAM AMPLIFIER 

The interaction is assumed to take place 
between the "slow" space-charge wave of the 
fast electron beam, called Ao, and the "fast" 
space-charge wave of the slow beam, denoted 
as Al. The slow and fast electron beams have 
equal charge densities and have dc velocities 
uoi and uoo, respectively. 

Using results of the kinetic power the-
orem in a way analogous to that leading to 
(8) we get: 

A1 = (  nog%  )lis (15) 
hut I poi A 

A2 660 1602lik ) 11212. (16) 
2,x0 I poi A 

In analogy with (10) we get: 

d 
— (AIAC) = — Re (E1/2"). 
da 

Using (15)-(17) in (4) plus the result: 

E, = 

leads to 

oteA 

(17) 

Wp2 

cI2 (18) 
"h(iiintio2) 1/2 

and a determinantal equation whose solu-
tion, assuming e-iaz propagation, is: 

$ot + Oa 
$1.2 = 

where: 

2 

3: [( flu — 002\2 
1/2 

1 C12 12 

W0 CO 

e3 01 = 139 
1101 160 1601 

C0q 1.0 

$02 = = I3o. 
lí Iii) UO2 

Defining: 

loi = ito(1 — b) 

no? = zí(1 b) 

01.2 = + 

and assuming 

«1, 

leads to: 

f3o 

6,= ±-1.(1+ x1) '2 se 
— (1 -I- 414 4x) 112]02. (20) 

The "classical" small signal analysis yields:4 

X 

43, 

13q 

The difference between the two results is 
believed to be due to the failure of our two-
mode picture to take into account the two 
extreme modes. Some of the differences are 
shown in Table I. 

TABLE I 

Feature Small Signal 
(Haeff) 

Coupled 
Modes 

(Two-Modes 
Approxima-

tion) 

Maximum Gain at 
Maximum Gain of 
Gain Obtained for 

I (tup/co) nepers 
0<x<1/2 

x =1.0 
It,p/ca, nepers 
O <x <2 

We are aware of the fact that this prob-
lem has been recently solved in a more formal 
manner by Haus of M.I.T. We believe 
that the approximate perturbation solution 
given here may still prove useful. 
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Effect of Beam Coupling Coeffi-
cient on Broad-Band Operation of 

Multicavity Klystrons* 

(19) To meet some of the requirements of 
present-day electronic systems, attention 
has recently been focused on the problem of 
broad-band operation of multicavity klys-
trons.'-7 The major advantages of using 
broad-band multicavity klystrons at high-
power levels (in comparison with a TWT 
operating over the same bandwidth) pre-
sumably are 1) no backward wave is present 
(as the multicavity-klystron structure is not 
bilateral) and the attenuator problem (which 
is present in a TWT) may be eliminated, and 
2) possible better efficiency in the case of a 
multicavity klystron than in a TWT. This 
statement is based on the fact that under 

13o 
4 2= ± — 1(1 ± s2) — (1 -F 4x2)112 .1112. (21) 

a. 

4 A. B. Haeff, "The electron-wave tube—a novel 
method of generation and amplification of microwave 
energy," PROC. IRE. vol. 37. pp. 4-10; January. 1949. 

* Received by the IRE, May 19, 1958. 
K. H. Kreuchen, B. A. Auld, and N. E. Dixon, 

"A study of the broadband frequency response 
of the multicavity klystron amplifier." J. Electron-
ics, vol. 2. p. 529; May, 1957. 

L. D. Smullin and A. Bers. "Stagger Tuned 
Multicavity Klystron." Conference on Electron Tube 
Res., Berkeley, Calif.; 1957. 

5. V. Vadavalli. "Application of the potential 
analog in multicavity klystron design and operation." 
PROC. IRE, vol. 45, pp. 1286-1287; September, 1957. 
Also presented in collaboration with C. A. Arnold 
and J. P. Lindley at the Conference on Electron Tube 
Res.. 1957. 

I W. J. Dodds, T. Moreno, and W. J. McBride, 
Jr., "Methods of increasing bandwidth of high power 
microwave amplifiers," 1957 WESCON CONVENTION 
RECORD, pt. 3, pp. 101-110. 

W. L. Beaver, R. L. Jepsen, and R. L. Walter, 
"Wide band klystron amplifiers," 1957 WESCON 
CONVENTION RECORD. pt. 3. pp. 111-113. 

P. G. R. King. "A five per cent bandwidth 2.5 
mw s-band klystron," SERL Tech. J., vol. 8, P. 29; 
January. 1958. 

7 H. T. Curnow, "Factors influencing the design 
of multicavity klystrons," SERL Tech. J., vol. 8, p. 
42; January, 1958, 

synchronously tuned conditions, a typical 
high-power klystron can have an efficiency 
in the neighborhood of 40 per cent. 

In a discussion of broad-band operation 
of multicavity klystrons, one comes across 
the question: "Under what conditions is the 
broad-band operation of multicavity klys-
trons profitable?" 
A suitable starting point for a discussion 

of the above problem is the relation 

eo = mz(oi (I) 

where M and Do are the beam coupling coef-
ficient and shunt impedance of the output 
cavity, respectively, andi is the ac current in 
the beam at the entrance to the output cav-
ity. We note that the maximum voltage 
across the output gap I/M.,.(0) which we can 
best use is the dc voltage of the beam Vo; 
this is so because, for any value of V(0 
larger than the dc beam voltage Vo, elec-
trons would be reflected at the output gap 
and they will travel toward the input. It is 
also known that imo. (the maximum ac cur-
rent in the beam at the output gap) is ap-
proximately equal to the dc current (for 
instance under ballistic assumptions imo. 
=1.16/). 

Hence, under the optimum conditions 
for power transfer from the output cavity, 
we may write 

1/ .0) Vo ---••• 11 ?())/ (2) 

or 

when 

Z(0) tz--•• Zo (2a) 

M 1 

zCi 

V5 

Zo being the dc beam impedance, and / the 
de current of the beam at input. 

We may also write 

Do = (R1Q)0QL(0) (3) 

where (R/Q)5 and Qr,(0) are the values of 
R/Q and Q of the output cavity under loaded 
conditions. From (3) we note that for opti-
mum performance QL(0) is specified when 
once the beam voltage Vo and dc beam cur-
rent / are specified. In practice, however, the 
relation zo) ,, z0 is not always satisfied. 
Many klystron engineers choose values of 
QL(o based on experience which are at vari-
ance with the above simple relation. Ac-
tually the shunt impedance across the out-
put gap is made several times the value of 
beam impedance Zo at higher frequencies. 
We note that as Do goes up the value of 
QL(° goes up or equivalently QE(0 goes up 
(Q(0> being the external Q of the output 
cavity). 

Since RF power is extracted from the 
output cavity, it is clear that the same (the 
output cavity) determines the bandwidth 
over which efficient power transfer can be 
effected. 

We will now discuss the problem as fol-
lows. The bunched beam as it enters the out-
put gap exhibits a velocity distribution 
which in turn alters the value of the beam 
coupling coefficient considerably. The usual 
value of beam coupling coefficient M for a 
gridless gap is given by 
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where: 

M
loeyoro) sin todg/2u0 

—  loeyobo) codg/2u0 
(4) 

Io denotes a Bessel function 
'ro= the radial propagation constant 

CO ,  

(70 = V1 — UO2/C2 ) 

u0 = dc beam velocity corresponding 
to the dc voltage 170 

w = the operating frequency, c the 
velocity of light 

d,= the gap length, 
ro and bo = the radii of the beam and drift 

tube, respectively. 

In calculating the loaded Q(QL(0) of the 
output cavity for optimum performance, we 
need to use the average value of the beam 
coupling coefficient. If the velocity distribu-
tion of the bunched beam is specified by a 
probability distribution P(u), assuming the 
velocity distribution is uniform over the 
beam cross section, we can write the average 
beam coupling coefficient as 

1  
(M)ov =  

N 1 „_0 

r i I0(1,1?„) sin wdg/2u  
P(u)dul (5) 

lo('ybo) colig/2it 

where N is the number of equal parts into 
where ro is divided R„=nro/N, n is a dummy 
index, d, is the output gap length, u is the 
beam velocity and 

= _ /c2 

We also have J.,,,'2P(u)du =1, where it, and 
142 are the lowest and highest velocities of 
the electrons in the beam. Employing the 
velocity distributions near saturation ob-
tained by Webber° recently, the above value 
of (M)„,, has been computed for several 
cases. One should remember that there are 
two types of velocity distributions of inter-
est here, 1) as the beam enters and 2) as 
the beam leaves the output gap. That is, we 
can calculate two types of average beam 
coupling coefficients (M)o,,i and (M),,, 
where the superscripts i and o denote the 
corresponding velocity distributions em-
ployed whether at input or output of the 
output gap. Wherever Webber's distribu-
tions were not available, estimates have been 
made regarding the velocity distribution. 

As the power output is proportional to 
(M)2i2, one is essentially interested in a 
plot of (M)-2i-2. All the computations 
have been reduced to a plot of Z(2)/Z0 vs 
-yoro. In Fig. I it is assumed that the gap 
transit angle is 

codg 
60°( 

us uo 

2. S. E. Webber, "Ballistic Analysis of a Two-
Cavity Ferrite Beam Klystron." G. E. Res. Lab., 
Palo Alto, Calif.. Rep. No. 57-RL-1721; April. 1957. 

Also see. "Large Signal Analysis of the Multi-
cavity Klystron," G. E. Res. Lab.. Palo Alto, Calif.. 
Memo Rep. No. EE-39; June. 1957. 

There is additional unpublished work. 
These calculations were carried out on electronic 

computers IBM 704 and 650. 
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Fig. l—Plot of normalized output 
gap impedance vs 70'0, 

and the RF current in the beam is 1- II. Two 
curves are shown corresponding to the two 
limiting velocity distributions in Fig. 1; some 
experimental points observed in this lab-
oratory and elsewhere are also shown here 
for comparison. We may indicate here that 
if one uses the velocity distribution at the 
middle of the gap in the calculation of 
(M)5"- we should be able to predict the 
value of shunt impedance (across the out-
put cavity) very close to the actual value 
which in turn determines QL(2) and QE(2) 
when the unloaded Q of the cavity is known. 

In practice the beam radii that are 
chosen in klystrons operating at different 
frequencies are such that -yoro goes up with 
frequency. As mentioned before zo» =kzo 
where k is usually greater than unity. We 
conclude then that it is better to build 
broad-band klystrons with small -yoro. To 
state differently, this means that for a given 
value of ro 1) it is better to build broad-
band multicavity klystrons at lower fre-
quencies (that is, a broad-band multicavity 
klystron at L band would be more profitable 
than the one at S band as far as bandwidth 
and efficiency are concerned) and 2) it is 
better to operate broadband multicavity 
klystrons at higher voltages (also higher 
perveances) than the synchronously tuned 
klystrons. 

S. V. YADAVALLI 
General Electric Microwave Lab. 

Palo Alto, Calif. 

Improvements in Some Bounds on 
Transient Responses* 

Consider a system function Z(s) of a 
lumped, linear, fixed, finite, and stable net-
work, all of whose poles have negative (non-
zero) real parts. Moreover, assuming that 
the number of poles of Z(s) is equal to or 
greater than the number of zeros of Z(s), 
this rational system function may be ex-

* Received by the IRE, May 19. 1958. 

panded into the following infinite series, for 
s is sufficiently large. 

2 
Z(S) = K -1- 1 — K— ± • • •. 

Cs s2 

In the neighborhood of s= 0, Z(s) may be 
represented by 

Z(s) = r kis kos2 ± • • • . 

It has been shown recently that when the 
real frequency responses (s =jar) of Z(s) are 
restricted in various ways, the correspond-
ing transient responses are bounded. The 
purpose of this note is to report improve-
ments on some of these results. In particular, 
denoting the real part of the system function 
at real frequencies by R(w) and the corre-
sponding response to a unit impulse of cur-
rent applied at 1=0 by W(t), these two func-
tions may be related by the following Fourier 
cosine transform: 

W(t) = R(w) cos with,,,> 0. 
r o 

In this case, the specific result which is to be 
improved is given by theorem 2 of Zemanian' 
wherein bounds on W(t) are given when R(co) 
is monotonic decreasing for w > O. The im-
proved result is stated by the following 
theorem. Both the upper and lower bounds 
are now best possible so that no further im-
provement can be made. 

Theorem: If Z(s) is a system function 
satisfying the aforementioned restrictions, if 
the number of poles of Z(s) is one greater than 
the number of its zeros, and if R(w) is mono-
tonic decreasing for co> 0, then the lowest possi-
ble upper bound on all unit impulses corre-
sponding to such Z(s) is 

and 

, irt 
sin — 

1 2rC  
W(I) ≤ c foe° ≤ t ≤rC 

irt 

2rC 

2r 
W(i) G 

irt 

and the greatest possible lower is 

1 sin Oi 
1V(t) ≥--c-

W(I) > 
c 

and 

for rC < t 

2rCei 
for O < t < 

el ir 

in 
sin — 

1 2rC 2r CBI 
for   

rt 7r 

2rC 

W(t) > — 
2e 

< t < 3rC. 

for 3rC < 

where Bi is the number satisfying th =tan 8, 
and r <01 <3112 (that is, 01=4.49 • • • ). 

Proof of this theorem has been published 
elsewhere2 and will not be repeated here. 

It should be pointed out that this result 
applies to any two variables that are related 
by the Fourier cosine transform. For in-

1 A. H. Zemanian, "Further bounds existing on 
the transient responses of various types of networks," 
PROC. IRE, vol. 43, pp. 322-326; March. 1955. 

2 A. H. Zemanian, "Bounds on the Fourier trans-
forms of monotonic functions," Duke Math. J.. vol. 
24, pp. 499-504; December, 1957. 
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stance, if the symbol R(co) represents the 
power-density function of a random signal, 
then W(t)/4 will represent the correspond-
ing autocorrelation function. 

This property of the Fourier cosine trans-
form may be applied to the response A (t) of 
a network to a unit step of current applied 
at t =0, since A (t) is related to the imaginary 
part /(w) of the system impedance at real 
frequencies by the following expression. 

A(I) = r + — 
2 f /(w) 

ir 

cos wide), t > 0. 

This leads to the following theorem whose 
proof is practically the same. The stated 
bounds are, once again, best possible. 

Theorem: If Z(s) is a system function 
satisfying the aforementioned restrictions and 
if I(o.1)/c„ is monotonic increasing for 0.+>0, 
then the lowest possible upper bound on all 
unit step responses corresponding to such 
Z(s) is 

sin el 
I (t) < r — (r — K) 

601 

1(0 < r — (r — K) 

and 

201k4  
for 0 < t ≤ 

r(r — K) 

. (• r — K)t 
sin   

214 

r(r — K)I 

2ki 

202141 314 
lar   < t <  

(r — K) 

2ki 3k,  
A (t) < r — for < I 

rt (r — K) — 

and the greatest possible lower bound is 

.(  — K)t  
sin 

2k1 
.4 (1) > r — (r K) 

and 

2k1 
A > r — 

irt 

sw(r — K)t 

2k1 

for0<t<   
(r — K) 

for  < t 
(r — K) 

where (his defined in the first theorem. 
An im mediate conseq uence of th is theorem 

is that, for system functions of the stated 
type, the overshoot of the unit step response 
—defined as the greatest value of [A (t) 
—d/r—is never greater than I sin 01/011 
=0.2172 and the rise time from t=0 to the 
time when the unit step response first equals 
r has no positive lower bound. 

Finally, a similar result is shown to hold 
on any two variables that are related by the 
Fourier sine transforms.' However, this re-
sult is not readily applicable to the unit im-
pulse response since it assumes that the 
imaginary part of the system function is 
monotonic decreasing for positive co. This is 
impossible for the networks considered here. 

ARMEN H. ZEMANIAN 
Dept. of Elec. Eng. 

New York University 
New York, N.Y. 

Geometric-Analytic Theory of Noisy 
Two-Port Networks* 

In two recent notes in this journali.2 an 
outline on the manner in which the Cay-
ley-Klein model of three-dimensional hyper-
bolic space can be used in studying problems 
dealing with bilateral two-port networks 
was presented. By a stereographic transfor-
mation, points in the complex impedance 
plane were mapped on the surface of the unit 
sphere constituting the absolute surface of 
the Cayley-Klein model. Now a natural 
question is: "What physical interpretation 
can we give to points inside the surface of the 
unit sphere?" The answer is that these points 
may be thought of as corresponding to noise-
power ratios. Thus, noise-power ratio trans-
formations through noise-free bilateral two-
port networks can be geometrically repre-
sented by non-Euclidean transformations in 
models of three-dimensional hyperbolic 
space. The special case of impedance trans-
formations through noise-free bilateral two-
port networks is obtained as non-Euclidean 
transformations of points on the absolute 
surfaces of the different models. 

The input voltage V' and the input cur-
rent I' of a noise-free bilateral two-port 
network are linearly related to the output 
voltage V and the output current I: 

= 

ad — = 1. (1) 

The input impedance Z' = VW' is ex-
pressed in terms of the output impedance 
Z = V / I by the linear fractional transforma-
tion: 

aZ+b 

cZ +d 

For a noise process, transformed by a 
noise-free two-port network, (1) and (2) 
are exchanged for 

(2' = 

and 

VI 

Q2' 

Q3' 
QI' 

(2) 

In the case of complete correlation, 
s2=ZZ*, with Zeor =Z, and (4a) reduces to 
s'2=Z'Z'*, with (4b) reduces to 
(2), and (4c) reduces to the complex conju-
gate of (2). 

The four-vector Q in (3) is analogous to 
the "Stokes vector" used by Stokes in 1852 
in characterizing partially polarized light. 
The 4X4 matrix in (3) has been used in 
optics by Soleillet, Perrin, Chandrasekhar, 
Mueller, Parke, and others. It is the Kro-
necker product, TX 7', of the 2X2 matrix 
T in (1). The components of the Q vector 
are the components of a 2X2 Hermitian 
coherency matrix analogous to the "density 
matrix" introduced in quantum mechanics 
by von Neumann, and the "coherency 
matrix" introduced in optics by Wiener. 

The conformal transformation (4) can be 
considered to be a non-Euclidean transforma-
tion in a Poincaré model of three-dimen-
sional hyperbolic space having the Zc,,, 
plane as the absolute surface. The trans-
formation has been thoroughly studied by 
Poincaré,3 Picard,' Fricke and Klein,' and 
others. 

Eqs. (3) and (4) have been used as the 
basis of a general theory of noisy two-port 
networks.' Among the topics treated are a 
wave representation of noisy two-ports 
(with the introduction of a complex correla-
tion-reflection coefficient), the equivalent 
noisy network of Rothe and Dahlke,7 and a 
cascade of noisy two-port networks. 

If the Q vector is expressed in terms of 
Rothe and Dalke's equivalent noise resist-
ance r„, equivalent noise conductance g„, and 
complex correktion impedance Zeor, we ob-
tain 

Q = 4kToAfg. 

I r. 
; —I Z„,„.1 2 

zeo, 
Z*„„, 

(5) 

V'Vi* aa* ab* ba* VV* 

V'I'* tic* ad* bc* be' VI* 

V"!' = co* cb* db* V* I 

cc* err` de* dd* II* 

S  (21' = aa*s2 4- ab*Z44.r ba*Z*„., +  

Q4' cc*s2+ cd*Z402 + + dd* 

Q2' ac*s2 + ad*Z + bc*Z*44, + bd* 
Z%or —  Q — 4' cc*s2 + cd*Z„,,, dc*Z*„.., dd* 

G' ca*s2 cb*Zeor db* 
Z'*cor = 41 = 

Q CC*S2 cd*Z4or + Wee., + dd* 

Asterisks indicate the complex conjugate 
of the designated quantities and bars indi-
cate averages over an ensemble of noise proc-
esses with identical statistical properties. 

* Received by the IRE. May 19, 1958. 
I E. F. Bolinder. "Noisy and noise-free two-port 

networks treated by the isometric circle method," 
PROC. IRE, vol. 45, pp. 1412-1413; October, 1957. 

2 E. F. Bolinder. "Radio engineering use of the 
Cayley-Klein model of three-dimensional hyperbolic 
space." to be published. 

(3) 

(4a) 

(41)) 

(4c) 

I H. Poincaré. "Mémoire sur les groupes Klein-
éens," Ada Mai.. vol. 3, pp. 49-92; 1883. 

E. Picard, "Sur un groupe de transformations des 
points de l'espane situés du même côte d'un plan," 
Bull. Soc. Math. Franc. vol. 12. pp. 43-47; 1884. 

R. Fricke and F. Klein. Worlesungen über die 
Theorie der autemorphen Functionen." B. G. Teub-
ner Verlag, Leipzig. Germany, vol. 1; 1897. 

« E. F. Bolinder. "Theory of noisy two-port net-
works," presented at the URSI-IRE meeting, Wash-
ington, D. C.; April 23-26, 1958. 

7 H. Rothe and W . Dahlke. "Theory of noisy four-
poles." PROC. IRE. vol. 44, pp. 811-818; June. 1956; 
"Theorie rauschender Vierpole." Arch. Elekl. übertr.. 
vol. 9. pp 117-121; March. 1955. 
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where k is Boltzmann's constant, To is the 
absolute temperature, and àf is the band-
width. 
A complete presentation of the geo-

metric-analytic theory of noisy two-port 
networks will be given elsewhere. 

E. FOLKE BOLINDER 
Electromagnetic Radiation Lab. 

Air Force Cambridge Res. Center 
Bedford, Mass. 

Formerly at Res. Lab. of Electronics 
Mass. Inst. Tech. 
Cambridge, Mass. 

Comparison of Phase Difference 
and Doppler Shift Measurements 
for Studying Ionospheric Fine 
Structure Using Earth Satellites* 

In using signals from earth satellites to 
investigate ionospheric fine structure, it 
would appear that at least two approaches 
might be used. One is the technique of meas-
uring continuously the phase difference of 
signals received over slightly different paths 
(spaced receiving antennas), and the second 
is that of examining the Doppler shift on the 
frequency of a single signal. 

The basic differences in the two tech-
niques can be best illustrated by neglecting 
terms due to gross geometrical effects (which 
can be eliminated in the recording process 
by a number of techniques). In Fig. 1, two 
antennas spaced by a distance Z receive 
signals from source S. The propagation 
medium is considered essentially constant 
except for a region whose thickness is small 
compared to the height H of the source. 

Fig. 1— Simplified geometry for phase 
difference measurements. 

(This assumption is included mainly to 
permit considering the two rays as parallel 
during their transit through the layer.) The 
motion of the source is now replaced by as-
suming a velocity V of the layer. 

The phase difference between the two 
signals is: 

27rL  a(n) = ein — 4ta = —i-- , — nt)• 
X0 

* Received by the IRE. June 2. 1958. 

The geometric paths, L, are considered of 
equal lengths, and nt and no are the effective 
refractive indexes for the two rays in the 
layer. 

If we consider one component of the in-
dex structure 

2r ) 
A; sin kix , (ki = — 

Xi 

in terms of the assumed layer velocity V, the 
time variation of a will be 

2rL 
ai(1) = — A, Lsin wj — sin wi(t r) I 

X0 

where 

2rW 
corr = 

X; 
and W = Z (1 — h —). 

H 

Removing the time function sin wit, this 
may be written as 

2rL w,A'l2 sin — 
Xo 2 

2711, r14' 
= Aa sin -- (1) 
X0 Xi 

Cti =  

indicating that such recordings of phase dif-
ference are insensitive to certain discrete 
wavelengths in the medium depending upon 
the antenna spacing and other geometry. 
That is, for any wavelength X„ for which 
W/X,, is integral, the quantity a will not 
contain a contribution from Ap. 

To examine the similar property of the 
Doppler frequency shift, we differentiate, 
with respect to time, the phase of the signal 
received at one antenna. Thus 

d r 2rL 1 

dIL X0 ni 

du 

tit 

Again, examining the contribution of ith 
component and replacing x by Vi, we obtain: 

4f = — AikiV cos k I 
Xo 

L 2w17 
= —A cos wit. 
Xo Xi 

Removing the time function cos wit, this 
becomes 

2rL V 
— A,— (2) 
Xo X, 

indicating that in the limit of very long 
wavelengths in the index structure (Xi) and 
in the case of zero velocity of the layer (V) 
the Doppler produces no information con-
cerning the amplitude Ai of the ith com-
ponent. However, (2) states that the "sensi-
tivity" is inversely proportional to the wave-
length Xi and thus becomes greater for 
shorter components. This, of course, is very 
desirable from the standpoint of fine struc-
ture experiments. 

Fig. 2 plots both (1) and (2) for com-
parison. The added scale on the abscissa is 
based on an assumed physical situation to 
indicate the order of the effects expected in 
the case of a satellite. 

The clearly defined minima predicted in 
the phase records are not seen in similar 
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Fig. 2—Relative response of phase difference and 
Doppler measurements to different spatial wave-
lengths of ionospheric turbulence for simplified 
case. 

measurements in the troposphere' and would 
not actually be expected for the ionosphere. 
This may be interpreted as indicating that 
the turbulence occurs throughout a sufficient 
range of the paths so that the superposition 
of many effective values of W results in 
smoothing out the nulls indicated for the 
simple case. 

An important practical consideration in 
comparing the two approaches is the fre-
quency stability of the satellite transmitter. 
In the observations of phase difference, fre-
quency variations do not enter as a first-
order effect. In contrast, since the Doppler 
measurements are primarily a frequency 
measurement, fluctuations in transmitter 
frequency are indistinguishable from the 
ionospheric effects to be measured. 

The foregoing is intended only as a pre-
liminary consideration because the final 
practical answer as to what technique is 
more desirable in a given case depends upon 
additional factors, such as the actual per-
formance available in instruments for meas-
uring phase differences and frequency dif-
ferences. 

M. C. THOMPSON, JR. 
D. M. WATERS 

Natl. Bur. of Standards 
Boulder, Colo. 

J. W. Herbstreit and M. C. Thompson. Jr.. 
"Measurements of the phase of radio waves received 
over transmission paths with electrical lengths vary-
ing as a result of atmospheric turbulence," PROC. IRE, 
vol. 43, pp. 1391-1401; October. 1955. 

AM Transmitters As SSB Jammers* 

In recent months much has been written 
concerning the advantages of using SSB in 
preference to AM for radiotelephone service. 
Power comparisons which have been made 
between these two systems have yielded a 
variety of decibel gain figures in favor of 
SSB. It is quite apparent that if one is 
skilled at making assumptions, decibel gain 

* Received by the IRE. June 2. 1958. 
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figures suitable for almost any occasion may 
be obtained. It is pointless to debate this 
issue since the calculations are almost always 
correct leaving only the assumptions (which 
are a matter of personal judgment) as the 
subject for controversy. 

While it must be conceded that a sup-
pressed-carrier SSB system will generally 
show a power gain when compared with an 
equivalent AM system in a communications 
circuit, a rather dramatic change takes place 
when the AM transmitter is used as a jam-
mer against the SSB transmitter. It is my 
purpose here to demonstrate that an AM 
transmitter, if properly used, can be quite 
effective as an SSB jammer. 

For purposes of discussion let us assume 
that we are to jam a 1-kilowatt (peak en-
velope power output) suppressed-carrier 
SSB transmitter and that we are given a 125-
watt (carrier output) AM transmitter with 
which to do the job. Antenna gains and 
propagation conditions for both the SSB 
and AM units must be chosen as identical. 
Now, how do we use the AM transmitter 
and what degree of success may we expect in 
our efforts to jam the SSB circuit? 

The answer to the first part of this ques-
tion is quite simple. Since the SSB receiver 
responds to RF signals in a band extending 
from, let us say, 300 to 3000 cycles away 
from the SSB carrier frequency, we must set 
the AM jammer frequency and choose a form 
of modulation for the AM transmitter which 
will produce the highest possible average RF 
power in this 2700-cycle pass band. Thus, we 
set the AM carrier frequency in the center 
of the SSB pass band (1650 cycles away from 
the SSB carrier frequency) and modulate 
with a square wave of fundamental fre-
quency, say, 100 cycles and upper frequency 
limit of 1350 cycles. Such a square wave will 
be sufficiently "square" to yield very nearly 
125 watts of average sideband power and 
together with the 125 watts of average carrier 
power we will have a total of 250 watts of 
average jamming power falling in the SSB 
pass band. (Perhaps a more direct way of 
arriving at this result is to visualize the 
jammer signal in the time domain. With 
square-wave modulation we have no output 
half of the time and twice the carrier voltage 
level the other half of the time. Thus, we 
have 500 watts being radiated with a 50 per 
cent duty cycle yielding 250 watts of average 
power.) 

In order to estimate the degree of success 
which may be expected with our available 
250 watts of average jamming power, we 
must determine the average sideband power 
which will result from speech modulation of 
the 1-kilowatt SSB transmitter. Admit-
tedly, any choice for the peak-to-average 
power ratio for voice SSB that we may make 
will be subject to challenge. If one attempts 
to pick a mean of the figures which have 
been published, a four-to-one ratio would 
probably be a reasonable one. In other 
words, an SSB transmitter having one kilo-
watt of peak-power capability will radiate 
an average power of 250 watts when voice 
modulated. Thus, we see that the I25-watt 
AM transmitter can be quite effective as an 
SSB jammer since its use can result in a 
signal-to-jamming average power ratio of 
unity at the output terminals of the SSB 
receiver. 

The situation outlined above is quite sig-
nificant, not only because of the power ratios 
but also because of the cost ratios which are 
involved. What defensive measures does 
SSB then offer against this type of jamming? 
There are perhaps two types of action which 
may be taken by the SSB operators, neither 
of which offers an effective solution. First, 
the obvious (and that is the trouble) thing 
to do is to switch sidebands when jammed. 
This requires some coordination between 
transmitter and receiver and in addition 
such action will be expected and carefully 
watched for by the jammer. When we realize 
that "changing sidebands" in SSB is equiva-
lent to changing the operating frequency we 
see that SSB offers no special advantage in 
this regard. Secondly, a narrow-band rejec-
tion or "notch" filter could be installed in the 
SSB receiver to take out the AM carrier 
heterodyne. In the case cited above, such 
action would cut the jammer's effectiveness 
by two-to-one in average power or 3 db. 
However, such tunable filters are seldom 
employed in SSB receivers outside the 
amateur field, probably because of the skill 
and attention which is required of the opera-
tor for satisfactory results. (On the other 
hand, without such filters the SSB system 
becomes quite vulnerable to straight con-
tinuous-wave jamming; a situation which 
makes the communications equipment-to-
jamming equipment cost ratio even larger.) 
Although one might wish to argue the details 
of what is given above, the basic premise 
that an AM transmitter can be quite effec-
tive as a jammer against SSB seems secure. 

In closing, it is somewhat interesting to 
observe that in the previous example a 
signal-to-jamming average power ratio of 
unity, or zero db, at the output of the re-
ceiver was obtained by using a 125-watt 
AM transmitter against a 1-kilowatt SSB 
transmitter. I shall resist the temptation of 
computing the AM power advantage in 
decibels. 

JOHN P. COSTAS 
209 Palmer Drive 

Fayetteville, N. Y. 

Taper Sections in Circular 

Waveguides* 

Solymar' has discussed the determination 
of the TEoo modes distribution produced by 
a conical tapered transaction between two 
circular waveguides. 

In the writer's doctorate dissertation in 
electrical engineering2 the same structure, 
among other problems, was considered. The 
problem was approached in a different man-
ner but the results obtained were essentially 
the same as those obtained by Solymar. 

* Received by the IRE, June 2. 1958. 
I L. Solymar, "Design of a conical taper in circu-

lar waveguide system supporting Ho: mode," PROC. 
IRE, vol. 46. PP. 618-619; March, 1958. 

2 G. Gerosa, "Study of a very long feeding system 
for a microwave lens aerial using a circular waveguide 
propagating TEoi mode." Electrotechnical Institute, 
University of Rome, Italy; March 31, 1956. 

The field in the tapered section has been 
represented as superposition of modes of the 
cylindrical guide and the generalized teleg-
raphist's equations5 have been derived. 
The TE 02 mode is found to be coupled only 
with TEoo modes. The coupling is expressed 
by the voltage and current transfer co-
efficients which decrease as n increases. 

Assume the following: 

1) structure without losses, 
2) cone of small aperture, 
3) diameters of the two guides to be 

connected not very different and 
much larger than the cutoff diameters 
for the TE02 and TE02 modes, 

4) only first-order approximation con-
sidered, 

5) reflections at the junctions at the 
tapered section neglected, 

6) all the energy carried by the TE., 
mode in the input guide. 

For the excitation of the TE02 mode a formula 
practically identical to the one given by 
Solymar is obtained; the only difference is 
that in place of the factor a/X there is the 
factor (a+b)/2(X042) 111 where a and b 
are the radii of the two guides and X,21 and 
42, the wavelengths for the TE 02 and TE02 
modes in a guide of radius (a ±b)/2. 

It may not be out of place here to men-
tion that using the telegraphist's equations 
approach to calculate the variation of the 
propagation constants due to the imperfect 
conductivity of the walls and the mode con-
version due to curves in the circular guides, 
the writer2 has found results essentially iden-
tical with those obtained by Oswald4 and 
Jougeut,5 who used a different approach. 

GIORGIO GEROSA 

Electrotechnical Institute 
University of Rome 

Rome, Italy 

2S. A. Schelkunoff, "Conversion of Maxwell's 
equations into generalized telegraphist's equations," 
Bell Sys. Tech. J.. vol. 34, pp. 995-1043; September, 
1955. 

4 J. Oswald, "Calcul des pertes par effet joule dans 
les guides d'ondes," Cables 8r Transm., vol. 1, pp. 
205-219; October, 1947. 

5 M. Jouguet, "Les effets de la courbure sur la 
propagation des ondes électromagnétiques dans les 
guides à section circulaire," Cables fir Transm.. vol. I, 
pp. 133-153; July. 1947. 

Common Emitter Transistor Ampli-

fiers* 

The recent letter from Dion' pointing out 
the equivalence of an emitter follower and a 
common emitter amplifier with resistance in 
series with the base is interesting. There is, 
however, a further point that should be con-
sidered: the gain stability in the two cases. 

As has been shown,2 the gain stability of 
a transistor amplifier depends upon the re-

* Received by the IRE. June 16, 1958. 
D. F. Dion, "Common emitter transistor ampli-

fiers." PROC. IRE. vol. 46, p. 920; May. 1958. 
R. F. Purton, "Transistor amplifiers: common 

base versus common emitter." ATE J.. vol. 14, pp. 
157-163; April, 1958. 
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sistances in series with its electrodes. The 
most variable transistor parameter both 
from unit to unit and with respect to fre-
quency and ambient variations is probably 
off.. The power gain stability against varia-
tion in ap, is improved by resistance in series 
with the emitter (emitter feedback), but is 
worsened by resistance in series with the 
base. The emitter follower arrangement is, 
therefore, preferable on this account. 

The stabilities can be calculated as fol-
lows. If it is assumed that the input resist-
ance is arranged to match the source re-
sistance, then the circuits for the two cases 
are as shown in Fig. 1, with 

R0 = R rot = 

£2 

(1) 

(b) 

Fig. 1—(a) Common emitter amplifier with input 
resistance increased by addition of R. (b) Emitter 
follower amplifier. 

For the common emitter amplifier, trans-
ducer power gain is 

4RG Gi = 
EG2 

EG2 • RL 4R0, 
= af,2 • 

(Rs; R N')2 E 2 

4R L = 
(RG R RIN')2 

Therefore, from (1), G1 =ap. as shown by 
Dion. Also, from (2), 

dGi = 2af dap. 2dap 
— (3) 

ap2 ap 

i.e., a given percentage change in ap will 
produce twice this change in GI. 

For the emitter follower 

G2 a1,2 
(R0 -I- crieRL)2 E02 

4121,RG 

(RG afeRc)2 aj 

Therefore again from (1) G2=01,1,. 
From (4) 

dG2 2RG = 

G2 (RG 

E02. 4RG 

(2) 

(4) 

Therefore from (1) 

dG2 dap, 

G2 «re 

That is, the gain variation is only half that 
of the previous case. 

It should be noted that both stabilities 
are poor—at least as bad as al itself. This 
is because of the high source resistance in 
series with the base. 

R. F. PURTON 
British Telecommun. Res. Ltd. 

Taplow, Berks., England 

Resonance-Probability and Entropy-
Evolution Relationships* 

RESONANCE-PROBABILITY 

For some time now I have had the in-
tuitive feeling that the Q of a tuned circuit, 
and the cr (standard deviation) of a probabil-
ity distribution are close kin. Resonance 
curves seem to be a special class of probabil-
ity curves. If so, there should be a whole 
family of analogies, whereby the many 
probability concepts have a running mate 
in an ac tuned circuit arrangement. In plain 
words, is there a basic underlying concept 
that covers both resonance effects and 
probability response? I think so, but so 
far I can't prove it. If ac circuits behavior is 
truly analogous to probability response, 
then ac circuits can provide a simple solu-
tion of complex problems in probability and 
statistics. 
I have never found anything in the 

literature on the similarities between ac cir-
cuit response and probability. Just what is 
the probability counterpart of frequency? 
Of inductance? Of capacitance? Of resist-
ance? Of Q? Does any one know? Is it worth 
following up? 

ENTROPY-EVOLUTION 

The second concept that has disturbed 
my sleep of late is, what appears to me to be 
the amazing "face" correlation between 
cybernetic entropy, and organic evolution. 
Whereas thermodynamics uses entropy as 
an index of the unavailability of heat, 
cybernetics uses entropy in a broader sense: 
an index of the state of disorganization in 
any "system," be it organic, mechanical, or 
even semantic. Cybernetics shows that any 
state of organization tends toward disorgani-
zation; there is a natural tendency for order 
to downgrade toward disorder, that is, 
entropy, the index of disorder, always tends 
to increase. 

Now, natural evolution is the process by 
which increased organization takes place; 
greater specialization results in time. More 
or less random variations fall into specialized 
patterns, which continue. So evolu tion is anti-
entropic. The trend is from the scrambled to 
the organized; the ordered; the specialized. 

* Received by the IRE. April 25. 1958; revised 
manuscript receive.l. June 26. 1958. 

In most cases, "nature" dictates that 
every state of organization tends toward 
breakdown, whether gradually or fast. In 
some unique cases, this apparent universal 
rule has the opposite polarity. From chaos, 
order and system sets in. It seems to me 
that "normal" cybernetic entropy and "nor-
mal" organic evolution are one and the 
same; except that entropy works in a di-
rection (toward breakdown) when cyber-
netics is considered, and in a — direction 
(toward improvement) when evolution is 
considered. 

What I want to know is, what factors 
determine whether a "system" (machine or 
living thing) tends to breakdown or to build 
up? If we knew, then machines could be 
designed that have capabilities to improve 
their mode of operation as they work. 

GEORGE H. AMBER 
Amber and Amber 
Detroit 35, Mich. 

The Dependence of Minority 
Carrier Lifetime on Majority 
Carrier Density* 

In a recent letter Chang' has derived a 
simple relationship between the ratio of the 
diffusion length of holes in an n region to 
that of electrons in an adjacent p region and 
the ratio of the conductivities of the regions. 
This derivation was based on the assumption 
that the minority carrier lifetime is inversely 
proportional to the majority carrier density. 
This is only true under certain conditions 
which are discussed below. 

We shall confine our attention to the 
semiconductors for which it has been shown 
that the recombination process can be de-
scribed by the statistics of Shockley and 
Read,2 viz., germanium3 and silicon.4.3 The 
low-level lifetime of the minority carriers, 
assuming a small density of recombination 
centers with a single recombination level, 
for the four possible cases which can arise is 
shown in Table I. r„ and r,,, are the lifetimes 
of electrons and holes as minority carriers. 
r„,, is the lifetime of electrons injected into 
a highly p-type specimen; r„„, is the lifetime 
of holes injected into a highly n-type speci-
men. n5 and p0 are the thermal equilibrium 
electron and hole densities; n1 and p, are 
the values the electron and hole densities 

* Received by the IRE. June 9. 1958. This note 
is published by permission of the Dir. of Radio Res. 
of the Dept. of Sci. and Indus. Res.. Eng. 

1 S. S. L. Chang. "Relation between ratio of dif-
fusion lengths of minority carriers and ratio of con-
ductivities." PROC. IRE. vol. 45. pp. 1019-1020; 
July, 1957. 

W . Shockley and W . T. Read, "Statistics of the 
recombinations of holes and electrons," Phys. Rev., 
vol. 87, pp. 835-842; September 1. 1952. 

J. A. Burton, el al.. "Effect of nickel and copper 
impurities on the recombination of holes and electrons 
in germanium." J. Phys. Chem.. vol. 57. pp. 853-859; 
November, 1953. 

G. Bemski, *Lifetime of electrons in p-type sili-
con." Phys. Rev., vol. 100, pp. 523-524; October 15, 
1955. 

C. A. Bittmann and G. Bemski. "Lifetime in 
pulled silicon crystals." J. App!. Phys.. vol. 28. pp. 
1423-1426; December. 1957. 



1958 Correspondence 1963 

TABLE 1 

ER in Upper Half of Energy Gap ER in Lower Half of Energy Gap 

Case 1: p-type Case 2: n-type Case 3: p-type 

Trè =Too -1-Tpent/Po 
I rovided that: for silicon 

(EF -Ev)> (F., -ER) 
or germanium 

(EF - Ev) >(E,,- ER) 
by more than 34 kT then 

rer•rpont /P.* 

-cp =rm .(' +mine) 
Provided that: 

(ER -EF) >0 
by more than 14 kT for 
both silicon and germani-
um then 

Ypontine 

= Ttao(I +Pi/ Po) 
Provided that: 

(EF -ER) >0 
by more than 14 kT for 
both silicon and germani-
um then 

veePt/Pe* 

Case 4: n-type 

=Tpo -H.../n/ne 
Provided that: for silicon 
(Er -EF)>(EF -E1') 

by more than 3 kT, for 
germanium 
(E,-EF)> (ER -Ev) 

then 
Te. "-"TnoPlino* 

* The above inequalities are based on a maximum error in the approximation of about 25 per cent. 

TABLE II 

Germanium 

Silicon 

Case 3: p-type Case 4: n-type 

(ER -Ev) in ev 

0.0489 
0.2, 
0.279 

Resistivity in ohm-cm (ER -Ev) in ev 

>0.02 
>6 
Invalid" 

0.21 
0.279 

Resistivity in ohm-cm 

>0.3 
>5 

0.06591' 
0.099: 
0.149: 
0.179 
0.24: 

>0.1 
>0.3 
>2 
>fi 
>20 

0.0559t, 0.0639s, 0.0679: 
0.1 9S 

0.179,9: 
0. 22c.n 

>0.02 
>0.05 

>20 
>125 

* The expressions for the minority carrier lifetime in Table I apply only to extrinsic material. 
t In transistors 
2 In diodes. 

would have if the Fermi level were located 
at the same position in energy as the recom-
bination centers. The energy level of the 
recombination centers is denoted by ER, 

the thermal equilibrium position of the Fermi 
level being denoted by EF. Fig. 1 shows the 
position of the Fermi level, as a function of 
resistivity in germanium and silicon. The 
values for the mobilities were taken from the 
published literature and the densities of 
states were calculated using effective masses 
determined from cyclotron resonance data, 
viz., M.= 0.55M„, M h=0.37M, for ger-
manium; M,= 0.27M., Mh =0.39M, for 
silicon. 

Fig. 1 shows the location of the main re-
combination levels in germanium and sili-
con. These levels have been attributed to 
the presence of copper atoms. All the re-
combination levels are shown in the lower 
half of the energy gap since the published 
literature suggests that this is the case. 
It is assumed in Table I that s-,,, is about ten 
times r,, for germanium,3 and that rpo is 
nine times r,,,, for silicon.' 

It can be seen from Table I and Fig. 1 
that the general requirement for the assump-
tion that the minority carrier lifetime is in-
versely proportional to the majority carrier 
density to be valid is, in all four cases, 
that the recombination leyels lie near the 
appropriate band edge and/or that the 

• M. S. Rideout, "The Temperature Dependence 
of Minority Carrier Lifetime in p-Type Germanium 
and Silicon," Rep. of the Meeting on Semiconductors 
(Physical Society and B.T.H., Ltd., Rugby, England), 
pp. 33-37; April. 1956. 

7 R. G. Shulman and B. T. Wyluda, *Copper in 
germanium: recombination center and trapping 
center." Phys. Rev., vol. 102, pp. 1455-1457; June 
IS. 1956. 

" D. M. Evans. "The measurement of the tempera-
ture dependence of the mobility and effective lifetime 
of minority carriers in the base region of silicon tran-
sistors." to be published. 

B. Ross and J. R. Madigan, "Thermal generation 
of recombination centres in silicon," Phys. Rev., vol. 
108, pp. 1428-1433; December 15, 1957. 

's D. J. Sandiford and J. Shields. "Reverse Cur-
rents and Carrier Lifetimes in Silicon p-n Junctions," 
Rep. of the Meeting on Semiconductors (Physical 
Society and B.T.H., Ltd., Rugby. England), pp. 
49-54; April. 1956. 

II D. M. Evans, unpublished. 
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Fig. 1-Energy levels in germanium and 
silicon at 300°K. 

semiconductor should be only weakly ex-
trinsic. 

Table II, relating to cases 3 and 4, which 
are those of interest, shows the resistivity 
ranges for which the assumption is valid 
for the main recombination levels reported 
for germanium and silicon. 

In Table II, for the recombination levels 
shown in the first two lines for n-type silicon, 
it is assumed that r,,5 is 2.75r„.." 

D. M. EVANS 
Dept. of Sci. and Indus. Res. 

Radio Res. Station, 
Slough, Bucks, England 

The Internal Current Gain of 
Drift Transistors* 

For diffusion-type (homogeneous-base) 
transistors the common-base internal short-
circuit current gain «d can be specified in 
terms of two parameters. These are fad, its 
internal cutoff frequency, and ado, its zero-
frequency value,' both of which depend on a 
single dimensionless parameter wW2/2D (for 
a unidimensional model). Here CO is the 
angular frequency, W the active base width 
of the transistor, and D the diffusion con-
stant for minority carriers in the base. For 
drift (inhomogeneous-base) transistors this 
is no longer the case, because the value of 
ad depends in effect on two dimensionless 
parameters (.61V2/2D and V/kT; the latter 
is the relative drift potential across the base. 

Although measurements of the external 
complex current transmission under finite 
termination conditions are possible,2•3 and 
from these the internal complex current 
gain may be determined, such measurements 
involve specialized and costly equipment, 
which is not always readily available.. The 
purpose of the present note is to show that 
a complete specification of the internal cur-
rent gain of a drift transistor can be obtained 
using a relatively simple method. 

If the complex theoretical loci of ad are 
calculated from Kroemer's theory,' in terms 
of (01V2/2D and AV/kT, which may be re-
garded as disposable parameters,' it is found 
that there is a direct relationship between 
the ratio fad/fl and 3,V/kT, where fi is the 
frequency at which the modulus of the com-
mon-emitter internal short-circuit current 
gain p has a value of unity." This relationship 
is shown in Fig. 1 for values of à V/kT up to 
eight. It is clear, therefore, that for such 
practical drift transistors as conform to the 
theoretical model, we may determine 1V/kT 

* Received by the IRE. June 4, 1958. The work 
described here was carried out as a part of the program 
of the Radio Res. Board. It is published by permission 
of the Dir. of Radio Res. of the Dept. of Sci. and 
Indus. Res. 
I R. L. Pritchard, "Frequency variations of cur-

rent amplification factor for junction transistors," 
PROC. IRE, vol. 40, pp. 1476-1481; November, 
1952. 

2 F. J. Hyde and R. W. Smith, "An investigation of 
the current gain of transistors at frequencies up to 
150 mc/s." Proc. I EE, vol. 105B, pp. 221-228; 1958. 

H. G. Follingstad, "Complete linear character-
ization of transistors from low through very high fre-
quencies," IRE TRANS. ON INSTRUMENTATION, vol. 
I-6, pp. 49-63. March, 1957. 

H. Kroemer, "The drift transistor," in "Tran-
sistors I." RCA Labs.. Princeton, N. J., p. 202; 
1956. 

F. J. Hyde, "An investigation of the current gain 
of a drift transistor at frequencies up to 105 me/s." 
Proc. I EE, to be published. 

I In a private communication from L. G. Cripps, 
it was shown that ft is also the frequency at which the 
real part of ad has a value of 4. 
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TABLE I 

CURRENT GAIN DATA OF COMMERCIAL DRIFT TRANSISTORS 

Transistor 2N247 
No. I 

2N247 
No. 2 

35 

2N247 
No. 3 

41.5 

2N247 
No. 4 2N384 

Measured fa; mc 40 43 92.5 

Measured fe; mc 24 20 26.5 26.5 

1.62 

50 

1.85 lit/.4 1.67 1.75 1.57 

AV 

kT 

From above value of fa /fits 5.0 5.75 4.0 4.5 6.75 

From analysis of complex a and ad 5.0 5.5 4.0 4.0 7.0 

Measured values of c,; pF 100 50 80 so 

0.27 

35 

0.25 ace.' at 42.O ma 0.31 0.14 0.26 

from the ratio fad/fi. If ado, fad, and A V/kT 
are known, then ad may be specified at 
any frequency, by fitting the data to a family 
of universal curves for ad.5 

Now in practice fad and h cannot be 
measured directly because they are "inter-
nal" parameters. We may readily measure 
the corresponding external parameters, how-
ever, which will be designated fa and fe, 
respectively. The effects of the ohmic base 
resistance rib' and collector depletion-layer 
capacitance cc on the relationships between 
fa and fad and between fi and fip are small 
for the drift transistor.' That of the emitter 
depletion-layer capacitance c, can be made 
small by operating at a high value of direct 
emitter current h. Too high a value of 
however, will give rise to high-level injec-
tion and heating effects which should be 
avoided. 

20 
'51 

es 

of, 

14 

.2 

2 3 4 5 

8Viter 

6 o e 

Fig. 1-Dependence of the ratio fad/ji on AV/kT. 

Provided that the dc operating condi-
tion is suitably chosen, we may then use 
the ratio fallo instead of fad/fi to determine 
ed//kT from Fig. 1. The extent of the ap-
proximation involved in ignoring the effectlof 
c, may be estimated from (1), which shows 
the relationship between the measured 
near-short-circuit external current gain a 
and ad as affected by c„ 

ad = a(1 ice./Y.)• (1) 

Here y. is the internal short-circuit emitter 
input admittance for the common-base 
connection, and is complex. It may be 
calculated from theory using data obtained 
from low-frequency measurements° of 0, or 
to a first approximation it may be replaced 
by Vt.,' where is given by 25/1, ohms when 
/., is in milliamperes. c, may be measured by 
one of several methods to be described in a 
later publication. The condition required for 
fa-'fad and ftift is that caCer;<<I, at the 
frequencies in question. The condition for 
fa/ha to be approximately equal to fas/fi 
is less stringent, because ratios are involved 

and the corrections to fa and hp to obtain 
fad and h, respectively, are both in the 
same sense. Results are presented in Table 
I for four 2N247-type transistors (/,= 2.0 
ma, V, = -9.0 volts) and one 2N384-type 
transistor (/„= 2.0 ma, V, = -12 volts). 
The values of e,V/kT in the fourth row 
have been determined from the ratio fa/fis 
and Fig. I. Those in the fifth row have been 
obtained from a detailed analysis of the loci 
of the complex external current gain,5 which 
were measured by a twin-channel compara-
tor method' in the frequency range 1-105 
mc. The two sets of data are seen to be in 
good agreement. 

In the penultimate row the values of 
emitter depletion-layer capacitance are 
shown and in the last row, the values of 
wc,r,'. From these values it may be esti-
mated that the ratio fa/to should not differ 
greatly from fad/f.. 

The internal consistency of the results 
is such as to suggest that the transistor 
types investigated conform to Kroemer's 
simple model and that the value of V/kr 
and hence ad at any frequency may be 
readily determined. 

F. J. HYDE 
Dept. of Sci. and Indus. Res. 

Radio Res. Station, 
Slough, Bucks, England 

Theory of Diode and Transistor 

Noise* 

The representation of noise in junc-
tion diodes and transistors above the 111 
range by superposition of a thermal noise 
source (Nyquist) and a current generator 
(Schottky noise source) has recently been 
used extensively. 1-3 

The theory is based upon independent 

* Received by the IRE. May 27,1958. 
A. van der Ziel and A. T. Becking, "Theory of 

junction diode and junction transistor noise," PROC. 
IRE, vol. 46, pp. 589-594; March, 1958. 

A. Uhlir, "High-frequency shot noise in p-n 
junctions," PROC. IRE, vol. 44, p. 557; April, 1956, 
correction, p. 1541; November. 1956. 
a W. Guggenbühl and M. J. O. Strutt. "Theorie 

des Hochfrequenzrauschens von Transistoren bel 
kleinen Stromdichten," Nachrichtentechn. Fachbe-
richtc, vol. 5. pp. 30-33; 1956. 

W. Guggenbühl and M. J. O. Strutt, "Theory and 
experiments on shot noise in semiconductor junction 
diodes and transistors," PROC. IRE, vol. 45, pp. 839-
854; June. 1957. 

carrier motion and one-dimensional dif-
fusion process: 

a2P aP P-
11p (1) 

ax2 at Tp 

with (p-p.)-- excess-hole concentration 
(p,, equilibrium concentration), rp =life-
time, and D„= hole-diffusion constant. 

Using the transmission line analogy or 
other formalism, the following equation for 
the noise current can be derived: 

4kTGdf - 2eldf (usual notations) (2) 

with G= junction conductance, / = junction 
current (positive for forward, negative for 
backward bias). 

The assumptions in this case exclude, 
e.g., high-current regions or a more compli-
cated geometry as in the case of point-con-
tact diodes.' 

It might be interesting to note that a 
similar representation was used years ago 
for point-contact devices.' The difference 
was, roughly speaking, based on the assump-
tion of a shot-noise current uncorrelated 
and additive to the Nyquist noise of the 
differential resistance. This leads to 

= 4kTaàf 2e1 I Idf. (3) 

I/I =absolute current value in both direc-
tions.' 

This expression can be derived on the 
basis of an equivalent network for a barrier 
with an exponential current-voltage relation 
of the form If=kV"-1-pV, and was based 
on noise-factor measurements on many 
of the available point-contact diodes (Ge 
and Si). A law for the dynamic case was also 
derived which was especially useful for the 
mixer case;° the equivalent dynamic noise 
factor, p, which correlates the diode noise to 
the Nyquist noise of the differential resist-
ance, is 

20 [n 1 
t(e) = A + -V -+ sin e 

r n 

n  (Ir - -+ 1 0) COS 0] (4) 

when V =exploration voltage, A =con-
stant, n =exponent of characteristic, and O 
=angle of current flow. 

The higher noise current of point-con-
tact diodes, and the deviations of the /( V) 
characteristics from the Schottky-Wagner 
form° 

/ = /o(eav - 1) 

with a = 40 volts-; are considered in the multi-
contact theory' which made it necessary to 
assume uncorrelated noise contributions as 
in (3). In this case the semiconductor noise 

4 H. F. Mataré, "Das Rauschen von Dioden und 
Detektoren im statischen und dynamischen Zu-
stand," Rick. Nach. Tech., vol. 19, pp. 111-126; 1942. 
"Bruit de fond des diodes à cristal," Onde elect., vol. 
29, pp. 231-240; June. 1949, and "Statistische 
Schwankungen in Halbleitern." Z. Naturf. vol. 4, 
pp. 275-283; 1949. 
à H. F. Mataré, "Bruit de fond de semiconduc-

teurs I." J. Phys. Radium. vol. 8, pp. 364-372; 
December, 1949, and "Bruit de fond de semicon-
ducteurs II," vol. 11, pp. 130-140; March, 1950. 
"Empfangsprobleme im Ultrahochfrequenzgebiet," 
Verlag R. Oldenbourg, Munich, Ger.; 1951. 

H. A. Bethe. "Theory of the boundary layer of 
crystal rectifiers," RL Report No. 43-12; November 
23, 1942. 

H. J. Yearian, "DC characteristics of silicon and 
germanium point contact crystal rectifiers." Brit. 
J. Appl. Phys., vol. 21, pp. 187-221, and "The multi-
contact theory, Part IL" vol. 21, pp. 283-289, 1950. 



1958 Correspondence 1965 

can also be calculated on the basis of an ap-
propriate equivalent network.' This scheme 
was used later to calculate harmonics mixing 
and reinforcement with Ge and Si point. 
contact diodes.' 

Apparently the approach used in (3) for 
junctions should be applied, for which the 
restrictive assumptions leading to (2) are 
not fulfilled, e.g., in the case of high-current 
densities (power devices) and more compli-
cated contact geometrics when the individual 
noise currents of parallel junctions are not 
correlated. 

H. F. MATARÉ 
Solid-State Res. Lab. 

Sylvania Electric Products, Inc. 
Bayside, N. Y. 

*H. F. Mataré, "Oberwellenmischung und Ver-
zerrung mit Kristalldioden," Arch. elekt. Elbertr.. vol. 
7, pp. 1-15; 1953. 

Dispersion of High-Frequency 

Elastic Waves in Thin Plates* 

In a recent application of the theory of 
elastic waves in thin plates to ultrasonic 
delay lines, Mapleton' has reviewed most 
of the mathematical phases of the problem. 

On comparing his calculations with our 
own work, the following extension was 
derived which is of practical value. The pri-
mary problem in transmission of ultrasonic 
energy is to consider the effects of dispersion 
on the delay time and reproducibility of the 
pulse. It should be emphasized that the dis-
persion effects noted below are not intrinsic 
in the medium as in optical materials but 
are introduced by the boundary conditions. 

The first solution of the shear waves dis-
cussed by Mapleton is of the most im-
portance, and his frequency equation may 
be considerably simplified by suitable ap-
proximations. The first is à2 = 02= kr2-/z2 to 
yield 

4at3k2 sinh (0) 

(02 - k2) tanh (ah) cos ah = 0. (1) 

On dividing through by k4 and rearranging 
terms and eliminating fl and a 

tan br(24,à - 1)/2) 

= 4[1 - E(1 às)) 112/(1 - ,12)2 

•coth 7441 - E(1 à2)]'12 (2) 

where 

2h1 and E= 

and 2h=thickness of plate, f =frequency, 
and y = velocity of wave. 

For the large values of the argument y, 
coth y approaches 1.00 as a limit; and with 

*Received by the IRE. June 25,1958. This work 
was supported by the USAF through the Rome Air 
Dev. Center. 

1. R. E. Mapleton, "Elastic wave propagation in 
solid media," J. Ape Phys.. vol. 23. pp. 1346-1354; 
December, 1952. 

the condition à is a small quantity, only 
relatively constant terms are on the right 
side of (2). For fused quartz, the constant 
H is 3.004, and since the tangent is a cyclic 
function with period 7, successive values of 
à„ satisfying the transcendental equation 
may be had: 

tan 1421,1,à„ - (2n -I- 1)/à.] H 

where n = 0, 1, 2, 3 • • • . (3) 

As à. is small, the tangent may be expanded: 
tan y=y-Fy3/3H- • • • and only the first 
term retained. 

= (n ¡)/im - HAt, ). (4) 

Now if v/v, =1+6 from the expansion of 
02, b. = 

and for Ip»Hir (5) 

it(n -E ¡)/O 

= 1.(n Dv/2hf12. (5a) 

Eq. (5) will give the increment in velocity 
as a function of the order of the mode, fre-
quency, and thickness of plate. The last 
term may be neglected in many cases as in 
(5a). Mapleton's frequency equation for the 
second solution of the shear wave has been 
similarly treated and gives the even modes 
in the plate. The compressional cases yield 
solutions identical in form with the shear 
cases. Calculations of 6„ based on (5) have 
agreed with Mapleton's values for the shear 
case, but plots on log-log papers of his 
other values against h do not give a straight 
line with -2 slope for the compressional 
modes in fused quartz and the single crystal 
calculations. 

The analogy between the elastic vibra-
tions in the plate and the electromagnetic 
modes in a wave guide is excellent, if more 
complicated, if it is recalled that Mapleton's 
work deals with phase velocity, and not the 
group velocity with which the energy of a 
pulse is transmitted. The latter turns out to 
be 

(ak/o(0)-1 = Cv(1 - (6) 

Table I summarizes approximately the 
dispersion effects in a 1000-psec line, at 15 
mc, 0.636 cm thick, using (5a). 

TABLE I 

Freq. 
mc 

10 
15 
20 
25 
30 
35 

Delay 
Mode 

Excess-
psec 

Number of Cycles 
Deficit 

Mode 1 3 5 3 5 

1.86 
0.465 
0.210 
0.116 
0.074 
0.052 
0.032 

16.74 
4.185 
1.89 
1.046 
0.667 
0.273 
0.207 

48.50 
11.625 
5.25 
2.90 
1.86 
1.31 
0.57 

9.00 81 225 
4.48 40.32 112 
3.00 27.00 75.0 
2.24 20.16 55.6 
1.8 17.1 45.0 
1.49 13.4 37.2 
1.28 11.5 32.0 

The practical significance of (5) or (5a) 
lies in the dispersion effects that will arise 
in thin plates used for wide band delay lines. 
At 15 mc, Table I shows an excess of 0.210 
psec in the lowest mode and within the 
band pass from 10-20 mc that may be used 
for short pulses, the excess varies from 0.42 
to 0.12, respectively. This would result in a 
distorted pulse with a steeper rise than fall. 

Furthermore, although no consideration 
has been paid to the distribution of energy 

in the different modes, it is evident that 
these can be excited and conflict with each 
other. A reasonable assumption might be 
that the amplitude in each mode after 
equilibrium has been reached varies as for 
plane wave excitation. Thus when compa-
rable amounts of energy exist in the different 
modes, the differences in the cycles delayed 
should be evident with pass band measure-
ments made under CW or pulsed conditions. 
Between 10 and 20 megacycles, the lowest 
two modes differ by 36 and 18 cycles, respec-
tively, so that 18 maxima and minima be-
tween 3-8 db departure from a smooth curve 
in the 10-mc pass band are possible. 

Effects of this type have been observed 
and agree well with the theory after reason-
able allowances for other complicating fac-
tors are made. 

The actual difference in velocity of the 
different modes may be observed in the 
longer lines at low frequency. For instance, 
a 2780 psec line one half inch thick gave a 
difference in rise time of 0.8 psec between 8 
and 40 mc while throughout the pass band 
ripples spaced j-1 mc apart were seen 
amounting to 6 db because of the phase rela-
tions in the modes. Even with short lines 
the dispersion effect is noticeable. Several 
124 psec lines had ripples 6-8 . mc wide 
superimposed on the band-pass of the crys-
tal. By good design of crystal excitation and 
choice of line thickness as well as use of 
absorbing stops it is possible to suppress 
these ripples. Delay lines with less than 
i-db ripple have been constructed in this 
laboratory. 

DAVID L. ARENBERG 
Arenberg Ultrasonic Lab., Inc. 

Boston, Mass. 

Computer Fabrication and Circuit 

Techniques* 

Two techniques were developed during 
the design and construction of a small gen-
eral purpose digital computer which may be 
of value to others working in this field. The 
first is a fabrication technique which ob-
viates the need for super-conducting paths 
in the plug-in connectors. The control wind-
ing of a cryotron can be placed on the sta-
tionary unit, and a gate wire which is 
doubled back on itself to form a hairpin is 
placed on the plug-in unit. The gate wire 
acts as the pin and the control winding as 
the socket of a connector. Coupling between 
the two is magnetic, and therefore a super-
conducting connection is not necessary. In-
formation flow from the plug-in unit to the 
stationary unit requires that the control 
winding be on the plug-in unit and the gate 
hairpin on the stationary unit. The only 
ohmic contacts necessary are the power sup-
ply wires, the resistance of which is non-
critical. 

The second development is a circuit 
technique which forms a pulse on one of two 

*Received by the IRE. July 3,1958. 
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wires to indicate a binary ONE or ZERO 
from a pulse-or-no-pulse representation on a 
single wire. In many logical circuits the out-
put is frequently obtained in a pulse-or-no-
pulse representation, while the two-wire 
complementary representation may be re-
quired by the inputs of the next logical cir-
cuit. The circuit described will provide the 
required conversion, as well as reduce the 
number of inputs from outside the helium 
bath. The circuit takes advantage of the 
ability of a cryotron to switch when a full-
amplitude control current occurs and not 
switch when a half-amplitude control cur-
rent occurs. The gate wires of two cryotrons 
are joined, and a pulse applied at the junc-
tion. One of the two cryotrons is always 
resistive. The other is resistive only when an 
input pulse occurs. The current therefore 
flows through a superconducting gate wire 
when no input pulse occurs, and divides 
equally between two resistive gates when an 
input pulse does occur. The current can 
then be routed to the control winding of one 
cryotron of a second pair of cryotrons in 
such a way that the cryotron is resistive 
only when no input pulse occurs. The other 
cryotron of the second pair of cryotrons 
therefore contains the information in com-
plementary form. 

FRED HERZFELD 

RCA Labs. 
Princeton, N. J. 

Formerly at Computer Comp. and Sys. Lab. 
Mass. Inst. Tech. 
Cambridge, Mass. 

Radiometer Circuits* 

in a recent letter to the editor' the least 
detectable noise for a number of radiometer 
circuits originally described in a previous 
article was given as follows: 

rrld2 = 40.„2 4/1  

0.1,12 = 4/1' square wave modulation 

sine wave modulation 
a sine wave multiplier 

a 

‘71.12 = U.2 VI 

sine wave multiplier 

two receiver cross 
a correlation. 

The figure for square wave modulation and 
square wave multiplier was not given but 
would be 

= 8 iFY 
old2 — o,,— • 

7r a 

Au alternate system shown in Fig. f uses two 
receivers but one antenna. The signals 
yi(t) and y2(t) both contain receiver noise, 
which is assumed the same for both re-
ceivers. Since there is no correlation between 

* Received by the IRE. June 23. 1958. 
I D. G. Tucker, M. H. Graham, and S. J. Gold-

stein. Jr., «A comparison of two radiometer circuits," 
PROC. IRE, vol. 45, pp. 365-366; March, 1957. 
2 S. J. Goldstein. «A comparison of two radiometer 

circuits. » PROC. IRE, vol. 43. pp. 1663-1666; Novem-
ber. 1955. 

S(t)-.Modulator 

A(1) 

B(s) 

silt) 

Amplifier 
2 

Y2(1) 

Square Law 
Detector 

1 

n2(1) 

Amplifier 1 and 2 are same gain. 
Square Law Detector 1 and 2 have 
same characteristic. 

Modulator makes 
A (5) =S(l) 
A0)=-0 

B(s) =0 
B(s) =S(l) 

O <qt <w 
w<qt <2w 

0 <ill <I, 
<1/1<2r 

the receiver noises, the output noise power 
is the sum of the two noise powers. How-
ever, the signal due to them is four times 
that for the case of one receiver. The output 
signal-to-noise ratio is therefore improved by 
a factor of 2. 

The corresponding figures are 

r 4/7 
,w 2 = (7.2 

2 a 

for modified square wave modulation and 
sine wave multiplier and 

4 
Old = — cr.24/17- 

r a 

for modified square wave modulation and 
square wave multiplier. This last case is r/2 
or 1.57 times as sensitive as the two receiver 
cross correlator. 

MARTIN GRAHAM 

The Rice Institute 
Houston, Tex. 

Application of Inductive Probability 
to Communications* 

INDUCTIVE PROBABILITY 

Although probability plays a key role in 
the study of radar and communication sys-
tems, engineers have, for the most part, 
concerned themselves with only one of its 
possible meanings. The consequence of this 
seems to be an unnecessarily restricted point 
of view which severely limits the usefulness 
of available information derived from ob-
servation. The concept of probability em-
ployed by engineers is the frequency concept 
of mathematical statistics: the relative fre-
quency in the long run of one property of 
events or things with respect to another. 
Statements about frequency probability de-
pend upon empirical procedure and the ob-
servation of facts. 

* Received by the IRE. June 26. 1958. 
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Although many conceptions of probabil-
ity are possible, Carnap' finds that these 
can essentially be reduced to two: the fre-
quency concept, and the conception of prob-
ability as a certain logical relation between 
propositions. The latter concept has been 
termed logical or inductive probability, be-
cause its value is determined by logical 
analysis. This statement does not imply, 
however, that inductive probability has 
nothing to do with observational facts. On 
the contrary, inductive probability is rela-
tive to given evidence and has, in fact, two 
arguments, the hypothesis and the evidence, 
but since its statements are logically derived, 
each statement is logically true for each 
stage of the evidence. It may be interpreted 
as an estimate of relative frequency and as a 
fair betting quotient. If the relative fre-
quency itself is known, then the relative fre-
quency is the fair betting quotient 

From the point of view of radar and com-
munications, the primary significance of in-
ductive probability is that it avoids the pit-
fall of frequency probability which results 
from assigning a priori probabilities accord-
ing to the principle of indifference, i.e., as-
suming equal a priori probabilities in cases 
of complete ignorance. For example, there 
are eight possible three-digit, binary se-
quences, each of which is called a state de-
scription. The method of frequency probabil-
ity is to assign a measure M(Si) to each state 
description S, such that 

E .11(Si) = 1 

with each state description given a priori 
equal measure. On the other hand, the eight 
possible three-digit, binary sequences can be 
considered in groups called structure de-
scriptions such that the sequence consisting 
of three zeros is one structure description, 
the three sequences consisting of one units 
digit and two zero digits a second, the three 
sequences consisting of two units digits and 
one zero digit a third, and the sequence con-
sisting of three units digits a fourth. The 
method of inductive probability is to assign 
a measure /1/1(S,) to each structure descrip-
tion such that 

1 R. Carnap. '`Logical Foundations of Probability,' 
University of Chicago Press. Chicago, Ill.; 1950. 
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E Agsr) = 1 

with each structure description given a priori 
equal measure. Moreover, if the inductive 
probability of a structure description is p 
and there are m members of this description, 
the inductive probability of each member is 

P/In• 
The measure function M(S,) permits ac-

count to be taken of intuitive notions about 
learning by experience. Thus, if xi, x2, xa, 
represent a sequence of binary digits, then 
P(Ux3/ Ux2 and Uxi) >P( Ux2/ Uxi) >P(Uxi) 
states that the probability of the third digit 
x3 being a units' digit U, given that x2 and x1 
are units' digits is greater than the probabil-
ity of x2 being a units' digit, given that x1 
is a units' digit, is greater than the prolebil-
ity of x1 being a units' digit. Such a state-
ment expresses the notion of the confirma-
tion of a hypothesis by accumulating evi-
dence. 

The quantitative statement of inductive 
probability is given by the degree of con-
firmation cs(h, e-j) whose values are real 
numbers belonging to the interval 0-1. With 
reference to communications c*(h, e-j) may 
be read as the degree of confirmation, based 
on the available evidence e, for the hypoth-
esis h that the next observation j will be a 
signal. It is given by the relation 

s2 lo2  
c'*(h, = , (1) 

Si -t- Wi + 52+ 202 

where si is the number of times the negative 
attribute is observed, wi is the logical width 
(that is, number of forms of this attribute), 
s2 the number of times the positive attribute 
is observed, and 102 the logical width of the 
positive attribute. In the example of the 
binary sequences a units digit might be 
called the positive attribute and the zero 
digit the negative attribute. The attribute 
appellations could, of course, be reversed if 
this is desired. 

APPLICATION OF INDUCTIVE PROBABILITY 

Errors in decision caused by use of a 
finite number of thresholds (usually one) 
and inappropriate settings of these thresh-
olds limit detection probability, and these 
factors, plus, under certain conditions, an 
excessive number of integrations, limit in-
formation rate. Currently employed deci-
sion methods use constant threshold set-
tings, independent of changing posterior 
probabilities. Inductive probability affords 
a means of altering threshold settings, and 
the consequences to probability of error and 
information rate will be examined. 

In the discussion to follow, it will be as-
sumed that the noise statistics are sta-
tionary, and that the signal statistics may 
vary with time. 
A bidirectional, dual threshold communi-

cation system has been described elsewhere2 
with a capability for a significant reduction 
in probability of error, provided the thresh-
olds can be set appropriately. A null zone is 
created between the two thresholds such 
that if the peak of a received waveform is 
within the null zone, the receiver requests 

B. Harris, A. Hauptschein, and L. S. Schwartz. 
"Optimum decision feedback systems," 1957 IRE 
NATIONAL CONVENTION RECORD, pt. 2, pp. 3-10. 

the transmitter over a feedback path to re-
peat the message. If the received waveform 
is above the upper threshold a positive signal 
is recorded, if below the lower threshold, a 
negative signal. In this system there are, 
therefore, three attributes: the positive sig-
nal attribute, the negative signal attribute, 
and the null or neutral attribute, only the 
first two of which are recorded. The prob-
ability of error of this system can be con-
trolled by the threshold settings. Thus, if 
the thresholds are widely separated the 
probability of error is low, but the average 
number of transmissions per message symbol 
is high. On the other hand, if the thresholds 
are brought close together, the probability 
of error is relatively high but the average 
transmission time is low. It is found that per-
formance can be considerably improved by 
integrating successive observations before 
making a decision, and when integration is 
combined with decision feedback, the 
method of operation is called cumulative 
decision feedback. In any case, the objective 
is to find that condition of operation which 
results in maximum information rate. This 
is, therefore, a problem in the setting of 
thresholds. 

The difficulty with this system is that 
for a given noise power, but unknown signal 
amplitude, the appropriate threshold set-
tings are unknown. Hence, a way must be 
found to estimate what these settings should 
be. It is suggested that inductive probability 
can be used to accomplish this result, and for 
clarification the distinction is drawn between 
the method of operation just described and 
the proposed modifications to it. In each case 
a decision is made about each message sym-
bol as it comes along, but in the first method 
this is done by making a decision any time 
the peak of the received waveform is outside 
the threshold limits, whereas in the new 
method the decision for or against a positive 
attribute message symbol is made only after 
the number of repetitions of the message is 
sufficient to attain the specified degree of 
confirmation, with neutral attribute ob-
servations unrecorded. Moreover, in the new 
system the rate of increase in the degree of 
confirmation may be used to control the 
separation of the thresholds, that separation 
being sought which results in the maximum 
rate of increase. This rate, it will be noted, is 
controlled by the number of null observa-
tions or the one hand and by the concentra-
tion in favor of one kind of signal attribute 
over the other on the other hand, since if the 
numbers of observations of each kind of at-
tribute remain more or less balanced, the 
degree of confirmation will remain in the 
neighborhood of 0.5. In comparing the per-
formance of these two methods, it is noted 
that the first method arrives at decisions 
more rapidly than the new method but with 
threshold settings which may be inappropri-
ate. This may not be serious for large signal-
to-noise ratios and, in fact, for these the 
inductive probability method appears to be 
inefficient, because it calls for repetitions 
when they may be unnecessary, but for small 
signal-to-noise ratios, inappropriate thresh-
old settings must result in poor decisions, 
although made with relative rapidity. 

LEONARD S. SCHWARTZ 

New York University 
New York 53, N. Y. 

A Transistor-Magnetic Core Binary 
Counter* 

A technique for using transistor-magnetic 
core combinations to perform digital opera-
tions has been described by Guterman and 
Carey). It is the purpose of this letter to 
describe an even simpler transistor-magnetic 
core binary counter that is also useful at 
counting rates as high as 2 X106 pulses per 
second. 

The counter consists of transistors and 
cores connected in such a manner that the 
count is indicated in binary form by the 
positive and negative residual magnetiza-
tions of the cores. The transistors are used 
as regenerative amplifiers to change the 
magnetic state of the cores when an input 
pulse is applied to the counter. 
A single stage of the counter consists of 

a permalloy core having a rectangular hys-
teresis loop, a transistor, a silicon diode, and 
a resistor, all arranged as shown in Fig. 1(a). 

n - I STAGE 

¡in 

(a) 

nth STAGE 1 n + I STAGE 

I out 

-3v 

(b) 

Fig. 1—(a) C:rcuit of binary counter. (b) Input 
current and base voltage waveforms. 

Each stage of the counter is essentially a 
blocking oscillator that is triggered by al-
ternate current pulses from the previous 
stage. For example, an output current pulse 
from stage n-1 [Fig. 1(a)] will trigger stage 
n if the core n is in the +B, state, but will 
not trigger this stage if the core is in the 
-B, state. In detail, if core n is in the +B, 
state, the current pulse from the previous 
stage will cause the core flux to change over 
the path +B, to +B. to +B, (Fig. 2) and 
produce the voltage a-b-c of Fig. 1(b). The 
negative voltage at point b is sufficient to 
trigger the transistor in stage n. The re-
generative action of the transistor and core 
produces the waveform b-d-e-f as the flux in 
the core changes from +B, to -B. to -B,. 
The next current pulse from stage n-1 will 
change the state of the core from -B, to 
+Ba, and in so doing will produce a positive 
voltage in winding B of sufficient duration 
to produce a large minority carrier storage 
in the diode. This carrier storage persists 
long enough to prevent the negative voltage 

* Received by the IRE. July 21,1958. 
1 S. S. Guterman and W. M. Carey, Jr., "A transis-

tor-magnetic œre circuit: a new device applied to 
digital computing techniques," 1955 IRE CONVEN-
TION RECORD, pt. 4. pp. 84-94. 
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in winding B (due to the turnoff of the cur-
rent pulse from the previous stage) from 
triggering the transistor [see g-h-i of Fig. 
1(b)]. The alternate outputs of stage n will 
trigger the n+1 stage in a similar manner. 

The duration of the input current pulse 
to the nth stage can be adjusted so that it is 
just long enough to saturate the nth core 
by selecting the proper number of turns for 
the output winding of the core n-1. 

An input current pulse of the proper 
length to operate the first stage of the 
counter could be obtained from a conven-
tional blocking oscillator. However, the cir-
cuit shown in Fig. 3 has two advantages that 
make it superior to the blocking oscillator, 
namely, the circuit performs as a binary 
counter stage, and the duration of the out-
put pulse is controlled by the saturation flux 
density of the core rather than the transistor 
parameters. To explain the operation of the 
circuit, assume that the core is in the —B, 
state and that the current Ii due to the input 
pulse is in such a direction as to change the 
core in the direction of +B„, (Fig. 2). The 
regenerative action of the transistor and 
core will cause Ii to continue to flow until 
the core is saturated at +B.. The base cur-
rent of Ti flowing through D2 will produce 
sufficient hole storage in D2 to prevent the 
triggering of T2 by the regenerative turnoff 
of h, thus leaving the core in the +B, state. 

Fig. 2—Hysteresis loop of core. 

Fig. 3— Input stage for counter. 

The current /1 due to the next input signal 
will cause the flux to change from +B, to 
+B„, in such a short time (approximately 
0.1 psec) that no appreciable hole storage 
will be developed in D2. When Ii turns off, 
T2 will be triggered and change the flux in 
the core from +B„ to —B.. The hole storage 
in DI will prevent the triggering of T1 by the 
turnoff of /2. 

If winding c of Fig. 3 is connected directly 
to the —6 volt supply rather than to the 
next core, a simple complementing flip-flop 
circuit is obtained which can be used in an 
accumulator-type adder circuit and other 
digital applications. 

The circuits described are capable of high 
counting rates and yet require very little 
power at low counting rates. For example, a 
five stage binary counter has a total power 
consumption of 40 pw when operated at a 
counting rate of 100 pulses per second. 
Counting rates as high as 2 X 10 per second 
have been obtained with commercially avail-
able cores. Good reliability is indicated by 
the fact that the circuit of Fig. 1 has been 
successfully operated over a temperature 
range of —65°F to +160°F with a supply 
voltage of —2.0 to —4.5 volts. 

HENRY R. IRONS 
U. S. Naval Ordnance Lab. 

White Oak, Silver Spring, Md. 

Tropospheric Effects on 6-MC 
Pulses* 

A test was performed at Boulder, Colo., 
during February, 1958, to make an in-
dependent measurement of the virtual 
height of echoes from a Model C-4 iono-
sphere recorder. The transmitted pulses 
from the recorder, of 50-psec length, were 
observed at a temporary field site 5.2 km 
away, using loran equipment. The path ran 
in a north-south direction along the western 
edge of a flat plain about one mile above sea 
level. The land to the west of the path rises 
to peaks two or three thousand feet higher, 
and is mountainous with increasing eleva-
tion up to the Continental Divide, which has 
peaks twelve to fourteen thousand feet 
above sea level at a distance of 20 miles 
farther west. 

In performing the test, the relative de-
lays of the ground pulse and an iono-
spherically-reflected pulse were compared. 
For the best comparison, it was desired to 
adjust conditions so that the two received 
pulses would be of about the same height on 
an A-scan presentation and, of course, below 
receiver saturation. 

The plane of the vertical delta trans-
mitting antenna at the C-4 site was oriented 
normal to the direct path, as was the hori-
zontal dipole at the receiving site. With 
these antennas and with the ionospheric con-
ditions which prevailed at the time of the 
test, greund wave and sky wave received 
pulses were about equal in amplitude near 9 
mc. The ground wave pulse was steady and 
the sky wave slowly fading. 

It was desired to obtain another set of 
observations at 6 mc. At this frequency, and 
with the antennas as above, the ground 
pulse was steady but much larger than the 
sky pulse. 

In order to obtain equal ground and sky 
wave pulse height at 6 mc, a vertical loop 
antenna was substituted for the dipole and 
rotated to reduce the ground wave pickup. 
When the plane of the loop was oriented to a 
direction almost at right angles to the path 
for a null in output, the ground wave am-
plitude suddenly dropped to where it was 

* Received by the IRE. July 3, 1958. 

comparable to that of the sky wave, but at 
this point it became much more unstable 
than the sky wave, being characterized by 
sharp minima within the width of the pulse, 
which rippled and fluctuated at a rate of 
several times per second. 

When the direct ground wave from 
the transmitting antenna is discriminated 
against by the loop antenna, the chief re-
maining ground wave signal is believed to 
be of a multipath nature having been scat-
tered from numerous off-path scatterers. The 
vast mountainous area to the west is con-
sidered to be the most probable source of 
such scatter, with fluctuations producing 
variable multipath phase interference, which 
distorts the pulse in the described manner. 

RICHARD SILBERSTEIN 

Natl. Bur. of Standards 
Boulder, Colo. 

A New Type of Fading Observable 
on High-Frequency Radio Trans-
missions Propagated over Paths 
Crossing the Magnetic Equator* 

During the course of a systematic study 
of the amplitude variations of the carrier-
wave component of short-wave broadcasts 
propagated over long paths of varying orien-
tations,' a type of fading has been identified 
which to the best of the authors' knowledge 
has not previously been described in the 
literature. Although existing data are frag-
mentary, the effect apdears to be worth 
reporting at the present time in view of its 
evident importance in the design of high-
frequency communications circuits crossing 
the magnetic equator. 

Owing to multipath propagation, an HF 
carrier wave propagated over long distances 
via the ionosphere may be expected to fade 
in such a manner that its amplitude prob-
ability distribution is Rayleigh. The received 
energy is spread out into a spectrum, whose 
distribution of intensity per unit bandwidth 
vs frequency is roughly Gaussian. This is 
known to be generally true for a wide vari-
ety of path lengths and orientations.2 

It is accordingly quite unexpected to en-
counter a situation in which the received 
carrier energy appears to be split into two 
independently fading components of com-
parable strength, separated in the frequency 
spectrum by several tens of cycles. The 
weaker of the two components beats with 
the stronger, closely resembling a mod-
ulation of the latter. Moreover, only two 
major components are found, and the f re-

* Received by the IRE. July 16, 1958. This work 
was supported by the AF Cambridge Res. Center, 
under contract AF-19-604-1830. 
I K. C. Yeh and O. G. Villard. Jr., "On the fading 

and attenuation of high-frequency radio waves over a 
long path crossing the auroral zone," presented at 
URSI meeting. Washington. D. C.; April. 1958. 

2 G. L. Grisdale, J. G. Morris, and D. S. Palmer. 
"Fading of long-distance radio signals and a compari-
son of space—and polarization—diversity reception 
in the 6-18 mc/s range." Proc. IEE. vol. 104. pt. B. 
pp. 39-51; January, 1957. 
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Fig. 1—Typical sequence showing the appearance and disappearance of Doppler 
fading on BBC's Singapore relay station on 9.690 mc, August 1, 1957. (a) 
0250 PST. (b) 0300 PST. (c) 0320 PST. (d) 0335 PST. 
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Fig. 2—Example of Doppler fading received simultaneously on two frequencies for BBC's 
Singapore relay station, 0735 PST, August 26. 1957. (a) 21.655 mc. (b) 9.690 mc. 

quency difference between them remains 
roughly constant for periods of the order of 
tens of minutes. 

This effect has thus far been observed 
systematically only on signals which have 
crossed the magnetic equator. Fig. 1 shows 
a recording of the 9.690-mc transmission 
of the British Broadcasting Company's Far 
Eastern Relay Station, located at Singa-
pore, Malaya. It was received at Palo, 
Alto, Calif., via the short great-circle path, 
on a receiver having an intermediate-fre-
quency bandwidth of the order of 200 cps. 
The frequency response of the ink recorder 
extends from zero to roughly 70 cps. This 
degree of selectivity has been found to be 
sufficient to reject virtually all program 
modulation except for infrequently-occur-
ring deep bass notes which are readily recog-
nizable as such. 

The fading which is the subject of this 
communication will be observed as the rela-
tively high-frequency fluctuation noticeable 
on the records for 0300 and 0320 PST in 
Fig. 1. It is probable that the effect is also 
present in the records for 0250 and 0335 
PST, but at those times the "beating" fre-
quency—if present—is so close to the indi-
vidual-component fading frequency that a 
clear distinction cannot readily be made. 

è sec. 

The "beating" frequency has these inter-
esting properties: 1) When recordings can 
be made of signals from the same station at 
two radio frequencies simultaneously, the 
beat frequency is found to be very nearly 
proportional to the radio frequency. (See 
Fig. 2.) (During the five occasions on which 
this fading was observed simultaneously on 
9.690 mc and 21.655 mc, the observed beat 
frequency ratio varied from 2.15 to 2.29 
while the radio frequency ratio was 2.23. 
This circumstance would appear to rule out 
interference and spurious modulation as a 
source of the effect; in addition, it would 
appear that time delays associated with the 
approach to a critical frequency are also 
ruled out. 2) The beat frequency remains 
relatively constant for considerable periods 
of time, changing appreciably only in inter-
vals of the order of fifteen minutes to half an 
hour. Because the first of these properties 
suggests that the fading may be due to the 
combination of a strongly Doppler-shifted 
carrier component with an unshifted one, the 
effect has been tentatively named "Doppler-
fading." 

The heavy lines in Fig. 3 show the times 
that this fading was looked for and found 
on the 9-mc Singapore transmissions during 
the month of August, 1957. (The light lines 

indicate the times the effect was looked for 
but not found.) The transmissions were 
sampled during the periods shown, at ir-
regular intervals 10 to 20 minutes apart. 
The station was on the air from 0100 to 0900 
PST on 9 and 15 mc, and from 0500 to 0800 
PST on 21 mc. 

The higher frequencies were also sam-
pled but since the effect was found most 
consistently on 9.6 mc, most of the observa-
tions were made on that frequency. 

Rotatable Yagi antennas, roughly two-
thirds of a wavelength high, were employed 
to record the 15 and 21-mc signal; at 9.6 mc 
a "maypole" arrangement of self-terminat-
ing sloping-Vee antennas was used. In all 
cases, the signal appeared to be coming from 
the short great-circle direction, as could 
readily be demonstrated by changing the 
beam directions. 

Although the Doppler fading effect was 
seen during the month of August almost 
daily in the case of Singapore, it was found 
only sporadically in recordings made of 
Radio Australia (9 and 15 mc), Radio Pek-
ing (11 and 15 mc), and Station LRA in 
Buenos Aires (9 mc). It was not observed at 
all in a large number of recordings made of 
stations in England and Europe (9, 11, 15, 
and 21 mc). 
A variation in the daily time of occur-

rence is suggested by the data of Fig. 3. 
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Fig. 3—Time of occurrence of Doppler fading for 
BBC's Singapore relay station on 9 mc in August. 
1957. 
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Fig. 4—To illustrate the change in "beating" fre-
quency in August, 1957 for BBC's Singapore sta-
tion on 9.690 mc. 

Fig. 4 illustrates the change in median 
"beating" frequency which is observed if the 
data for August 1-17 are compared with 
those from August 23-30. Although the rec-
ords taken on any given day are seldom 
continuous enough to permit a firm con-
clusion to be drawn, the Doppler beat is 
typically slow when it first appears, speeding 
up as time progresses, and slowing down 
again as the effect disappears. This trend is 
visible in Fig. 1. 

An attempt to observe this fading during 
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one week of observations in January, 1958, 
yielded only one example. 

No determination has been made of the 
direction of the presumed Doppler shift, and 
it is not known whether the beating effect is 
also observed on modulation side frequencies 
of the carrier wave. However it is a curious 
fact that presence or absence of the Doppler 
beating could not readily be determined by 
listening to the program modulation. 

Although the data are too sparse as yet 
to permit firm conclusions to be drawn, it is 
tempting to ascribe this fading to a com-
bination of conventional and tilt-supported 
propagation across the evening equatorial 
height bulge, as has been proposed by the 
late Sidney Stein.s For example, at Singa-
pore, Osborne' reports that the minimum 
virtual height of the F layer may rise more 
than 100 km at a rate of 20 to 100 km/hr 
between 1700 and 2100 local time, depending 
on the season. One effect of such a marked 
increase in height—a phenomenon confined 
to equatorial latitudes—is to make possible 
tilt-supported ionospheric propagation of the 
type which involves two or more successive 
reflections from the F layer without inter-
mediate reflection from the ground.6 Such 
tilt-supported propagation modes are often 
observed simultaneously with conventional 
multiple earth-ionosphere reflections. If 
both types of propagation have approxi-
mately equal strength, and the path of one 
varies in electrical length with respect to 
that of the other, interference effects can be 
expected which would be similar to those 
observed. (See Fig. 5.) 

Conventional Mode 
(Two-Hop) 

Tilt Supported Mode 
(2F) 

Magnetic 
Equator 

Transmitter 
Receiver 

Fig. 5—To illustrate beating of two components of 
the same signal propagated via two differing 
modes. (Diagram not to scale.) 

In view of the time of day at which the 
Doppler fading was observed (Singapore 
time is 9 hours earlier than Palo Alto time), 
and in view of the fact that paths crossing 
the magnetic equator are apparently 
favored, Stein's hypothesis is very tentative-
ly offered in explanation of the present ob-
servations. 

However, there is considerable difficulty 
in accounting for the high fading frequencies 
which have been observed, in view of their 
relatively long time duration. A relative 
path length change of roughly 2000 km/hr 
is required to account for a Doppler shift of 
20 cps at a radio frequency of 9.7 mc; it is 

s S. Stein. "The role of ionospheric-layer tilts in 
long-range high-frequency radio propagation." J. 
Geophys. Res., vol. 6.3, pp. 217-241; March. 1958. 

B. W. Osborne, "Ionospheric behaviour in the 
FI region at Singapore." J. Atmos. Terr. Phys.. vol. 2, 
pp. 66-78; July. 1951. 

O. G. Villard. Jr.. S. Stein, and K. C. Yeh. 
"Studies of transequatorial ionospheric propagation 
by the scatter-sounding method." J. Geophys. Res., 
vol. 62. pp. 299-412: September, 1957. 

not easy to imagine a means whereby such a 
path length change could be maintained for 
periods of the order of one hour. 

It is possible that the present observa-
tions may in some way be related to the 
anomalous fading observed by Subba Rao 
and Somayajulu.6 However, their fading is 
about one order of magnitude slower, is 
relatively irregular, and is present all night 
long. 

If the equatorial-bulge mode-interference 
hypothesis is correct, it might be possible to 
explain the absence of Doppler fading in the 
case of such stations as Radio Australia 
and LRA in Buenos Aires in terms of their 
relatively greater distance from the mag-
netic equator. (Their broadcasting schedules 
were relatively unfavorable, as well.) If 
reference is made to Fig. 11 of footnote 5, 
it can be seen that in order to excite both 
conventional and tilt-supported modes, it is 
desirable that the transmitted energy be 
incident on the ionospheric region containing 
the tilt over a wide range of angles of inci-
dence. It is well known that signals which 
have traveled a long distance tend to have 
their energy restricted to a relatively narrow 
range of vertical angles. It is accordingly 
possible that in the case of stations far 
from the equator, the spread of vertical 
angles may not be sufficient to excite both 
types of modes at the tilted region. 

Doppler fading of the sort described can 
have a major effect on the fading statistics 
of high-frequency signals propagated over 
transequatorial paths. Such rapid fading of 
the carrier in effect represents a spurious 
modulation which may become a matter for 
serious concern when data transmission sys-
tems utilizing the lower audio frequencies are 
employed. 

K. C. YEN 
O. G. VILLARD, JR. 

Radio Propagation Lab. 
Stanford University 

Stanford, Calif. 

• N. S. Subba Rao and Y. V. Somayajulu. "A 
peculiar type of rapid fading in radio reception,' 
Nature. vol. 163. p. 442; March. 1949. 

A Note Concerning Instantaneous 
Frequency* 

Recent discussions of instantaneous fre-
quency have apparently not stressed the 
connection between the concept of instan-
taneous frequency and that of complex 
frequency as used in steady-state circuit 
analysis. It is the purpose of this note to 
point out how the definition of instantaneous 
frequency' follows from that of steady-state 
complex frequency in a straightforward 
fashion. 

To establish the basis for subsequent 
generalization, the following facts of steady-
state analysis are recalled: 

* Received by the IRE. August 4, 1958. 
1 W. W. Harman. *Instantaneous frequency." 

PROC. IRE, vol. 42, p. 599; March. 1954. 

1) The complex frequency of the func-
tion f(t) =exp (47-kw)/ is given by 

d 
[log fit)]. (1) 

2) Two complex conjugate frequencies 
are associated with the function sin cot (or 
cos cot): the frequency with positive imagi-
nary part is obtained by deleting the nega-
tive spectrum of the function and applying 
(1) to twice the remainder. 

These notions may be extended to an 
arbitrary real function f(t) with Fourier 
spectrum F(co) by defining an associated 
complex function f+(t) as the inverse trans-
form 

F +4) 2F(co), 

o 
> 0 

< 0 

The complex instantaneous frequency 
of f(t) is then found by applying (1): 

11(0 = —d [log Mt)]. 
dt 

One may write 

F(w) = F(co)[1 sgn (of 

and may thus identify 

= [AO ifH(t)f, (4) 

where fil(t) is the Hilbert transform2 of f(I); 
i.e., 

Then 

— 
— r 

d 12(5) = log irw +fil2(011,2 
di 

f 
+ s— tan-- — 

di f(t) 

(5) 

(6) 

and the imaginary part of this expression is 
the instantaneous frequency as defined by 
Harman. 

With respect to the real part of (6), it 
may be of interest to consider the special 
case of an f(t) whose spectrum is narrow 
as compared to its center frequency too. One 
may then identify the real part of (6) as 
the logarithmic derivative of the envelope 

r(t) ir(i) flis(t)11/2. 

It is easily shown that the spectrum of rt(t) 
is given by 

fr2(t)] = 21 +»Fi.(x)F.i.*(x — co)dx. 
1- 

The spectral extent of r2(t) is thus seen to be 
as narrow as is consistent with the spectral 
width of _Al) about we, a property which 
one would intuitively demand of any reason-
able definition of the envelope. 

The author wishes to thank Drs. N. M. 
Abramson and W. W. Harman for their 
helpful comments. 

D. A. LINDEN 
Dept. of Elec. Eng. 
Stanford University 

Stanford, Calif. 

Multiplication of F(o) by i4gn 4) is equivalent to 
the convolution of f(t) with 5V-1 Ltugn 401= 
which leads to (5). 
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Scanning the TRANSACTIONS  

Chopped off TV pictures are no novelty to viewers, broad-
casters, or advertisers. The message that shows up on a home 
set with the telephone number across the bottom cut off has 
been an annoyance to people in the business ever since TV 
began broadcasting commercials. WRCA-TV in New York 
recently decided to do something about it. They broadcast a 
special pattern each morning for 15 minutes before regular air 
time and asked viewers to report how much of the pattern 
was visible on their sets. The pattern consisted of a number of 
radial lines marked off in segments equal to 5 per cent of the 
picture height, as shown below. As a result of this test, NBC 
was able to pin down the "safe area" of a TV picture, indi-
cated by the dotted line. It should now be possible to insure 
that the top of an actor's head will be fully visible in the 
home. This will be a great boon to followers of Westerns, 
where the only way you can tell the hero from the villain is 
by his white hat. (C. L. Townsend, "TV receiver picture area 
losses," IRE TRANS. ON BROADCAST TRANSMISSION SYSTEMS, 
September, 1958.) 

An automatic language translator that can translate scien-
tific Russian into English is under development. The machine 
has a Russian-English "dictionary" capable of translating 
160,000 Russian entries. The "dictionary" is on a glass disk, 
10 inches in diameter, which rotates at 1200 rpm. The Rus-
sian words and their English meanings are photographically 
coded on the glass disk in black marks. Capacity of the disk is 
60 million marks-6 million per square inch. Passage by an 
electronic "eye" translates the marks into electrical signals 
that are interpreted and translated by an electronic computer. 
The memory is capable of storing 30 million bits of digital in-
formation with a maximum access time to 50 milliseconds, 
and has a scanning rate of one million bits per second. 
(G. Shiner, "The USAF automatic language translator, 
Mark I," 1958 IRE NATIONAL CONVENTION RECORD, Part 4.) 

Electronics is revolutionizing the highway building busi-
ness. The usual method of selecting the best highway route 
calls for costly and time-consuming detailed surveys of each 
proposed route, followed by laborious hand plottings and cal-
culations of elevations and the amount of digging and filling 
required along the entire route. During the last three to five 
years this time-honored method has been rapidly replaced by 
a new technique involving aerial photography, stereoscopy, 
and digital computers. Pairs of overlapping aerial photo-
graphs are first taken over the proposed route. The two photo-
graphs are then projected to form a three dimensional picture, 
and an observer manipulates an illuminated spot until it ap-

pears to him to rest on the ground. The position and a relative 
elevation of the spot are translated directly into digital data 
and fed to a computer which then quickly calculates from a 
series of such readings the highway profile and the amount of 
earth-moving work involved. Alternate routes can be ex-
plored in a matter of hours, instead of days or weeks. Most 
impressive of all, it is conservatively estimated that highway 
construction costs can be reduced by as much as 20 per cent, 
which in the next ten years might mean a saving of 20 billion 
dollars. (J. M. Cahn, "Automation in highway design," IRE 
TRANS. ON INDUSTRIAL ELECTRONICS, August, 1958.) 

To aim a moon radar antenna, a punch card operated 
steering system has been developed that is twenty-five times 
more accurate than previous electronic systems. The system 
can be applied in modified form to tracking other celestial 
bodies, including satellites. Naval Observatory data regarding 
the orbit of the moon is punched into cards and fed to a 
digital computer, which then calculates where the moon will 
be at different instants with respect to the antenna. This in-
formation is stored on magnetic tapes and fed into an analog 
conversion system which provides a continuous flow of po-
sitional signals that keep the antenna aimed constantly and 
accurately at the moon as it moves across the sky. 

Techniques for bouncing radar signals off the moon, 
pioneered by the Signal Corps in 1946, have recently taken on 
added importance in radio communications and radio astron-
omy. Last year the Naval Research Laboratory succeeded in 
receiving voice signals that were reflected by the moon, open-
ing up the possibility of using the moon to relay long-distance 
radio transmissions. More recently, the same group used moon 
radar to measure the distance to the moon with an accuracy of 
within 1000 feet. (O. Guzmann, "Digital moon-radar antenna 
programmer with analog rate signal integrator," 1958 IRE 
NATIONAL CONVENTION RECORD, Part 4.) 
A novel tube that tells time has been developed for measur-

ing how long equipment or components have been operating. 
The tube consists of a small electrolytic cell containing a 
colored electrolyte, the color of which changes with the 
amount of dc current that has passed through it. At any time 
during the life of a particular piece of equipment, its "age" can 
be determined to within 5 per cent simply by unplugging the 
cell and measuring its color with a colorimeter. The device 
should prove particularly useful in obtaining reliability data, 
so that lifetimes of components and modules can be predicted 
and replacements made before a failure occurs. (W. Eriksen 
and E. Handley, "The tube that tells time," 1958 IRE NA-
TIONAL CONVENTION RECORD, Part 3.) 

Coded television pictures show promise of enabling band-
width reductions of as much as 4 to 1. An experimental system 
has been developed which eliminates redundancies from the 
picture and takes advantage of certain properties of human 
vision to reduce the amount of information that has to be 
transmitted. A normal television camera output is fed into 
a small high-speed electronic computer which codes the video 
signal before transmission to the receiver, where a similar 
computer translates the code before presenting the picture on 
a normal television tube. An essential feature of the device is 
the temporary retention of the coded signal in electrostatic 
storage tubes to average out the information rate. 

Existing methods for television transmission, such as 
microwave relay systems or coaxial cable, require the equiva-
lent of 1000 telephone circuits for one video channel. As a 
result, such transmissions are very expensive. Furthermore, 
in the case of trans-Atlantic or trans-Pacific communication, 
television transmission is not possible at present because no 
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circuits of adequate bandwidth are available. Therefore, com-
mercial long-distance relaying—especially transoceanic routes 
—will probably be the most important application of this new 
system. Military applications may also be important, since 
the "beyond the horizon" scatter propagation communication 
links now under construction will generally be able to handle 
the coded signal. Also, since the transmission is coded, it 
cannot be deciphered without special receiving equipment. If 
a moderate reduction in picture quality is acceptable, it is 
possible to construct an entirely transistorized version of very 
narrow bandwidth for field use. A similar system could also 
be used to transmit facsimile or news photos more rapidly 
than apparatus currently in use. (W. F. Schreiber and C. F. 
Knapp, "TV bandwidth reduction by digital coding," 1958 
IRE NATIONAL CONVENTION RECORD, Part 4.) 

Radio engineers seem to be using telephones more and 
more for monitoring or controlling equipment in remote loca-
tions. The use of long distance telephone lines for gathering 
nuclear radiation data from unattended field stations was re-
ported here only recently. Now a dialing circuit, costing all of 
$150, has been proposed for the remote control of transmitting 

equipment at an unattended antenna tower, so that such sys-
tem parameters as frequency, polarization, and RF match 
can be independently adjusted over a single telephone line. 
(L. Young and G. M. Ward, "Telephone remote control cir-
cuit for an antenna site," IRE TRANS. ON ANTENNAS AND 
PROPAGATION, October, 1958.) 

Low-noise amplifiers are becoming of increasing interest 
as the number of available varieties of amplifying elements 
continues to grow. The circuit designer's problem is how to 
get the best noise performance from a composite amplifier in 
which individual units with specified noise properties are in-
terconnected. General theorems on optimum possible per-
formance were derived by H. A. Haus and R. B. Adler in PROC. 
IRE, August, 1958. As was promised there, the detailed proofs 
showing how these optimum results can actually be realized 
and the bases by which all amplifiers are classified and ca-
nonically represented have now been published in the ap-
propriate TRANSACTIONS. (R. B. Adler and H. A. Haus, 
"Network realization of optimum amplifier noise perform-
ance" and "Canonical form of linear noisy networks," IRE 
TRANS. ON CIRCUIT THEORY, September, 1958.) 

Books  

Feedback Theory and its Applications, by 
P. H. Hammond 

Published (1958) by The Macmillan Co.. 60 Fifth 
Ave.. N. Y. 11, N. V..333 pages+10 appendix pages 
+4 index pages +xv pages. 204 figures. 81 X51. $7.00. 

"The aim of this book," according to the 
author, "is to present well-tried methods of 
linear and non-linear feedback system anal-
ysis and to illustrate their application to a 
variety of engineering devices which incorpo-
rate feedback in some form. The book is in-
tended for graduate engineering and physics 
students and others who require an intro-
duction to the subject and a view of its scope 
and fu tu re. " 

In line with his stated purpose, the au-
thor—the principal scientific officer of the 
Royal Radar Establishment, Malvern, Eng-
land—has produced a concise, clearly writ-
ten, well-balanced text which covers the 
basic theory of linear and nonlinear feed-
back systems together with a number of ap-
plications. Of particular value are the well-
chosen examples and the many interpretive 
comments of the author which reflect his 
extensive experience in this field, and which 
should go far in aiding the student to bridge 
the gap between the theory and the art of 
feedback system practice. 

Feedback theory is introduced in chapter 
one by means of the differential equations of 
motion of a speed governor. A linear ap-
proximation is arrived at for this system and 
proceeding via the Laplace transformation a 
flow diagram representation in operational 
form is developed. After a discussion of the 
properties of feedback in chapter two, the 
important question of stability is considered 
in chapter three. The Routh criterion is 
stated but the major emphasis is on the 

Nyquist criterion which is derived from first 
principles, and its application is illustrated 
by several clever examples. In chapter four 
graphical methods of representing the fre-
quency response function and their use in 
stability determinations are developed. Ap-
plications of these techniques to certain elec-
tronic circuits are then described in chapters 
five and six, with particular emphasis being 
paid to the "operational amplifier" and its 
use as an analog computer element. The de-
sign of stabilizing networks is illustrated by 
the use of phase-gain characteristics. 

Servomechanisms and other control sys-
tems are introduced in chapter seven, using 
linear theory. Examples are taken from hy-
draulic and electrical servomechanism prac-
tice. In chapter eight stabilization tech-
niques are discussed, with the aid of numer-
ous examples. Linear theory is then shown to 
be inadequate to explain the behavior of 
certain systems, and the remaining five 
chapters are devoted to nonlinear tech-
niques—in particular the phase plane and 
the describing function. These techniques 
are illustrated by a study of the behavior of 
a positional servomechanism with inherent 
nonlinearities such as motor torque limita-
tions, backlash in the gears, and coulomb 
friction and stiction in the load. A separate 
chapter is devoted to the study of on-off con-
trolled servomechanisms; the properties of 
on-off elements are discussed by means of 
the phase plane and the describing function, 
and the optimization of transient perform-
ance is considered. 

In the final chapter the application of 
electronic analog computers to the study of 
control systems with nonlinear elements is 
discussed. A design technique is illustrated 

by means of a marine autopilot, with a full 
description of the steps needed to simulate 
the system on the computer. 

While the selection of material in any book 
is always open to question, it is the opinion 
of this reviewer that the omission of root 
locus techniques mars an otherwise excellent 
introductory book. However, in spite of this 
omission, the book provides an excellent in-
troduction to practical feedback systems. 

Although the book treats a specialized 
subject, it is written in a simple manner with 
only a moderate amount of mathematics. It 
should be particularly useful to those inter-
ested in learning something of both the theo-
retical and practical aspects of feedback 
systems. 

JOHN E. BERTRAM 
Columbia Univ. 

New York 27, N. Y. 

Space Charge Waves and Slow Electro-
magnetic Waves, by A. H. W. Beck 

Published (1958) by Pergamon Press, Inc.. 122 E. 
55 St., N. V. 22, N. V. 321 pages +3 index pages +70 
appendix pages +xi pages. Illus. 81 X51. $15.00. 

Imagine yourself starting work in a field 
of practical importance, a difficult field, and 
one in which a great deal of work has been 
done, a lot of it rather involved mathe-
matically. What would help you most? 

The best thing, of course, would be a wise 
and patient friend—a man familiar with 
nearly all of the published literature, a niais 
with a sound practical background to enable 
him to sort the trivial or wrong from the cor-
rect and the important, a man with limitless 
hours to explain matters to you. 

Except for the limitless hours for personal 
explanation, Mr. Beck is just this man, and 
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his new book, which seems to me even more 
useful than his earlier book, "Thermionic 
Valves," is the best written substitute for 
personal counsel concerning the theory of 
operation of microwave tubes. 

This book covers a tremendous range. It 
starts out by describing the klystron, the 
traveling-wave tube and other microwave 
devices, and explaining space charge waves 
and the source of microwave energy. It then 
goes on to Maxwell's equations, slow-wave 
structures, including filter structures and 
helices, space-charge-wave theory, the re-
lated matter of plasma oscillations, matching 
boundary conditions at the input, the opera-
tion of klystrons, traveling-wave tubes and 
other tubes in terms of space-charge-wave 
theory, and noise phenomena. It includes 
references to nonlinear theory. A number of 
appendixes cover matters not treated in the 
main body of the text, including focusing of 
electron beams and coupled-mode theory. 

It is hard to imagine a matter of any real 
importance to microwave tubes which isn't 
brought to the reader's attention and, best 
of all, sensibly evaluated. Of course, in many 
instances, explanations of the detail that the 
reader may desire can't be included, but 
there are very complete references to pub-
lished work. The degree of the author's fa-
miliarity with the field is such that he in 
some instances gives references to unpub-
lished work which has come his way. This 
rectitude will reassure if it does not help the 
reader. 

Of course, the author is neither omnis-
cient, infallible, nor gifted with second sight, 
and neither am I. He may very well have 
made errors of which I am unaware. He 
misses Walker's theory of the backward-
wave oscillator, which antedates that of 
Heffner, and Walker's work on the condi-
tions for waves in multivelocity flow. I think 
there is a view about the linearization of 
kinetic power expressions which he might 
well have expressed, and that a few pointed 
remarks about an alleged dispersion relation 
for plasma oscillations might not have been 
amiss. And, he missed by just a hair being 
able to include the new and important work 
of Siegman, Watkins and Hsieh which shows 
that multivelocity streams are not so ir-
retrievably noisy as I and others had thought. 

In other words, Mr. Beck is a human, not 
a superhuman, friend to those who work with 
microwave tubes. I think, however, that he 
may remain their best friend for some time. 

J. R. PIERCE 
Bell Telephone Labs. 
Murray Hill, N. J. 

English-Russian, Russian-English Electron-
ics Dictionary, compiled by Department of 
the Army 

Published (1958) by McGraw-Hill Book Co., Inc., 
330 W. 42 St.. N. Y. 36, N. Y. 943 pages. 61 X91. 

The excellent "Russian-English, English-
Russian Electronics Dictionary" compiled 
by the Signal Corps in 1955 has now been re-
published by McGraw-Hill between hard 
covers, and thus made even more widely 
available than before. 

The volume contains separate Russian-
English and English-Russian sections listing 

over 22,000 technical words and expressions 
often encountered in electronic and com-
munication engineering. Heaviest emphasis 
is on telecommunication engineering—radio 
transmitters, antennas, receivers, and wire 
communication apparatus and procedures. 
In these fields coverage is authoritative and 
complete. In radar, electronic navigation 
aids, acoustics, automatic control, electron 
devices, and measurements the listings are 
not quite so detailed, but entirely adequate 
for all but the most recent or specialized 
terms. 

No volume of this size could cover all the 
many byways of contemporary electronic 
engineering in complete detail. This shows 
up here as a weakness in subjects with 
jargon which is fairly new (e.g., digital com-
puters, solid state components, and informa-
tion theory) or of a theoretical rather than 
experimental nature (e.g., some of the fringe 
fields of applied mathematics or physics). 

Still, the book gives as good over-all 
coverage of electronics as is to be found in 
any single volume. Its worth is testified to 
by the fact that it was reprinted several 
years ago in the Soviet Union and is widely 
used there in preference to the available 
Soviet electronics dictionaries. 

This reviewer can recommend the book 
highly to anyone who ever has occasion to 
look at the increasingly important Soviet 
electronics literature. However, he would 
like to point out that the original paper-
bound volume is still available from the 
Superintendent of Documents in Washing-
ton for $3.50, less than half the price of the 
new hard-cover reprint. 

PAUL E. GREEN, JR. 
Lincoln Lab., M.I.T. 

Lexington, Mass. 

Magnetic Tape Recording, by H. G. M. 
Spratt 

Published (1958) by The Macmillan Co., 60 Fifth 
Ave., N. Y. 11, N. Y. 288 pages +7 index pages +23 
appendix pages. Illus. 81 X51. $8.50. 

This book is an extremely well written 
story of magnetic tape recording. It is organ-
ized on a very broad basis. Indeed, it em-
braces on the one hand the "Ultimate Na-
ture of Magnetism" and on the other, de-
tailed designs and applications of complete 
magnetic tape recorders. One slight flaw, 
from an American point of view, is that the 
equipment shown is all British or European. 
The book is very well constructed with a fine 
use of English and an excellent format. The 
illustrations are carefully done and, so far 
as we could determine, practically error-free. 

From a discussion of the principles of 
magnetism, electroacoustics, and magnetic 
recording, the book proceeds into a discus-
sion of tape manufacture and test and then 
into discussions of actual recording ma-
chines and their applications. 

It is difficult from an American point of 
view to determine for whom the book is in-
tended. Certainly, it is not for the student, 
since there are no problems and no deriva-
tions given. It can hardly be for the designer, 
since there is no development of design prin-
ciples. It does, however, give several final 
design equations without development and 
shows a number of existing circuits. This 

leaves as its potential audience those who 
wish to have a general knowledge of the 
practices of tape recording, primarily in the 
reproduction of speech and music, without 
expecting a detailed description of the field. 
For instance, in the discussion of tape manu-
facture, the various processes are described, 
including a discussion of the necessity of air 
conditioning, but there is very little basic 
chemistry. 

Our main criticism of the book is that it 
is descriptive of a broad field but has little 
depth in any area. 

A. MEYERHOFF 
K. MCILWAIN 
Burroughs Corp. 

Paoli. Pa. 

Television Engineering, Vol. IV: General 
Circuit Techniques, by S. W. Amos and 
D. C. Birkinshaw 

Published (1958) by Iliffe and Sons Ltd., Dorset 
House, Stamford St., London S.E. 1, England. 260 
pages+1 bibliography page +2 index pages. Illus. 
81 X51. 35s. 

This is the fourth and final volume in a 
series on "Television Engineering" written 
by members of the BBC Engineering Divi-
sion. Volume I deals with basic principles of 
television, particularly optics and camera 
tubes. Volume II is concerned with video 
amplifiers, including a special section on 
camera-head amplifiers. Volume III is on 
circuits commonly used for generating spe-
cial waveforms, and their use in television. 
The present volume treats a number of cir-
cuit techniques which are used extensively 
in television, but do not properly belong to 
the earlier volumes. The books were written 
primarily for instructing the BBC staff, but 
Volume IV is discussed below from the 
standpoint of its usefulness to American 
readers, in and out of television engineering. 

Topics include counter circuits, fre-
quency dividers, dc clamp and restorer cir-
cuits, gamma-control (nonlinear character-
istic) amplifiers, delay lines, fixed and vari-
able equalizers, shunt-regulated amplifiers 
and cathode followers, line and field output 
stages, and electrical characteristics of scan-
ning coils. 

The previous knowledge expected of the 
reader is best illustrated by quoting the first 
sentence: "In a twin-interlaced television 
system the various pulses required in the 
sync signals or for camera operation have 
frequencies equal to the field frequency, 
line frequency or twice line frequency." The 
pace thus set is maintained throughout; in 
other words, this book is not for the beginner, 
but for the person already familiar with all 
the jargon of television circuitry. The inno-
cent will find no help. This seems un-
fortunate, for most of the topics dealt with 
also have wide applications in fields other 
than television, particularly in experimental 
nuclear physics. I think that the number of 
potential readers would have been doubled 
by the addition of a three-page glossary of 
television terms. 

The mathematical demands made on the 
reader are much more modest; anyone to 
whom the equation L(di/d1)=jcaLi expresses 
an obvious truth will have no difficulty here. 
Complete derivations are given for most of 
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the design equations, following the admir-
able custom of placing derivations in short 
appendixes at the end of each chapter. Of 
course, the American reader will have to 
realize that pF is the British form of imf. 

American engineering writers would do 
well to study this book for its literary quality 
alone. Ideas are expressed with a clarity and 
brevity very rare on this side of the Atlantic. 
One has the feeling that every single sentence 
has been scrutinized many times, every un-
necessary word removed, and every possible 
ambiguity of meaning corrected. Because of 
this, the amount of material covered is 
greater than most American writers would 
be able to squeeze into a volume twice the 
size. 

Another outstanding characteristic of 
this book is the number of illustrations. The 
use of circuit diagrams and diagrams show-
ing the waveforms at various points in the 
circuits can only be described as lavish, and 
this is no small part of the reason so much 
can be said in so little space. Although the 

text proper occupies only 250 pages, it in-
cludes 175 diagrams and two pages of plates. 
This feature, plus the clean typography and 
excellent quality of paper, make the book 
very easy and pleasant to read. 

Anyone concerned with the practical de-
sign, use, or servicing of circuits of the type 
mentioned above will find this book one of 
the most useful he can locate. That it is 
completely sound technically, authoritative, 
and up-to-date, of course goes without say-
ing. 

E. T. JAYNES 
Stanford University 

Stanford. Calif. 
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Antennas and Propagation 

VOL. AP-6, No. 4, OCTOBER, 1958 
Contributions—The Effect of Echo on the 

Operation of High-Frequency Communication 
Circuits—D. K. Bailey (p. 325) 

Echo on high-frequency communication 
services is defined as the simultaneous recep-
tion of signals over both major and minor arcs 
of the great circle connecting a transmitter and 

receiver. Two distinct kinds of echo are recog-
nized according to the illumination conditions 
under which they occur. Echo of the first kind 
is observed when the great-circle path coincides 
with the twilight zone surrounding the earth, 
whereas echo of the second kind, which can oc-
cur only on fairly long communication paths, 
is most severe when the short path is most in-
tensely illuminated. Little can be done to ob-
viate echo of the first kind and it is not, like 
echo of the second kind, amenable to prediction 

by available methods of calculating sky-wave 
field intensities. Radio traffic data are cited 
which corroborate calculations and show both 
that echo of the second kind is more severe at 
Cimes of maximum solar activity, and is less 
severe on higher frequencies. Conclusions are 
drawn concerning mode of operation and choice 
of operating frequency to minimize echo inter-
ference. 

Foreground Terrain Effects on Overland 
UHF Transmissions—L. G. Trolese and L. J. 
Anderson (p. 330) 

This paper describes an experimental study 
of the influence of the shape of foreground ter-
rain profiles near terminals of UHF links on the 
received field. A gently rounded shape of the 
foreground profile causes a marked diffraction 
pattern to be superimposed on the normal 
variation of field strength with height. The dif-
fraction geometry shows similarity to knife-
edge geometry and the rounded terrain feature 
appears to act geometrically as an equivalent 
knife edge. The amplitude of the spatial varia-
tions in signal are, however, much greater than 
knife-edge theory predicts. A sizeable fore-
ground diffraction enhancement of received 
field can be realized by locating the antenna at 
the height of the first diffraction maximum. 
Changing refraction due to meteorological vari-
ations can change both the position in height 
and intensity af the diffraction pattern. 

A Rapid Beam-Swinging Experiment in 
Transhorizon Propagation—Alan T. Waterman, 
Jr. (p. 338) 

By using a broadside phased array for an 
antenna, a narrow beam can be swung rapidly 
and in quick succession through a limited sec-
tor by fast control of the phasing, rather than 
by movement of the entire antenna structure. 
This technique is used at the receiving end of a 
101-mile beyond-the-horizon transmission path 
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in order to probe the portion of the troposphere 
through which the signal is propagated. At the 
frequency employed of 3.12 kmc, a 0.49-degree 
beam is swung in azimuth through a 4.2-degree 
sector each tenth of a second. 
A variety of phenomena are observed with 

this technique which have not been directly 
apparent in slower beam-swinging experiments. 
The beam-broadening effect attributed to at-
mospheric scattering is not always evident on 
any one sector scan. However, the change from 
scan to scan is frequently rapid enough so that 
a time average would show the broadening. At 
times the scan-to-scan changes are systematic 
and show a continuity indicative of a motion 
of the scattering or reflecting regions; in some 
cases this motion is too rapid to be accounted 
for by transport of air, thus implying a wave 
motion rippling through the atmosphere. At 
other times the atmospheric structure is too 
fine to be resolved by the beamwidth employed, 
and the time variations are too rapid to reveal 
a continuity from one scan to the next. 

Effect of Mountains with Smooth Crests on 
Wave Propagation—I. P. ShIcarofsky, H. E. J. 
Neugebauer, and M. P. Bachynski (p. 341) 
A new method of solving the problem of 

diffraction of EM waves by the smooth crest 
of a perfectly reflecting cylindrical mountain 
has been previously reported. This paper pre-
sents the results in a form more suitable for 
practical applications. The theory is extended, 
and good agreement with model experiments is 
obtained for scattering angles up to 5 degrees. 
The procedure for including the effects of re-
flections from the ground on either side of the 
mountain is also indicated. A few examples il-
lustrate cases encountered in practice, and ex-
hibit effects up to 8 db compared with knife-
edge diffraction. 

Pattern of an Antenna on a Curved Lossy 
Surface—J. R. Wait and A. M. Conda (p. 348) 

Extensive numerical results are presented 
for the radiation fields of electric and magnetic 
type antennas mounted on smooth curved sur-
faces of finite conductivity. The model chosen 
is a circular cylinder whose surface impedance is 
specified. A residue series representation is em-
ployed for the portion of space deep in the 
shadow while a geometrical-optical representa-
tion is used in the "lit" region. In the penumbra, 
the fields are expressed in terms of the "Fock 
functions." The results are also applicable to 
other smoothly varying curved surfaces such as 
spheres, parabolic cylinders, and paraboloids. 
As an application, the E-plane patterns are 
computed for a small loop antenna on a spheri-
cal earth for both sea and land illustrating the 
so-called cut-back effect. 

Nonresonant Slotted Arrays—Andre Dion 
(p. 360) 

The distribution of slot conductance of non-
resonant arrays is obtained by considering the 
array as a continuous line source. Distributions 
of conductance per unit length for three Taylor 
aperture distributions are thus obtained. How-
ever, the discreteness of the array is retained 
for a discussion of second-order beams and for 
the development of a method leading to their 
suppression. The performance of an experi-
mental array is described. 

Gains of Finite-Size Corner-Reflector An-
tennas—H. V. Cottony and A. C. Wilson (p. 
366) 

An experimental corner reflector was erected 
at the Table Mesa antenna range near Boulder. 
The aperture angle of this antenna was made 
adjustable to any value between 20 and 180 
degrees. The widths and lengths of the reflect-
ing surfaces were each adjustable from 0.4 to 
5.0 wavelengths. Measurements of gain were 
made for numerous combinations of lengths 
and widths of reflecting surfaces. These meas-
urements were made with a half-wave dipole 
in the first, second and third maximum posi-
tions. The aperture angle was adjusted to maxi-

mize the gain. The principal results are pre-
sented in the form of contours of constant gain 
plotted for a range of widths and lengths of re-
flecting surfaces from 0.4 to 5.0 wavelengths. 
These graphs should be useful to a designer of 
corner-reflector antennas. 

Scanning Surface Wave Antennas—Ob-
lique Surface Waves Over a Corrugated Con-
ductor—R. W. Hougardy and R. C. Hansen 
(p. 370) 

The existence of a surface wave which 
propagates across a corrugated metallic surface 
at an oblique angle with the teeth is investi-
gated both experimentally and theoretically in 
this paper. Expressions are derived which give 
the variation of the wave velocity and ampli-
tude with the change of wave direction. Experi-
mentally measured values of the surface veloc-
ity compare favorably with the theory. 

The radiation pattern of an experimental 
antenna is given which demonstrates that a 
low sidelobe, narrow azimuth beam scannable 
to ± 30 degrees with a cosesant-squared eleva-
tion pattern is attainable. A method of feeding 
this antenna to give a low silhouette, making 
the corrugated scanner antenna suitable for 
flush mounted applications, is illustrated. 

Communications—Measurements of the 
Bandwidth of Radio Waves Propagated by the 
Troposphere Beyond the Horizon—J. H. Chis-
holm, L. P. Rainville, J. F. Roche, and H. G. 
Root (p. 377) 

Remarks on the Fading of Scattered Radio 
Waves—Richard A. Silverman (O. 378) 

Phantom Radar Targets at Millimeter 
Radio Wavelengths—C. W. Tolbert, A. W. 
Straiton, and C. O. Britt (p. 380) 

This paper describes the techniques and the 
measured radar return from "phantom targets" 
using 8.6 and 4.3-millimeter radars. The radar 
returns are compared to the measured back-
scattering cross section of water drops, insects, 
steam and other materials at 8.6-mm wave-
length as measured by a CW radar at this wave-
length. 

Within the limits of the conditions used in 
the laboratory, it was impossible to produce re-
turns from synthesized refractive index gra-
dients of sufficient magnitude to account for 
those noted on the radar. It is concluded, there-
fore, that for the millimeter wavelengths and 
the short ranges considered, the observed phan-
tom returns were due to solid or liquid particles 
in the atmosphere. 

Telephone Remote Control Circuit for an 
Antenna Test Site—L. Young and G. M. Ward 
(p. 385) 
A circuit is described which permits the re-

mote control of several quantities, such as 
transmitter frequency, direction of polariza-
tion and RF match, at an unattended antenna 
tower. It requires only a single telephone line, 
which already exists for communication pur-
poses at many test sites. Each quantity is con-
trolled by a separate motor. The motors are 
controlled separately from the control end. This 
is achieved by adapting and installing a dialing 
circuit which allows, first, any desired motor to 
be "dialed"; next, to be controlled; and, finally, 
the line cleared so that another motor can be 
called. 

The parts for the dialing circuit were pur-
chased at a total cost of about $150. Detailed 
circuit diagrams are given showing how the cir-
cuit is constructed. 

Contributors (p. 387) 
Annual Index 1958 (follows p. 388) 

Broadcast and Television Receivers 

VOL. BTR-4, No. 4, 
SEPTEMBER, 1958 

Faith of the Engineer (p. 1) 
Professional Groups on Broadcast and Tele-

vision Receivers Administrative Committee (p. 
2) 

Vacuum-Tube Requirements in Vertical-
Deflection Circuits—Karl W. Angel (p. 3) 

This paper discusses linearity and efficiency 
problems which must be considered in the selec-
tion of an output tube for a vertical-deflection 
power amplifier. Because the purpose of the 
vertical-deflection power amplifier is to supply 
a given peak-to-peak current to the vertical 
yoke winding, the design problem is essentially 
one of matching the resistive component of the 
yoke to the tube characteristics in much the 
same manner as in audio-power amplifier de-
sign. 

The Reaction of Sync Separators in Tele-
vision Receivers to Impulse Noise—E. Luedicke 
(p. 15) 

Transistor Thermal Stability—M. J. Hell-
strom (p. 42) 

The thermal stability of a transistor con-
nected in a general bias circuit, with no signal 
applied, is analyzed. Graphical solutions are 
necessary to determine stability. Only cases in 
which the effects of temperature variations in 
input conductance are negligible will be con-
sidered. 

Under certain conditions, frequently satis-
fied in practice, the solutions reduce to one 
which is more convenient to use. In a slightly 
smaller class of circuits still another simplifica-
tion leads to a useful criterion which may be 
stated as follows. 

Stability will exist when SKE,/,,IT/ <5.3. 

S=d4/d/,,,, Stability Factor 
K = Thermal Resistance, °C/W 
E= Average Collector to Base Voltage 

I,..1T1=• Leakage Current at a Temperature 
Tl= Ta-1- KP. 

T„= Ambient Temperature 
Pow...Collector Dissipation in the Absence of 

any Leakage Current 

In this case the equilibrium junction tempera-
ture T, will not exceed Ti by more than 14.4°C. 

An illuminating interpretation of the stabil-
ity factor, S, and a simple formula for calculat-
ing its value are incidental results of the anal-
ysis. 

The Transistor and the Circuit Application 
Engineer—F. L. Abboud (p. 51) 

To the engineer who has been working with 
vacuum tubes and vacuum-tube circuits, the 
transistor presents itself in many instances as a 
complicated electronic device. This paper pre-
sents the transistor to the engineer in the light 
of analogy and parallelism to the vacuum tube 
with which he is familiar, bearing in mind the 
inherent physical and operational differences 
between the transistor and the vacuum tube. 
Some of the problems met in transistor circuit 
design caused by the differences referred to 
above will be brought out where appropriate. 

Transistor Circuitry Utilized in a New TV 
Sync Generator—L. M. Leeds (p. 60) 

Receiver Video Transistor Amplifiers— 
R. G. Salaman (p. 68) 

The problem of the common emitter video 
amplifier is divided into three categories ac-
cording to the relative positions of device and 
load time constants. Optimum values of com-
ponents are derived for each case. Two types of 
three transistor circuits are described; one of 
which uses a battery voltage of one half the 
peak to peak signal output voltage. 

In general, this paper gives background to 
enable one to design a practical video amplifier 
for given output, gain and passband require-
ments. 

Call for Papers for Spring Meeting (p. 77) 
Improving the Television Horizontal Oscil-

lator—Bill Feingold (p. 78) 
Three popular methods of controlling the 

output amplitude of a stabilized multivibrator 
are discussed and their common problem of 
frequency variation with drive control indi-
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cated. A corrected circuit is presented along 
with statistical data to substantiate the im-
provement. 

Broadcast Transmission Systems 

PGBTS-1, SEPTEMBER, 1958 

TV Receiver Picture Area Losses—C. L. 
Townsend (p. 1) 

The TV Helical Antenna Adapted to Struc-
tural Tower Shapes—R. E. Fisk (p. 4) 

The side-fire helical antenna, successfully 
used for UHF and VHF high channel television 
transmission, has now been adapted for low 
channel VHF service. Investigation of prop-
erties of a helical radiator wound around a 
polygonal supporting structure has made pos-
sible the required increased bandwidth and 
provided directional patterns for special TV 
coverage applications. Through scale model 
work, a channel 2 directional antenna has been 
developed for installation around a triangular 
tower section. 

An Audio Console Designed for the Future 
—A. C. Angus (p. 11) 

Circuit Theory 
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Abstracts (p. 154) 
Network Realization of Optimum Amplifier 

Noise Performance—R. B. Adler and H. A. 
Haus (p. 156) 

Network realizations of the optimum noise 
performance (lowest noise figure at high gain) 
of a two-terminal-pair amplifier are presented. 
Two amplifier classes are distinguished: 1) net-
works that can both generate and absorb power 
and 2) networks that only generate power, or 
negative resistance networks. Amplifiers of 
class 1) can be optimized by first making them 
unilateral, subsequently employing input mis-
match. Negative resistance amplifiers can be 
first brought into "canonic" form. Subsequent 
imbedding of part of the canonic network in an 
ideal circulator optimizes the noise perform-
ance. Both optimizations result in source im-
pedances having a positive real part. High gain 
is achieved by subsequent cascading. The op-
timization using the ideal circulator yields 
maser noise performance optimization. 

Canonical Form of Linear Noisy Networks 
—H. A. Haus and R. B. Adler (p. 161) 

At any single frequency, every n-terminal-
pair noisy linear network has at most n real 
parameters that are invariant with respect to 
all lossless "imbeddings" of that network. Such 
an "imbedding" is defined by constructing an 
arbitrary lossless 2n-terminal-pair network, n 
of whose terminal pairs are connected to those 
of the original network, and the remaining n of 
which form a new set of n terminal pairs. More-
over, by a suitable choice of this imbedding 
structure, the original network can always be 
reduced to a canonical form which places 
clearly in evidence its n invariants. The canoni-
cal form consists of n isolated one-terminal-pair 
networks each of which comprises a (negative 
or positive) resistance in series with a noise 
voltage generator, and these various noise gen-
erators are mutually uncorrelated. The n ex-
changeable powers from the n isolated termi-
nal pairs are the n invariants of the original 
network. 

The invariants have other physical mean-
ings. Each meaning is best brought out by a 
corresponding particular matrix description of 
the network. Transformations between matrix 
descriptions are studied and applied to show 
that the invariants are interpretable as the n 
stationary values of the exchangeable power 
obtainable from any one of the new terminal 
pairs created by a lossless imbedding, as the 

imbedding network is varied through all loss-
less forms. 

Finally, the two invariants of a two-termi-
nal-pair network are shown to fix the extrema 
of its noise measure, one of which is known to 
represent, for an amplifier, the minimum excess 
noise figure achievable at high gain. 

Synthesis of Lossless Networks for Pre-
scribed Transfer Impedances Between Several 
Current Sources and a Single Resistive Load— 
A. B. Macnee (p. 168) 
A technique is presented for the synthesis 

of lossless networks open-circuited at one end 
and paralleled across a single resistance at the 
other end. The synthesis is for prescribed trans-
fer impedances between the open-circuited 
terminals and the resistive termination. Such 
networks can be applied to a variety of fre-
quency multiplexing problems, including the 
design of multichannel amplifiers. Examples are 
included, and some practical limitations of such 
networks are considered. 
A Synthesis Procedure for Transmission 

Line Networks—Alfred I. Grayzel (p. 172) 
Richards has shown that by a suitable fre-

quency transformation, networks composed of 
transmission lines all of a fixed length and 
resistors behave over a range of frequencies 
zero to fo as lumped constant networks behave 
over the frequency range zero to infinity. 

In the paper the synthesis procedure of a 
general class of lossless filters using transmis-
sion line components is considered. This is the 
class of filters having all of its transmission 
zeros at zero frequency and at infinite fre-
quency in the transformed frequency plane, 
which corresponds to transmission zeros at 
zero frequency and frequency f along the real 
frequency axis. This class includes the high-
pass and low-pass configuration as special cases. 
It is proven that if a transmission character-
istic is realizable using lumped constant ele-
ments, it can be realized in the transformed fre-
quency plane using transmission line compo-
nents. The transmission line components used 
are series or shunt shorted and open stubs and 
series lines. The series stubs are discussed and 
their feasibility demonstrated. It is shown that 
series transmission lines can be placed between 
elements whenever necessary, so that it is 
physically possible to build these networks. 

Matrix Analysis of Oscillators and Transis-
tor Applications—A. J. Cote, Jr. (p. 181) 

The use of matrix techniques leads to the 
classification of feedback harmonic oscillators 
into four basic types. The oscillator is con-
sidered to be made up of two two-port net-
works: one contains the active element; the 
other the feedback network. The equations for 
oscillation are expressed in terms of the two-
port parameters. 

The method is applied specifically to the 
Hartley and Colpitts oscillators and their duals. 
The use of matrices in the analysis brings out 
the similarities between the oscillators. The 
Colpitts and Hartley circuits are of one class 
and require a small L/C ratio to reduce the 
effect of the active element upon frequencies, 
whereas their duals require a small CIL ratio. 

While the equations are derived for the low 
frequency case, two methods of high-frequency 
analysis are presented. 

The application of the equations to transis-
tors is considered and several practical circuits 
for the dual oscillators are given. A short dis-
cussion of the bias elements and their effect on 
frequency and starting conditions is also in-
cluded. 

Axioms on Transactors—Gerald E. Sharpe 
(p. 189) 

The introduction of semiconductor elements 
has greatly stimulated interest in active, 
lumped, nonbilateral network theory. 

This paper sets out to answer the following 
fundamental question: Are there, by analogy to 
the three ideal passive elements, R, L and C, 

a group or set of ideal active elements, and if so, 
what are their properties? 

The search for an answer leads to the postu-
late of an hypothesis on electromagnetism 
which states: Every electromagnetic action is 
of a causal and irreversible physical nature. 

On this hypothesis is based a dual pair of 
ideal active elements also called the transactor 
elements. Their properties are discussed at 
length and a symbolism is introduced which 
extends and modifies network topology. 

The study of the resistive feedback connec-
tion of these elements leads to the conclusion 
that Ohm's law in its present form is incom-
patible with a consistent, harmonious theory of 
networks. After lengthy discussion, Ohm's law 
is modified and an hypothesis on dissipation is 
stated. 

Finally it is shown that only transactor ele-
ments having real transmittance need be con-
sidered fundamental and this is summarized by 
an hypothesis on activity. 

On the Transient Responses of Ladder 
Networks—A. H. Zemanian and P. E. Fleischer 
(p. 197) 

This paper considers bounds that may be 
obtained on the transient response of ladder 
networks. These results are developed by 
means of the superposition integral from the 
known bounds an the responses of the series 
and shunt elements of the ladder. Bounds on 
the response of a fairly general class of one-port 
networks are also given. Finally, several ex-
amples of the method are presented. 

Theory of Low-Distortion Reproduction of 
FM Signals in Linear Systems—Elie J. Bagh-
dady (p. 202) 

Certain fundamental aspects of linear-
system response to variable-frequency excita-
tions are discussed. A unified argument is pre-
sented to simplify the derivation and define the 
convergence properties of the Carson and Fry 
and van der Pol-Stumpers expansions. Upper 
bounds on errors incurred in restricting each 
expansion to a finite number of terms are de-
rived. This analysis leads to a more complete, 
more general statement of the conditions for 
low-distortion transmission and FM-to-AM 
conversion of FM signals than has heretofore 
been published. This statement shows that the 
most significant property of a frequency modu-
lation is its maximum slope, and that the 
sluggishness properties of a linear system are 
completely specified by its "sluggishness ratio," 
Z"(jco)/Zucull, whereZ(jcs) is the system func-

tion. Plots of this ratio for various important 
filters are presented. The newly derived condi-
tion for quasi-stationary response is proposed as 
a more complete criterion for specifying FM 
system bandwidths, and an analysis of the dis-
tortion in the quasi-stationary response is pre-
sented. 

Minimum-Loss Two-Conductor Transmis-
sion Lines—Gordon Raisbeck (p. 214) 

Of all two conductor transmission lines in 
which the harmonic mean of the perimeters of 
the two conductors is fixed, the one having the 
lowest loss is a conventional round coaxial line. 
It is conjectured that the same is true of the 
class having fixed cross section area. 

Realizability Conditions on n-Port Net-
works—Louis Weinberg and Paul Slepian (p. 
217) 

It is well known that the positive real (pr) 
concept is one of the most important in network 
theory. Its importance derives from the follow-
ing two facts 

1) A necessary and sufficient condition for a 
real rational function to be realizable as 
the driving-point impedance of a one-
port network is that it be a pr function. 

2) A necessary and sufficient condition for a 
symmetric nth-order matrix of real 
rational functions to be realizable as the 
open-circuit impedance matrix of an n-
port rtetwork is that it be a pr matrix. 
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Sets of necessary and sufficient conditions 
equivalent to the definition of a pr function and 
a pr matrix have been presented in the litera-
ture. In this paper new sets of necessary and 
sufficient conditions are formulated for a ra-
tional function and a matrix of rational func-
tions to be pr. These conditions give insights 
that may be useful in research on unsolved syn-
thesis problems; some of these problems are 
now being studied by the authors. When used 
for testing purposes none of the new conditions 
requires root solving, and thus in many cases 
much of the tedium of previous tests is elimi-
nated. 

Reviews of Current Literature (p. 222) 
Correspondence (p. 224) 

Electronic Computers 
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The Chairman's Column—Willis H. Ware 
(p. 189) 

Frontispiece—Willis H. Ware (p. 190) 
Design of AC Computing Amplifiers Using 

Transistors—C. A. Krause and R. R. Lowe 
(p. 191) 
A design philosophy for transistorized ana-

log computing amplifiers is presented. A design 
procedure for a summing amplifier to drive a 
specific resolver in a 400-cps system is de-
scribed, and the performance of the resulting 
circuit is evaluated. Whereas experience with 
vacuum tube amplifiers in similar applications 
has led to the conclusion that the amplifier in-
put impedance should be as large as possible, 
the inverse is true in the transistor amplifier. 
A Note on Contact Networks for Switching 

Functions of Four Variables—Roderick Gould 
(p. 196) 

Several corrections are given to a recent 
tabulation of two-terminal contact networks 
realizing the switching functions of four vari-
ables. Nineteen new networks which are more 
economical in contacts than those previously 
tabulated are also presented and certain four-
variable functions possessing a useful comple-
mentary relationship are listed. In conclusion 
this paper indicates an area where further work 
on four-variable contact network synthesis is 
needed. 

On the Loop- and Node-Analysis Ap-
proaches to the Simulation of Electrical Net-
works—Joseph Otterman (p. 199) 

The number of integrators in an analog-
computer setup should be equal to the order of 
the differential equation describing the system. 
This paper presents a new procedure for tracing 
the loop currents which results in one-to-one 
correspondence between the number of integra-
tors in the simulation setup and the count of 
independent energy-storing elements in the 
network, i.e., the degree of the system's charac-
teristic equation. The generality of the pro-
cedure proves that it is always possible to trace 
the loop currents in such a way that excess in-
tegrators are avoided. The loop-analysis and 
the branch-variables-analysis approaches are 
discussed and examples given. 

Generalized Parity Checking—Harvey I.. 
Garner (p. 207) 

The usual definition given for the parity 
check is unwieldy and not particularly suited 
for the analysis or the study of the arithmetic 
properties of parity checking. The definition of 
parity by means of congruences provides a con-
venient mathematical basis for the concepts of 
the parity check. In this paper congruence no-
tation is used to generalize the concepts of 
parity to include nonbase two number systems. 
Consideration is given to the cases where the 
check base is equal to the number base, and 
where it is not equal to the number base. The 
arithmetic properties of each case are con-
sidered by means of congruences. 

Investigations of Magnetic Amplifiers with 
Feedback—Harry J. Gray, Jr. (p. 213) 

Sine wave carrier excited magnetic ampli-
fiers have been investigated to determine if the 
figure of merit can be improved through the use 
of feedback techniques. It is shown that the 
power gain can be made unlimited but that a 
finite rise time is preserved. Hence the figure 
of merit as ordinarily defined becomes mean-
ingless. It is shown, however, that voltage gain 
divided by rise time remains nearly constant 
under feedback and is a more suitably defined 
figure of merit. 
A New Class of Digital Division Methods— 

James E. Robertson (p. 218) 
This paper describes a class of division 

methods best suited for use in digital computers 
with facilities for floating point arithmetic. The 
division methods may be contrasted with con-
ventional division procedures by considering 
the nature of each quotient digit as generated 
during the division process. In restoring divi-
sion, each quotient digit has one of the values 
0, I, • • • , r — 1, for an arbitrary integer radix 
r. In nonrestoring division, each quotient digit 
has one of the values — (r — 1), • • • , — 1, 
+1, • • • , -1-(r — 1). For the division methods 
described here, each quotient digit has one of 
the values —n, — (n — 1), • • • , —1,0,1, • • • , 
n — 1, a, where n is an integer such that 
4.(r — 1) < n < r — 1. A method for serial conver-
sion of the quotient digits to conventional 
(restoring) form is given. Examples of new divi-
sion procedures for radix 4 and radix 10 are 
given. 

Magnetic Core Pulse-Switching Circuits for 
Standard Packages—Jack L. Rosenfeld (p. 223) 
A new method for the logical design of mag-

netic core pulse-switching circuits is presented. 
This method has features which make it ex-
cellent for use in standard packages. These fea-
tures are the absence of spurious noise signals 
at the output; the fact that outputs are inde-
pendent of the order of arrival of input pulses; 
the fact that interchanging components does 
not affect circuit behavior; and the fact that 
moderate changes in clock pulse amplitude and 
duration do not cause false operation. Further-
more, the number of components required by 
this system compares favorably with the num-
bers required by other systems. A computing 
system can be built by properly interconnecting 
a few different types of such packages. 

The new system uses advance current drive 
but performs the logical operations with both 
forward and backward windings in an output 
network. The use of both types of windings per-
mits a reduction in the total number of cores 
required. 

Tests performed on actual circuits yielded 
very encouraging results. The circuits operated 
as predicted, and the performance was most 
satisfactory. 

The Switching Characteristics of 4-79 Perm-
alloy Cores with Different Anneals—T. D. 
Rossing, W. M. Overn, and V. J. Korkowski 
(p. 228) 

The magnetic properties of 4-79 Permalloy 
cores, which have been annealed at different 
temperatures, are discussed. Cores annealed 
at relatively low temperatures are characterized 
by high coercivity, slower switching, insensi-
tivity to strain, magnetization difficult to ro-
tate, and insensitivity to an applied transverse 
field. Some cores exhibit a preference to one 
remanent state over the opposite state. 

Formal Analysis and Synthesis of Bilateral 
Switching Networks—Raymond E. Miller (p. 
231) 

Formal procedures for the analysis and syn-
thesis of two-terminal combinational bilateral 
switching networks are presented. A bilateral 
switching network is one which contains only 
elements having the same switching transmis-
sion characteristic in both directions. 

Following the definitions for the terminol-

ogy and notation, where some new terms are in-
troduced, the definitions for a series-parallel 
network, a bridge element, and a bridge net-
work are given. A condition, called the bridge 
condition, to test a given transmission function 
for possible bridge network realizations is pre-
sented. 

A stepwise decomposition procedure is de-
veloped which may be used for the analysis and 
synthesis of the series and parallel parts of the 
network. The steps are described both with 
linear graphs and connection matrices. The 
bridge condition partially formalizes bridge 
network synthesis. Redundant variables also 
are considered as an aid to network synthesis. 
Under certain conditions, the synthesis yields 
network realizations with the fewest possible 
number of elements. 
A Transistor Pulse Generator for Digital 

Systems—Douglas J. Hamilton (p. 244) 
A design procedure is developed for a new 

transistor pulse generator circuit suitable for 
use as a building block in a digital system. The 
circuit produces a pulse whose shape is rela-
tively independent of variations in transistor 
parameters and load current. Pulse durations 
in the range 0.5 microsecond to 20 microseconds 
and load currents of several hundred milliam-
peres may be obtained. 

Correction to "Logical Machine Design: 
A Selected Bibliography"—Douglas B. Nether-
wood (p. 250) 

Correction to "Switching Functions of 
Three Variables"—D. W. Davies (p. 250) 

Correspondence (p. 251) 
Contributors (p. 252) 
SENEWS, Science Education Subcommit-

tee Newsletter (p. 254) 
PGEC News (p. 259) 
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Automation in Highway Design—J. M. 
Calm (p. 1) 

The Semiautomatic Circuit Component 
Tester—F. C. Brammer (p. 4) 

Process Instrumentation for the Measure-
ment and Control of Level—G. Revesz (p. 11) 

The use of capacitance-type measuring 
methods is described for indicating and con-
trolling the level of liquid, granular or powdery 
materials. The purpose of this paper is twofold. 
First, it summarizes commercially available de-
vices for various requirements (on-off control, 
proportional indication, proportional control, 
or combinations of these). Second, it formulates 
a method of analysis enabling users to choose 
suitable probe designs for specific applications. 

Automatic job Control Data System—C. 
Pilnick (p. 17) 

In most industrial plants today, the system 
generally in use for acquiring and recording 
sufficient job data for accounting and planning 
purposes includes the following procedures: 

1) Introduction of worker «time in, time 
out" and identification data onto a time 
card by means of a time clock. 

2) Introduction of such variable data as job 
number, time spent on each job per day, 
craft code, etc., onto time sheets or rec-
ords, usually performed manually. 

3) Gathering of all such job data from vari-
ous source records, again performed 
manually. 

4) Transcribing the data into a format con-
venient for analysis and computation, 
either a manual or semiautomatic proc-
ess. 

5) Performing the desired computation or 
evaluation of the data for such end-item 
functions as payroll preparation, cost ac-
counting, project analysis or compilation 
of statistics for job planning. 

The complete job control data acquisition 
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and recording process involves laborious man-
ual transcription with the possibility of human 
error at many stages. This field therefore repre-
sents an exceptionally fruitful one for the ap-
plication of automatic techniques, if the cost of 
an automatic system is low enough to pay for 
itself in a reasonable period of time. 
A basic automatic system is described below. 

The system is designed for maximum cost, but 
is sufficiently flexible so that modifications 
custom-tailored to almost any requirements 
may be incorporated. 

Application of Automatic Techniques in the 
Handling of Physical Data for a Modern Re-
finery—W. G. Deutsch (p. 23) 

The modern refinery is perhaps the test ex-
ample of continuous flow processing in Ameri-
can industry. This paper shows how the con-
cept of automatic data handling was applied 
in the design, construction, and instrumenta-
tion of one of the world's most modern re-
fineries. Benefits made available through the in-
tegration of a modern automatic data handling 
system accrue not only from manpower savings, 
but from many other sources such as reduction 
in other instrument requirements, timeliness of 
information, etc. 

The primary concern of this paper is to 
show how the automatic data handling system 
is incorporated in the conceptual design of the 
plant, and how once installed, it is commis-
sioned, and its data correlated with that of 
other information sources in such a plant. As a 
further point of interest, other potential ap-
plications for automatic physical data handling 
systems are suggested by the author. 

Automatic Techniques, Large Computers, 
and Engineering Calculations—V. Paschkis 
(p. 27) 

This three-part paper first discusses (a) 
large-scale computers preparing automation; 
(b) computing devices in the automatized 
plant; (c) computing devices and engineering 
calculations. Next the author discusses the or-
ganization of a computing laboratory for engi-
neering calculations. In the final part some im-
plications of automation and large computing 
devices are considered. 

Applying the Electro-Hydraulic Servo Valve 
to Industry—R. Spencer (p. 33) 

The industrial control field is constantly 
adapting new techniques and procedures. These 
changes are motivated by industry's need to 
turn out their products faster and with greater 
precision. To make these improvements pos-
sible the manufacturers of mechanical, electri-
cal, pneumatic, and hydraulic equipment are 
constantly developing new components and 
systems. Some components are developed on 
the basis of a general industry need and others 
for specific applications. The latter group of 
components, though designed for specific ap-
plications, become standard components as 
control-system designers begin to visualize how 
they may be applied to other control problems. 

The electro-hydraulic servo valve is in its 
transition period. The success achieved in mili-
tary and machine-tool applications indicates 
that its potential for industrial control prob-
lems is very high. To apply the servo valve, the 
industrial control-system designer must become 
familiar with its functions, capabilities, re-
liability, economics, and some special considera-
tions. These factors are quite interrelated and 
it is the over-all evaluation of these factors 
which determines its suitability. This paper 
hopes to assist the industrial-control field 
toward a better understanding of the servo 
valve. 

Basic Gages and Gaging Considerations for 
Automatic Machine Control—J. W. Hopper 

(P. 40) 
In considering automatic techniques, many 

and varied definitions of greatly overused and 
misused words are applied. Certainly "auto-
matic," "machine," and "control" are out in 

front in so far as repetition is concerned. In 
order to chart a course through the material to 
be presented in this paper, I will arbitrarily 
consider that automatic machine control is a 
condition whereby material is manufactured by 
a piece of machinery, with suitable equipment 
to measure the product while it is being manu-
factured and provide corrections to the ma-
chine itself to produce material within desired 
limits. The gages in this configuration of meas-
uring equipment will be dimensional measuring 
devices indicating diameter, length, thickness, 
and so on. 

Logical Development of the Design for Se-
quential Control of Chemical Batch Processes 
—J. P. Laird (p. 44) 

Chemical manufacturing processes fre-
quently require safety interlock circuits which 
warn operating personnel of undesirable condi-
tions or automatically act to avoid an accident. 
Batch-type manufacturing operations require 
that a succession of steps be carried out one 
after another, and successful operation depends 
on taking the proper action at the proper mo-
ment in a reproducible manner. 

In the past there have been serious diffi-
culties in communication among technical per-
sonnel who are concerned with these problems. 
Written descriptions are frequently either 
vague or confusing. What is needed are tech-
niques which will aid in reading and writing of 
thought and reason. This paper attempts to aid 
in the solution of the problem. 

A Survey of the Application of Automatic 
Devices for Electric Power Generation—A. C. 
Hartranft and F. H. Light (p. 55) 

Twenty-five years ago power plant control 
and load dispatching were principally manual 
operations. Today, automatic devices are widely 
used and, in many cases, essential to safe and 
reliable operation. Much progress has been 
made in automation of power generation and 
distribution equipment. It is continuing. New 
developments include automatic data logging, 
automatic load control, network analysis by 
computers, and improved control systems. 

It is the purpose of this survey to describe 
progress made in past years and briefly discuss 
new developments which are indicative of fu-
ture trends. With this background, we are bet-
ter able to judge the merits of automation and 
its potential advantages. These benefits are re-
duced operating costs, manpower savings, im-
proved reliability, and more efficient use of 
manpower that has been relieved from routine 
duties. 

The potential advantages of automation in-
crease as electric systems grow in size and com-
plexity. Large turbine-generating units require 
automatic controls and protective devices for 
reliable operation. Interconnection of systems 
makes automatic control necessary for regula-
tion of interchange power flow. 

An accurate evaluation of automatic con-
trol is difficult and requires careful study and 
judgment. Many of the advantages gained are 
intangible. Studies made by others provide 
valuable background information. This survey 
includes a bibliography of papers on automa-
tion in the electric power industry for the years 
1950 to date. 

The Application of the Punch Card to Auto-
matic Weighing of Bulk Materials—W. M. 

Young (p. 63) 
The automatic control of a dynamic batch-

weighing system integrates many functions, 
more commonly associated with automation in 
the machine-tool industry. They are: 

1) Power converting 
2) Power actuating 
3) Sensing 
4) Regulating 
5) Communicating 
6) Programming 
7) Computing 
8) Data converting 

9) Data storing 
10) Data presenting. 

Data storing and data presenting are the func-
tions that directly involve the use of a punch 
card and similar information-storage media, 
and will be developed in detail. 

Reliability and Quality Control 
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The papers in this issue were presented at 
the Fourth National Symposium on Reliability 
and Quality Control, Washington, D. C., Janu-
ary 6 to 8, 1958. They were not available in 
time for printing in the Proceedings of that 
meeting. 

The Impact of Reliability Requirements on 
Organization in the Manufacture of Airborne 
Electronic Equipment—J. J. Crowley (p. 1) 

Current Military Reliability Specifications 
—E. F. Dertiner and D. W. Pertschuk (p. 6) 

Reliability Techniques for Electronic Cir-
cuit Design—L. Hellerman and M. P. Racite 

(p. 9) 
Air Force Electronic Reliability Program— 

J. S. Lambert (p. 17) 
Reliable Design and Development Tech-

niques—J. E. McGregor (p. 22) 
Mechanical concepts must be applied to 

modify electronic circuit design in order that 
large scale computer equipment can attain 
practical levels of reliability. This paper cites 
some specific mechanical design problems with 
regard to the reliability of a particular com-
puter system, the AN/FSQ-7. 

The Navy Specification Program for Re-
liability—E. J. Nucci (p. 27) 

The objective of this paper is to simply re-
late the role of the specification in the Navy's 
Electronics Reliability Program over the past 
years and to outline what appears to be the 
specification aspect of reliability for the future. 
In my discussion I will deal for the most part 
with full equipments and systems reliability 
and specifications. 

Accelerated Life Test in Airframe Manufac-
ture—N. H. Simpson (p. 33) 

System Aspects—M. M. Tall (p. 50) 
Reliable System Design by Part Engineer-

ing—C. G. \Valance (p. 55) 
This paper will concern itself with the or-

ganization and activity of a component appli-
cation engineering organization and the part it 
plays in the development of electronic systems 
with particular emphasis on those aspects which 
influence the reliability of the system. 

The Challenge of Reliability to Manage-
ment—W. W. Wooldridge (p. 57) 

Utilization of Component Part Reliability 
Information in Circuit Design—M. A. Xavier, 
L. L. Schneider, and P. Gottfried (p. 60) 

Component part reliability testing programs 
of varying scope are in progress in many areas 
of the electronics industry today. These pro-
grams differ in magnitude, levels of environ-
mental and electrical stress, and types of com-
ponent parts tested, but properly designed pro-
grams have .me aspect in common: They can 
result not only in reliability evaluation, but 
also in reliability improvement. This paper will 
discuss techniques for optimizing circuit re-
liability by application of component charac-
teristic data obtained from reliability testing. 

An Application of the Box Technique to the 
Evaluation of Electrical Components (Adden-
dum)—R. Glaser (p. 69) 

Presented here are examples of the statisti-
cal analysis of the responses for two of the 
variables, Pulse Response Factor, and Rcs re-
ferred to in the titled paper. It is intended to 
show a step-by-step procedure in analyzing the 
results with particular emphasis placed on the 
details in preparing the Analysis of Variance 
Table. 
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534.75 3313 
1991 Creation of Pitch through Binaural Inter-
1992 action—E. M. Cramer and W. H. Huggins. (J. 
1992 Acoust. Soc. Amer., vol. 30, pp. 413-417; May, 
1993 1958.) A faint pitch quality is detected when 
1993 white noise presented at one ear is shifted in 
1993 phase and presented to the other ear. An inves-
1994 tigation of this phenomenon shows that phase 
1994 information is of importance in pitch perception 
1994 at frequencies up to 1.6 kc. 

The number in heavy type at the upper 
left of each Abstract is its Universal Decimal 
Classification number. The number in heavy 
type at the top right is the serial number of the 
Abstract. DC numbers marked with a dagger 
(t) must be regarded as provisional. 

ACOUSTICS AND AUDIO FREQUENCIES 

534:061.3 3308 
Symposium on Unsolved Problems in 

Acoustics—(J. Acoust. Soc. Amer., vol. 30, pp. 
375-398; May, 1958.) The text is given of 
papers read at the 54th meeting of the Acousti-
cal Society of America held at Michigan, 
October, 24-26, 1957, including the following: 

1) Electroacoustics and Transducers—F. V. 
Hunt. (pp. 375-377.) 

2) Speech and Communication—G. A. 
Miller. (pp. 397-398.) 

534.1-8:538.222 3309 
Paramagnetic Centres as Detectors of 

Ultrasonic Radiation at Microwave Frequen-
cies—Kittel. (See 3416 below.) 

534.13-8-16:538.69 3310 
A Proposal for Determining the Fermi Sur-

face by Magneto-acoustic Resonance—A. B. 
Pippard. (Phil. Meg., vol. 2, pp. 1147-1148; 
September, 1957.) 

534.22.08-16 3311 
The Velocity of Sound in Metals at High 

Temperatures—J. F. W. Bell. (Phil. Meg., vol. 

2, pp. 1113-1120; September, 1957.) A pulse 
method of measuring the sound velocity in thin 
rods over a wide temperature range is described. 

534.75 3312 
Effect of the Transmission Characteristic of 

the Ear on the Threshold of Audibility—J. 
Zwislocki. (J. Acoust. Soc. Amer., vol. 30, pp. 
430-432; May, 1958.) Sensitivity/frequency 
curves are given based on Békésy's results 
(e.g., 2121 of 1949). 

534.75:621.391 3314 
Information Transmission with Elementary 

Auditory Displays—W. H. Sumby, D. Cham-
bliss, and I. Pollack. (J. Acoust. Soc. Amer., 
vol. 30, pp. 425-429; May, 1958.) The trans-
mission of the letters of the alphabet by tone-
coded signals is investigated using codes with 
two, three or five alternatives per letter and 
varying each of the four tonal variables. The 
highest reception rate was obtained with a 
three-alternative, frequency-coded display. 

534.75:621.391 3315 
Confidence Ratings and Message Recep-

tion for Filtered Speech—L. Decker and I. 
Pollack. (J. Acoust. Soc. Amer., vol. 30, pp. 
432-434; May, 1958.) 

534.771:534.78 3316 
Fundamentals of Testing the Hearing of 

Speech—F. J. Meister. (Arch. Tech. Messen, 
no. 264, pp. 7-8; January, 1958.) The problems 
are outlined of selecting suitable speech ma-
terial and of evaluating test results in physio-
logical measurements of hearing ability. For 
details of normal measurement technique see 
ibid., no. 265, pp. 21-24; February, 1958. 

534.79 3317 
Proposal for an Explanation of Limens of 

Loudness—J. R. Pierce. (J. Acoust. Soc. 
Amer., vol. 30, pp. 418-420; May, 1958.) The 
root-mean-square deviation in the number of 
pulses produced in a given time is suggested as 
a measure of the limen of loudness. 

ANTENNAS AND TRANSMISSION LINES 

621.315.212.3 3318 
Transmission Characteristics of a Three-

Conductor Coaxial Transmission Line with 
Transpositions—G. Raisbeck and J. M. 
Manley. (Bell Sys. Tech. J., vol. 37, pp. 835-

876; July, 1958.) The design, manufacture and 
some experimental results are described. The 
effective cross-section of the center conductor 
is increased by using a solid central member 
and a thin concentric shell. The reduction of 
skin-effect losses, compared with a two conduc-
tor cable of the same diameter, gives lower 

attenuation from 1 to 10 mc with a reduction of 
17 per cent at 4 mc. 

621.315.616 3319 
Plastics in Cables—E. E. L. Winterborn. 

(P.O. Elec. Eng. J., vol. 51, pp. 33-39; April, 
1958.) The application to telephone exchanges, 
underground and antenna telephone cables, and 
to the protection of cables from corrosion, is 
discussed. 

621.372 3320 
Group and Phase Velocity—( Wireless 

World, vol. 64, pp. 445-449; September, 1958.) 
A simplified explanation of the terms is given 
and is applied to line and waveguide trans-
mission. 

621.372.2 3321 
Calculation of Transmission Line Equations 

with New System Parameters—W. Doebke. 
(Arch. elekt. übertragung, vol. 11, pp. 495-503; 
December, 1957.) Mathematical difficulties in 
the solution of line equations can be reduced by 
adopting the parameters on which the scatter-
ing-matrix concept is based. See e.g., 1660 of 
1958 (Carlin). 

621.372.2.029.6:621.317.74 3322 
High-Frequency Measuring Lines— Moer-

der. (See 3577.) 

621.372.22 3323 
The Nonuniform Transmission Line as a 

Broadband Termination—I. Jacobs. (Bell Sys. 
Tech. J., vol. 37, pp. 913-924; July, 1958.) The 
transmission-line equations are solved for a line 
in which the fractional change in shunt admit-
tance/wavelength is constant. It is shown that 
a fixed length of line can be made to have as 
large an effective length as desired, and com-
plete absorption of all energy will occur if the 
line has a small loss term. 

621.372.8+621.396.677.7 3324 
Some Aspects of Waveguide Technique— 

J. C. Parr. (J. Telev. Soc., vol. 8, pp. 413-422; 
April/June, 1958.) Fundamental properties of 
electromagnetic waves and the generation of 
various modes of propagation inside a wave-
guide are discussed. Modes in resonant cavities 
are also considered, and three devices—the 
cavity wavemeter, the hybrid T junction and 
the slotted-waveguide array—are described. 

621.372.8 3325 
Determination of Higher-Order Propa-

gating Modes in Waveguide Systems—M. P. 
Forrer and K. Tomiyasu. (J. Appl. Phys., vol. 
29, pp. 1040-1045; July, 1958.) A theoretical 
analysis and an experimental method are given 
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for determining the power level and relative 
phase of all propagating modes in a rectangular 
waveguide. Practical details are quoted for a 
5 mw, S-band magnetron. 

621.372.8 3326 
Local Reflections in Waveguides of Variable 

Cross-Section—V. Pokrosvkil, F. Ulinich, and 
S. Savvinykh. (Dokl. Akad. Nauk S.S.S.R., 
vol. 120, pp. 504-506; May 21, 1958.) Mathe-
matical analysis of the reflection and scattering 
produced by discontinuities. 

621.372.823:621.317.7:538.566 3327 
Double-Probe Polarimetric Analyser for 

the 1000-Mc/s Band—Picherit. (See 3574.) 

621.372.823:621.372.83 3328 
Circular-Waveguide Taper of Improved De-

sign—H. G. Unger. (Bell Sys. Teat. J., vol. 37, 
pp. 899-912; July, 1958.) Conical tapers with 
gradual change of cone angle transform cylin-
drical waves into spherical waves in the transi-
tion region. Optimal and almost optimal tapers 
are found for which the power conversion from 
TEgt transmission to spurious modes is small 
for frequencies up to 75 kmc. 

621.372.826:537.226 3329 
Surface Waveguide—S. K. Chatterjee and 

R. Chatterjee. (J. Inst. Telecommun. Eng., 

india, vol. 4, pp. 90-95; March, 1958.) Charac-
teristic equations are given for surface-wave 
propagation along a solid conductor embedded 
in three coaxial dielectrics. See also 1017 of 
1958. 

621.372.85: 621.318.134 3330 
Use of Microwave Ferrite Toroids to 

Eliminate External Magnets and Reduce 
Switching Power—M. A. Treuhaft and L. M. 
Silber. (Paoc. IRE., vol. 46, p. 1538; August, 
1958.) Experiments show that toroids may re-
place slabs in some microwave devices, elimi-
nating the need for external magnetizing cur-
rents and permitting higher switching rates. 

621.372.852.22 3331 
X-Band Phase Shifter without Moving 

Parts—W. H. Hewitt, Jr., and W. H. von 
Aulock. (Electronics, vol. 31, pp. 56-58; July 4, 
1958.) The unit comprises two transversely 
magnetized ferrite slabs in the narrow walls of 
a rectangular waveguide. Continuous phase 
variation from 0 to 360 degrees is obtainable 
for up to 15 kw peak power. Maximum inser-
tion loss is 0.75 db, and voltage SWR 1.08. 

621.372.852.3:621.372.823 3332 
The Frequency Response of Waveguide 

Potential Dividers with Coaxial Launching and 
Pick-Up--A. Sander. (Nachriéhtentech. Z., vol. 
11, pp. 1-5; January, 1958.) The types of piston 
attenuator are discussed, with reference to 
theory presented earlier (2292 of 1956). Forty 
references. 

621.372.852.323621.318.134621.317.74 3333 
High-Power Testing of Ferrite Isolators— 

Wantuch. (See 3578.) 

621.396.67: 517.512.2(083.5) 3334 
A New Table of the Amplitude Functions of 

the Iterated Sine and Cosine Integrals and 
Some Comments on the Aperiodic Functions 
in Hallén's Antenna Theory—P. 0. Brundell. 
(Acta polyt., Stockholm, no. 217, 14 pp; 1957. 
Kungl. lek. Hogsk. Handl., Stockholm, no. 108; 
1957.) See also 1873 of 1955 ( Hallén). 

621.396.673.029.4 3335 
A Study of Earth Currents near a VLF 

Monopole Antenna with a Radial Wire Ground 
System—J. R. Wait. (Paoc. IRE, vol. 46, pp. 
1539-1541; August, 1958.) The results of ex-
perimental studies are briefly reported and 

confirm the author's earlier theoretical work. 
See also 334 of 1955 (Wait and Pope). 

621.396.677 3336 
Suppression of Undesired Radiation of 

Directional HF Antennas and Associated Feed 
Lines—H. Brueckmann. (Paoc. IRE, vol. 46, 
pp. 1510-1516; August, 1958.) Practical meas-
urements of rhombic antennas show large side-
lobes which may contribute to interference in 
the HF band. Antenna arrays using nonuniform 
amplitude distributions and a tapered-aperture 
horn are briefly described, in which the side-
lobes are substantially reduced. Coaxial feeders 
coupled to wide-band transformers are suggested 
in place of open-wire lines which are difficult to 
balance accurately. 

621.396.677.001.57 3337 
Use of Scale Model Techniques in the De-

sign of V.H.F. and U.H.F. Antennas—F. J. H. 
Charman, J. Thraves and E. F. Walker. (Elec-
tronic Eng., vol. 30, pp. 498-501; August, 1958.) 

621.396.677.3:523.164 3338 
Optimum Arrays for Direction Finding— 

N. F. Barber. (N.Z. J. Sci., vol. 1, pp. 35-51; 
March, 1958.) The design of an array of re-
ceivers suitable for exploring the distribution of 
wave power with wave direction is discussed. 
Examples of practical arrays, including the 
Mills Cross, for the determination of power 
distribution with the minimum mean square 
error are examined. 

621.396.677.3:523.164 3339 
Gain Measurements of Large Antennas 

used in Interferometer and Cross-Type Radio 
Telescopes—A. G. Little. (Aust. J. Phys., vol. 
2, pp. 70-78; March, 1958.) A method is de-
scribed using strong, discrete radio sources 
whose intensity need not be known. The 
method is applied to the 3.5-m Mills Cross 
radio telescope at Sydney [1126g of 1958 (Mills, 
el al.)]. 

621.396.677.73 3340 
A New Ultra-Wide-Band Microwave An-

tenna—T. Sakurai. (Rep. Elec. Commun. Lab., 
Japan, vol. 6, pp. 40-45; February, 1958.) The 
antenna described is matched over the fre-
quency band 4000-9400 mc with a voltage 
SWR better than 1.12. The gains are 32 and 40 
db at the ends of the band. 

621.396.677.8.029.6 3341 
Polarization-Transforming Plane Reflector 

for Microwaves—J. Aagesen. (Acta pol)'t., 
Stockholm, no. 239, 27 pp.; 1957.) The infinite 
reflector investigated consists of a perfectly 
conducting surface in front of which is a paral-
lel, anisotropically conducting surface. The in-
tervening space is filled with a perfect dielectric. 
By a suitable choice of the thickness of the di-
electric and the plane of polarization of the 
incident wave it is always possible to obtain a 
circularly polarized reflected wave. 

621.396.677.833 3342 
A 360° Scanning Microwave Reflection— 

J. A. C. Jackson and E. G. A. Goodall. (Mar-
coni Rev., vol. 21, no. 128, pp. 30-38; 1958.) The 
design and construction are described for a 
parabolic-torus reflector in the form of a 
radome with a wire grating inserted in its sur-
face. A beam width of 3.5 degrees for - 6 db 
with sidelobes at -25 db is possible for X-band 
frequencies using a 6-foot diameter reflector. 

AUTOMATIC COMPUTERS 

681.142 3343 
Electronic Computer Research—( Tech. 

News Bull., Natl. Bur. Stand., vol. 42, pp. 57-
79; April, 1958.) A note on the research pro-
gram of the National Bureau of Standards 

followed by ten short papers with titles as 
under. 

a) A High-Speed Multiplier for Electronic 
Digital Computers—(pp. 58-59). 

b) Processing Pictorial Information on 
Digital Computers—(pp. 60-63). 

c) Low-Power Plug-In Packages for Elec-
tronic Computer Circuitry—(pp. 63-65). 

d) SEAC Converted to Applications Re-
search Facility—(pp. 65-66). 

e) A Function Generator for Two Inde-
pendent Variables—(p. 67). 

f) Man-Machine Simulation System—(pp. 
68-70). 

g) Problem Solving on the High-Speed 
Computer—(pp. 71-75). 

h) Chemical Structure Searching with 
Automatic Computers—(pp. 75-76). 

i) Magnetic Amplifiers for Digital Com-
puters—(pp. 77-78). 

j) Diode Amplifier Shift Register—(pp. 78-
79). 

681.142 3344 
Electronic Computers 1957—K. Prause. 

(VDI Z., vol. 100, pp. 701-708; June I, 1958.) 
A survey with tabulated data on German equip-
ment. Ninety-four references. 

681.142 3345 
Accuracy Control in Electronic Business 

Data Processing Systems—J. C. Hammerton. 
(Electronic Eng.. vol. 30, pp. 483-486; August, 
1958.) 

681.142 3346 
Digital Codes in Data-Processing Systems 

—M. P. Atkinson. (Trans. Soc. Instr. Tech., 
vol. 10, pp. 87-90; June, 1958.) Discussion on 
1981 of 1958. 

681.142 3347 
Simple Digital Correlator—C. Collins. (Rev. 

Sci. Instr., vol. 29, pp. 487-490; June, 1958.) 
"A description is given of a simple electronic 
correlator which employs punched-tape input 
and visual digital readout. Cold-cathode 
counting tubes are used in the arithmetic unit. 
Several basic design considerations are briefly 
discussed, and an outline is given of the recent 
application of the correlator to a problem in 
meteor physics." 

681.142 3348 
An Improved Technique for Fast Multipli-

cation on Serial Digital Computers—M. Shim-
shoni. (Electronic Eng., vol. 30, pp. 504-505; 
August, 1958.) 

681.142 3349 
Half-Adders Drives Simultaneous Com-

puter—F. B. Maynard. (Electronics, vol. 31, 
pp. 80-82; July 18, 1958.) A combination of 
transistorized half and full adders, emitter fol-
lowers, output amplifiers and multiplier gates 
provides simultaneous binary addition of digi-
tal inputs. 

681.142 3350 
Relay-Scanning-Design Technique Gener-

ates High Accuracy and Speed in Analogue-to-
Digital Transducer Measurements—A. F. 
Kay. (Commun. and Electronics, no. 36, pp. 
248-250; May, 1958.) The converter is de-
signed to handle three decades of binary deci-
mal pulses; each decimal unit is equivalent to 
20 pv input. The converter scans an internal 
voltage until it becomes equal to the unampli-
• fied input voltage and supplies a serial pulse 
output. 

681.142 3351 
The Design of Function Generators using 

Short-Time Memory Devices and Nonlinear 
Elements—A. W. Revay and D. J. Ford. 
(Commun. and Electronics, no. 36, pp. 143-152; 
May, 1958.) The various types of function 
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generator discussed have easily controllable 
output waveforms which can be made to ap-
proximate to any desired shape with a high 
degree of accuracy. 

681.142 3352 
An Electronic Differential Analyser—A. K. 

Choudhury and B. R. Nag. (Indian J. Phys., 
vol. 32, pp. 91-108; February, 1958.) Equa-
tions are derived to show the effect of errors 
due to circuit elements, and some experimen-
tally obtained solutions are compared with 
calculated values. 

681.142 : 512.3 3353 
On the Application of an Electronic Dif-

ferential Analyser for Finding the Roots of a 
Polynomial—B. R. Nag. (Indian J. Phys., vol. 
32, pp. 212-217; May, 1958.) A transfer func-
tion is used with the polynomial as numerator 
and another suitable function as denominator. 
The roots are given by the zeros of the output 
of the system. 

681.142:517.9 3354 
Digital Field Computers—B. Meltzer and 

I. F. Brown. (Nature, London, vol. 181, pp. 
1384-1385; May 17, 1958.) To eliminate the 
speed limitation of conventional digital tech-
niques for field computations, a nonuniversal 
unitary system is proposed, based on the 
analogy between electron flow through a re-
sistance network and the flow of pulses through 
a network of computer units. An integral num-
ber N is represented by N pulses, and a basic 
unit generates a train of 4( N1+ N2) synchro-
nized pulses from two input pulse trains of Ni 
and N2 pulses. The interconnection of a lattice 
of basic units gives a finite-difference represen-
tation of the general field equation. 

681.142:518.4 3355 
An Automatic Graph Plotter—J. J. Morri-

son. (Trans. Soc. ¡asir. Tech., vol. 10, pp. 55-
66; June, 1958.) The adaptation of an analog 
plotting table for accepting input data in digi-
tal form is described. 

681.142:621.039 3356 
The Application of Digital Computers to 

Nuclear-Reactor Design—J. Howlett. (Proc. 
I EE, vol. 105, pp. 331-336; July, 1958. Dis-
cussion, pp. 365-369.) The main computational 
problems are reviewed, together with examples 
of the treatment of neutron transport problems. 
An assessment is made of the performance re-
quirements of future computers. 

681.142:621.372.5 3357 
Use of Laguerre Filters for Realisation of 

Time Functions and Delay—A. K. Choudhury 
and N. B. Chakrabarti. (Indian J. Phys., vol. 
32, pp. 205-211; May, 1958.) 

681.142:621.385.832 3358 
Analogue Multiplier and Function Genera-

tor with Cathode-Ray Tube—A. K. Choudhury 
and B. R. Nag. (Indian J. Phys., vol. 32, pp. 
141-148; March, 1958.) A capacitive pick-up 
device is mounted outside the CR tube in front 
of the screen; it is easily replaced so that the 
same tube can be used as multiplier or for 
generating different types of functions. 

681.142:621.396.11 3359 
An Electronic Computer for Statistical 

Analysis of Radio Propagation Data—M. GrOn-
lund and C. O. Lund. (Acta polyt., Stockholm, 
no. 222, 26 pp., 18 plates; 1957.) 

CIRCUITS AND CIRCUIT ELEMENTS 

621.3.049.75 3360 
Printed Circuits—A. Roos. (Metal Ind., 

Lond., vol. 92, pp. 467-470; June 6, 1958.) Re-
view of materials and manufacturing processes. 

621.318.4.045 3361 
Coils for Magnetic Fields—G. M. Clarke. 

(Electronic Radio Eng., vol. 35, pp. 298-306; 
August, 1958 and pp. 340-344; September, 
1958.) A comparison between wire-wound, foil-
wound and coaxial-cable-wound solenoids, con-
sidering the limitations of temperature-rise and 
weight. Equations relating field, power and in-
ternal temperature difference are obtained from 
which the performance of any coil can be cal-
culated. The relative advantages of Al or Cu 
windings are considered. 

621.319.4 3362 
A Note on the Self-Resonance of Ceramic 

Capacitors—J. Bork. (Proc. IRE, Aust., vol. 
18, pp. 159-162; May, 1957.) Details of changes 
in self-resonant frequency with a capacitor 
type, length of connecting leads and method of 
mounting are given. Practical applications of 
the self-resonance of these components in VHF 
circuits are suggested. 

621.372: 512.831 3363 
Certain Applications of Matrices to Circuit 

Theory—L. A. Pipes. (Commun. and Electron-
ics, no. 36, pp. 251-256; May, 1958.) Matrices 
can be constructed for circuits so that their 
eigenvalues and vectors relate to the circuit 
parameters. Propagation constants, character-
istic impedances and symmetrical components 
in polyphase systems are considered from this 
point of view. 

621.372.2: 621.318.5 3364 
Synthesis of Series-Parallel Network 

Switching Functions—W. Semon. (Bell Sys. 
Tech. J., vol. 37, pp. 877-898; July, 1958.) 
"From the switching functions of n variables, 
those which correspond to networks are ab-
stracted and called network functions. Proper-
ties of those network functions corresponding 
to series-parallel networks are studied and a 
method for synthesis is developed." 

621.372.414 3365 
High-Power Radio-Frequency Broad-Band 

Transformers—E, R. Broad (P.O. Elec. Eng. 
J., vol. 51, pp. 8-13; April, 1958.) "The design 
of wide-band transformers composed of simple 
transmission line elements and capable of 
handling radio-frequency power of the order 
of 20 kw is discussed. Examples are given of 
devices matching 75-ohm coaxial cable to 
balanced-pair transmission lines with a stand-
ing-wave ratio of less than 1.3 over the band 
4-28 mc." 

621.372.51 3366 
Complex Matching—D. Steffen. (Elektro-

nische Rundschau, vol. 12, pp. 3-9; January, 
1958.) The conditions are investigated for ob-
taining maximum real power at the input of a 
complex load matched to a generator with com-
plex internal impedance. 

621.372.54:621.396.96 3367 
Analysis and Synthesis of Delay-Line 

Periodic Filters—H. Urkowitz. (IRE TRANS. 
ON CIRCUIT THEORY, vol. CT-4, pp. 41-53; 
June, 1957. Abstract, PROC. IRE, vol. 45, p. 
1432; October, 1957.) 

621.372.543.2 3368 
Pulse Distortion by Band Filters—K. Em-

den. (Arch. elekt. Übertragung, vol. 11, pp. 509-
512; December, 1957.) The roots of the 
homogeneous differential equations for image-
parameter (Zobel) band-pass filters with one to 
four stages are tabulated. The integration con-
stants are determined for the case of a square-
wave-modulated carrier equal to the mid-band 
frequency of the filter. 

621.372.543.2 3369 
Design of Unsymmetrical Band-Pass Filters 

—R. F. Baum. (IRE TRANS. ON CIRCUIT 

THEORY, vol. CT-4, pp. 33-40; June, 1957. 
Abstract, PROC. IRE, vol. 45, pp. 1431-1432; 
October, 1957.) 

621.372.553 3370 
Simplifying Phase Equalizer Design—W. J. 

Judge. (Electronic Ind., vol. 17, pp. 76-77; 
April, 1958.) A graphical method using bridged-
T and all-pass lattice networks. 

621.372.57:621.314.7 3371 
Power Amplification X Bandwidth Figure 

of Merit for Transducers including Transistors 
—L. J. Giacoletto. (J. Electronics Control, vol. 
4, pp. 515-522; June, 1958.) A figure of merit 
based on spot-frequency maximum power 
amplification X bandwidth is derived for a 
transducer which is unilateralized and con-
jugately matched, the result being simplified 
by assuming a bell-shaped frequency response. 
Specfic formulas are given for tube and transis-
tor circuits. See e.g., 2238 of 1953. 

621.372.6 3372 
On the Synthesis of Three-Terminal Net-

works Composed of Two Kinds of Elements 
—K. M. Adams. (Philips Res. Rep., vol. 13, pp. 
201-264; June, 1958.) "A set of necessary and 
sufficient conditions and a method of realiza-
tion of all sets of series-parallel LC three-termi-
nal network functions from the zeroth to the 
sixth degree are given." 

621.372.632:621.396.621 3373 
A Low-Noise Crystal-Controlled Converter 

for 144 Mc/s—G. R. Jessop. (R.S.G.B. Bull., 
vol. 33, pp. 510-512; May, 1958.) Construction 
details of a converter providing satisfactory 
reception of signals of about 3 db above noise 
level. 

621.373.1.018.756 3374 
Millimicrosecond Pulse Generator—O. H. 

Davie. (Electronic Radio Eng., vol. 35, pp. 332-

335; September, 1958.) The generator uses a 
length of high-frequency cable which is charged 
from a known dc potential. The cable is then 
discharged into the load by a magnetically 
operated mercury switch at pulse repetition 
frequencies up to 120 cps for pulses of 1-mµsec 
rise time. 

621.373.1.029.4 3375 
Calculations for a Capacitor with Rotating 

Armatures Piloting a Very-Low-Frequency 
Generator—P. Dupin, R. Lacoste, and H. 
Martinot. (Compt. Rend. Acad. Sc., Paris, vol. 
246, pp. 1172-1175; February 24, 1958.) See 
1699 of 1957 (Dupin). 

621.373.421.13 3376 
Fluctuations in Quartz Crystal Oscillators— 

M. E. Zhabotinskil and P. E. Zil'berman. (Do/cl. 
Akad. Nauk S.S.S.R., vol. 119, pp. 918-921; 
April 11, 1958.) Results of an analysis using 
symbolic differential equations show that the 
noise and thermal fluctuations are not deter-
mining factors for stability. See also 1996 of 
1956 (Rytov). 

621.373.421.13 3377 
Thermally Compensated Crystal Oscillator 

—(Wireless World, vol. 64, p. 441; September, 
1958.) Frequency stabilization without the use 
of a temperature-controlled oven is obtained 
by varying the effective shunt load of the crys-
tal, a thermistor head being the temperature-
sensitive element. 

621.373.52.072.6 3378 
Transistor Circuit Varies Reactance—F. F. 

Radcliffe. (Electronics, vol. 31, pp. 76-80; July 
4, 1958.) Frequency control of a 2.5-kc oscil-
lator to within 0.1 cps is achieved by means of a 
variable-reactance circuit which produces an 
effective capacitance change of up to 3500 pf 
for a change in emitter current from zero to 
700 Na. 
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621.374.3:681.142 3379 
A Neon Pulser for the Computer Laboratory 

—R. L. Ives. (Electronic Ind., vol. 17, pp. 98-
100; April, 1958.) An output of 70 volt peak, 
positive or negative, at pulse repetition fre-
quencies from less than 1 cps to 2.5 kc is ob-
tained. 

621.374.32 3380 
High-Speed Pulse Amplitude Discriminator 

—F. J. M. Farley. (Rev. Sci. Instr.. vol. 29, 
pp. 595-596; July, 1958.) A circuit is described 
for use in fast counting systems. It handles 
pulses of amplitude 1-21 volts generating a 
positive output pulse of constant amplitude 
whose length is determined by the length of the 
input pulse. Dead time is about 20 musec and 
peaks 40 rintsec apart are separated. 

621.375.012:621.396.822 3381 
Optimum Noise Performance of Linear 

Amplifiers—H. A. Haus and R. B. Adler. 
(Puoc. IRE, vol. 46, pp. 1517-1533; August, 
1958.) A single quantitative measure of ampli-
fier "spot noise" performance (M.)"t is estab-
lished which removes difficulties associated with 
the effect of feedback on the noise figure as it 
is a function only of the amplifier noise and 
circuit parameters. It determines the lowest 
noise figure obtainable at high gain with a 
given amplifier used alone, or passively con-
nected to other amplifiers of the same (M)0t, 
and it provides an index of the absolute quality 
of noise performance. 

621.375.024 3382 
Performance Calculations for DC Chopper 

Amplifiers—I. C. Hutcheon. (Electronic Eng., 
vol. 30, pp. 476-480; August, 1958.) Switched 
chopping and demodulating circuits are 
analyzed, and methods of calculating the essen-
tial parameters are described. 

621.375.024: [621.317.725:621.385 3383 
D.C. Amplifier Expands Input Voltage 

Range—V. D. Schurr. (Electronics, vol. 31, 
pp. 87-89; June 6, 1958.) A direct-coupled dc 
amplifier with infinite input-voltage range and 
infinite input impedance is described, and de-
tails are given of its application in a differential 
tube-voltmeter without input voltage dividers 
for measurements at mean levels between -150 
and +300 volts. 

621.375+621.385].029.65 3384 
The Generation and Amplification of Milli-

metre Waves—W. Kleen and K. Póschl. 
(Nachrtech. Z., vol. 11, pp. 8-19; January, 
1958 and pp. 77-84; February, 1958.) A de-
tailed survey of techniques and devices includ-
ing the maser and the harmodotron. Eighty-
eight references. 

621.375.126:621.396.96 3385 
The Design of Primary and Secondary 

Radar I.F. Amplifiers—N. N. Patla. (J. Inst. 
Telecommun. Eng., India, vol. 4, pp. 102-111; 
March, 1958.) The features of synchronous and 
stagger-tuned circuit arrangements are dis-
cussed and design procedures outlined. Practi-
cal considerations such as feedback coil design 
and heat dissipation, and the design of ampli-
fiers having logarithmic characteristics are also 
covered. 

621.375.2: 621.317.755 3386 
Direct or A.C. Coupling for Deflexion Am-

plifiers—H. L. Mansford. (Electronic Eng., vol. 
30, pp. 473-475; August, 1958.) A quasi-dc 
coupling system using a vertical-deflection 
amplifier input switch providing dc reference 
pulses for level clamping is described. It is 
suitable for the range dc-100 mc, and the 
range of dc shift can be extended indefinitely as 
far as insulation permits. 

621.375.2.132.3 3387 
A Direct-Coupled Phase-Splitter—C. Bil-

lington. (Electronic Eng., vol. 30, pp. 480-482; 
August, 1958.) A precision cathode-follower and 
inverter are described having an output resist-
ance of about 39 and a frequency response from 
dc to beyond 100 kc. 

621.375.226:621.396.96 3388 
Ringing Amplifier—S. Rozenstein and E. 

Gross. (Electronic Radio Eng., vol. 35, pp. 327-
332; September, 1958.) A circuit for amplifying 
0.2 µsec pulses by 110 db in a radar transponder 
is described. Damped oscillations, produced by 
the transient response of a tuned circuit, are 
amplified, and the second half-cycle selected to 
trigger the transponder. The unit is of small 
size and has a low power consumption and a 
fixed internal delay of 0.4 µsec. 

621.375.23 3389 
Bootstrap Circuit Technique—A. W. Keen. 

(Electronic Radio Eng., vol. 35, pp. 345-354; 
September, 1958.) "The normal amplifier, the 
bootstrapped amplifier, the cathode-follower 
and the anode-follower are shown to comprise a 
set of four circuits related to one another by 
simple circuit transformations. Three methods 
of excitation are distinguished. Each circuit 
may be put into feedback form, and the four 
basic feedback configurations applicable to 
bootstrap amplifiers are given. A number of 
practical examples are described." 

621.375.3 3390 
Magnetic Amplifiers—D. Katz. (Bell Lab. 

Rec., vol. 36, pp. 294-297; August, 1958.) The 
use of magnetic amplifiers as static switching 
devices is discussed. Switching action is ob-
tained by biasing to saturated or unsaturated 
states. A binary to quaternary decoder using 
this principle is described. 

621.375.3 3391 
Magnetic-Amplifier Design—R. E. Ander-

son. (Commun. and Electronics, no. 36, pp. 160-
175; May, 1958.) Commencing with the basic 
information of power supply frequency, de-
sired gain and time constant, charts are de-
veloped to determine the core design, with 
reference to load voltage and current. With 
a specified core, additional charts are presented 
to determine the design of the winding layout. 

621.375.3:537.312.62 3392 
Superconducting Rectifier and Amplifier— 

J. L. Olsen. (Rev. Sci. Inslr., vol. 29, pp. 537-
538; June, 1958.) To avoid heat losses due 
to heavy-current leads in apparatus at liquid-
helium temperatures, a high-voltage ac supply 
is applied to a transformer which is coupled to 
the load through a coil of superconducting ma-
terial. By applying a magnetic field parallel to 
the axis of the coil a dc component is produced 
in the load. A current amplification factor of 10 
is obtained at 4.2°K using coils of 0.6-mm wire 
drawn from lead-tin solder. See also 2675 of 
1958 (De Vroomen and Van Baarle). 

621.375.4 3393 
Collector Bias, the Transistor Equivalent of 

Cathode Bias, and some Applications—R. F. 
Treharne. (Proc. IRE, Aust., vol. 18, pp. 149-
159; May, 1957.) ° A self-bias circuit for stabi-
lizing the operating point of a transistor ampli-
fier without unduly decreasing the gain at very 
low frequencies is discussed. Expressions for the 
frequency response, stability and input imped-
ance are derived and the application of the 
circuit to amplifiers, oscillators and active fil-
ters is considered." 

621.375.4 3394 
Diode cuts Transistor Cut-off-Current 

Drift—H. H. Hoge. (Electronics, vol. 31, p. 83; 
July 18, 1958.) Amplified thermal variations of 
cut-off current in grounded-emitter amplifiers 

can be compensated by connecting a diode, 
experiencing the same thermal changes and 
having similar collector/base junction satura-
tion current characteristics, across the transis-
tor base/emitter junction. 

621.375.4.024 3395 
A Stabilized D.C. Differential Transistor 

Amplifier—L. D.-pian and R. E. Smith. 
(Commun. and Electronics, no. 36, pp. 157-159; 
May, 1958.) Design details and performance 
characteristics of a circuit which is insensitive 
to temperature changes. The method employed 
eliminates feedback and compensating circuits 
with their attendant complications and dis-
advantages. 

621.375.43 3396 
Designing Multiple Feedback Loops—F. H. 

Blecher. (Electronic Ind., vol. 17, pp. 78-82; 
April, 1958 and pp. 64-68; May, 1958.) Design 
considerations applicable to transistors in the 
common-cathode, common-base or common-
emitter connections are discussed. Theorems 
for determining the gain of any multiple-loop 
circuit and a stability criterion are given 

621.375.9:538.569.4.029.6 3397 
The Saturation Effect in a System with 

Three Energy Levels—Fain. (See 3420.) 

621.375.9:538.569.4.029.64 3398 
A Three-Level Solid-State Maser—H. E. D. 

Scovil. (Bell Lab. Rec., vol. 36, pp. 243-246; 
July, 1958.) Nonmathematical description of 
three-level maser operation, including a me-
chanical analogy. Some constructional details 
and operating characteristics of a particular 
model amplifying at 6 kmc are given. 

621.375.9.029.64:621.3.011.23:621.314.63 
3399 

Low-Noise Amplifier—(Bell Lab. Rec., vol. 
36, pp. 250-251; July, 1958.) Description of a 
6-kmc parametric amplifier using a variable 
capacitance in the form of a diffused-base Si 
diode with an active area 0.002 inch in diame-
ter. Advantages and applications of such am-
plifiers are discussed. 

621.376.22:621.314.63 3400 
Ring Modulator Reads Low-Level D.C.— 

E. J. Keonjian and J. D. Schmidt. (Electronic 
Ind., vol. 17, pp. 86-89; April, 1958.) DC sig-
nals in the range 10-0-10-3A are fed via a 
logarithmic Si-diode attenuator to a ring modu-
lator and converted to ac, which is amplified 
and serves as a measure of the dc input. See also 
1663 of 1956 (Moody). 

GENERAL PHYSICS 

535.33-1 3401 
The Forty-Eighth Kelvin Lecture: "Infra-

red Radiation"—G. B. B. M. Sutherland. 
(Proc. IEE, vol. 105, pp. 306-316; July, 1958.) 
Historical survey with details of applications 
in the field of infrared spectroscopy. Thirty-
three references. 

537.122:53.08 3402 
Importance of the Faraday to Elemental 

Constants and Electricity Standards—A. G. 
McNish and R. D. Huntoon. (Nature, London, 
vol. 181, p. 1194; April 26, 1958.) The ratio 
elm can be determined with high accuracy and 
without uncertainties due to electrical stand-
ards and the acceleration of gravity, using the 
value of the gyromagnetic ratio of the proton 
determined from precision measurements (see 
Nuovo Cim., vol. 6, pp. 146-184; 1957) the 
cyclotron frequency of the proton, and the 
faraday determined electrochemically. 

537.226:621.396.677.8 3403 
Anisotropic Effects in Geometrically Iso-

tropic Lattices—Z. A. Kaprielian. (J. Appt. 
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Phys., vol. 29, pp. 1052-1063; July, 1958.) An 
analysis of the anisotropy produced by an 
arbitrary ratio of element spacing to wave-
length in an artificial lattice dielectric. The 
"granularity" which is important at high fre-
quencies is considered in detail. See also 1671 
of 1956. 

537.226.31 3404 
The Electric Properties of a Dielectric with 

a Variable Number of Relaxation Centres— 
N. P. Bogoroditskil, Yu. M. Volokobinskil, and 
I. D. Fridberg. (Dokl. Akad. Nauk S.S.S.R., 
vol. 120, pp. 487-490; May 21, 1958.) Expres-
sions are derived for permittivity and of di-
electric loss tangent. It is shown that the num-
ber of ions and dipoles which give rise to relaxa-
tion polarization increases with temperature, 
leading to an increase of permittivity. 

537.311.31 3405 
Plasma Approach to Metallic Conduction 

—L. Gold. (Nature, London, vol. 181, pp. 1316-
1317; May 10, 1958.) Normal and supercon-
ductive response in metals may be construed 
as limiting modes of metallic conduction using 
a theory of plasma interaction. 

537.311.33: 539.2: 061.3 3406 
Report on the 5th Course of the Inter-

national School of Physics of the Italian Physi-
cal Society, Varenna, 14th July-3rd August 
1957—( Nuovo Cim., vol. 7, pp. 165-736; 1958.) 
Report of the proceedings of the course on 
solid-state physics held at the Villa Monastero, 
Varenna. The text is given of lectures and dis-
cussions, including the following: 

a) Optical Properties of Solids—D. L. 
Dexter. (pp. 245-286. In English.) Fifty-three 
references. 

b) The Transition from the Metallic to the 
Nonmetallic State—N. F. Mott. (pp. 312-328. 
In English.) 

c) Electrons and Plasmons—D. Pines. (pp. 
329-352. In English.) 

d) Transport Properties of Solids—J. M. 
Ziman. (pp. 353-376. In English.) 

e) Point Imperfections in Solids—F. Seitz. 
(pp. 414-443. In English.) 

f) Dislocations in Germanium and Silicon 
—H. G. van Bueren, J. Hornstra, and P. Pen-
ning. (pp. 646-660. In English.) 

g) Properties of Semiconductors—H. Y. 
Fan. (pp. 661-695. In English.) 

h) Semiconducting Compounds—G. A. 
Busch. (pp. 696-712. In English.) 

i) Shallow Impurity States in Semiconduc-
tors—W. Kohn. (pp. 713-723. In English.) 

j) Recombination Processes in Semicon-
ductors—P. Aigrain. (pp. 724-729. In English.) 

k) Semiconductors with Charge Carriers of 
Low Apparent Mass-0. Madelung. (pp. 730-
736. In German.) 

537.311.62 3407 
The Theory of the Anomalous Skin Effect 

in Metals—V. P. Silin. (Zh. eksp. leo?. Fis., vol. 
33, pp. 1282-1286; November, 1957.) Informa-
tion concerning the Fermi surface obtained 
from measurements of surface impedance in the 
region of the anomalous skin effect does not 
depend on whether the conduction electrons 
are considered as a gas or as a degenerate fluid. 

537.311.62 3408 
Skin Effect with Shock Waves—L. Castag-

netto. (Compt. Rend. Acad. Sci., Paris, vol. 246, 
pp. 916-918; February 10, 1958.) Approximate 
formulas are given for the skin effect in a 
cylindrical conductor traversed by a shock 
wave. 

537.523 3409 
The Impulse Breakdown Characteristic of 

a Point/Plane Gap in Air—J. J. Kritzinger and 
G. R. Bozzoli. (Nature, London, vol. 181, p. 
1259; May 3, 1958.) The influence of the dura-

tion of the impulse wave on the breakdown 
characteristics for both polarities was investi-
gated for air at a pressure of 62.5 cm Hg and 
temperature 25°C. 

537.533:621.385.029.6 3410 
The Complex Formulation of the Equations 

for Two-Dimensional Space-Charge Flow— 
P. T. Kirstein. (J. Electronics Control, vol. 4, 
pp. 425-433; May, 1958.) The equations satis-
fied by an electron for congruent space-charge 
flow are solved using a complex-variable formu-
lation, for a constant magnetic field normal to 
the flow. Solutions are also obtained in the 
presence of space charge but with absence of 
magnetic fields, and for flow along the level 
lines of a harmonic function. 

537.56:538.56 3411 
Containment of a Fully Ionized Plasma by 

Radio-Frequency Fields—H. A. H. Boot, S. A. 
Self, and R. B. R. Shersby-Harvie. (J. Elec-
tronics Control, vol. 4, pp. 434-453; May, 1958.) 
A fully ionized plasma is treated as a compres-
sible loss-free dielectric in a RF field. It is 
shown that there are steady forces which may 
be used to confine a body of dense plasma in 
a conducting cavity resonant in a suitable 
mode. A particular solution, the& cutoff mode, 
for which extensive numerical calculations have 
been made is discussed in some detail and inter-
preted in terms of possible physical experi-
ments. 

537.56 : 538.6 : 538.56.029.53 3412 
Investigations on the Occurrence of High-

Frequency Oscillations in an Ion Source with 
Magnetic Guiding Field—H. Kühn. (Z. Phys., 
vol. 149, pp. 267-275; October 19, 1957.) Oscil-
lations at about I mc were observed in H2 
and A, and their amplitude and frequency was 
measured under various conditions. The effect 
is interpreted as an acoustic type of plasma 
oscillation. 

537.56:538.63 3413 
Oscillations in a Plasma with Oriented 

(D.C.) Magnetic Field—L. Gold. (J. Electron-
ics Control, vol. 4, pp. 409-416; May, 1958.) 
The angular dependence of the double reso-
nances representing coupling of a low-energy 
plasma and cyclotron oscillations is studied for 
all orientations of the dc electric and magnetic 
fields, using a nonlinear phenomenological ap-
proach. Conditions favorable for manifesta-
tion of these modes are indicated. 

538.221 3414 
Statistics of the Ising Ferromagnet—A. 

Levitas and M. Lax. (Phys. Rev., vol. 110, pp. 
1016-1027; June I, 1958.) The Ising model is 
treated by synthesizing a cluster treatment 
with the spherical model which is used to de-
termine approximately the molecular field act-
ing on the cluster, and the effective interactions 
between dipoles of the cluster. The method is 
applied to the square net and to the cubic 
lattice and the critical temperatures are ob-
tained. 

538.221:537.228.4 3415 
The Use of the Kerr Effect for Studying the 

Magnetization of a Reflecting Surface—E. W. 
Lee, D. R. Callaby, and A. C. Lynch. (Proc. 
Phys. Soc., vol. 72, pp. 233-243; August 1, 
1958.) If a domain wall moving in an alter-
nating field crosses a small area illuminated 
with plane-polarized light, the change in inten-
sity of the reflected light passing through a 
nearly crossed analyzer can be detected by use 
of a photomultiplier cell and by amplification 
of the alternating component of its output sig-
nal. Experimental results agree well with 
theoretical predictions. See also 2441 of 1954 
(Fowler and Fryer). 

538.222:534.1-8 3416 
Paramagnetic Centres as Detectors of Ultra-

sonic Radiation at Microwave Frequencies— 
C. Kittel. (Phys. Rev. Leu., vol. 1, pp. 5-6; 
July 1, 1958.) It may be possible to detect 
microwave phonons generated by an electro-
mechanical or magnetomechanical transducer 
by observing their effect on the saturation of 
an electron-spin resonance line. The quantita-
tive aspects of this are estimated. 

538.3:535.13 3417 
The Equations of Electromagnetic Induc-

tion—Pham Mau Quan. (Compt. Rend. Acad. 
Sci., Paris, vol. 246, pp. 707-710; February 3, 
1958.) The association of Maxwell's electromag-
netic equations with Einstein's space-time 
equations is considered. 

538.569.4: 535.34: 621.372.413 3418 
Stark-Effect, Resonant-Cavity Microwave 

Spectrograph—P. H. Verdier. (Rev. Sci. 
Instr., vol. 29, pp. 646-647; July, 1958.) The 

construction and use of a cavity for a K-band 
Stark modulated spectrograph are described. 
The cavity is a circular cylinder of variable 
length operating in the TEmp modes. See also 
1632 of 1955 (Collier). 

538.569.4.029.6:535.33 3419 
Improvement in Millimetre-Wave Detec-

tion—W. E. Tolberg, W. D. Henderson, and 
A. W. Jache. (Rev. Sci. Instr., vol. 29, pp. 660-
661; July, 1958.) A modification of the de-
tector used in mm-X spectroscopy [2079 of 1954 
(King and Gordy)] is described which facili-
tates the adjustment of the cat's whisker. 

538.569.4.029.6:621.375.9 3420 
The Saturation Effect in a System with 

Three Energy Levels—V. M. Fain. (Zh. eksp. 
teor. Fis., vol. 33, pp. 1290-1294; November, 
1957.) Mathematical analysis of the effect of a 
high-frequency alternating field with given 
harmonics on a system with three energy levels. 
Expressions are derived for dielectric constant 
or permeability applicable to maser operation. 

539.2:538.56 3421 
Spin-Lattice Relaxation Resonances in 

Solids—H. S. Gutowsky and D. E. Woessner 
(Phys. Rev. Lett., vol. 1, pp. 6-8; July 1, 1958.) 
Preliminary experiments suggest the impor-
tance of a spin-lattice relaxation mechanism in 
certain cases. Possible applications to spin-echo 
storage devices and to masers are outlined. 

539.2:548.0 3422 
Some Features of the Motion of Rapid Cur-

rent Carriers in Polar Crystals—Yu. I. Gorkun 
and K. B. Tolpygo. (Dokl. Akad. Nauk 
S.S.S.R., vol. 120, pp. 491-495; May 21, 1958.) 
Investigation of the behavior of polarons (ma-
jority current carriers in ionic crystals) with in-
crease of energy. 

GEOPHYSICAL AND EXTRATER-
RESTRIAL PHENOMENA 

523.164:621.396.677.3 3423 
Gain Measurements of Large Antennas 

used in Interferometer and Cross-Type Radio 
Telescopes—Little. (See 3339 .) 

523.164:621.396.677.833 3424 
Radio Telescope Sees 2 Billion Light Years 

—C. N. Kington. (Electronics, vol. 31, pp. 70-
75; June 6, 1958.) Details are given of the drive 
control system associated with the Jodrell Bank 
radio telescope. See also 108 of 1958. 

523.164:621.396.677.833 3425 
The Computer and Control for the Tele-

scope at Jodrell Bank. (Electronic Eng., vol. 30, 
pp. 466-472; August, 1958.) The analog com-
puter and the drive and correction systems 
which it controls are described. 
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523.164.3:523.4 3426 
Further Observations of Radio Emission 

from the Planet Jupiter—F. F. Gardner and 
C. A. Shain. (Aust. J. Phys., vol. 2, pp. 55-69; 
March, 1958.) Characteristics of radiation at 
19.6 mc are described in detail. The radiation 
appears to be random noise varying rapidly in 
intensity and its short-term characteristics can 
be affected markedly by the terrestrial iono-
sphere. Three main sources of noise are apparent 
but none can be identified with visual features. 
The great variability and spectral concentra-
tion of the radiation suggests an origin in some 
form of plasma oscillation in an ionized region 
having a critical frequency of about 20 mc. 
See also 406 of 1956 (Shain). 

523.164.32:523.74 3427 
The Variation of Decimetre-Wave Radi-

ation with Solar Activity—C. W. Allen. (Mon. 
Not. R. Asir. Soc., vol. 117, pp. 174-188; July, 
1957.) "A statistical method is used to segre-
gate the quiet component from the slowly vary-
ing component of solar decimetre-wave radi-
ation in the period 1947-54. For this purpose 
the radiations at frequencies 2800, 1200, and 
600 mc have been correlated with sunspot 
numbers, sunspot areas, and faculae. The mean 
lives of the various radiations and activities 
have been estimated and compared. There is an 
increase of life with decreasing radio frequency. 
The life of 2800 mc radiation is about the same 
as sunspots but measurements of the latter 
show some anomalies. The slowly varying 
radiation flux is proportional to frequency in 
the range studied. The quiet sun flux has a small 
but significant variation with solar activity, 
the relative change being greater for smaller 
frequencies. The possibility that this variation 
may be associated with uncorrelated local 
sources, such as prominences. is not entirely ex-
cluded." 

523.165:523.745 3428 
Changes in Amplitude of the 27-Day Vari-

ation in Cosmic Ray Intensity during the Solar 
Cycle of Activity—D. Venkatesan. (Tellus, vol. 
10, pp. 117-125; February, 1958.) The ampli-
tude variation is in general agreement with the 
changes in solar activity, assessed by the sun-
spot number, only for the years 1937-1946 and 
1952-1955. The poor correlation for the years 
1946-1952 may be explained by the changes in 
the electromagnetic conditions in inter-
planetary space during the solar cycle. 

523.165:523.75 3429 
On the Increase in Cosmic Ray Intensity 

and the Electromagnetic State in Interplane-
tary Space during the Solar Flare of Feb. 23, 
1956—D. Eckhartt. (Tellus, vol. 10, pp. 17,6-
136; February, 1958.) A detailed analysis of tn. 
onset times of the increase in intensity is used 
in the study of the electromagnetic state. The 
existence of deflecting magnetic fields between 
the sun and the earth is demonstrated. A prob-
able mechanism is discussed whereby flare low-
energy cosmic-ray particles could be trapped 
and guided by a solar beam, which could also 
have caused the large magnetic storm observed 
two days after the flare. 

523.165: 550.385 3430 
Geomagnetic Latitude Effect of the Cosmic-

Ray Nucleon and Meson Components at Sea 
Level from Japan to the Antarctic—M. Kodama 
and Y. Miyazaki. (Rep. Ionosphere Res. Japan, 
vol. 11, pp. 99-115; September, 1957.) Prelimi-
nary report on results of measurements made 
on board the ice-breaker "SEiya" from Novem-
ber, 1956 to April, 1957. The effects of a cosmic-
ray storm in the Antarctic are described. 

523.5:621.396.11.029.62 3431 
A Theoretical Rate-Amplitude Relation in 

Meteoric Forward Scattering—Hines. (See 
3608. 

523.5:621.396.11.029.62 523.5:621.396.11.029.62 3432 
Observations of Angle of Arrival of Meteor 

Echoes in V.H.F. Forward Scatter Propaga-
tions—Endresen, Hagfors, Landmark, and 
Ródsrud. (See 3609.) 

523.5:621.396.11.029.62 3433 
The Fading of Long-Duration Meteor 

Bursts in Forward Scatter Propagation— 
Landmark. (See 3610.) 

523.53 3434 
The 1956 Phoenicid Meteor Shower—A. A. 

Weiss. (Aust. J. Phys., vol. 2, pp. 113-117; 
March, 1958.) From radio observations at 
Adelaide six hours before peak activity, the 
radiant coordinates are estimated to be 15 +2, 
-55 + 3. The radio rate of 30/hour measured 
on high-sensitivity equipment is much lower 
than that expected from visual rates of 20 to 
100/hour reported 1 to 9 hours later. See also 
771 of 1958. 

523.75:550.386:621.396.11 3435 
Sunspot and Magnetic Activity—A. M. 

Humby. (Wireless World, vol. 64, pp. 435-438; 
September, 1958.) Unusual features of sunspot 
and magnetic activity in the years 1950-1957 
and their effects on the performance and fre-
quency usage of some HF radio-teletype cir-
cuits are examined. 

523.78 3436 
The Swedish Radio-Scientific Solar Eclipse 

Expedition to Italy, 1952—S. I. Svensson, G. 
Hellgren, and O. Perers. (Acta polyt., Stock-
holm, no. 212, 30 pp.; 1957. Chalmers tek., 
Hbgsk. Handl., no. 181, 1956.) Preliminary 
report on observations of the solar eclipse of 
February 25, 1952. See, e.g., 3378 of 1956 
(Minnis). 

523.78: 551.510.535 3437 
Nonuniformity in the Brightness of the 

Sun's Disk during the Eclipse of 30 June 1954 
—C. M. Minnis. (J. Atmos. Terr. Phys., vol. 12, 
pp. 266-271; July, 1958.) The brightness dis-
tributions derived from British and Norwegian 
ionospheric measurements are presented so as 
to show their underlying similarity. Quanti-
tative data for the most probable distribution 
are given and a comparison is made with radio 
noise measurements at 10.7 cm y during the 
eclipse. See also 442 of 1957. 

550.372(481) 3438 
A Survey of Ground Conductivity and 

Dielectric Constant in Norway within the Fre-
quency Range 0.2-10 Mc/s—K. E. Eliassen. 
(Geofys. Publ., vol. 19, no. 11, pp. 1-30; 1957.) 
Measurements were made using the wave tilt 
method, and a ground conductivity map of 
Southern Norway has been prepared. 

550.385+551.594.5 3439 
On the Theory of Magnetic Storms and 

Aurorae—H. Alfvén. (Tellus., vol. 10, pp. 104-
116; February, 1958.) It is shown that the non-
magnetic beam of ionized gas assumed in the 
Chapman-Ferraro theory is inconsistent with 
cosmic-ray observations, and that the main 
phase of the storm cannot be explained in terms 
of a nonmagnetic beam. The arguments of 
Chapman (1356 of 1953) and Cowling (13 of 
1943) against the electric field theory are dis-
cussed and shown to be invalid. 

550.385 3440 
Statistical Investigation of Magnetic Cro-

chets at Tamanrasset—F. Duclaux and B. 
Leprêtre. (Coin pi. Rend. Acad. Sci., Paris, vol. 
246, pp. 1243-1245; February 24, 1958.) 

550.385 3441 
Sub-audible Geomagnetic Fluctuations— 

H. J. Duffus, P. W. Nasmyth, J. A. Shand, and 
C. Wright. ( Nature, London, vol. 181, pp. 1258-

1259; May 3, 1958.) The observations of Duffus 
and Shand (3076 of 1958) have been extended 
to cover the frequency range 0.1-30 cps. Rec-
ords obtained at a portable subsidiary station 
about 200 miles from the main station near 
Victoria, B.C., in the same magnetic latitude, 
showed no phase shift of the normal day-time 
oscillations. 

550.385 3442 
Large-Amplitude Hydromagnetic Waves 

above the Ionosphere—A. J. Dessler. (Phys. 
Rev. Lett., vol. 1, pp. 68-69; July 15, 1958.) The 
hydromagnetic-wave velocity is calculated as a 
function of altitude. There are two regions 
where the wave velocity changes very rapidly 
with altitude and it is concluded that hydro-
magnetic waves above the ionosphere have an 
amplitude greater than the geomagnetic fluc-
tuations they produce at the surface of the 
earth. See also 3077 of 1958. 

550.385.1:523.75 3443 
Method of Magnetic-Storm Forecasting 

from the Activities of Flares accompanied by 
Solar Radio Noise Outbursts—K. Sinno. (Rep. 
Ionosphere Res. Japan, vol. 11, pp. 195-204; 
December, 1957.) A statistical study indicates 
that solar flares accompanied by 200-mc radio 
noise bursts have a close correlation with ter-
restrial magnetic storms. See also 446 of 1958. 

550.385.4: 523.165 3444 
On the Magnetic Clouds responsible for 

Variations of Cosmic-Ray and Geomagnetic 
Field—M. Hirono. (Rep. Ionosphere Res. 
Japan, vol. 11, pp. 205-228; December, 1957.) 
Discussion of the mechanism suggested by 
Morrison (Phys. Rev., vol. 101, op. 1397-1404: 
February 15, 1956) by which large ionized gas 
clouds carrying tangled magnetic fields are 
emitted from the sun and modulate the galactic 
cosmic rays reaching the earth. It is shown to 
be more probable that smaller magnetic clouds 
are intermittently ejected from the sun and 
slowed down by the interplanetary gas. The ve-
locity of accompanying unmagnetized streams 
is unaffected, and the different velocities ac-
count for the observed initial and main phases 
of terrestrial magnetic storms; the model also 
explains some solar cosmic ray phenomena. 
Thirty-nine references. 

550.389.2:621.396.11 3445 
Radio Studies during the International Geo-

physical Year 1957-8—W. J. G. Beynon. (J. 
Brit. IRE, val. 18, pp. 401-412; July, 1958. 
Discussion, pp. 412-416.) Studies are discussed 
under five headings: a) vertical soundings, 
b) ionospheric drift measurements, c) back-
scatter, d) radio noise and atmospheric studies, 
and e) rockets and satellites. The history, pro-
gram and organization of the I.G.Y. are briefly 
outlined. 

550.389.2:629.19 3446 
Theoretical Analysis of Doppler Radio Sig-

nals from Earth Satellites—W. H. Guier and 
G. C. Weiffenbach. (Nature, London, vol. 181, 
pp. 1525-1526; May 31, 1958.) The analysis is 
briefly described and its application to the cal-
culation of the orbits of two satellites (Sputnik 
I and Explorer I) from isolated observations 
made at one station is given. 

550.389.2:629.19 3447 
Observations of the U.S. Satellites Explor-

ers I and III by C.W. Reflection—J. D. Kraus, 
R. C. Higgy and J. S. Albus. (Pnoc. IRE, vol. 
46, p. 1534; August, 1958.) The passage of 
satellites Explorer I and III may be detected 
by the increased signal strength of WWV as a 
result of ionization from the satellite paths. See 
also 1724 of 1958 (Kraus). 

550.389.2:629.19 3448 
Continuous Phase-Difference Measure-

ments of Earth Satellites—J. W. Herbstreit 
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and M. C. Thompson, Jr. (Faoc. IRE, vol. 46, 
p. 1535; August, 1958.) Two similar receivers 
are used, operated from a common local oscil-
lator. The phase-meter compares the AF tones 
from the two receivers. See also 234 of 1956. 

550.389.2: 629.19 3449 
On the Interpretation of the Doppler Effect 

from Senders in an Artificial Satellite—K. 
Weekes. (J. Almos. Terr. Phys., vol. 12, pp. 

335-338; July, 1958.) The Doppler effect is 
simply related to the angle of incidence of the 
transmitted signal if the geomagnetic field is 
ignored, otherwise the relationship is complex, 
and an investigation of the actual ray-paths is 
necessary even for the deduction of approxi-
mate numerical values. 

550.389.2:629.19:551.510.535 3450 
The Effect of the Ionosphere on the Doppler 

Shift of Radio Signals from an Artificial Satel-
lite—F. H. Hibberd. (J. Almos. Terr. Phys., 
vol. 12, pp. 338-340; July, 1958.) Application 
of Snell's law to a ray passing through a 
spherically stratified ionosphere to a receiver 
on the ground leads to a relation between Dop-
pler shift and angle of incidence at the ground. 

551.510.3 3451 
High-Atmosphere Densifies—M. Nicolet. 

(Science, vol. 127, pp. 1317-1320; June 6, 1958.) 
Models of the upper atmosphere are modified 
to allow for diffusion and other factors in order 
to conform to the results obtained from satellite 
observations. 

551.510.53 : 550.38: 523.165 3452 
Distortion of the Magnetic Field in the 

Outer Atmosphere due to the Rotation of the 
Earth—K. Maeda. (Rep. Ionosphere Res. 
Japan, vol. 11, pp. 116-129; September, 1957.) 
Assuming a cavity surrounding the earth, 
caused by the earth's revolution, the equations 
of the fields inside and outside this cavity im-
ply a westward shift of the dip equator in the 
outer atmosphere, in agreement with cosmic-
ray evidence. See e.g., 3721 of 1956 (Simpson, 
el al.). 

551.510.535 3453 
Anomalies in Ionosonde Records due to 

Travelling Ionospheric Disturbances—L. H. 
Heisler. (Aust. J. Phys., vol. 2, pp. 79-90; 
March, 1958.) Anomalies in ionosonde records 
of the F region during the passage of traveling 
disturbances are classified into four main types. 
The diurnal and seasonal variation of their 
occurrence is discussed and it is suggested that 
the ion distribution at a height of 200 km 
governs the type of anomaly observed. See also 
1434 of 1957 (Munro and Heisler). 

551.510.535 3454 
Travelling Ionospheric Disturbances in the 

F Region—G. H. Munro. (Aust. J. Phys. vol. 2, 
pp. 91-112; March, 1958.) Data obtained from 
April, 1948, to March, 1957, on the horizontal 
movements of the disturbances are analyzed 
for a single radio frequency. The monthly 
means of direction show a seasonal change from 
30° in winter to 120° in summer with a small 
change in mean speed from 8 km/min to 7 
km/min respectively. 

551.510.535:523.3 3455 
Measurement of the Ionospheric Faraday 

Effect by Radio Waves Reflected from the 
Moon—F. B. Daniels and S. J. Bauer. ( Nature, 
London, vol. 181, pp. 1392-1393; May 17, 
1958.) Continuous waves at 151.11 mc were 
transmitted from Belmar, N. J., and received 
at Urbana, Ill., after reflection from the moon. 
From 2333-0600 CST the change in total elec-
tron content deduced from measurements 
made during the night of January 8-9, 1958, 
was about 2.2 times the change computed 
for a parabolic layer from vertical-incidence 
recordings at the transmitter site. 

551.510.535:523.72 3456 
The Effect of Certain Solar Radiations on 

the Lower Ionosphere—R. E. Houston, Jr. (J. 
Almos. Terr. Phys., vol. 12, pp. 225-235; 
July, 1958.) "An electron density distribution 
in the D and E regions of the ionosphere is com-
puted. Lyman alpha, Lyman beta, the Lyman 
continuum and X-radiations are considered. 
The resulting electron distribution is used to 
compute parameters which may then be com-
pared with data from rocket and long wave 
radio experiments. In general, there is good 
agreement between experimental results and 
the values predicted by the model." 

551.510.535:523.75 3457 
On the Ionospheric Current System of the 

Geomagnetic Solar Flare Effect (S.F.E.)—H. 
Volland and J. Taubenheim. (J. Almos. Terr. 
Phys., vol. 12, pp. 258-265; July, 1958.) The 
analysis of 16 magnetograms obtained at 
Niemegk (near Berlin) between 1951 and 1957 
shows that the s.f.e. current system is independ-
ent of the S5 system and situated at a lower 
level. Contributions to the geomagnetic s.f.e. 
apparently come from both the D and E re-
gions. See also 3866 of 1957 (Taubenheim). 

551.510.535:523.78 3458 
The Interpretation of Changes in the E and 

F-Layers during Solar Eclipses—C. M. Minnis. 
(J. Almos. Terr. Phys., vol. 12, pp. 272-282; 
July, 1958.) Results obtained during a series 
of eclipses support an interpretation of iono-
spheric changes in terms of the response of a 
Chapman layer to the obscuration of a solar 
disk where localized sources of ionizing radi-
ation are superposed on a uniformly bright 
background. An alternative hypothesis of a 
uniform disk and a complex layer with two 
different species of ion does not adequately ex-
plain observed characteristics. Experimental 
results indicate that errors due to layer tilts are 
probably not important. See also 3437 above. 

551.510.535:551.557 3459 
Method of Measuring Ionospheric Winds 

by Fading at Spaced Receivers—R. B. Banerji. 
(J. Almos. Terr. Phys., vol. 12, pp. 248-257; 
July, 1958.) Current statistical methods of 
measurement are critically reviewed and com-
pared. As a result a method is suggested that 
may be less laborious than the autocorrelation 
methods but of comparable accuracy. See, 
e.g., 3216 of 1954 (Ratcliffe). 

551.510.535: 621.396.11 3460 
On the Bearing of Ionospheric Radio 

Waves—K. Miya, M. Ishikawa, and S. Kanaya. 
(Rep. Ionosphere Res. Japan, vol. 11, pp. 130-
144; September, 1957.) Systematic measure-
ments of bearings obtained by means of special 
DF equipment [465 of 1958 (Miya, et al.) are 
analyzed, and fluctuations are interpreted with 
regard to propagation modes and distance. 
When the great-circle m.u.f. exceeds the signal 

frequency the mean bearing coincides with the 
direction of the main beam of the transmitter 
aerial, but deviates considerably when the 
great-circle MUF falls below the signal fre-
quency. The changes are attributed to a major 
deviation from the great-circle path combined 
with a final scatter hop from continental land 
masses. Deviation of antipodal signal bearings 
are explained assuming that the signals follow 
paths of low absorption ("night zones"). 

551.510.535: 621.396.11 : 621.317.799 3461 
An Automatic Recorder For Measuring 

Ionospheric Absorption—S. C. Mazumdar. (J. 
Inst. Telecommun. Eng., India, vol. 4, pp. 81-
86; March, 1958.) Ionospheric absorption is 
deduced from the ratio of the amplitudes of 
singly and doubly reflected vertical incidence 
pulses. The two pulses are separated by ad-
justable gates and applied to two logarithmic 
amplifiers followed by a difference circuit 

operating a chart recorder. In the absence of a 
second reflection a local reference pulse can 
be used, the system being calibrated subse-
quently. See 1444 of 1957 (Mitra and Mazum-
dar). 

551.510.535:621.396.11.029.45/.5 3462 
Low-Frequency Reflection in the Iono-

sphere—Poeverlein. (See 3604.) 

551.510.536 3463 
The Transition from the Ionosphere to 

Interplanetary Space—D. E. Blackwell. (Na-
ture, London, vol. 181, pp. 1237-1238; May 3, 
1958.) Report of a discussion held by the Royal 
Astronomical Society in London, February 21, 
1958, including five short talks concerning the 
solar corona, zodiacal light, radio echoes from 
the moon, earth-satellite observations, and AF 
atmospherics. 

551.551:551.508.822 3464 
Free-Air Turbulence—A. D. Anderson. (J. 

Met., vol. 14, pp. 477-494; December, 1957.) 
Measurements of the altitude distribution 
between 3000 and 18,300 m of layers of turbu-
lence made by means of a "gustsonden incor-
porating a VHF transmitter are analyzed. 

551.594.21 3465 
Thunderstorm Charge Separation—S. E. 

Reynolds, M. Brook and M. F. Gourley. (J. 
Mel., vol. 14, pp. 426-436; October, 1957.) 
Laboratory experiments show that charge sepa-
ration may arise from the collison between 
graupel pellets and ice crystals, from friction 
between ice formations at different tempera-
tures or with different amounts of contamina-
tion, and from the resolidification of a liquid 
layer in contact with ice. 

551.594.5:621.396.11.029.6 3466 
Low-Latitude Reflection from the Aurora 

Australis—T. J. Seed and C. D. Ellyett. (Aust. 
J. Phys., vol. 2, pp. 126-129; March, 1958.) 
Observations of radar reflections for the period 
March-June, 1957, are reported. Records of 
radar, visual and geomagnetic observations for 
one day are compared. 

551.594.6:621.396.11.029.45 3467 
Velocity of Propagation of Electromagnetic 

Waves at Audio Frequencies—Arpert and 
Borodina. (See 3605.) 

LOCATION AND AIDS TO NAVIGATION 

621.396.93 3468 
Methods and Installations for Long-Dis-

tance Radio Navigation—W. Stanner. (Elektro-
tech. Z., Ed. A., vol. 79, pp. 322-329; May 1, 
1958.) A review of the principal present-day 
systems including Loran, Consol and Decrra. 

621.396.93 3469 
Improvements in H.F. Direction Finding by 

Automatic Time Averaging—J. F. Hatch and 
D. W. G. Byatt. (Marconi Rev., vol. 21, pp. 16-
29; 1958.) Equipment is described for use with 
CW or ICW signals which gives automatically 
the mean bearing averaged over a range of 
time intervals. The improvement is assessed by 
comparison with simultaneous bearings ob-
served on twin-channel CRDF equipment. 

621.396.93(94) 3470 
The Australian D.M.E. System—E. Stern. 

(Proc IRE, Aust., vol. 18, pp. 318-327; Sep-
tember, 1957.) Description of the development 
and operation of the system. See 3471 below. 

621.396.93.029.62 3471 
Echo Interference in a 200-Mc/s Double-

Pulse D.M.E. System—B. R. Johnson. (Proc. 
IRE, Aust., vol. 18, pp. 309-317; September, 
1957.) In DME systems such as the Australian 
system using double-pulse interrogation coding 
as a means of channel selection, echo interfer-
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ence may cause a) interrogation of off-channel 
beacons, b) incorrect range indication, or c) 
masking of beacon identification code. Theoreti-
cal analysis and experimental work indicate 
what type of reflectors may be troublesome, 
and how echo interference can be minimized. 

621.396.933 3472 
Factors in the Design of Airborne Doppler 

Navigation Equipment—E. G. Walker. (J. 
Brit. IRE, vol. 18, pp. 425-442; July, 1958. 
Discussion, pp. 442-444.) "The paper describes 
the use of a Doppler-sensor of aircraft compo-
nent-velocities as an input for self-contained 
dead-reckoning navigation. Choice of radio 
frequencies, beam configuration, radiated 
power and other system parameters is discussed 
and some basic quantitative expressions de-
rived. Design features of the individual units 
of the sensor are given and requirements of 
computer and heading-reference outlined. 
System accuracy is discussed and the heading 
information is shown to be the factnr presently 
limiting system performance." 

621.396.933.1:621.396.824 3473 
Sudden Changes in Bearing Indication on 

Medium-Wave Four-Course Radio Ranges 
using Cathode-Ray Direction-Finders—A. R. 
Wendlinger. (Elektronische Rundschau., vol. 12, 
pp. 10-12; January, 1958.) Experimental inves-
tigations of the Stavanger effect show that it is 
due to interference at the receiver between sig-
nals emitted by two different radio beacons 
operating at almost identical frequencies. 

621.396.96 3474 
The Influence of Atmospheric Conditions 

on Radar Performance—J. A. Saxton. (J. Inst. 
Nov., vol. 11, pp. 290-303; July, 1958.) The 
effects of gaseous absorption and of various 
forms of precipitation upon the performance of 
radars at 3 cm X are reviewed. Heavy wide-
spread rain can cause serious reduction in range. 
The effects of superrefraction are discussed, and 
it is shown how skip effects can occur. 

621.396.96 3475 
A 3-cm Airport Control Radar System— 

F. W. Garrett. (Marconi Rev., vol. 21, no. 128, 
pp. 3-15; 1958.) 

621.396.96 3476 
Four Ways to Simulate Radar Targets— 

J. I. Leskinen. (Electronics, vol. 31, pp. 82-86; 
June 6, 1958.) Pulses are generated to simulate 
azimuth, elevation and range of targets moving 
at speeds up to 2400 knots. Land and sea 
clutter effects are also produced. 

621.396.96:621.375.226 3477 
Ringing Amplifier—Rozenstein and Gross. 

(See 3388.) 

621.396.969.33 3478 
The Planning of Shore-Based Radar Instal-

dons for Marine Navigation—H. Bürkle. 
(Telefunken Zig., vol. 30, pp. 236-245; Decem-
ber, 1957. English summary, p. 287.) Factors 
governing the choice of site and coverage and 
transmitter and antenna characteristics are 
examined. Avoidance of interference from 
neighboring stations, and systems of trans-
mitter control are also considered. 

MATERIALS AND SUBSIDIARY 
TECHNIQUES 

535.215 3479 
Photoconductivity of Zinc Selenide Crystals 

and a Correlation of Donor and Acceptor Levels 
in II-VI Photoconductors—R. H. Bube and 
E. L. Lind. (Phys. Rev., vol. 110, pp. 1040-
1049; June 1, 1958.) Photosensitive crystals of 
ZnSe were prepared by incorporating suitable 
proportions of group-VII donors and either 
group-I or group-V acceptors in crystals pre-

pared from the vapor phase. Photoconduc-
tivity phenomena characteristic of other group 
II-VI photoconductors were also found for 
ZnSe. 

535.215 3480 
Photo-effects with Anodic Oxide Layers on 

Tantalum and Aluminium—W. C. van Geel, 
C. A. Pistorius, and P. Winkel. (Philips Res. 
Rep., vol. 13, pp. 265-276; June, 1958.) The 
photoelectric properties of the system 
Ta/Ta206/electrolyte during irradiation with 
ultraviolet light are investigated, and an at-
tempt is made to explain the observed phe-
nomena by assuming that the work function 
for Ta/Ta206 is smaller than that for electro-
lyte/Ta206. 

535.37 3481 
Phosphorescence and Fluorescence Quan-

tum Yield Ratios as related to the Position of 
the Fluorescence Spectrum—V. V. Zelinskil 
and V. P. Kolobkov. (Dokl. Akad. Nauk 
S.S.S.R., vol. 119, pp. 922-925; April 11, 1958.) 

535.37 3482 
Investigations in the CuGaS2-ZnS and 

AgGaS2-ZnS Systems—E. F. Apple. (J. Elec-
trochem. Soc., vol. 105, pp. 251-255; May, 
1958.) 

535.37:546.472.21 3483 
Some Remarks on the "Self-Activation" of 

ZnS—E. A. Schwager and A. Fischer. (Z. Phys., 
vol. 149, pp. 345-346; October 19, 1957.) The 
effect is interpreted as a shift of Schottky-type 
defect equilibrium according to the conditions 
of phosphor preparation. 

535.37:546.472.21 3484 
A Sensitive Method of Detecting Lead, and 

the Inclusion of Lead in Zinc Sulphide—E. A. 
Schwager and A. Fischer. (Z. Phys., vol. 149, 
pp. 347-352; October 19, 1957.) Activation of 
ZnS by Pb is discussed. 

535.376 3485 
The Effect of Electric Fields on Scintilla-

tions in Crystalline Zinc Sulphide—G. F. 
Alfrey and K. N. R. Taylor. (J. Electronics 
Control, vol. 4, pp. 417-424; May, 1958.) In 
electroluminescent crystals brightness is re-
duced when a particles are incident on the 
negative electrode. Observations have been in-
terpreted in terms of a cathode barrier in YnS 
which changes in thickness with frequency, the 
variation being considered to be a change in 
dielectric constant. Results agree with earlier 
work [782 of 1956 (Ince and Oatley)] and are 
supported by observations of the electrolurni-
nescence threshold voltage. 

535.376:621.385.832 3486 
Electron Excitation of Bilayer Screens— 

L. R. Koller and H. D. Coghill. (J. ANA. Phys., 
vol. 29, pp. 1064-1066; July, 1958.) "The con-
trol of the color of the luminescence of thin 
transparent superimposed phosphor films when 
excited by electron beams of varying voltage is 
discussed. The quantitative relations are found 
to be in agreement with a theory based on the 
laws of electron penetration and scattering." 

537.226/.228.1:546.431.824-31 3487 
Some Studies on the Ternary System 

(Ba-Pb-Ca)TiO3—T. Ikeda. (J. Phys. Soc. Ja-
pan, vol. 13, pp. 335-340; April, 1958.) The 
phase diagram for the system is investigated 
while the Ca concentration is increased, and it 
is shown that the ferroelectric and tetragonal 
phase changes to the orthorhombic structure of 
CaTiO3, passing through cubic and pseudo-
cubic phases. The dielectric, piezoelectric and 
mechanical properties of the system are also 
examined. 

537.226/.227: 546.431.824-31 3488 
Barkhausen Pulses in Barium Titanate— 

A. G. Chynoweth. (Phys. Rev., vol. 110, pp. 
1316-1332; June 15, 1958.) An investigation of 
the Barkhausen pulses that occur during polari-
zation reversal. The pulse shapes and in par-
ticular their heights and rise times have been 
studied as a function of the crystal thickness 
and the applied field strength. The observa-
tions are not consistent with the usual jerky 
domain-wall motion models for the generation 
of Berkhausen pulses. It is suggested that the 
pulses could represent the nucleation and ini-
tial stages of growth of new spike-shaped do-
mains extending along the c axis, and that the 
fixed numbers of pulses given by a crystal would 
then indicate a definite number of nucleating 
sites on the crystal surfaces. 

537.226/.227: 546.431.824-31 3489 
Decay Effects in Barium Titanate Ceramics 

—H. L. Allsopp. (Phil. Mag., vol. 2, pp. 1100-
1102; September, 1957.) Variations of dielectric 
and electromechanical properties following the 
application and removal of a strong alternating 
field are described_ 

537.226/.227:546.431.824-31 3490 
Electron Spin Resonance in Single Crystals 

of BaTiO3—W. Low and D. Shaltiel. (Phys. 
Rev. Lett., vol. 1, pp. 51-52; July 15, 1958.) The 
very intense spectrum observed at 3 cm X is 
attributed to the ferroelectric state of BaTiO3 
and not to any paramagnetic impurity. 

537.226: 546.824-31 3491 
Dielectric Losses in TiO2 Single Crystals— 

J. Van Keymeulen. (Naturwissenschaften, vol. 
45, p. 56; February, 1958. In English.) 

537.227 3492 
The Polarization Reversal Process in Ferro-

electric Single Crystals—M. Prutton. (Proc. 
Phys. Soc., vol. 72, pp. 307-308; August 1, 
1958.) 

537.227 3493 
New Room-Temperature Ferroelectric—R. 

Pepinsky, K. Vedam, and Y. Okaya. (Phys. 
Rev., vol. 110, pp. 1309-1311; June 15, 1958.) 
The neutral-salt complex with glycine 
(NH2CH2COOH) • MnC12• 2H20 is found to be 
ferroelectric from low temperatures to +55°C. 
Details of measurements on this salt are given. 

537.227 3494 
Ferroelectrie and Optical Properties of 

Na(K-NH4)-Tartrate Mixed Crystals—Y. 
Makita and Y. Takagi. (J. Phys. Soc. Japan, 
vol. 13, pp. 367-377; April, 1958.) In 90.5 per 
cent NaNH4 tartrate crystals three kinds of 
polymorphic modification have been found: 
a) a ferroelectrie phase with spontaneous polari-
zation along the a axis; b) a ferroelectric phase 
with polarization along the b axis; c) a paraelec-
tric phase. The complete phase diagram of the 
system is examined. 

537.311.3:539.23 3495 
Remarks on some Electrical Properties of 

Very Thin Films of Silver—C. Uny and N. Ni-
fontoff. (Compt. Rend. Aacd. Sci., Paris, vol. 
246, pp. 906-909; February 10, 1958.) Tech-
niques used in the preparation of regular and 
stable thin films are noted, and measurements 
of resistance variation with time and with cur-
rent are reported. See also 2167 of 1957. 

537.311.33 3496 
Statistics of Compensated Divalent Impuri-

ties in Semiconductors—W. Mercouroff. 
(Comm Rend. Acad. Sci., Paris, vol. 246, pp. 
1175-1177; February 24, 1958.) The introduc-
tion of compensating monovalent impurity 
centers considerably modifies the variation in 
the number of free carriers as a function of tem-
perature. Analytical results have been con-
firmed by experiments on Zn-doped Ge com-
pensated by Sb. 
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537.311.33 3497 
Theory of an Experiment for Measuring the 

Mobility and Density of Carriers in the Space-
Charge Region of a Semiconductor Surface— 
R. L. Petritz. (Phys. Rev., vol. 110, pp. 1254-
1262; June 15, 1958.) Two models are consid-
ered: a) a single crystal composed of two regions. 
a surface region of thickness of the order of a 
Debye length and a bulk region, and b) a single 
crystal with continuous variation of the poten-
tial in the direction perpendicular to the sur-
face. Rigorous expressions are derived for the 
Hall coefficient and magnetoresistance. 

537.311.33 3498 
Oxides of the 3d Transition Metals—F. J. 

Morin. (Bell Sys. Tech. J., vol. 37, pp. 1047-
1084; July, 1958.) An examination of the mag-
netic, electrical and optical properties leads to 
a tentative energy-band scheme for the oxides 
of scandium, titanium and vanadium. The re-
maining 3d metal oxides do not have a conduc-
tion band, and an energy level scheme for these 
is calculated from electrostatics. Forty-seven 
references. 

537.311.33 3499 
Compound Semiconductors—H. P. R. 

Frederikse. (J. Metals, New York, vol. 10, pp. 
346-350; May, 1958.) "A survey of the charac-
teristics of compound semiconductors as de-
duced from measurements of their mechanical, 
optical, electrical, magnetic, and thermal 
properties." 

537.311.33 3500 
Solid Solution in AlliNv Compounds—J. C. 

Woolev and B. A. Smith. (Proc. Phys. Soc., vol. 
72, pp. 214-223; August 1, 1958.) Investiga-
tions show that in most of the compounds 
considered, complete solid solution can be ob-
tained throughout the whole range of compo-
sition under special conditions of temperature 
and annealing time. 

537.311.33 3501 
Adsorption and Charge Transfer on Semi-

conductor Surfaces—H. J. Krusemeyer and 
D. G. Thomas. (Phys. Chem. Solids, vol. 4, nos. 
1/2, pp. 78-90; 1958.) A theoretical evaluation 
of the concentration of ions and neutral atoms 
adsorbed on a semiconductor surface, from a 
mixture of two gases, one giving positive, the 
other negative, adions. Numerical results are 
calculated for semiconductors such as ZnO with 
a large forbidden gap at temperatures beiow 
the intrinsic range. 

537.311.33 3502 
Space-Charge Calculations for Semiconduc-

tors—R. Seiwatz and M. Green. (J. App!. 
Phys., vol. 29, pp. 1034-1040; July, 1958.) A 
derivation of the general equation relating the 

electric field at the semiconductor surface to 
the electrostatic potential difference across the 
space charge region. The treatment considers 
degenerate free carrier distributions and partial 
ionization of impurities. 

537.311.33 3503 
Sweep-Out Effects in the Phase-Shift 

Method of Carrier-Lifetime Measurements— 
N. B. Grover and E. Harnick. (Proc. Phys. 
Soc., vol. 72, pp. 267-269; August I, 1958.) The 
particular case of thin rectangular filaments 
with ohmic contacts and low-level sinusoidally 
modulated illumination is considered with a 
view to determining an upper limit for the value 
of the applied field consistent with negligible 
sweep-out effects. 

537.311.33 3504 
Infrared and Microwave Modulation using 

Free Carriers in Semiconductors—A. F. Gib-
son. (J. Sci. Instrum., vol. 35, pp. 273-278; 
August, 1958.) The failures and successes of the 
classical Drude-Zener theory in relation to 

experimental results are discussed. Methods 
are described for modulating the conductivity 
of a semiconductor and for applying these 
techniques to the study of its optical and mi-
crowave properties. 

537.311.33: 061.3 3505 
Report on the Second Symposium on the 

Physics of Semiconductors—F. Herman. 
(Phys. Chem. Solids, vol. 2, pp. 72-82; March, 
1957.) Summary of papers presented at a sym-
posium in Washington, D. C., October 24-26, 
1956, covering work on conduction mecha-
nisms, the effect of magnetic fields, and investi-
gations of paramagnetic resonance. 

537.311.33:538.569.4 3506 
Observation of Microwave Cyclotron Reso-

nance by Cross Modulation--H. J. Zeiger, 
C. J. Rauch, and M. E. Behrndt. (Phys. Rev. 
Leu., vol. 1, pp. 59-60; July 15, 1958.) The 
sample was placed in the high E-field region of 
a microwave cavity, the resonance peaks being 
observed by detecting changes in dc resistance 
of the sample. The microwave power applied 
was amplitude-modulated at 260 cps and cross-
modulation was observed on samples of pure 
Ge and p-type InSb. 

537.311.33:538.63 3507 
Variation of Hall Mobility of Carriers in 

Nondegenerate Semiconductors with Electric 
Field—M. S. Sodha and P. C. Eastman. (Phys. 
Rev., vol. 110, pp. 1314-1316; June 15, 1958.) 
An expression is obtained for the Hall mobility 
applicable in a large range of fields and non-
Maxwellian distribution of velocities of carriers. 

537.311.33:538.63 3508 
Hall and Transverse Magnetoresistance 

Effects for Warped Bands and Mixed Scatter-
ing—A. C. Beer and R. K. Willardson. (Phys. 
Rev., vol. 110, pp. 1286-1294; June 15, 1958.) 
The transport integrals for warped bands were 
evaluated for relaxation times determined by 
mixed scattering from acoustic phonons and 
ionized impurities. Hall and transverse mag-
netoresistance coefficients were calculated for 
parameters characteristic of the degenerate 
valence bands in Ge and Si, the results being 
consistent with experimental observations. 

537.311.33:538.63 3509 
The Change of Carrier Concentration in the 

Simple Semiconductors with Static Magnetic 
Field—Y. Uemura and M. Inoue. (J. Phys. 
Soc. Japan, vol. 13, pp. 377-381; April, 1958.) 
Three solutions are considered depending on 
the trapping-center concentration: a) with dis-
tinct trapping levels the carrier concentration 
n decreases with the magnetic field H; b) with 
sufficient levels to form an impurity band 
whose width is less than kT, n increases or de-
creases depending on the effective carrier mass; 
c) n increases with H for large effective carrier 
mass when the width of the impurity band is 
greater than kT. 

537.311.33:1546.28+546.289 3510 
The Magnetic Susceptibility and Effective 

Mass of Charge Carriers in Silicon and Ger-
manium—D. Geist. (Naturwissenschaften, vol. 
45, pp. 33-34; January, 1958.) Preliminary 
report on measurements of susceptibility at 
constant temperatures, from which any tem-
perature dependence of the effective mass can 
be determined. 

537.311.33:546.28 3511 
Ion Pairing in Silicon—J. P. Maita. (Phys. 

Chem. Solids, vol. 4, nos. 1/2, pp. 68-70; 1958.) 
"The occurrence of ion pairing in Si is demon-
strated. The pairing process is used to deter-
mine the diffusivity of Li in Si at low tempera-
tures and the distance of closest approach be-
tween the ions forming the pair." 

537.311.33:546.28 3512 
Lifetime in P-Type Silicon—J. S. Blake-

more. (Phys. Rev., vol. 110, pp. 1301-1308; 
June 15, 1958.) Lifetime is measured as a func-
tion of excess electron density in the tempera-
ture range 200-400°K. A stronger dependence 
is found at electron densities <1012cm-3 than at 
larger densities. The data are discussed in 
terms of two separate recombinative levels. 

537.311.33:546.28 3513 
Magnetic Properties of N-Type Silicon— 

E. Sonder and D. K. Stevens. (Phys. Rev., vol. 
110, pp. 1027-1034; June 1, 1958.) The mag-
netic susceptibility of n-type Si samples with a 
wide range of donor concentrations has been 
measured as a function of temperature from 
3°K to 300°K. By utilizing conduction-electron 
concentrations obtained from Hall coefficient 
measurements on comparison specimens over 
the range 50°K-400°K, the contributions to the 
susceptibility arising from the conduction elec-
trons and electrons trapped on donor atoms 
have been analyzed. In the upper range of tem-
perature the diamagnetic contribution of con-
duction electrons is dominant and is consistent 
with the model of six energy minima in the 
conduction band. However, comparison of the 
squared reciprocal mass ratio with that ob-
tained from cyclotron-resonance experiments 
reveals that the former is appreciably smaller 
than the latter. 

537.311.33:546.28 3514 
Effect of Dislocations on Breakdown in 

Silicon p-n Junctions—A. G. Chynoweth and 
G. L. Pearson. (J. Ape Phys., vol. 29, pp. 
1103-1110;July, 1958.) A description of experi-
ments providing definite correlations between 
the light-emission patterns at breakdown and 
dislocations, the latter being revealed by etch-
ing. The possible explanations of this effect are 
discussed. See e.g., 3527 of 1957 (Chynoweth 
and Pearson). 

537.311.33:546.28 3515 
Electron-Bombardment Damage in Silicon 

—G. K. Wertheim. (Phys. Rev., vol. 110, pp. 
1272-1279; June 15, 1958.) It is shown that the 
bombardment imperfections consist of sites 
containing at least two electrically active point 
defects. The relation between these sites and 
the energy levels in the forbidden gap found in 
an earlier investigation is established. See also 
2807 of 1957. 

537.311.33:546.28 3516 
Method for the Detection of Dislocations in 

Silicon by X-Ray Extinction Contrast—J. B. 
Newkirk. (Phys. Rev., vol. 110, pp. 1465-1466; 
June 15, 1958.) 

537.311.33: 546.28 3517 
Sintering Method for Semiconductor Ma-

terial—G. K. Gaulé, J. T. Breslin, and J. R. 
Pastore. (Rev. Sci. lusty., vol. 29, pp. 565-
567; July, 1958.) A sintering process is de-
scribed for forming small grains of pure Si into 
rods suitable for feeding a crystal-growing 
apparatus [see e.g., 3255 of 1954 (Keck, et al.)]. 
The rods are sintered by application of pres-
sure, alternating current and a RF field with-
out using a binder. 

537.311.33:546.28 3518 
Control of Surface Concentration in the Dif-

fusion of Phosphorus in Silicon—M. J. Cou-
pland (Nature, London, vol. 181, pp. 1331-
1332; May 10, 1958.) Desired values of surface 
concentration over the range 5 X 10"-5 X 10--n 
atoms/cm' are obtained by controlling the 
phosphorus vapor pressure in closed a evacu-
ated tube, one end of which, containing Si 
slices, is held in a diffusion furnace, while the 
other, containing yellow phosphorus, is main-
tained at temperatures in the range — 30°C to 
+35°C. 
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537.311.33:546.28 3519 
The Interaction of Oxygen with Clean Sili-

con Surfaces—J. T. Law. (Phys. Chem. 
Solids, vol. 4, nos. 1/2, pp. 91-100; 1958.) 

537.311.33:546.28:538.632 3520 
The Electrical Conductivity and Hall Effect 

of Silicon—E. H. Putley and W. H. Mitchell. 
(Proc. Phys. Soc., vol. 72, pp. 193-200; August 
1, 1958.) Measurements have been made in the 
temperature range 20°-500°K on single crystals 
of Si with extrinsic carrier concentrations be-
tween 2 and 5 X 1012cm-8 to estimate the purity 
of the material and to study the Hall mobility. 
Mobilities of electrons and holes are greater 
than previously observed [e.g., 2184 of 1957 
(Cronemeyer)]. 

537.311.33:546.289 3521 
Predicted Intervalley Scattering Effects in 

Germanium—W. Shockley. (Phys Rev., vol. 
110, pp. 1207-1208; June 1, 1958.) Two meth-
ods for studying intervalley scattering effects 
are described. One is the study of the admit-
tance of an n-p junction at high frequencies; 
the other method uses an ,z-p-n transistor with 
suitable properties. 

537.311.33:546.289 3522 
Impact Ionization of Impurities in Ger-

manium—N. Sclar and E. Burstein. (Phys. 
Chem. Solids, vol. 2, pp. 1-23; March, 1957.) 
The low-temperature electrical breakdown 
effect is investigated experimentally as a func-
tion of temperature, magnetic field, back-
ground radiation, type and concentration of 
impurities, geometry, surface effects, orienta-
tion of the specimens and time dependence. The 
effect is attributed to the impact ionization of 
impurities by free charge carriers, and a mean-
value theory is developed for the critical 
breakdown field. See also 1796 of 1957 (Schlar). 

537.311.33:546.289 3523 
Effect of the Impurity Band in Germanium 

Doped with Zinc, at Very Low Temperatures— 
W. Mercouroff. (Compt. Rend. Acad. Sci., 
Paris, vol. 246, pp. 1013-1015; February 17, 
1958.) At low temperatures, Hall effect and 
conductivity in samples of Ge, heavily doped 
with Zn and compensated with Sb, were found 
to vary with the applied electric field. 

537.311.33:546.289 3524 
The Effect of Ion Pair and Ion Triplet For-

mation on the Solubility of Lithium in Ger-
manium—Effect of Gallium and Zinc—H. 
Reiss and C. S. Fuller. (Phys. Chem. Solids, 
vol. 4, pp. 58-67; 1958.) Theoretical predic-
tions of the effect of ion pairing or association 
on solubility are confirmed. By taking account 
of ion association effects a more accurate curve 
for the solubility of Li in undoped Ge is ob-
tained. 

537.311.33:546.289 3525 
Preparation and Regeneration of Clean 

Germanium Surfaces—S. P. WoIsky. (J. Appt. 
Phys., vol. 29, pp. 1132-1133; July, 1958.) A 
summary of a) a modified method designed to 
improve the cleaning efficiency of the ion 
bombardment process, and b) thermal restora-
tion effects in Ge surfaces exposed to oxygen. 

537.311.33:546.289 3526 
Temperature Dependence of Point-Contact 

Injection Ratio in Germanium—D. Gerlich. 
(Proc. Phys. Soc., vol. 72, pp. 264-267; August 
1, 1958.) A method is described for the meas-
urement of point-contact injection ratio by 
direct compensation. Results are given for n 
and p-type material for the temperature 
range 150-350°K. See also 1821 of 1957. 

537.311.33:546.289:538.63 3527 
Magneto-surface Experiments on Ger-

manium—J. N. Zemel and R. L. Petritz. (Phys. 

Rev., vol. 110, pp. 1263-1271; June 15, 1958.) 
Ambient-induced changes in the conductivity, 
Hall coefficient, and magnetoresistance of thin 
samples of intrinsic Ge have been studied. The 
data are analyzed using the theory of Petritz 
(3497 above). The results indicate that light 
holes play an important role in the transport 
process in the surface. There is a reduction of 
the mobility of surface electrons in qualitative 
agreement with the predictions of Schrieffer 
(2322 of 1955). 

537.311.33:546.289:538.63 3528 
Magnetoresistance Symmetry Relation in 

n-Germanium—C. Goldberg and W. E. How-
ard. (Phys. Rev., vol. 110, pp. 1035-1039; June 
I, 1958.) Careful measurement of the weak-
field magnetoresistance coefficients of n-type 
Ge indicates that the magnetoresistance sym-
metry relation is obeyed for samples with 
carrier concentrations as high as 6 X 10'5 cm-s. 
For a 3 X 10'5 sample, the deviation, if any, is 
still quite small. For samples with larger con-
centrations there is definite evidence of some 
deviation. 

537.311.33 : 546.289: 538.63 : 535.376 3529 
The Electromagnetoluminescence Effect in 

Germanium—M. Bernard and J. Loudette. 
(Compt. Rend. Acad. Sci., Paris, vol. 246, pp. 
1177-1180; February 24, 1958.) The emission of 
infrared radiation by a sample of Ge placed in 
an electric field at right angles to a magnetic 
field is due to the recombination of electrons 
and holes. This has been studied experimen-
tally. 

537.311.33: 546.289: 541.135 3530 
The Rectifying Effect of Germanium/Elec-

trolyte Contacts—G. Déjardin, G. Mesnard 
and A. Dolce. (Compt. Rend. Acad. Sci., Paris, 
vol. 246, pp. 1016-1018; February 17, 1958.) 
Measurements have been made of the //V 
characteristics of single-crystal n-type Ge in 
contact with a 0.1 N solution of MCI, using 
12-volt pulses of duration several microseconds, 
with and without a superimposed polarizing 
voltage of about 1 volt. 

537.311.33: 546.289: 621.314.63 3531 
On the Backward Leakage Current in the 

Alloyed Germanium p-n Junction—M. Kiku-
chi. (J. Phys. Soc. Japan, vol. 13, pp. 350-362; 
April, 1958.) Experimental procedure and re-
sults are described for the observation of 
"creep" phenomena (i.e., variation of current 
with a fixed applied voltage). Creep is observed 
in the leakage current component and it is also 
found that, in some alloy-junction transistors, 
the creep in the emitter junction influences the 
characteristics of the collector junction. Some 
theoretical considerations are suggested which 
partially explain the experimental results. 

537.311.33:546.57.24 3532 
Electrical Properties of Ag2Te—S. Miya-

tani. (J. Phys. Soc. Japan, vol. 13, pp. 341-
350; April, 1958.) Measurements of electronic 
conductivity, Hall constant and thermoelectric 
power have been made, for varying ratios of 
Ag/Te, using a galvanic cell Ag/AgI/Ag2Te/Pt. 
The EMF of the cell represents the position of 
the Fermi level relative to Ag-saturated Ag/Te. 

537.311.33:546.682.86 3533 
High-Electric-Field Effects in n-Indium 

Antimonide—M. Glicksman and M. C. Steele. 
(Phys. Rev., vol. 110, pp. 1204-1205; June I, 
1958.) Pulsed current/voltage measurements 
have been made at 77°K on a single crystal of 
n-type InSb up toa current density of 10 a/cm2. 
Beyond about 2X 102 a/cite the current in-
creased rapidly for small further increases in 
voltage. The mechanism of electron-hole pair 
creation is used to explain the results. See also 
2148 of 1958 (Prior). 

537.311.33:546.682.86 3534 
Theory of Cyclotron Resonance Absorption 

by Conduction Electrons in Indium Antimonide 
—R. F. Wallis. (Phys. Chem. Solids, vol. 4, 
nos. 1/2, pp. 101-110; 1958.) A semiclassical 
treatment, assuming a simple conduction band 
with a minimum at k -= 0, and neglecting spin 
interactions. 

537.311.33:546.682.86 3535 
Influence of Crystal Orientation on the 

Surface Behaviour of InSb—M. C. Lanine, 
A. J. Rosnberg and H. C. Gatos. (J. Appt. 
Phys., vol. 29, pp. 1131-1132; July, 1958.) 

537.311.33: P46.682.86+546.2891:535.33-1 
3536 

The Infrared Emissivities of Indium Anti-
monide and Germanium—T. S. Moss and 
T. D. H. Hawkins. (Proc. Phys. Soc., vol.72, 
pp. 270-273; August 1, 1958.) 

537.311.33:546.682.86:538.63 3537 
Magnetoresistance and Field Dependence 

of the Hall Effect in Indium Antimonide—G. 
Fischer and D. K. C. MacDonald. (Canad. J. 
Phys., vol. 36, pp. 527-538; May, 1958.) 
Measurements ot resistance and Hall effect 
show both to be highly dependent on magnetic 
field. The classical two-band model, often pro-
posed to account for the behavior of metals, 
is found to account quite well for the observed 
results up to the highest fields used. The under-
lying assumptions of this theory are reviewed 
and simple formulas are derived, allowing the 
concentration and mobilities of both types of 
carrier to be calculated from the magnetic-
field dependence of the resistivity and Hall 
effect. 

537.311.33 :621.314.63: 537.52 3538 
The Avalanche Breakdown Voltage of Nar-

row eve Diodes—J. Shields. (J. Electronics 
Control, vol. 4, pp. 544-548; June, 1958.) Con-
siderable reduction in breakdown voltage can 
occur when the width of the junction is reduced 
below a limiting value, the effect becoming 
more pronounced as the net impurity concen-
tration in the e region is decreased. The break-
down voltage is much higher than the voltage 
at which penetration of the space-charge 
region occurs. See also 2152 of 1958. 

537.311.33:621.315.61 3539 
Simplified Theory of One-Carrier Currents 

with Field-Dependent Mobilities—M. A. Lam-
pert. (J. Appt. Phys., vol. 29, pp. 1082-1090; 
July, 1958.) A general method is presented for 
the calculation of steady-state, one-carrier cur-
rents in nonmetallic solids where the mobility 
is field-dependent. See also 832 of 1957. 

537.312.62:534.23-8 3540 
Ultrasonic Attenuation in Superconductors 

—H. E. Beimmel and W. P. Mason. (Bell Lab. 
Rec., vol. 36, pp. 253-256; July, 1958.) Metals 
in the normal resistivity state give large attenu-
ation for ultrasonic waves of sufficiently high 
frequency, but in the superconducting state 
the attenuation drops to zero as the tempera-
ture approaches 0°K. Results for lead and for 
very pure tin are given and the effect of an ap-
plied magnetic field is discussed. 

538.22 3541 
Magnetic Structures of MnO, FeO, Cos:), 

and NiO—W. L. Roth. (Phys. Rev., vol. 110, 
pp. 1333-1341; June 15, 1958.) 

538.22:538.569.4 3542 
Quantitative Theory of Faraday Rotation 

at Centimetre Wavelengths in Chrome Alum, 
and its Experimental Verification—B. C. Unal, 
A. Chevalier, and T. Kahan. (Compt. Rend. 
Acad. Sci., Paris, vol. 246, pp. 901-903; 
February 10, 1958.) The theory is valid for the 
region of parametric transparency where the 
spin-spin interaction does not occur. 
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538.22:546.65/.66 3543 
Magnetic Properties of the Gd-La and Gd-Y 

Alloys—W. C. Thoburn, S. Legvold, and F. H. 
Spedding. (Phys. Rev., vol. 110, pp. 1298-1301; 
June 15, 1958.) 

538.221 3544 
Excitation of Spin Waves in a Ferromagnet 

by a Uniform R.F. Field—C. Kittel. (Phys. 
Rev., vol. 110, pp. 1295-1297; June 15, 1958.) 
It is possible to excite exchange and magneto-
static spin waves in a ferromagnet by a uniform 
RF field provided that spins on the surface of 
the specimen experience anistropy interactions 
different from those acting on spins in the in-
terior. 

538.221 3545 
Theory of the Curvature of Bloch Walls 

under the Influence of Stray Fields—H. D. 
Dietze. (Z. Phys., vol. 149, pp. 276-298; Oc-
tober 19, 1957.) The influence of stray fields on 
the initial permeability is investigated with 
reference to Kersten's theory (see e.g., 1825 of 
1957). 

538.221 3546 
Experimental Investigation of the Kinetics 

of Magnetic Moments in Iron above the Curie 
Point—M. Ericson and B. Jacrot. (Comp!. 
Rend. Acad. Sci., Paris, vol. 246, pp. 1018-
1020; February 17, 19.58.) 

538.221:538.652 3547 
Magnetostriction Curves of Polycrystalline 

Ferromagnetics—E. W. Lee. (Proc. Phys. Soc., 
vol. 72, pp. 249-258; August 1, 1958.) 

538.221:539.23 3548 
Thin Ferromagnetic Layers. Electrical 

Properties of Thin Films of Nickel—G. Gou-
reaux and A. Colombani. (Compt. Rend. Acad. 
Sci., Paris, vol. 246, pp. 741-744; February 3, 
19.58.) 

538.221:621.318.122 3549 
Hysteresis Loops associated with a Simple 

Domain Structure—A. Hart. (Proc. Phys. Soc., 
vol. 72, pp. 244-248; August 1, 1958.) 

538.221:621.318.124 3550 

Origin of Magnetic Anisotropy in Cobalt-
Substituted Magnetite—J. C. Slonczewski. 
(Phys. Rev., vol. 110, pp. 1341-1348; June 15, 
1958.) 

538.221:621.318.12.029.65 3551 
Magnetic Materials for Use at High Micro-

wave Frequencies (50-90 kmc/s)—F. K. du 
Pré, D. J. De Bitetto, and F. G. Brockman. (J. 
Ape Phys., vol. 29, pp. 1127-1128; July, 
1958.) Experimental results show that the no-
field resonance line in oriented ferroxdure 
(BaO' 6Fe203) can be placed at any frequency 
in the 50-90-km range by partial substitu-
tion of Fe2O3 by A1203. Similar effects occur in 
Sr0. 6Fe203. See also Guillaud and Villers 
(3451 of 1956). 

538.221:621.318.134 3552 
Switching in Rectangular-Loop Ferrites 

containing Air Gaps—U. F. Gianola. (J. App!. 
Phys., vol. 29, pp. 1122-1124; July, 1958.) 
Switching waveforms produced by ferrite mag-
netic cores with or without air gaps are given 
and discussed with reference to predicted char-
acteristics. 

538.221:621.318.134 3553 
Magnetization Processes in a Polycrystal-

line Manganese Zinc Ferrite—L. F. Bates, H. 
Clow, D. J. Craik, and P. M. Griffiths. (Proc. 
Phys. Soc., vol. 72, pp. 224-232; August 1, 
1958.) A description is given of Bitter-figure, 
magnetothermal and Barkhausen-effect studies 
which indicate that the processes of magnetiza-
tion are entirely rotational. 

538.221 : 621.318.134: 538.569.4 3554 
Ferromagnetic Resonance Line Width in 

Yttrium Iron Garnet Single Crystals—R. C. 
LeCraw, E. G. Spencer, and C. S. Porter. (Phys. 
Rev., vol. 110, pp. 1311-1313; June 15, 1958.) 
Waveguide cavity perturbation techniques are 
used with samples of diameter 0.013-0.020 inch. 
An extremely narrow line width of 520 milli-
oersteds (the full width) is observed at 9300 
mc along the hard axis [100]. The approxi-
mate invariance of the line width with fre-
quency is compared with theoretical predic-
tions. See also 21569 of 1958. 

538.221 : 621.318.134: 621.372.8 3555 
Investigation of the Dependence of Certain 

Properties of Ferrites on Temperature in the 
Centimetre-Wave Range—V. A. Kuseleva and 
E. I. Kondorskii. (Dokl. A kad. Nauk S.S.S.R., 
vol. 119, pp. 926-928; April 11, 1958.) Experi-
mentscarried out on samplesof Nio.2-I-M go.3Fe204 
in circular and rectangular waveguides showed 
that with rise of temperature resonance occurs 
at reduced field strength. This seems to be 
related to the variation of the field anisotropy. 
The rotation of the plane of polarization due to 
a magnetic field for different temperatures, and 
the temperature dependence of the resonance 
field are shown. Ellipticity and attenuation 
ratios for temperatures between —196 and 
+220°C and different magnetic field strengths 
are tabulated. 

549.514.51:537.228.1 3556 
Elastic and Piezoelectric Constants of 

Alpha- Quartz—R. Bechmann. (Phys. Rev., 
vol. 110, pp. 1060-1061; June 1, 1958.) Results 
obtained by the resonance method (2116 of 
1958) are tabulated. 

621.315.612:537.311.3 3557 
The Effect of Temperature and Thickness 

on the Electrical Resistivity of Ceramic Coat-
ings—W. H. Fischer. (J. Electrochem. Soc., 
vol. 105, pp. 201-203; April, 1958.) 

MATHEMATICS 

517.566 : 621.396.822 3558 
The Axis-Crossing Intervals of Random 

Functions—J, A. McFadden. (IRE TRANS. ON 
INFORMATION THEORY, Vol. IT-2, pp. 146-
150; December, 1956. Abstract, PROC. IRE, 
vol. 45, p. 575; April, 1957.) 

517.9:512.831 3559 
Differential Equations, Difference Equa-

tions and Matrix Theory—P. D. Lax. (Com-
mun. Pure Ape Math., vol. 11, pp. 175-194; 
May, 1958.) For comments by H. F. Wein-
berger see ibid., pp. 195-196. 

517.9: 534.1 3560 
On the Periodic Solutions of the Forced 

Oscillator Equation—R. M. Rosenberg. (Quart. 
App!. Math., vol. 15, pp. 341-354; January, 
1958.) 

519.2:621.391 3561 
Some General Aspects of the Sampling 

Theorem—D. L. Jagerman and L. J. Fogel. 
(IRE TRANS. ON INFORMATION THEORY, VOL 
IT-2, pp. 139-146; December, 1956. Abstract. 
PROC. IRE, vol. 45, p. 575; April, 1957, 

MEASUREMENTS AND TEST GEAR 

529.78:621.374 3562 
The Accurate Measurement of a Time 

Interval—A, E. Cawkell and H. Ristlaid. 
(Electronic Eng., vol. 30, pp. 502-503; August, 
1958.) A method is described for measuring the 
time interval between trigger pulse and output 
pulse in a delay unit. Measurements accurate 
to within ± 0.02 per cent can be made of a 
time interval in the ms range. 

529.786:621.317.7.087.6 3563 
A System for the Electrical Recording of 

Time Intervals—G. Becker. (Elektrotech. Z., 
Ed. A, vol. 79, pp. 358-361; May 11, 1958.) 
Equipment is described for the continuous com-
parison of the frequencies of two quartz clocks. 
A mechanism similar to a synchronous stop-
watch, and a magnetic counting system are 
used to derive a recorder voltage proportional 
to the time interval being measured. 

53.087.64 3564 
Automatic Calibrator for Chart Recorders— 

J. L. Durand. (Rev. Sci. Instr., vol. 29, pp. 
534-535; June, 1958.) A circuit is outlined 
which produces calibration pips on a magnetic-
resonance spectrometer chart. 

621.3.018.41(083.74) : 621.396.712 3565 
WWV Standard-Frequency Transmissions 

—W. D. George. (PRoc. IRE, vol. 46, pp. 1534-
1535; August, 1958.) A note on the accuracy of 
WWV and W'VVVH transmissions during May, 
1958. 

621.3.082+621.3.078 3566 
How Transducers Measure and Control— 

R. K. Jurgen. (Electronics, vol. 31, pp. 59-70; 
July 4, 1958.) A general survey of the trans-
ducer field, together with applications. 

621.317.332.6.029.6. 3567 
Measurement of Low Reflection Coeffi-

cients at High Frequencies in Terms of Magni-
tude and Phase—A. Linnebach. (Arch. Elekt. 
Übertragung, vol. 11, pp. 471-477; December, 
1957.) The conventional reflectometer method 
is extended to cover the measurement of phase 
angle by the insertion of a quadripole with 
variable stub lines. 

621.317.35:621.396.84 3568 
Errors of Selectivity Measurement—W. 

Rotkiewicz. (Nachrtech. Z., vol. 8, pp. 22-24; 
January, 1958.) The causes of errors and their 
elimination in receiver selectivity measure-
ments are discussed. 

621.317.411.029.6 : 538.221 3569 
Measurement of Permeability at V.H.F. 

using Transmission-Line Technique—J, C. 
Anderson. (J. Brit. IRE, vol. 18, pp. 417-424; 
July, 1958.) Accurate measurements may be 
made without the aid of calibrated instruments 
or standing-wave detectors. These measure-
ments are sufficiently precise to show detailed 
structure in the permeability/frequency curves. 
Results are given for strips of permalloy B and 
C, mumetal, and for pure nickel wire. 

621.317.42: 621.375.13 3570 
The Control of Flux Waveforms in Iron 

Testing by the Application of Feedback Ampli-
fier Techniques—J. McFarlane and M. J. 
Harris. (Proc. IEE, vol. 105, pp. 395-402; 
Discussion, pp. 402-405; August, 1958.) 

621.317.42:621.383 3571 
The Construction of a Photoelectric Elec-

tronic Fluxmeter—M. Sauzade. (Comp!. Rend. 
Acad. Sci., Paris, vol. 246, pp. 727-730; Febru-
ary 3, 1958.) Description of the design of an 

integrating system comprising a galvanometer, 
photocell and amplifier, with capacitive feed-
back, of the type described by Edgar [see 2163 
of 1956 (Kapitsa)]. See also 435 of 1949 
(Dicke). 

621.317.44 3572 
A Ferrometer for the Determination of the 

A.C. Magnetization Curve and the Iron Losses 
of Small Ferromagnetic Sheet Samples—H. 
Blomberg and P. J. Karttunen. (Proc. IEE, 
vol. 105, pp. 375-384; August, 1958. Discussion, 
pp. 402-405.) 

621.317.44 3573 
Direct-Reading Iron-Loss Testing Equip-
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ment for Single Sheets, Single Strips and Test 
Squares—J. McFarlane, P. Milne, and J. K. 
Darby. (Proc. IEE, vol. 105, pp. 385-394; 
August, 1958. Discussion, pp. 402-405.) 

621.317.7:538.566:621.372.823 3574 
Double-Probe Polarimetric Analyser for the 

1000-mc/s Band—F. Picherit. (Come Rend. 
Acad. Sci., Paris, vol. 246, pp. 911-913; Febru-
ary 10, 1958.) Description of apparatus for 
accurate measurement of wave rotation in a 
circular waveguide, using a graduated rotatable 
section provided with two probes with a fixed 
angular separation of 90 degrees. 

621.317.73:537.312.9.082.73 3575 
Apparatus for Piezoresistance Measure-

ment—M. Pollack. (Rev. Sci. Instr., vol. 29, 
pp. 639-641; July, 1958.) The piezoresistance 
effect in semiconductors is measured using a 
29-cps alternating stress. The method is sensi-
tive and suitable for low-resistivity materials; 
the measurements are adiabatic. See also 1192 
of 1958 (Potter). 

621.317.733:621.317.4:538.221 3576 
Improved Bridge Method for the Measure-

ment of Core Losses in Ferromagnetic Materi-
als at High Flux Densities—W. P. Harris and 
I. L. Cooter. (J. Res. Natl. Bur. Stand., vol. 60, 
Rep. 2865, pp. 509-516; May, 1958.) An ampli-
fier having negative output resistance was de-
vised and is used in a manner that automati-
cally allows accurate compensation for the 
harmonic components of the excitation current. 
See also 530 of 1957 (Cooter and Harris). 

621.317.74:621.372.2.029.6 3577 
High-Frequency Measuring Lines—C. 

Moerder. (Arch. Tech. Messen., no. 265, pp. 
37-40; February, 1958.) The use of calibrated 
transmission lines for the measurement of cir-
cuit and line characteristics is described. Par-
ticular reference is made to the Smith chart and 
to commercial test equipment incorporating an 
artificial line with a CRO display of the meas-
ured parameters on a Smith-chart graticule. 

621.317.74:621.372.852.323:621.318.134 3578 
High-Power Testing of Ferrite Isolators— 

E. Wantuch. (Electronic Ind., vol. 17, pp. 83-
85; April, 1958.) Description of methods for 
determining insertion loss, input SWR under 
matched-load, and isolation under mismatched-
load conditions. 

621.317.74:621.374 3579 
An Electronic Pulse-Duration Analyser— 

E. Newell and A. A. Makemson. (P.O. Elec. 
Eng. J., vol. 51, pp. 64-69; April. 1958.) De-
scription of apparatus for determining the 
duration and frequency of occurrence of tran-
sient irregularities on HF trunk telephone 
routes. Irregularities longer than 2 ms are re-
corded on cold-cathode counters, simultane-
ous recordings being made of durations exceed-
ing four predetermined values in the range 2-
50 ms. 

621.317.75:621.376.3 • 3580 
Testing the Linearity of Modulators and 

Demodulators in Multichannel F.M. Trans-
mitters and Receivers—G. C. Davey. (Elec-
tronic Eng., vol. 30, pp. 487-489; August, 
1958.) Design principles are described of equip-
ment which displays the slope of a demodulator 
characteristic and discriminates changes in 
slope of 1 per cent. Modulators can be tested 
indirectly and the equipment may be used for 
conventional sweep tests in aligning IF ampli-
fiers. 

621.317.755 3581 
A New Eight-Channel Oscillograph—H. H. 

Feldmann. (Elektrotech. Z., Ed. B, vol. 10, pp. 
206-209; May 21, 1958.) A single-tube CRO is 
described which provides facilities for the 

simultaneous display of four functions. The 
2X4 variables are applied to the vertical and 
horizontal amplifiers, via an electronic switch-
ing circuit. 

621.317.755:621.385.029.6 3582 
Fractional-Millimicrosecond Oscilloscope 

System Utilizing Commercially Available Com-
ponents—C. N. Winningstad. (Rev. Sci. 
Instr., vol. 29, pp. 578-584; July, 1958.) The 
oscilloscope described uses a traveling-wave 
CR tube with a synchronizing system which 
does not appreciably distort the applied pulse. 

621.317.755.087.6 3583 
Electronic Tracing of Oscilloscope Displays 

—C. H. Hertz and E. Willer. (Rev. Sci. ¡a-
sir., vol. 29, pp. 611-613; July, 1958.) A 
gated charging circuit is described for sampling 
the waveform applied to a CRO and driving a 
pen recorder. Frequencies up to 10 kc can be 
recorded. 

621.317.789 3584 
Ergmeter measures Bursts of Energy— 

L. A. Rosenthal. (Electronics, vol. 31, pp. 79-
81; June 6, 1958.) Energy surges unbalance a 
bolometer bridge whose output is amplified and 
applied to a peak-holding voltmeter; the instru-
ment is calibrated by using an internally gener-
ated pulse of known energy content. 

621.317.799:551.510.535:621.396.11 3585 
An Automatic Recorder for Measuring 

Ionospheric Absorption—Mazumdar. (See 
3461.) 

621.317.799:621.316.82 3586 
Potentiometer Tester—S. Morleigh. (Wire-

less World, vol. 64, pp. 450-452; September, 
1958.) Description of circuits for locating bad 
contacts and for measuring contact resistance 
in precision variable resistors and inductive 
potentiometers. 

621.317.799:621.396.61/.62 3587 
Recent Developments in Communications 

Measuring Instruments—E. Garthwaite and 
A. G. Wray. (J. Brit. IRE, vol. 18, pp. 387-
397; July, 1958.) Improvements in design and 
advances in measuring techniques are illus-
trated by reference to specific instruments. 
Future trends are briefly discussed. 

621.317.799:621.396.933.029.6 3588 
A Standing-Wave-Ratio Measuring Instru-

ment for Use in the Maintenance of Aircraft 
Installations—A. G. Hancock and T. S. Kep-
ner. (A.W.A. Tech. Rev., vol. 10, pp. 90-99; 
October, 1957.) A portable instrument for 
measuring SWR on transmission lines in VHF 
aircraft installations is described. The battery 
operated equipment includes bridges for 50-2 
and 70-9 installations, and fixed and variable 
oscillators. 

OTHER APPLICATIONS OF RADIO 
AND ELECTRONICS 

53.087.5 3589 
Digital and Pictorial Photographic Elec-

tronic Recorder—R. G. McPherson and I. A. 
Sonderby. (Commun. and Electronics, no. 36, 
pp. 194-196; May, 1958.) Digital recording is 
achieved by photographing square spots or bits 
in rows on the film. With a bit size of 10 mils 
and 40 bits/row, 4000 bits/inch may be stored 
on 16-mm film. Playback is effected by me-
chanical or electrical scanning. 

53.087.9:621.395.625.3 3590 
Magnetic Tape for Data Recording—C. D. 

Mee. (Proc. ZEE, vol. 105, pp. 373-380; July, 
1958. Discussion, pp. 380-382.) The occurrence 
of "drop-outs" in both the recording and re-
production of pulse signals is investigated and 
applied to "return to zero" and "non return to 

zero" recording. Methods are considered which 
would improve reliability. Equipment is de-
scribed for testing tape under widely varying 
recording conditions. Commercial tapes are 
assessed and an economical performance specifi-
cation is suggested. 

551.508.822 3591 
Comparison of Aerological Soundings made 

Simultaneously by Radiosonde and Aircraft— 
F. H. Ludlam and P. M. Saunders. (Tellus, 
vol. 10, pp. 83-87; February, 1958.) The results 
of five soundings by Vliistilli radiosonde and by 
aircraft fitted with electrical resistance ther-
mometers show that the temperatures given by 
the radiosonde were usually 1-1°C, but occa-
sionally 24-4°C, too great. Shallow layers of 
very dry air were often not revealed by the 
radiosonde due to the large time lag of the 
hygrometer unit. 

621.362:536.8 3592 
Measured Thermal Efficiencies of a Diode 

Configuration of a Thermo-electron Engine— 
G. N. Hatsopoulos and J. Kaye. (J. Appl. 
Phys., vol. 29, pp. 1124-1125; July, 1958.) 
Note on a practical engineering method of con-
verting heat directly into electricity. 

621.384.612 3593 
Electron Losses due to Phase Oscillations 

Induced by Radiation Fluctuations in Synchro-
trons—A. N. Matveev. (Zh. Eksp. Teor. Fiz., 
vol. 33, pp. 1254-1260; November, 1957.) An 
approximate method of calculation is de-
scribed taking account of nonlinear effects by 
considering appropriate boundary conditions 
in linear theory. 

621.384.7 : 537.533.8 3594 
Source of Ions due to Electron Bombard-

ment—D. Blanc and A. Degeilh. (Comp!. 
Rend. Acad. Sci., Paris, vol. 246, pp. 936-939; 
February 10, 1958.) The characteristics of an 
ion source of Nier type (see Rev. Sci. ¡asir., 
vol. 18, pp. 398-411; June, 1957) without an 
auxiliary magnetic field are described. 

621.385.833:061.3 3595 
Summarized Proceedings of a Conference 

on Electron Microscopy—Bangor, September 
1957—H. W. Emerton. (Brit. J. Appt. Phys., 
vol. 9, pp. 306-312, 322; August, 1958.) 

621.385.833:537.533.72 3596 
Magnetic Deflexion of Electron Beams 

without Astigmatism—G. D. Archard and T. 
Mulvey. (J. Sci. ¡asir., vol. 35, pp. 279-
283; August, 1958.) The system described uses 
circular pole pieces from which semicircular 
portions have been removed. An application to 
reflection-type electron microscopes is de-
scribed. 

621.385.833:621.373.44 3597 
Construction of a 100-kV Pulse Generator 

—J. Gardez. (Compt. Rend. Acad. Sci., Paris, 
vol. 246, pp. 1023-1025; February 17, 1958.) A 
pulse generator for an electron microscope is 
described, with pulse length 2 µsec, and repeti-
tion frequency 200/sec. 

621.387.4 3598 
The Design, Performance and Use of Fis-

sion Counters—W. Abson, P. G. Salmon, and 
S. Pyrah. (Proc. IEE, vol. 105, pp. 349-356; 
July, 1958. Discussion, pp. 365-369.) General 
design criteria applicable to the measurement 
of fission cross sections, the analysis of neutron 
spectra and the relative measurement of neu-
tron flux are discussed. 

621.387.424 3599 
Firing Characteristics of Halogen-

Quenched Geiger-Müller Counters—S. P. 
Puri and P. S. Gill. (Proc. Natl. Inst. Sci. 
India, vol. 24, pp. 66-77; January 26, 1958.) 
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621.387.426.2 3600 
Boron Trifluoride Proportional Counters— 

W. Abson, P. G. Salmon, and S. Pyrah. (Proc. 
IEE, vol. 105, pp. 357-365; July, 1958. Dis-

cussion, pp. 365-369.) Operating characteristics 
and the effect of circuit parameters on output 
pulse amplitude are discussed. 

621.398:623.454.91-519 3601 
Telemeter Transmitter for Vanguard 

Rocket—N. Raskhodoff. (Electronics, vol. 31, 
pp. 46-47; July 4, 1958.) Details of engine per-
formance are relayed using a PWM/FM sys-
tem. 

PROPAGATION OF WAVES 

621.396.11:551.510.535 3602 
Electromagnetic Propagation in an almost 

Homogeneous Medium—V. W. Bolie. (Aust. 
J. Phys., vol. 2, pp. 118-125; March, 1958.) 
An equation is derived for calculating the scat-
tering energy resulting from a single Gaussian 
perturbation in refractive index. A turbulent 
ionosphere may be considered as being com-
posed of such perturbations. 

621.396.11:551.510.535 3603 
Single-Hop Propagation of Radio Waves to 

a Distance of 5300 km—F. Kift. (Nature, 
London, vol. 181, pp. 1459-1460; May 24, 
1958.) Path lengths and angles of elevation of 
rays arriving at Slough from Ottawa have been 
calculated from the Appleton and Beynon 
equations for propagation via a parabolic F2 
layer, and show good agreement with experi-
mental results of Warren and Hagg (2202 of 
1958). 

621.396.11.029.45/.5:551.510.535 3604 
Low-Frequency Reflection in the Iono-

sphere—H. Poeverlein. (J. Almos. Terr. Phys., 
vol. 12, nos. 3/4, pp. 126-139; 1958 and no. 4, 
pp. 236-247; 1958. Correction, ibid., p. 352.) 
Theoretical investigation of ionospheric reflec-
tion in the frequency range 1-100 kc approxi-
mately. The ionospheric layer is considered as 
a thin conductive sheet or as consisting of many 
thin sublayers. Some typical cases are discussed 
with reference to observational results. 

621.396.11.029.45:551.594.6 3605 
Velocity of Propagation of Electromagnetic 

Waves at Audio Frequencies—Y. L. Al'pert 
and S. V. Borodina. (Zh. Eksp. Teor. Fis., vol. 
33, pp. 1305-1307; November, 1957.) Note of 
an investigation covering the frequency range 
1-30 kc based on waveform analysis of thunder-
storm discharges at distances of 800-3100 km. 
Experimental and theoretical values deviate 
significantly below 3 kc, at which frequencies 
the model of the ionosphere used in the calcu-
lations may be inappropriate. See also 920 of 
1957. 

621.396.11.029.53: 551.510.535 3606 
Investigation of Magneto-ionic Fading in 

Oblique-Incidence Medium-Wave Transmis-
sions—M. S. Rao and B. R. Rao. (J. Atmos. 
Terr. Phys., vol. 12, pp. 293-305; July, 1958.) 
"Periodic fading of magneto-ionic origin ob-
served in oblique-incidence medium-wave rec-
ords is interpreted theoretically by calculating 
the phase paths by a graphical integration 
method assuming Chapman and parabolic ion 
distribution. Analytical expressions have also 
been derived for phase paths of both magneto-
ionic components by an approximate method 
involving the use of an empirical formula for 
q-x curves. The theoretical values of fading 
periods compared very well with the experi-
mental data, the agreement being particularly 
good for the case of Chapman distribution." 

621.396.11.029.6:551.510.5 3607 
Atmospheric Effects on V.H.F. and U.H.F. 

Propagation—G. H. Millman. (Paoc. IRE, vol. 

46, pp. 1492-1501; August, 1958.) Tropo-
spheric refractive-index profiles and ionospheric 
electron-density models representative of aver-
age conditions are presented, and mathematical 
relations are derived for calculating refraction 
effects, time delays, Doppler errors, polariza-
tion changes, and attenuation experienced by 
radio waves traversing the entire atmosphere. 

621.396.11.029.62:523.5 3608 
A Theoretical Rate Amplitude Relation in 

Meteoric Forward Scattering—C. O. Hines. 
(Canad. J. Phys., vol. 36, pp. 539-554; May, 
1958.) The theory of fonvard scattering of 
radio waves by ionized meteor trails is applied 
to the development of a relation which ex-
presses the expected occurrence rate of scat-
tered signals exceeding a given amplitude 
level as a function of that level. Comparison 
with provisional observational data shows 
good agreement qualitatively and quantita-
tively. Closest agreement is obtained only with 
an appropriate choice of two scaling factors 
which provide a convenient condensed version 
of the observations for further interpretation. 

621.396.11.029.62:523.5 3609 
Observations of Angle of Arrival of Meteor 

Echoes in V.H.F. Forward-Scatter Propagation 
—K. Endresen, T. Hagfors, B. Landmark and 
J. Rodsrud. (J. Almos. Terr. Phys., vol. 12, pp. 
329-334; July, 1958.) Observations were made 
in November and December, 1957 near Tronsfi, 
using a frequency of 46.8 mc. Histograms 
show the properties of background meteor re-
flections as well as of shower reflections as a 
function of azimuth. Diurnal variations agree 
well with present theories. 

621.396.11.029.62:523.5 3610 
The Fading of Long-Duration Meteor 

Bursts in Forward-Scatter Propagation—B. 
Landmark. (J. Atmos. Terr. Phys., vol. 12, pp. 
341-342; July, 1958.) Application of the 
theory presented by L. A. Manning at the 
12th General Assembly of URSI, 1957, 
Boulder, Colo., allows the seasonal variations 
of wind sheer in the lower E layer to be studied. 

621.396.11.029.62:551.510.535 3611 
Preliminary Results of Studies of the 

Angular Distribution of a V.H.F. Ionospheric 
Forward-Scatter Signal—T. Hagfors. (J. A imos. 
Terr. Phys., vol. 12, pp. 340-341, plate; July, 
1958.) The angular spectrum is determined by 
correlation over the wavefront. Results ob-
tained at 46.8 mc over a 1150-km N-S path 
indicate that the Rayleigh-type background is 
not due to the overlapping of many small 
meteoric echoes. 

621.396.11.029.62: 621.397.81 3612 
Phase-Coherent Back-Scatter of Radio 

Waves at the Surface of the Sea—E. Sofaer. 
(Paoc. IRE, vol. 105, pp. 383-394; July, 1958.) 
An investigation into interference with recep-
tion of the B.B.C. Devon television transmitter 
in coastal regions near Plymouth. Rhythmic 
variations in amplitude due to beating between 
direct and back-scattered signals occur when 
sea waves within the irradiated area are cor-
rectly spaced and suitably oriented with respect 
to frequency and geometry of the transmitter 
/receiver circuit. The effect is studied theoreti-
cally and correlated with meteorological data. 

621.396.11.029.64 3613 
Multipath Propagation of Microwaves— 

T. Omori and R. Sato. (Rep. Elec. Commun. 
Lab., Japan. vol. 6, pp. 1-11; January, 1958.) 
Results are given for five different paths at 
frequencies near 4 kmc; frequency-sweep and 
pulse techniques were both used to measure 
the delayed signals. The mean value of the 
instantaneous distortion in the worst 1-hour 
period was shown to be negligibly small. 

RECEPTION 

621.376.2 3614 
The Demodulation of Linearly Distorted 

A.M. Spectra—H. Schneider and G. Petrich. 
(Nachrlech. Z., vol. 8, pp. 17-21; January, 1958.) 
Continuation of 2893 of 1957 dealing with 
s.s.b. and common-frequency reception and the 
distortion effects of overmodulation. 

621.376.23:621.396.822 3615 
The Rectification of Non-Gaussian Noise— 

J. A. Mullen and D. Middleton. (Quart. App!. 
Math., vol. 15, pp. 395-419; January, 1958.) A 
noise model in which the noise events occur 
with a Poisson distribution in time is analyzed. 
Atmospherics and some types of radar clutter 
may approximate to this model. The influence 
of linear and quadratic detectors on the noise 
is studied, and account is taken of narrow-
band filters preceding the detector. 

621.376.23:621.396.822 3616 
Effects of Signal Fluctuation on the Detec-

tion of Pulse Signals in Noise—M. Schwartz. 
(IRE TRANS. ON INFORMATION THEORY, vol. 
IT-2, pp. 66-71; June, 1956. Abstract, PROC. 
IRE, vol. 44, p. 1642; November, 1956.) 

621.396.822:621.376.23 3617 
Rectification of Two Signals in Random 

Noise—L. L. Campbell. (IRE TRANS. ON 
INFORMATION THEORY, vol. IT-2, pp. 119-124; 
December, 1956. Abstract, PROC. IRE, vol. 45, 
p. 575; April, 1957.) 

621.376.23:621.396.822 3618 
Optimum Detection of Random Signals in 

Noise, with Applications to Scatter-Multipath 
Communication :Part I—R. Price. (IRE TRANS. 
ON INFORMATION THEORY, vol. IT-2, pp. 125-
135; December, 1956. Correction, ibid., vol. 
IT-3, p. 256; December, 1957. Abstract, PROC. 
IRE, vol. 45, p. 575; April, 1957.) 

62 L376.23 : 621.396.822 3619 
A Coincidence Procedure for Signal Detec-

tion—M. Schwartz. (IRE TRANS. ON INFOR-
MATION THEORY, vol. IT-2, pp. 135-139; De-
cember, 1956. Abstract, PROC. IRE, vol. 45, 
p. 575; April, 1957.) 

621.376.332: 621.3.018.78 3620 
Amplitude Modulation Suppression in F.M. 

Systems—C. L. Ruthroff. (Bell Sys. Tech. J., 
vol. 37, pp. 1023-1046; July, 1958.) Limiter 
circuits are analyzed in terms of low-index 
modulation theory. The analysis of a diode 
limiter shows that perfect AM suppression is 
possible with only small loss to the FM signal. 
Experimental verification is given. 

621.396.62:621.396.662 3621 
A Novel Sideband Selector System—E. P. 

Alvernaz. (QST, vol. 42, pp. 18-20; May, 
1958.) Two mixers and a common VFO are 
used in a selector system by means of which an 
incoming signal, or any part of it, can be placed 
in or out of the pass band of a fixed-frequency 
band-pass filter without changing the receiver 
tuning. 

621.396.662 3622 
Some Aspects of Permeability Tuning— 

W. D. Meewezen. (Proc. IRE, Aust., vol. 18, 
pp. 263-275; August, 1957.) Capacitance and 
permeability-tuned circuits are compared, and 
the construction and applications of perme-
ability tuners are described. 

621.396.8: 519.2 3623 
Cumulative Frequency Curves of Eccentric 

Rayleigh Distribution and their Application to 
Propagation Measurements—H. Zuhrt. (Arch. 
elekt. Übertragung, vol. 11, pp. 478-484; De-
cember, 1957.) Equations and curves of eccen-
tric Rayleigh distribution are given which are 
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applicable to received voltage waveforms con-
sidered as a number of statistically fluctuating 
interference waves superimposed on the signal 
waveform. Probability distribution curves 
based on propagation measurements at 2.5, 
4.15 and 15 kmc are compared with the theo-
retical curves; agreement is closed except for 
short-term probabilities. 

621.396.82 3624 
Radio Interference: Part 3—Suppression— 

R. A. Dilworth. (P.O. Elec. Eng. J., vol. 51, pp. 
40-45; April, 1958.) Interference produced by 
sparking from electrical appliances is discussed. 
Reduction of interference by measures taken 
at the receiving installation, and by suppres-
sion at source are considered. Practical sup-
pression arrangements are described and illus-
trated for various kinds of appliance. Part 2: 
2213 of 1958 (Britton). 

621.396.821 3625 
Atmospheric Noise Interference to 

Medium-Wave Broadcasting—S. V. C. Aiya. 
(Paoc. IRE, vol. 46, pp. 1502-1509; August, 
1958.) The electrical discharges associated with 
a tropical thundercloud are described. It is 
suggested that discharge mechanisms within 
the cloud contribute noise only on frequencies 
above 2.5 mc. The power radiated by a flash 
in the medium-wave band is deduced by as-
suming that the energy is produced by the first 
stepped leader propagated as an air or ground 
discharge. See also 1866 of 1958. 

STATIONS AND COMMUNICATION 
SYSTEMS 

621.391 3626 
Bits of Information—A. S. Zamanakos. 

(Commun. and Electronics, no. 36, pp. 197-
201; May, 1958.) Concepts of information, 
channel capacity and equivocation are reviewed. 
The probability of an error is used to calculate 
the equivocation. The method of coding a mes-
sage to incorporate error detecting and correct-
ing information is explained, and examples are 
given of a parity checking procedure. 

621.391 3627 
On the Shannon Theory of Information 

Transmission in the Case of Continuous Signals 
—A. N. Kolmogorov. (IRE TRANS. ON INFOR-
MATION THEORY, vol. IT-2, pp. 102-108; 
December, 1956.) 

621.391 3628 
On Noise Stability of a System with Error-

Correcting Codes—V. I. Siforov. (IRE TRANS. 
ON INFORMATION THEORY, vol. IT-2, pp. 109-
115; December, 1956. Abstract, PROC. IRE, vol. 
45, p. 575; April, 1957.) 

621.391 3629 
Optimum, Linear, Discrete Filtering of Sig-

nals containing a Nonrandom Component— 
K. R. Johnson. (IRE TRANS. ON INFORMATION 
THEORY, vol. IT-2, pp. 49-55; June, 1956. 
Abstract, PROC. IRE, vol. 44, p. 1642; Novem-
ber, 1956.) 

621.391:519.272 3630 
Correlation Electronics—F. H. Lange. 

(Nachrtech. Z., vol. 8, pp. 3-11; January, 1958.) 
The principles and purpose of correlation 
analysis are outlined with examples of applica-
tions in communications and electroacoustics. 

621.391:519.272 3631 
Simple Methods of Correlation Measure-

ments—R. Fey. (Nachtech. Z., vol. 8, pp. 12-
16; January, 1958.) The analytical bases of 
four methods of determining autocorrelation 
functions are discussed, with an outline of ap-
propriate measurement techniques. 

621.391:534.75 3632 
Information Transmission with Elementary 

Auditory Displays—Sumby, Chambliss, and 
Pollack. (See 3314.) 

621.391:534.75 3633 
Confidence Ratings and Message Recep-

tion for Filtered Speech—Decker and Pollack. 

(See 3315.) 

621.391:621.396.822 3634 
Probability Densities of the Smoothed 

"Random Telegraph Signal"—W. M. Wonham 
and A. T. Fuller. (J. Electronics Control, vol. 4, 
pp. 567-576; June, 1958.) The probability dis-
tribution of the output from a simple RC 
smoothing network is found when the input is 
a sequence of random square waves generated 
by a Poisson process. Results suggest a con-
venient experimental method for generating 
LF noise with Gaussian, rectangular, parabolic 
or elliptical probability density functions. 

621.391:621.396.822 3635 
Nonstationary Velocity Estimation—T. M. 

Burford. (Bell Sys. Tech. J., vol. 37, pp. 1009-
1021; July, 1958.) A nonstationary noise is 
approximated by the product of a stationary 
noise and a deterministic function of time. 
From observations of the sum of such a non-
stationary noise and a linear signal, an estimate 
of the rate of change of the signal is obtained. 

621.396.4: 551.510.52 3636 
White Alice—a New Radio Voice for Alas-

kan Outposts—W. H. Tidd. (Bell Lab. Rec., 
vol. 36, pp. 278-283; August, 1958.) A tropo-
spheric-scatter system is described for multi-
channel telephone and telegraph communica-
tion between points 100-200 miles apart. 10-kw 
transmitters and 60-foot parabolic antennas are 
used at frequencies in the 750-950 mc band. 

621.396.41 3637 
Compressed Time boosts Single-Sideband 

Capacity—M. I. Jacob and J. Mattern. (Elec-
tronics, vol. 31, pp. 52-55; July 4, 1958.) 
Description of a time-sharing multiplex system 
which needs only one RF channel, with a single 
transmitter and receiver at each station. Re-
ceived information is stored, and then ex-
pended and read-out between transmissions. 

621.396.41:621.396.65 3638 
The Simultaneous Transmission of Tele-

vision and Telephone Multiplex over a Single 
Microwave Channel on the Trans-Canada 
TD-2 System—H. E. Curtis, V. C. P. Strahlen-
dorf, and A. J. Wade. (Commun. and Electronics, 
no. 36, pp. 185-190; May, 1958.) Transmission 
considerations, terminal circuits and tests are 
discussed for a system simultaneously trans-
mitting a television signal and a maximum of 
180 telephone channels. 

621.396.61/.62:535-14 3639 
500-Million-htic/s Transceiver—H. Pallatz. 

(Radio-Electronics, vol. 28, pp. 93-94; October, 
1957.) Simple voice-communication equipment 
using a caesium-vapour lamp as transmitter is 
described. 

621.396.932 3640 
The Development of Radio Services for 

Coastal Traffic, Inland Waterways and Har-
bours—J. Mohrmann. (Telefunken Ztg., vol. 
30, pp. 225-232; December, 1957. English 
summary, p. 286.) The development of R/T 
services for ship-to-shore communication in 
Germany is outlined and details of some mod-
ern installations, including VHF services, are 
given. 

SUBSIDIARY APPARATUS 

621.316.5.004.6 3641 
Physical Processes in Contact Erosion— 

L. H. Germer. (J. Appl. Phys., vol. 29, pp. 

1067-1082; July, 1958.) A general survey of 
erosion effects for relatively low voltages and 
currents. 

621.316.721/.722:621.314.7 3642 
Transistor Voltage and Current Stabilizers 

—E. Cassignol and G. Giralt. (Comps. Rend. 
Acad. Sci., Paris, vol. 246, pp. 1020-1023; 
February 17, 1958.) Details are given of a cur-
rent generator and a voltage generator using 
transistors and a Zener diode. Coupled together, 
the circuits provide a stabilized current supply 
of up to 300 ma. 

621.316.93:621.314.63 3643 
Electrical Protection for Transistorized 

Equipment—J. W. Phelps. (Bell Lab. Rec., vol. 
36, pp. 247-249; July, 1958.) Semiconductor 
diodes are used to limit excessive voltages 
accidentally placed on telephone circuits. 

621.353/.355 3644 
New Batteries for the Space Age—D. 

Linden and A. F. Daniel. (Electronics, vol. 31, 
pp. 59-65; July 18, 1958.) A survey of short-
life electrochemical batteries, developed for 
extreme reliability at high discharge rates under 
stringent operating conditions. The main char-
acteristics of recent types are given in tabu-
lated form. 

TELEVISION AND PHOTOTELEGRAPHY 

621.397.5 3645 
567 Lines—P. T. Weston. (Wireless World, 

vol. 64, pp. 442-443; September, 1958.) An 
alternative to the British 405-line television 
system is suggested in which a greater number 
of lines is achieved with a minimum of equip-
ment changes. 

621.397.5:535.623 3646 
A Method for Controlling the Gray-Scale 

Equivalent of Colours used in Live and Filmed 
Television Scenic and Graphic Art—W. J. 
Wagner. (J. Soc. Mot. Pict. Telev. Eng., vol. 67, 
pp. 369-373; June, 1958. Discussion.) Greys 
are graded in a scale of 20 steps from white to 
black, and the equivalence of colors presented 
on a monochromatic screen is based on this 
scale. 

621.397.6.029.63 3647 
A UHF Television Link for Outside Broad-

casts—K. C. Quinton. (B.B.C. Eng. Div. 
Monographs, no. 19, pp. 1-20; June, 1958.) The 
merits of FM and AM systems are considered, 
and preliminary comparison tests over a short 
link with a mobile transmitter at 190 and 511 
mc indicated FM to be preferable. A mobile 
transmitter delivering 17 watts at about 630 
mc with 6-mc deviation to either a Vagi or 
corner-reflector antenna is described. Receiver 
IF is either 30 or 60 ms, with a noise factor 
of 14 db. Multipath distortion is still trouble-
some over such links, and possible means of 
reducing it are suggested. 

621.397.611 3648 
Improved Television Standards Converter 

—T. Worswick. (Wireless World, vol. 64, pp. 
443-444; September, 1958.) For the B.B.C. 
Eurovision converter system an improvement 
of 10 db in signal/noise ratio has been achieved 
by using a 4i-inch image orthicon tube Type 
P812 in place of a 3-inch Type P807. 

621.397.611:535.623 3649 
A Flying-Spot Film Scanner for Colour 

Television—H. E. Holman, G. C. Newton, and 
S. F. Quinn. (Proc. IEE, vol. 105, pp. 317-328; 
July, 1958. Discussion pp. 329-330.) Film mov-
ing with uniform velocity is scanned by a series 
of displaced rasters in such a sequence that the 
system is applicable to 50 or 60-cps conditions. 
Three photomultipliers provide color analysis 
of the image, element by element, and directly 
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produce a video-frequency signal. A particular 
equipment is described. 

621.397.611.2 3650 
A French Portable TV Camera—J. Polonsky. 

(J. Teley. Soc., vol. 8, pp. 423-431; April/June, 
1958.) Technical requirements and design con-
siderations are described for the Type-CP103 
equipment weighing about 29 pounds and based 
on a vidicon camera tube. Transistors are used 
in the power supply circuits and synchronizing 
generator. 

621.397.62 3651 
Ultrasonic Tones Select TV Channels— 

N. Frihart and J. Krakora. (Electronics, vol. 
31, pp. 68-69; June 6, 1958.) Television re-
ceiver tuning and power supply are remotely 
controlled by means of an ultrasonic magneto-
striction transducer with transistor oscillator 
transmitting via an air path to a microphone 
in the receiver. See also 3669 of 1957 (Adler, 
et al.). 

TRANSMISSION 

621.376.222 3652 
Some Aspects of High-Level Modulation— 

A. H. Koster. (R.S.G.B. Bull., vol. 33, pp. 552-
556; June, 1958.) The effects of speech com-
pression on the output of a typical transmitter, 
together with circuits for reducing the resulting 
distortion, are described. 

621.396.61:621.396.967 3653 
The Frequency Stability of Self-Excited 

Transmitters Connected to a Load with Vari-
able Phase—H. Schwindling. (Telefunken 
vol. 30, pp. 246-250; December, 1957. English 
summary, pp. 287-288.) The Rieke-diagram 
method is used to investigate the "long-line" 
effect with reference to rotating radar antennas. 

TUBES AND THERMIONICS 

621.314.63+621.314.7 3654 
Crystal Valves—T. R. Scott. (J. Teks. Soc., 

vol. 8, pp. 401-412; April/June, 1958.) The de-
velopment of the crystal tube is reviewed with 

particular reference to economic aspects. The 
likely future relation between the economics of 
crystal and thermionic tubes is discussed and 
the role of the former in various fields of elec-

tronic application is examined. The difficulties 
and advantages of the manufacture and use of 
crystal tubes is also discussed. 

621.314.63:621.372.652 3655 
Shot Noise in P-n-Junction Frequency Con-

verters—A. Uhlir, Jr. (Bell Sys. Tech. J., vol. 
37, pp. 951-988; July, 1958.) General equations 
for the noise figure of a p-n-junction diode with 
arbitrary minority-carrier storage are derived, 
and it is shown that a junction with purely 
capacitive nonlinear admittance, in theory, 
permits noiseless amplification. Nonlinear-
resistance diodes can give low-noise frequency 
conversion with pulsed local-oscillator current, 
but cannot amplify. See also 3897 of 1956. 

621.314.63:621.372.632 3656 
Gain and Noise Figure of a Variable-Ca-

pacitance Up-Converter—D. Leenov. (Bell 
Sys. Tech. J., vol. 37, pp. 989-1008; July, 
1958.) The upper-sideband frequency conver-
sion performance of a p-n-junction nonlinear-
capacitance diode is analyzed. The maximum 
available gain and the noise figure are derived 
for the equivalent circuit consisting of a time-
varying capacitance and constant series re-
sistance. Over-all noise figures are given for 
three types of receiver with diode preamplifiers. 

621.314.7 3657 
The Tecnetron—Competitor to the Transis-

tor?—E. Aisberg. (Radio-Electronics, vol. 29, 
pp. 60-61; May, 1958.) Description of a semi-
conductor device invented by S. Teszner (see 
e.g., 3599 of 1954). It consists of a small rod 
of n-type Ge 0.5 mm in diameter with a central 
portion reduced to .30µ and surrounded by a 
cylinder of indium. Transconductance increases 
with frequency and in experiments a gain of 
16 db was obtained at 200 mc. See also Toute 
la Radio, vol. 25, pp. 47-48; February, 1958, 
and Wireless World, vol. 64, p. 132; March. 
1958. 

621.385+ 621.3751.029.65 3658 
The Generation and Amplification of Milli-

metre Waves—Kleen and 13,5schl. (See 3384.) 

621.385.4:621.384.622 3659 
The Resnatron as a 200-Mc/s Power Ampli-

fier—E. B. Tucker, H. J. Schulte, E. A. Day, 
and E. E. Lampi. (Pacec. IRE, vol. 46, pp. 
1483-1492; August, 1958.) A description of the 
tubes used in the Minnesota linear proton 
accelerator. They are continuously pumped 
grid-pulsed amplifiers with a peak power out-
put of 3.5 mw during 300-asec pulses. 

621.385.832.032.2 3660 
Space-Charge-Grid High-Transconduct-

ance Guns—P. H. Gleichauf. (Pace. IRE, vol. 
46, p. 1542; August, 1958.) Brief description of 
the development of a CR tube gun capable of 
delivering a screen current of 400 na at a drive 
voltage of less than 7 volts. 

621.385.832.032.36 3661 
The Screen Efficiency of Sealed-Off High-

Speed-Oscillograph Cathode-Ray Tubes—R. 
Feinberg. (Proc. I EE, vol. 105, pp. 370-372; 
July, 1958.) Factors affecting efficiency are 
summarized. Reduced screen efficiency is due 
to energy lost by nonradiative dissipation. 

MISCELLANEOUS 

551.58: 621.3.002 3662 
A Contribution to the Climatic Classification 

of Technical Apparatus—H. Burchard and G. 
Hoffmann. (Elektrotech. Z., Ed. A, vol. 79, pp. 
315-321; May 1, 1958.) A world map of climatic 
zones is given which is based on a statistical 
analysis of maximum and minimum tempera-
tures, and the distribution of population den-
sity in these zones is tabulated. A simplified 
classification of climates is derived so that 
des'gn and manufacture of equipment can be 
planned for the widest distribution combined 
with maximum economy. 


