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Poles and Zeros

Roses To Ye Editors. An im-
portant adjunct of electronic
and IRE communications, not
too generally appreciated, is the
local IRE Section publication. Now the products of 47 Sec-
tions or almost half of all, these magazines have come fully
of age as a means of passing Section, Professional Group Chap-
ter, and national news to IRE members. From the six or
eight-page publication of the small Section to the 32 to 40-
page output of the large, they all provide a means of informing
the members of Section and PG Chapter meetings and pro-
grams, and many publish abstracts of past programs for
those members who unfortunately missed the most recent
meeting.

With total meetings mounting into the range of 12 to 20
in some Sections, augmented by special symposia, technical
lecture series, or by Regional activities, the superiority of the
Section magazine over smoke signals, carrier pigeons, post
cards, or any earlier technique need not be argued. What has
not been so apparent is the excellent editorial work being done
by our volunteer Section editors. The addition of editorials,
Section personnel and business news, ladies’ columns (to
placate the wife for those IRE nights out), student branch or
local engineering college news, even prize contests, has made
what could have been dusty dissertations into praiseworthy
prose.

These editors have also learned well that basic rule of local
journalism—*“names and pictures of local faces, will put the
paper through its daily paces,” and embellish their columns
with pictures of authors, local Fellow awardees, Section of-
ficers and other personalities of local interest. This often
also permits noncommercial bows to the supporters of it all,
the local and national advertisers, and disseminates from
their printed pages the feeling that the Section is a very well
integrated technical and social family.

Much originality has gone into the titles of these papers,
and we cite a few as “The Missile” (Alamogordo-Holloman),
“Crosstalk” (Detroit), “The Long Island Pulse,” or the
“Kansas City Local Oscillator.” 1f Albuquerque-Los Alamos
did not already possess a good title in “The Blast” we might
suggest “The Q Point,” and we feel that the Washington Sec-
tion overlooked one in the possibilitiesin “The DC Amplifier.”
In fact, always desiring to be helpful, this Liditor offers free
and with no rights reserved, the following titles to a few Sec-
tions not yet having publications. Why do we not have: “The
Rochester Radiator,” “The Beaumont Beeper,” the Buffalo
“BISONic News,” “The Twin Cities Stereo,” or “Phoenix
PPhonics?”
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|

R‘!’E \

Pills and Pulses. As you scan the photographs and biographies
of the new IRE Fellows in this issue, you will not want to miss
an historic first—Dr. Lee Lusted who is the first medical doc-
tor to be elected an IRE Fellow. This gives formal and sig-
nificant recognition to the growing bond between the physi-
cian, the physiologist, the biologist, and the electronic engi-
neer or the physical scientist.

Many of us at present may think of this relationship as
somewhat of a one-way street in which electronic measuring
or recording techniques are used to obtain medical informa-
tion. However, this may soon be replaced with a two-lane
boulevard in which knowledge from medicine and physiology
will return to aid us in the solution of future problems.
Especially is this true in the areas of communication, memory,
and navigation, where knowledge of the human brain, our
sensory organs, and the navigation methods of birds, bats,
and fish may be needed before we become really sophisticated
in those areas. Needless to say, our Professional Group on
Medical Electronics in which Dr. Lusted has been active, is a
strong motivating force in this exchange of knowledge.

It should also be mentioned that another new [‘ellow,
Herman P. Schwan, is the third biophysicist to be so honored,
and that Dr. Alfred Goldsmith, our Editor Emeritus, has long
been a member of several noted medical societies. Thus do
the barriers between fields of science continue to fall.

A Reminder. Those of you not attending the March Conven-
tion may have missed the announcement that IRE Conven-
tion Record parts will no longer be distributed free to PG
members. After study by the Editorial Board, the PG coni-
mittee, and the Board of Directors, this action was taken to
encourage broader publication of selected Convention papers
by the PG Transactions—which are then available to the PG
member. The move also permits a drastic reduction in price
for those completing their files by purchase. Convention Rec-
ord orders must be placed with Headquarters before April
30. Information on how to order and prices for the various
parts appear on page 20A of this issue.

This And That. Attention should be turned to a letter in this
month’s Correspondence Section (p. 584) from Mr. Floyd W.
Hough, chairman of an American Geophysical Union com-
mittee for Study of the Metric System in the United States.
He asks for expressions of interest in a proposal to adopt the
metric system in the United States through a phased pro-
cedure covering 33 years, or a generation. With the MKS sys-
tem already well established in our area, we might then be
able to forget that a meter is 39.37 inches, that 32 ounces made
up a quart but 16 ounces make a pound—or that sometimes
there are five quarts in a gallon.—]J.D.R.
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Bernard M. Oliver (\'40-M'46-SM'33-F’54) was born
on May 27, 1916, in Santa Cruz, California. He was graduated
from Stanford University, Stanford, Calif., with the B.A. de-
gree in electrical engineering in 1935, and in 1936 received
the VLS. degree from The California Institure of Technology
in Pasadena. The next year he studied in Germany as an
exchange student under the auspices of the Institute of Inter-
national Education. At the age of twenty-three he received
the Ph.D. degree, magna cum laude, in electrical engineering
from the California Institute of Technology.

Dr. Oliver was with the Bell Telephone laboratories in
New York from 1940 to 1952, where he worked on the de-

PROCEEDINGS OF TIIE IRE

April

Bernard M. Oliver

Director, 1959-1961

velopment of automatic tracking radar, television, informa-
tion theory, and high efiiciency systems. In 1952 he joined
the lewlett-Packard Co., Palo Alto, Calif., as director of
research, and in 1957 became vice-president in charge of
research and development there. For the past several years
he has also been a lecturer in electrical engineering at Stan-
ford University.

Dr. Oliver holds twenty-seven U. S. patents in the field
of electronics; others are pending. He has also contributed
several papers to the PROCEEDINGS of the IRE.

He has served as Chairman of the IRE San Francisco Sec-
tion, and for several years was Vice-Chairman of WESCON
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Scanning the Issue

A New Concept in Computing (Wigington, p. 516)—The
late John Von Neumann, who contributed so much to so many
fields, is especially renowned for the leading role he played in
the birth of the modern electronic computing machine. One
of his last major contributions was contained in a patent sub-
mitted in 1954 and granted posthumously only 16 months ago.
This paper presents a description and explanation of the new
computing scheme disclosed in that patent. In it Von Neu-
mann proposed that digital information be represented by the
phase of a sine wave. He suggested that this could be done by
using a nonlinear reactance device as a subharmonic generator
to produce oscillations at one-nth the pumping frequency. It
can be shown that the subharmonic wave wilt have a choice of
n instants during the period of cach cycle when it can start off
in phase with the pumping wave. In other words, the sub-
harmonic wave will lock into any of # phases. The choice of
phase can be controtled by the phase of an input signal at the
subharmonic frequency. This can be thought of as a mecha-
nism for producing # logic states. When several subharmonic
generators are connected in a circuit, the output of one will
change the state (phase) of another, producing an n-ary logic
system. This idea is closely related to the parametron, which
was independently developed in Japan and which has aroused
so much interest in the past couple of years. The parametron
uses nonlinear oscillators operating in the one-megacycle
range. However, it is the possibility of applying this scheme
to microwave frequencies that makes it of such outstanding
importance, because microwaves would greatly increase the
operating speed of computers. This work will be of great
importance not only to computer engineers but also to all
those who are interested in parametric amplifiers.

Stored Charge Method of Transistor Base Transit Anal-
ysis (Varnerin, p. 523)—The operating frequency of a transis-
tor can be increased by reducing the base transit time, pre-
sumably either by increasing the velocity of the carrier flow or
by reducing the base width. Velocities can be increased by
grading the base impurity densities to produce built-in aiding
electric fields. This principte has been widely used in recent
high-frequency designs since the advent of diffusion tech-
niques for fabricating transistors. Base transit time, as pres-
ently defined, is primarily a mathematical concept; that is, it
is expressed in terms which have mathematical validity but
which do not all have a direct physical interpretation. In this
paper, the author re-expresses base transit time in terms of
stored charge per unit emitter current—terms which are con-
ceptually much simpler to deal with and which greatly facili-
tate the understanding of high-frequency performance. Using
this fresh viewpoint, the author readily shows that base
thickness is more important than the built-in field in deter-
mining base transit time. In fact, this gives rise to a sceming
paradox: shorter transit times are possible with retarding
than with aiding fields, because they permit a narrower hasc
width. Both the new method of analysis and the results wilt
be of wide interest to the considerable body of engincers in-
terested in high-frequency transistor design.

The Hall Effect Circulator—A Passive Transmission De-
vice (Grubbs, p. 528)—One of the notable features of the
1950's has been the variety of devices that have been de-
veloped which exhibit nonreciprocal transmission character-
istics. These developments have led not only to new com-
ponents and improved systems but to new methods of net-
work analysis as well. The development of ferrites has pro-
vided nonreciprocal devices for the microwave range, while
the exploitation of the Hall effect in semiconductors is leading
to devices with similar functions for use at the lower “wire”
frequencies. Hall effect gyrators and isolators have already
been investigated for use in wire circuits. This paper describes

an important addition to the nonreciprocal device family, a
Hall effect circulator.

Theory of the Crestatron: A Forward-Wave Amplifier
(Rowe, p. 536)—Past experimental data have indicated that
gain can occur in a traveling-wave tube even though the
voltage is so high that a growing wave cannot exist, but the
phenomenon has not heretofore been understood. The author
has now developed a theory which satisfactorily explains the
previous data. To verify his work, he has built a tube which
utilizes this new mode of operation. The tube proves to have
moderate gain, good efficiency and, perhaps the most signifi-
cant feature, a very short length, which suggests the interest-
ing possibility that the device might operate with little or
no magnetic focusing field.

Theory and Experiments on Shot Noise in Silicon P-N
Junction Diodes and Transistors (Schneider and Strutt, p.
546)—1It has been found that the theory which describes the
noise performance of germanium diodes and transistors does
not hold true for silicon devices. This is not surprising since
the etectrical characteristics of silicon devices differ to some
extent from those of the corresponding germanium types. In
fact, it was not until a vear and a half ago that this difference
in the characteristics of silicon junctions was adequately ex-
plained. Armed with this information, the authors have suc-
ceeded in deriving new noise expressions which are valid for
siticon devices operating at low current densities. This paper
isof greatinterest in understanding the noise behavior of silicon
devices—indeed, it is the first paper to tackle the problem.

A Constant-Temperature-Operation Hot-Wire Anemom-
eter (Janssen, ef al., p. 535)—This paper discusses a type of
instrument that is very useful in studying turbulent air flow.
When a small, clectrically heated wire is placed in the air
flow, turbulence will cause variations in the cooling effect
of the air strcam on the heated wire. These temperature
changes, in turn, cause the resistance of the wire to vary. By
incorporating the heated wire in an appropriate circuit—in
this case, a dc bridge and a dc differential amplifier—air
velocity fluctuations containing frequencies of several tens
of kilocycles can be measured electrically. \While the instru-
ment is not new, the application of a chopper stabilized
amplifier described here is novel, as is the use of signal flow
graphs in an analysis of this sort.

IRE Standards on Waveguide and Waveguide Component
Measurements (p. 568)—This standard provides very useful
and important information on the proper methods of measur-
ing some two dozen major quantities which characterize wave-
guides, waveguide components, and the associated electro-
magnetic fields.

IRE Award Winners (p. 593)—l.ast month at the annual
IRE Convention banquet in New York, over 1000 persons
crowded into the Grand Ballroom of the \Waldorf-Astoria
Hote! to witness what in many respects is the climactic event
of the year. On that occasion the leading contributors to the
progress of our profession were singled out for recognition by
the IRLE—scven by means of 1RIE's highest awards and 76 by
elevation to Fellow grade. The photographs and award cita-
tions of this distinguished group are presented in a special
section of this issuc.

IRE TRANSACTIONS Index (follows p. 628)—During 1958
the Professional Groups of the IRE published 81 issues of
TRANSACTIONS, comprising more than 800 papers and letters.
So substantial has the TRANSACTIONS activity become that it
now represents half of the total technical publication output
of the IRE. This wealth of material has been catalogued by
tables of contents, by authors, and by subjects in the 1958
index which appears toward the rear of this issue.

Scanning the Transactions appears on page 604.
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A New Concept in Computing’

R. L. WIGINGTON{, MEMBER, IRE

Summary—A new computing scheme was proposed by von Neu-
mann in a patent' submitted in 1954 and granted posthumously last
December. This paper is an explanatory statement of those ideas.
The concept of using the phase of a sine-wave signal as an informa-
tion-bearing medium which together with majority logic permits the
realization of logic operations is described in detail. Simple logical
aggregates are given as examples.

INTRODUCTION

ON NLEUMANN recognized the limitations of
computing speeds inherent in the existing tech-
nology due to device operation times, signal
propagation delays, and transmission distortion of in-
formation video pulses. Of course, we cannot recon-
struct the thinking that led him to the proposed solu-
tion, but the attractiveness of large bandwidths which
could be obtained at microwave frequencies and of rep-
resentation of digital information by distinct phases of
an RF signal (neither of which had been exploited in
computer technology) no doubt seemed fertile ground
for investigation. Whatever the prompting force was,
von Neumann proposed a computing scheme using RF
techniques which is potentially faster if employed at
microwave frequencies than present conventional meth-
ods. The same methods will also work at lower frequen-
cies.
The availability of an element of the following nature
was assumed:

a) Anelement is available that has both L and C, one
of which is nonlinear.

b) The dissipation in the element is not great in com-
parison to the nonlinearity. This dissipation may
be resistive loss or a hysteresis.

¢) The clement has approximately linear operation
for small signals having a resonant frequency
(which later is referred to as fq).

NONLINEAR REACTANCE ANALYSIS

To see that such an element can exist, consider the
nonlinear capacitor that has no loss and no hysteresis?
and is mounted in multiply-tuned circuits. The bare
outline of the analysis will be presented. IFull discussion
of it has been published by Manley and Rowe.' \s
pointed out in that reference, consideration of nonlinear

* Original manuscript received by the 1RE, October 15, 1958;
revised manuscript received, December 31, 1958.

 National Security Agency, Dept. of Defense, Ft. Meade, Md.

'].. von Neumann, “Non-linear Capacitance or Inductance
Switching, Amplifying, and Memory Organs,” U. S. Patent No.
2,815,488, issued December 3, 1957, assigned to the 1BM Corpora-
tion.

? These restrictions may be relaxed somewhat in the practical
case, but are assumed here to make explanation simpler.

 J. M. Maunley and R. E. Rowe, “Some general properties of non-
linear elements—Part 1. General energy relations,” Proc. IRE, vol.
44, pp. 904-913; July, 1956.

reactances as elements to transfer power from one fre-
quency to another is not a new subject, having been dis-
cussed by Hartley in 1916.

Consider the circuit in Fig. 1.

| Filters to tisto
v +q Loeds
T
Geanarators

Fig. 1—Generalized nonlincar reactance circuit.

0,2, 2y v

v=/(g) is an arbitrary, single-valued function, being
in general nonlinear.

The filters have zero impedance at the labeled fre-
quency and infinite impedance otherwise.

Such a circuit might be a number of tuned circuits in
parallel with the nonlinear reactance (which also may
be inductance rather than capacitance). Two of the
tuned circuits contain RF generators.

The charge on the capacitor, the current into it, and
the voltage across it may all be expressed as double
Fourier series in the frequencies mfy+nf, for m, =0,
+1, £2, - - - . By manipulation of these expressions!
one may derive others giving the summation of real
power at all frequencies into the nonlinear element in
terms of double integrals over complete cycles of Jiand
fo wherein the integrand is v =/(q).

The variable ¢, hence f(g), is periodic in f; and foand
thus for an element without hysteresis these double
integrals are identically zero. From this are obtained
the Manley-Rowe conditions, namely:

“N o mlv,,

D3 -0

m=y n=—x 7"_[] + "fll

I 1 1

2D ML LI

me=—n  w=l "lfl + Hf(;

where W, , is the real power at frequency mfi+nfo into
the nonlinear reactance.

Of course, a reactance without hyvsteresis, whether
linear or nonlinear, can dissipate no energy. Therefore,
as must be true and as can be obtained from the above
conditions, the summation of energy at all frequencies
into the reactance is zero, and power supplied from one
source at a given frequency will show up in another
branch of the circuit at another frequency. The exact
manner in which this takes place is controlled by the
above conditions.

m, n = integers

* Complete discussion is given in Manley and Rowe, ibid.
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The circuit initially pictured was a general circuit;
variations of it may lead to modulators, demodulators,
amplifiers, oscillators, or combinations of them. Of
interest to this discussion is a subharmonic generator,
as shown in the circuit of Fig. 2. V¢ is an RF generator,
essentially an ac power supply. The f; filter and R cor-
respond to the resonant tank of the RF generator. The
fo filter and R, are the load tank at the subharmonic
frequency desired. The filters at all other frequencies are
terminated in pure reactances, X, which for simplicity
may be open or short circuits. There will be no power
loss at these other frequencies.

tiznty

Fig. 2—Generalized subharmonic generator.

The only terms of interest in the Mauley-Rowe con-
ditions are for (m, n) =(0, 1) and (0, n). The rest of the
W...» are zero. This gives

18 nIl "
0.1 0 _ 0
fo "/0
or simply
Wo.l = = "'0.n-

The minus sign indicates that all the energy put into
the nonlinear reactance at the fy = nfy [requency is trans-
ferred to the load tuned to the fy frequency. This is a
harmonic generator with an ideal efficiency of 100 per
cent, assuming no losses in the reactive termination of
the other frequencies. Of course, with real elements
some losses, and resultant reduction of efficiency, will
occur, but the basic (sub)harmonic generation process,
unlike that of Class C multipliers or crystal multipliers,
is not limited in ethciency.

NATURE OF NONLINEARITY REQUIRED

It remains to show that an elecment with a threshold
of subharmonic gencration is possible. The transfer
function for such an element is shown in Fig. 3

The reactance function shown in Fig. 4 is, of course,
idealized. In the actual case only a smoothly varying
reactance would be obtainable which could be approxi-
mated by the lines in ¥ig. 4. At V,, the nonlinearity is
great enough to produce sufficient negative resistance
at the subharmonic frequency to overcome passive
circuit losses. At this level of the RF power supply, the
circuit would break into oscillation at the subharmonic
frequency and the threshold action be obtained. IFor
Vi Ve, the amount of signal V,,— V. will be effective in
producing subharmonic voltage. Whether this is a
straight-line function or one that saturates will depend
on other amplitude nonlinearities in the circuit.

A New Concept in Computing
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@— Monotonicolly Increasing

Vout at freq.= fo

TVc Vipot freq.= fi=nfo

Fig. 3—Transfer function for subharmonic generator with threshold.

/

7 Large Signal
’// Nonlinearity
\\

~
N
\

Ve Vin

Small Signal
G Linearity

Fig. 4—Reactance variation to give threshold action.

Devices
Various solid-state elements have been proposed to
perform the function of the nonlinear reactance.® An
equivalent circuit for a nonlinear capacitance, as real-
ized with a semiconductor diode, is shown in Fig. 5.

\——vj

R Civ) L

o AAA . I —JI—o0
"

R(v)

Fig. 5—Equivalent circuit for nourectifying region of
a semiconductor diode.

v =barrier voltage
R =bulk resistance

R(v) =barrier resistance (which may be nonlinear)
L =lead inductance

C(v) =barrier capacity (nonlinear).

The barrier capacity is the primary nonlinearity of the
device. Among these components the following rela-
tionships are assumed:

R(»)>R
) . l (The element has a reasonable Q.)
Ro=+/L/C; >R,

C,=small signal C(v)
fo=1/Q2xv/LCy)

(Tuned to the subharmonic frequency desired.)

$ A. Uhlir, Jr., “Two-terminal p-n junction devices for frequency
conversion and computation,” Proc. IRE, vol. 44, pp. 1183-1191;
September, 1956.

[L. Suhl, “The theory of the ferromagnetic microwave awmplifier,”
J. A[)pl [’hys pp. 1225-1236; November, 1957.

Dill, Jr. and L. Depian, “Semiconductor capacitance ampli-
fier " 1956 IRE ConvENTION RECORD, pt. 3, pp. 172-174.

A E. Bakenowski, “Small-Signal Measurements on Planar P-N
Junction Diodes,” “Task 8 Report on Crystal Rectifiers,” Bell Tel.
Labs., April 15, 1955.

A. Uhlir, “Frequency Conversion in P-N Junction Devices,”
“'9F5:155k 8 Report on Crystal Rectiliers,” Bell Tel. Labs., January 15,
1955.
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This equivalent circuit as drawn includes both linear
and nonlinear reactances. These may be physically sepa-
rated in real devices. Research is being done at many
laboratories on other practical means of achieving sub-
harmonic respounse.

INFORMATION IN TERMS OF PHASE

The phase of the fy signal is determined by the phase
of the fy signal. Qualitatively, this may be understood
by observing that the oscillations in the fy circuit are
not like the oscillations in an ordinary negative resist-
ance oscillator, in which the power supply is dc and the
phase of the oscillation is determined by noise when the
oscillator is turned on. The nonlinear-reactance sub-
harmonic generator is more akin to a crystal harmonic
generator in which power is transferred from one fre-
quency to another by a nonlinear element. This is true
even though the action of the nonlinear-reactance de-
vice in general may be explained in terms of the appar-
ent negative resistance reflected into each appropriate
branch of the circuit.

Eliminating any constant phase shift between the
fundamental and the nth harmonic, the phase relation-
ships are examined more closely in Fig. 6.

$.:SIN 3wt
DRIVING
EXCITATION

So:SIN Wt
RE SPONSE

Fig. 6—Demonstration of three indeterminate phase

relationships for the case n=23.

In the example in which 7 =3, the two signals are as-
sumed in phase at  =0. (The n =3 example is chosen de-
liberately to point out important relationships and to
avoid the n=2 case, in which simplicity may cause some
essential points to be overlooked.) One full cycle of S
later, at point .1, S; is the same as it was at =0, but S,
has a relative phase shift of 27 /3. Similarly, at point B,
81 is the same again, but Sy now has a phase shift of
47/3. At point C, Sy has a phase shift of 67/3 =27 or,
like Sy, the same relative phase as when ¢ =0. Thus there
are, for n=3, three indeterminate phase relationships
between Sy and Sy, because in the continuous wave, Sy,
one cycle is just like another. In the general case there
are n such indeterminate relationships between the RF
power supply (S and the induced subharmonic re-
sponse (Sy), each of which can represent a logical state.

Priase SELECTION AND CONTROL

If the power supply (S)) is increased from zero am-
plitude past the critical amplitude, V., a subharmonic
response .Sy will appear when the amplitude of S, is V..
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April

Since which of the n possible phases of Sy will result is
indeterminate, noise, or—indifferently—a small S,
signal from another element, will dictate which phase
will appear. Once the harmonic response has started,
however, no external signal of less magnitude than
|So| can change the phase of the response. A simple
cycle can be diagrammed (Fig. 7), plotting envelope
amplitudes only. The So’ signal would have no effect if
present at any other time than when | S| =V, and is
increasing. Note that

| So| > So’ (Amplification)
Duration of So> Duration of So*  (Memory)
Phase of So=Phasec of Sy’ (Control or Toggle
Action).
| |
lsvlvc m =t % nfo
| |
N
i | [y
A fxfo
I I
I !
ISol : Pr;AiSE :
f=ty

Fig. 7—Excitation, Sy, and response, S,, during
one cycle of pump modulation, S;.

For practical realization of any computing scheme the
electrical process must have natural or built-in margins.
Noise, stray signal pickup, slight misadjustment of cir-
cuits, component changes with age, all can cause a cer-
tain malfunction of the equipment, if the parameters
which determine the action of the machine must have
precise values to cause action. For action must occur if
the appropriate parameter falls within a certain region
or margin, about the ideal value.

The controlling signal, So’, has up to now been as-
sumed to coincide exactly with one of the n possible
phases, ®;, of the response, So, and to cause Sp to re-
spond with that phase, ®,.

In Iig. 8, the phase of Sy’ is shown as being closer to
the phase ®, than either &, or ®,. The system will stabil-
ize with Sy at phase ®,, since this requires the minimum
amount of energy in the presence of the Sy’ signal to re-
spond at the ®¢ phase as compared with the other pos-
sible phases. The figure is not intended to illustrate the
exact duration {in terms of number of cycles) of the
transient condition, but is only a qualitative picture.
The duration of the transient will depend on the rate of
build-up of the S; envelope and the ratio of the response
Sy to the control Sy’ during and after the start of the
response. The magnitude of AP and the effective damp-
ing constant of the transient condition will also be im-
portant.

One may conclude from this that the phase-locking
property of the subharmonic generator has natural
margins, and hence is a practical method.
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POSSIBLE PHASES
OF 8o AT 1o
b, $, b2

sarnesnf I\
IV VY
A'j:;}'::Z/E/{\: :/:\

4
RESPONSE t
So AT to  [=] \

BL STEADY STATE AT ¢y PHASE
RELATIONSHIP

A SOME TRANSIENT PERIOO OF UNCERTAIN RESPONSE ANO
OQURATION

Fig. 8—Illustration of the natural margins of the
phase locking mechanism.

AGGREGATES OF ELEMENTS

1n order to control the How of information in a logical
machine, ways must be devised to establish an order of
control. For example, if information is to flow from . to
B, then 4 must control B but B must not control /. Or-
dinarily this is no problem, because the nonreciprocal
devices normally used in a logical circuit to provide gain
or gating perform this function automatically, but in
this case one must consider the control problem sepa-
rately.

It is now necessary to devise a diagrammatic model
of devices and their interconnection (see Fig. 9). The
following symbolism and nomenclature will be used:

L Ll
. o - . <
S, Si S Se Ss
— —
SIGNAL CHANNEL E, Eq
T
P, Pe

Fig. 9—Diagrammatic model of devicesand their interconnection.

E,, E; are elements such as have been described.

P,, P, are amplitude-modulated AC power supplies.

S1, S: are the output signals of E,, Es, respectively.

Sy, S.’ are the controlling signals for E;, E,, re-
spectively.

Sy’ is the signal reaching E, from E,.

The signal channel is an electromagnetic propagation
path which permits propagation in either direction.
The response Sy, from E; travels in both directions on
the signal channel. The problem is to make E; control
E, and not the reverse. Let T be the time delay of the
signal between elements E, and E,. Consider next the
timing sequence in Fig, 10.

With the timing cycle as pictured, E; can control E,
but E; cannot control E,. If the relative timing (z.e., the

Wigington: A New Concept in Computing

H ! H
H H
P, H 1 H
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. gl ] !
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L | I | GOING LEFT ANO RIGHT
| [
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ATE §g" | H |
| : |
L | 3 N FROM THE RIGHT
™ 1 T
° T —Oi 3 I
o || FUNBAMENTAL °
H | eerion S |
H 3
— —erz AT WHICH THE PHASE OF
L___Y—__q E, IS DETERMINEO.
e TIME AT WHICH THE PHASE DF
E1S DETERMINED,
Fig. 10—Asymmetry of control between two adjacent elements.

order of occurrence) of the P; and P, modulation is
reversed, the direction of control is reversed.

To prevent signals other than those from next neigh-
bors from forcing synchronization with the wrong phase
an attenuator is placed in the signal path between each
element. Stray signals will have had to pass through at
least two attenuators, instead of only one, so that un-
wanted signals will not have a major influence in de-
termining the phase of the subharmonic response. The
natural margins of the process enable this to work
properly.

With the simple combination of elements described
above, not much can be done. If, however, three classes
of elements are used as shown in Fig. 11, and the timing
principles discussed above are employed, all logical
operations can be realized. Classes of elements are de-
fined by the timing of the modulation of the ac power
supply, as shown in the figure.

The elements of classes 4, B and C are shown inter-
connected by signal paths. Their respective power sup-
plies have modulation as illustrated. The delay between
elements is assumed to be negligible with respect to the
power-supply modulation period. Recalling that the
phase of the response is determined by the phase of signals
from other elements present when the power supply passes
the critical level (the heavy dots in the diagram), observe
at each dot which other element is ON. For example at ®
in the diagram P, is passing the critical level, element B
is off, and element C is on. Therefore, C controls 4.
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Fig. 11—Three elements classes as determined by
the power supply modulation of each.

Similarly, at ®, 4 controls B, and at ®, B controls
C. Putting a delay between elements equal to one-third
of the period of the power-supply modulation, as in Fig.
12, inverts the order of control. The exact fraction of a
cycle needed to do this is related to the number of dif-
ferent types of elements (i.e., 4, B, C,---). Threeis
the minimum number of types required, and results in
the simplest hierarchy of control. This order of control
is independent of which phase is induced in the con-
trolled element by the controlling element. Similarly
the number of classes of elements is independent of the
nmumber of possible phase states.

The delays referred to above are in terms of group
velocity with respect to the power-supply modulation
period. This period has been assumed to be long com-
pared to the period of the sinusoidal signals involved,
so that adjustments of delay to fractional cycles of the
sinusoidal voltage in the signal channel will not affect
appreciably the delays previously discussed. Consider
now the phase velocity of the signal channel. The phase
induced in the controlled element will depend on the
phase delay between it and its controlling element. A
phase ®; in the controlling element after a phase delay K
would put the controlled element into phase state®, 4+ KA.
For the binary case, the phase shift A would be either
an even or an odd multiple of #.

Up to this point all discussion has admitted the possi-
bility of n phase states, or equivalently that f; = nf,,
where 7 is an integer. The elements can thus be used to
implement n-state logic. At this point complete general-
ity will be dropped, and we shall proceed to illustrate
how these principles can be applied to built up binary
logic with 1= 2. With minor changes in the illustrations
an zn-state logic can also be realized.

Collecting nomenclature and graphical conventions
which have been used, a lexicon of terminology for n =2
is shown in Fig. 13.
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Fig. 12—Inversion of order of control.

MajoriTy Locic

The chief value of the aggregates of subharmonic
generators is that they can be used to perform majority
logic. By definition, a majority organ is a device or cir-
cuit which has multiple inputs and a single output. The
value of the output is the value of the majority of the
inputs. To avoid the indeterminate case, there must be
an odd number of inputs.

In Fig. 14 the linear addition of signals from three 4
elements is applied to a B element.

Let

Sa1 = E cos (wol + &)
Sz = E cos (wol + &)
Saz = E cos (wol + ;)

where &y, b, b3 =0, 7, depending on the state of cach A
element, and wo = 27, the angular frequency of the sub-
harmonic response. Possible results for S, are:

E cos (wol + 0)
E cos (wol + =)
3E cos (wol + 0)
3E cos (wol + =)

two ¢, = 0, one &; = x

two &; = 7, one b;
(b] = d>2 = ‘1’3 = 0
(b] = (bg = ‘1)3 = .

Since the information is carried in the phase, S,’ has
either 0 or 7 phase depending on the majority of the
phases of S.1, S.e, and S., and since the phase of S, is
determined by the phase of S,’ then B =\\aj(4,, A4,
-13). The amplitude variation has no importance. The
truth table and equivalent logical expression are as in
Fig. 15, arbitrarily letting ® =0 be state “0” and b=7
be state “1.”

The majority organ and a negation operation (as
shown in Fig. 13) are sufficient to build all logic.

The only thing lacking at this point is a method for
putting information into such a svstem. Permanent
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ELBMENTS ¢ A ' B . c
(CLASS DEFINED BY TIMING OF POWER SUPPLY MODULATIDN.)
A cONTRDLS B | A B = B A
[— SIGNAL CHANNEL
Ly iy
BCONTROLS A 5 | A 2 B | = B 2 A
B CONTROLS C | B C = C B
e iv
C CONTROLS B B 3 c = c 3 B
C CONTROLS A | c — A = A c
Ly 1y
A CONTROLS C ° © 3. 1 A 5 A 5 c
POSITIVE CONTROL & A B

PHASE OF A= ¢’ INDUCED PHASE OF B=¢.
LDGICAL VALUE OF A=0% INDUCED LOGICAL VALUE OF B:=0.
LOGICAL VALUE OF A= |} INDUCED LOGICAL VALUE OF B=i.

NEGATIVE CONTROL : A n B

PHASE OF A=¢b; INDUCED PHASE OF Bagp+w,

LOGICAL VALUE OF A=0} INDUCED LOGICAL VALUE OF B=l.
LOGICAL VALUE DF A=1% INDUCED LOGICAL VALUE OF B=0.
(EQUIVALENT TO NEGATIDN)

Fig. 13—Nomenclature and graphical conventions.

Sar
A

Sqs So Sb
A 2 - B
A Sas

Fig. 14—Mayjority organ.

sources at the fq frequency which are gated on when de-
sired by external controls, fill this need. A permanent
source can control any class (4, B, C) of element.
There are two possible types of permanent sources as
illustrated in Fig. 16. The reference permanent source p
is assumed to have state “1.”

By using majority organs, negation, and permanent
sources, the elementary logical operations shown in
Fig. 17 can be performed. (At this point the separate
designation of S, as being a responsc of an element, A,
will be dropped. The logical state represented by S,
will be called simply the state or binary value of 1.)

The use of the majority organ also allows realization
of other nonelemeatary logical functions. One of its
great values is that a single organ can be used to realize
many logical operations by what might be called logical
biasing. This is shown in Fig. 18.

Fig. 18 may be generalized in an obvious way to n

A | A, | A B
0 0 0 o
o 0 \ o BrAPLALA, +(ACA +A AstASA)
0 1 0 0
0 ] | | WHERE "¢" IS INTERSECTION,
1 0 0 0
X 0 . : AND "+" IS CONJUNCTION.
' ' ] 1
Fig. 15—Truth table for majority organ.
P A POSITIVE
P —a A NEGATIVE
Fig. 16—Permanent sources.
"OR" B=A+A,
P
A, | A, E B
o o fo
A, . [¢] ] '
1 0 '
t 1 '
A,
uANDn B= An. A.
P—=
A | A [ B
o |o | o
G - o t [{]
1 oo
1 1 1
A.
Fig. 17—Elementary logic operations.
“IMPLICATIDN" ’ B= A: +A,
P
A, LA. h B
o | o | 1+
Gy u - [ 1 1
1 ofo
A, i I 1
"3-ELEMENT AND", B=ArALA,
P——‘n
A, |A, |A, | B
—
o |o [0 |o
P——1
o |o 1 0
0 I oo
A B 0 1 1 0
i o lo |o
1 0 | 0
A 1 1 oo
‘ ) | ) 1
A:

Fig. 18—LExamples of nonelementary logic operations.
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A, P—7s P PREVIOUS CARRY —I——
(ADDEND), MAJ. CARRY
(ADDEND}. —
A, [ [ B, n c A, :
= T
A, | A A A,
n olololo — PAR. SUM
" oo ||
B, n [+ ] o] ]
" ofli|tfo Fig. 20—One stage of an adder.
P+ 1 |o o}
P & 1 o | o
0 |fojie)ie SoME PracTICAL CONSIDERATIONS
1 ] ] ]
| A typical sequence of events in a signal channel is
o B, 37 iltustrated in Iig. 21. This shows a peculiar tvpe of AM-
phase-modulated sine wave. Information is represented
" by phase states @, and &, which may be the same or dif-
@ ferent. The AN has no purpose in the logical processing,
Fig. 19—Parity circuit. and so may be used to monitor the operation of the

elements. Also, an n-element “or” circuit differs from

the “and” circuit only in having a positive rather than
a negative relationship for the permanent sources. One
other important aggregate is the “parity” circuit (Fig.
19).

I)’l = .\[’dj(.ll, Az, .13) C = Bl’~Bz’

By = A/ Ay Ay =B+ C

By = Ay Ay Ay
Ay = Ay Az A+ [ [Maj (dy, oy A |- (Y- 1o 15)')
= Ay-deeds + [(Ar- Az dg)- (41 A2 ") + (Ay- )
+ (As-d3) + (4-43) .

As an example of the performance of a specific non-
clementary logical operation, we show the majority
organ and the parity circuit combined to make one stage
of an adder (Fig. 20).

Reviewing what has been discussed: after establishing
that the phase of the subharmonic response of a “tuned”
nonlinear reactance can be used to represent logical
states, the processes of negation and majority were
shown to arise naturally. From these two operations
the basic logical elements “and” and “or” were shown to
be possible, along with other more complex logical func-
tions from which can be built all logical operation. The
entire discussion was in terms of binary computation,
although it can be generalized to n-valued logic. An
added attraction of majority logic is that the function
of an aggregate of elements can be changed by processes
implicit in the programming. For example, an “or” cir-
cuit becomes an “and” circuit by shifting the phase of
the permanent source or, equally, by biasing the specific
majority circuit with the output of another element in-
volved in the computation. This provides great flexibil-
ity.

machine and, in servo-control circuits, to maintain sig-
nal levels at the proper average. The phase reference of
the entire machine is the phase of the master oscillator
supplying or controlling the power-supply signals for
cach element. The modulation of the power supply de-
termines the basic logical time-cycle.

‘The modulation envelope of the power supply has
been assumed to have time variations that are slow
compared to the periods of both f, and fi. To give a
numerical example, let the period of the power supply
modulation be 50 cycles of f1 (25 cycles of f,) in a binary
circuit. Reasonable values of f; and fy are 20 kme and 10
ke, respectively. The basic computing cycle has, there-
fore, a period of 2.5 musec or a clock rate of 400 me. The
envelope of the modulation of both frequencies is not
sinusoidal, but good rectangular pulses are not required.
Three harmonics would be sufficient. Thus the modula-
tion envelope would involve frequencies of 4001200 mc.

To achieve a computing period of 1 musec (a “clock
rate” of 1000 mc) with the above time ratios would re-
quire fo=25 kmc and f,=50 kmc. The modulation en-
velopes would contain frequency components between
1000 and 3000 mc. For an absolute bandwidth of 2000
mgc, this would be 4 per cent and 8 per cent relative
bandwidth at f; and fo, respectively.

Ilardware realization of this scheme may well seem
outrageous to computer-systems engincers who now are
in the transistor age. And it would truly be outrageous
in size, cost, and power, with conventional waveguide
components at X-band (8.6-12.4 kmc) and below. The
techniques worked out with these conventional, readily
available components can be applied to more practical
geometries at a wide range of microwave frequencies.
The higher frequencies of course have bad characteris-
istics, such as high transmission attenuation, extreme
precision requirements, and the lack, at present, of a
complete line of components. These are things that
must be overcome to push the speed of computation to
the ultimate.
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Fig. 21—Representation of PM-AM wave iu the signal channel.

Von Neumann who played the leading role in the birth
of the modern electronic computing machine, has, in
these ideas, made another great contribution to the
field. Whether this contribution will have as much im-
portance as his original efforts can be decided only after
the technology for implementing the subharmonic re-
sponse scheme has been more fully worked out. At this
point the prospects look good.

The above estimates of the number of cycles of the
power supply and signal oscillations required for cach
computing cycle were made by von Neumann. Experi-
ments using analog computer simulation of the sub-
harmonic oscillators and LEF (1-10 mc¢) lumped circuit
models have shown that these estimates are realistic
although they may be somewhat conservative. Circuits
using that number of oscillation cycles per computation
cycle would certainly work, and a reduction by a factor
of 2.5 to 10 cycles of the signal and 20 cycles of the
power supply appears to be possible. The chance of re-
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ducing the required number of cycles very much beyond
this is doubtful.

Note: The Japanese have developed a subharmonic
oscillator computer based on nonlinear inductance
which uses the same phase script for information repre-
sentation and majority logic schemes as represented in
the von Neumann ideas described in this paper.t-1
The basic circuit, called the Parametron, uses RFE fre-
quencies of 1 and 2 mc and has a computing rate of 10
ke. These two efforts are almost identical in concept, al-
though far different in the speed of the suggested im-
plementation, and, from available records, they seem
to have been proposed in the same vear, namely 1954,
However, there is no direct connection between them
known to this author.

¢ S, Muroga, “LElementary principle of Parametron and its appli-
cation to digital computers,” Datamation, vol. 4, No. §, pp. 31-34;
September/October, 1958,

7 E. Goto, “On the application of parametrically excited nonlinear
resonators,” Denki Tsushin Gakkai-shi; October, 1955,

8 12. Goto, “New Parametron circuit element using nonlinear re-
actance,” KDD Kenkyu Shiryo; November, 1954,

9 S. Oshima, “fntroduction to Parametron,”
4, No. 11, p. 4; December, 1955,

10 S, Oshima, “General remarks on a Parametron circuit
Kogyo, special volume,

1 H, Takahashi, “The Parametron,” Tsugakkat Shi, vol. 39, No.
6, p. 56; June, 1956.

2 H, Yamada, “A Parametron circuit examined from the point
of mathematical logic,” Denshi Kogyo, special volume.

1 Ohima, Enemoto, and Watanabe, “Oscillation theory of IPara-
metron and method of measuring nonlincar elements,” KDD Kenkyu
Shirvo; November, 1955,

Denshi Kogyo, vol.

," Denshi

Stored Charge Method of Transistor Base
Transit Analysis

L. J. VARNERIN{, SENIOR MEMBER, IRE

Summary—A base layer transit time analysis has been made for
high-frequency transistor base donor distributions. Transit time is
defined as stored charge per unit emitter current. The emphasis on
the stored charge/current ratio is particularly pertinent to high-fre-
quency performance and facilitates qualitative analyses. The analysis
applies to a p-n-p transistor in which the base donor density at the
emitter (which specifies emitter breakdown voltage and emiitter ca-
pacity for an alloyed emitter) and total number of donors per unit area
of the base (which determines base resistance and emitter to col-
lector punch-through voltage) are specified. It is shown that shorter
transit times result with retarding fields since smaller base thick-
nesses are possible. It is thus shown that a built-in field is of lesser
importance in determining transit time than is base thickness.

* Original manuscript received by the IRE, October 29, 1958.
t Bell Telephone Labs., Inc., Murray Hill, N, J.

INTRODUCTION
Tllli USE of diffusion techniques in transistor

fabrication! has resulted in transistor designs with
cut-off f{requencies in the range of 1000 me.? In
such transistors, basic design limitations® seriously in-
trude upon freedom of design. For this reason it be-
comes increasingly important that each limitation he

'C. A. Lee, “A high frequency diffused base germanium tran-
sistor." Bell Sys. Tech. J., vol. 35, pp. 23-34; January, 1956.

* C. H. Knowles and E. A. 'lemple “Diffused base transistors,”
Electromc Design, vol. 6, pp. 12-15; July 9, 1958.

. Early, * l)eqlgn theory of junction transistors,” Bell Sys.

Tech J., vol. 32, pp. 1271-1312; November, 1953. Also “Structure-
determined gain-| ‘band product of junction triode transistors,” PProc.
IRE, vol. 110, pp. 1924-1927; December, 1958.
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examined carefully in the approach to optimum designs.
This paper considers the factors affecting base transit
time 7 of injected carriers in a diffused base junction
transistor with an alloyed emitter. For convenience,
p-n-p transistors are considered.

In the analysis presented in this paper, base transit
time is defined as the ratio of stored or injected base
charge to emitter current. In this sense it is more
properly described as the base transit time constant.
This stored charge/current ratio is important because
it is directly related to high-irequency transistor per-
formance. Recognition of the identity between stored
charge and transit time allows a simple physical under-
standing of the qualitative features of base impurity
distributions.

The base charge control concept of transistor opera-
tion is a particularly powerful one and is not generally
appreciated. The first explicit exposition of this method
in the literature was given by Beaufoy and Sparkes,*
who point out that the junction transistor is funda-
mentally a base charge-controlled device rather than a
current controlled device. While the dc characteristics
can be described in terms of current control, the ac
or transient characteristics are determined by the re-
quirement for changing the charge distribution.

Reductions in base transit time®$ in a transistor
with a given base width w can be obtained with aiding
clectric fields resulting from the grading of base impurity
densities. This principle has been widely used!27 with
the advent of diffusion techniques. The limitations im-
posect in the highest frequency designs employing alloyed
emitters do not permit advantage to be taken of this
phenomenon, and shorter transit times are possible with
retarding ficlds, This seemingly paradoxical result is
made understandable by demonstrating that require-
ments for adequate emitter breakdown and emitter to
collector punch-through voltages, and for minimum
emitter junction capacity and base resistance, lead to
narrower base widths and lower transit times if retarding
fields are accepted.

Basi Traxsit Tive

The concept of base transit time is useful in analyz-
ing high-frequency performance of transistors. \While
it sheds no light directly on the broadening of an input
signal as do the ac solutions of carrier low of Kromer,’
it is particularly valuable in approximate and compara-
tive analyses because of its conceptual simplicity.

On closer examination this simplicity has not always

* R. Beanfoy and J. J. Sparkes, “The junction transistor as a
charge-controlled device,” A TE J., vol. 13, no. 4, pp. 310-327; 1957.

5 H. Kromer, “Zur theorie des diffusions—und des drift transis-
tors,” Arch. elek. Ubertragung, vol. 8, pp. 223-228, 363-369, 199-504;
May, August, November, 1954,

¢ J. L. Moll and I. M. Ross, “The dependence of transistor param-
eters on the distribution of base layer resistivity,” Proc, IRE, vol.
44, pp. 72-78; January, 1956,

" H. Kromer, “Der Drifttransistor,” Nafurwiss., vol, 40, pp. 578-
579; November, 1953,
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been apparent. Signal transmission cannot be thought
of rigorously as a time of flight phenomenon. This is
inherent in the diffusion mechanism and mathematically
is a consequence of the diffusion equation which
possesses no traveling-wave solutions. Moll and Ross®
calculated transit time by defining a velocity v associ-
ated with the carrier low through the relation

J = gpv

where J is current density, ¢ electronic charge, and p
hole density. While this vields a correct result, the
procedure is essentially mathematical because » is not a
real velocity having a direct physical interpretation.

The conceptual difficulties are eliminated, however,
by defining transit time as the ratio of stored or in-
jected charge Q, to emitter current I,

or more generally

w d‘.
T = (]f p—-L} (1)
o J

where w is base width and J is emitter current density.
It will be noted that the ratio of stored charge to current
is the average time spent per carrier in the base and this
is the principal reason for defining it as transit time.
While this procedure is formally equivalent to that of
Moll and Ross, the point of view differs because it
focuses attention on the stored-charge/current ratio
as the important physical concept.

The importance of this point of view can be demon-
strated by showing that the ratio of high-frequency base
current I, to emitter current I, is directly proportional
to the stored charge/current ratio. In a transistor having
unity de «, the base stored charge can change only
through base current flow. This is related to Q,, the
ac component of stored charge, [, =jwQ,;, giving

In
T o I

= jwr.

This current ratio, which is proportional to the charge/
current ratio or transit time constant 7, should be mini-
mized for the most favorable high-frequency perform-
ance. We have used the familiar low-frequency approxi-
mation (w<1/7) of a modulated dc hole distribution for
which the ratios of ac quantities are equal to the ratios
of the corresponding de¢ quantities.

As demonstrated in the analvses to follow, considera-
tion of stored charge can often simplify problems by sub-
stituting physical reasoning and intuition for detailed
calculations. The effects of complicated variations of
donor distributions on transit time are analyzed in this
way.
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SoLUTIONS FOR CARRIER FLOW

Eq. (1) requires knowledge of base hole distribution
for calculation of transit time. The general solutions for
carrier transport through a base region from x=0 at
the emitter to x =w at the edge of the collector depletion
layer have been given by Moll and Ross.® Eqs. (2)
through (5) have been taken from their paper.

The hole current density is given by

dp
J = quppE — qD), —> (2)
dx

where g, and D, are mobility and diffusion coefficients
for holes in the base and p is hole density. Recombina-
tion in the base has been neglected. The built-in field
is given by

kT
— — (1/N)dN /dx, (3
q

E:

where N is donor density. Solution of (1) and (2) gives
the hole density

b= U/aD)O/NC) [ " Nds. )

The lower limit x=0 defines the hole deusity at the
emitter po

bo (.’/qu-\'o) f Ndx (5)

0
=(J/¢D,N¢) N7,

where Ny is the donor density at the emitter (x=0)

and Ny, given by
Ny = f Ndx, (6)
o

is the total number of donors per unit area of the base.

CoNDITIONS IMPOSED ON [TIGH-FREQUENCY
TransiT TiME ANALYSIS

Freedom to choose base layer distribution of im-
puritics is more severely limited in high-frequency de-
signs than in low-frequency designs. In addition to the
usual requirement for a high emitter doping relative to
base doping, several specifically high-frequency condi-
tions are encountered. For convenience, a p-n-p tran-
sistor will be considered.

If the base doping level does not change appreciably
in the emitter space charge region, the usual case, the
emitter breakdown voltage® and the junction capacity
Crg,? are specified by the base doping level at the emit-
ter. Since the current which flows in Ctg is not part of

8S. L. Miller, “Avalanche breakdown in germanium,” Phys.
Rev., vol. 99, pp. 1234-1241; August 15, 1955.

* W. Shockley, “The theory of p-n junctions in semiconductors
and p-n junction transistors,” Bell Sys. Tech. J., vol. 28, pp. 435-489;
July, 1949,
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of the injected base current, Crg must be lmited in
order to have adequate high-frequency current gain.
These considerations lead to a specification in the sub-
sequent analysis of a maximum doping level at the
emitter N,.

The total number of impurities per cm?® of the base,
N7, introduced in the preceding section, specifies both
the transverse base resistance and the punch-through
voltage. The base resistance directly affects the high-
frequency figure of merit.® This requirement as well as
the necessity for an adequate punch-through voltage
lead to a specified value Ny for the total number of im-
purities per cm? in the base.

With the specification of Ny and Ny the problem
then is how to distribute the donors to minimize base
transit time. How this is done will determine base thick-
ness w. Note from (5) that the hole density at the emit-
ter py is expressed in terms of J, Ny, and Nr. Thus if J
is assigned a fixed value, any two of the three parame-
ters, po, No. and N7 can be selected to have specified
values.

QuanitaTivE Hicu-FrEqueENcy TransiT Tive
ANALYSIS

In this section a qualitative analysis is made of the
effect of different types of donor distributions on transit
time. It relies solely on a consideration of stored charge.

Three donor distributions for which Ny and Nz are
the same are shown in Fig. 1(a). The uniform distribu-
tion has width wy while the two simple exponential dis-
tributions giving rise to a retarding and to an aiding
field have, as required, smaller and larger values of w,
respectively. The corresponding solutious to p of Iig.
1(b) for equal values of emitter current J can be
sketched without recourse to calculation. The solution
for the uniforan distribution is known to be linear. Each
distribution has the same value po at x=0 for equal
current density J as noted in the previous section. Equal
values for J require equal slope for each curve at x=w
(p=0) from (2). With this information the curves of Fig.
1(b) follow.

The area under each curve of Fig. 1{h) is the stored
charge and is proportional to transit time. Thus, the
narrower retarding field distribution gives the smallest
value of transit time, and the wider aiding field distri-
bution gives rise to the greatest.

This qualitative procedure can be applied to more
complicated cases. The retarding field case (A) just
discussed will be compared in Fig. 2(a) with a distribu-
tion (B) having simultaneously both aiding and retard-
ing fields while still having equal values for Ny and Ny.
The B distribution is more nearly a physically realizable
distribution which might result from the out-diffusion
of an initially high concentration very close to the sur-
face. The discontinuity at x =w corresponds to the edge
of the collector space charge depletion layer. At x =x,,
the maximum of the donor curve, there is no built-in
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Fig. 1-—(a) Comparison of donor distributions for uniform base,
retarding and aiding field cases. (b) Comparizon of hole distribue
tions for uniform hase, retarding and aiding field cases.

field while a retarding ficld exists for x<x,, and an
aiding field for x> x,,.

The qualitative features of the density curve for
holes p can be readily scen for cach of these distribu-
tions. The curve for the simple retarding exponential A
distribution is taken from Fig. 1(h). For the same reason
as in the comparisons made in FFig. 1 and as discussed
above, the slopes of the curves at x=w and the values
for po must be identical for the A and B distributions.
In addition, the slope for the B distribution at x=ux,,
(the zero field point) must be the same as at x=w. The
slope in the range x,, <x<w (for which £>0) must be
less than at v =w, as can be seen from the aiding field
case discussed in connection with FFig. 1(b). The hole
curve for this B distribution is now readily constructed,
starting at x =w. The slope here is identical with the
A curve, but decreases initially as x approaches x,, be-
cause of the aiding field. The slope then increases again
so that the slope at x=ux,, is the same as at x=w. For
x<x, the slope increases smoothly as the curve ap-
proaches py at x=0. Thus it is seen that the area under
the hole density curve or stored charge corresponding
to the B distribution and consequently the transit time
is less than for the A distribution.
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QUANTITATIVE ANALYSIS FOR EXPONENTIAL
DisTRIBUTIONS

The qualitative results lor the exponential distribu-
tion of donors will be demonstrated analytically. The
base donor distribution is given by

N = Nyexp (—Bx). (7N

From (2) the field is given by £2=8(kT /¢), showing that
B>0 and <0 correspond to aiding and retarding
fields, respectively. Distributions of this type were
given in Fig. 1(a).
The condition for a specified value of Ny (6) leads
to a relation between w and 3,
w  In (1/(1 — Bwy))
_— = —

8)

@y Bicy
where wy is the width corresponding to uniform doping.

From (4) the hole density is given by

! [ (B( )] (9)
= == = & x—w))).
p (][)pﬂ ‘(]) X w

From (1) the transit time is given by
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which is the product of the transit time for a uniform
base times a base transit time factor f given by

w/we — 1

By

o

J=2 (11)
It will be recalledt that this solution applies, as described
earlier, to donor distributions with specified values of
N, (donor density at the emitter) and Ny (total number
of donors per unit area).

Because of the transcendental character of (8), it is
not possible to express Bwo, and hence 7 and f, as a
function of w we. However, this function is presented
graphically in Fig. 3. As expected, fis unity for w/we= 1.0
(r =wq/ 2D, for a uniform base).

It is interesting to note that the base transit time
factor f is given approximately by

f= (w/we)'? (12)

to within a few per cent for 0.1 <w/we <6. [2xpansion of
fin powers of (w/w) —1 shows that the first and second
derivatives of f are identical with those for the 4/3
power law and the third derivative is very nearly the
same.® The effect of built-in fields can be appreciated
by comparing this with

f = (w/wo)?

for a uniform base with no built-in fields and no restric-
tion on Ny.

So far, variation of diffusion coefficient with doping
tevel has not been taken into account. For N2>10'%,
the diffusion coefficient!* in germanium varies roughly
as N-'*. In a crude way the average donor density varies
as we/w, so that D, varies as

[)p = D”O(-uv/"wo) 3

where D, is the diffusion coefhicient applicable to the
uniformly doped base. Thus the base transit time is
given roughly by

wo?

o= — (w/wo).
2D

T

(13)

Eqgs. (12) aud (13) show that considerable advantage
in reducing transit time can be obtained by making base
thickness less than 1w, even though retarding fields
result.

CONCLUSION

An analysis has been made of the eftects on transit
time required by high-frequency designs. This has been

10 The author is indebted to F. W. Terman for analyzing the
equations.

1 M. B. Prince, “Drift mobilities in semiconductors. [. Germani-
um,” Phys. Rev., vol. 92, pp. 681-687; November 1, 1953.
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Fig. 3—Base transit time factor as a function of base thickness.

done by defining base transit time as the ratio of stored
base charge to emitter current. In this way it can be
interpreted as the average time spent per carrier in the
base. Simple physical reasoning applied to this stored
charge point of view provides considerable insight
into the factors affecting transit time.

This method of analysis has been applied to the de-
sign of base layer impurity distributions of high-fre-
quency transistors. By requiring that the base donor
density at the emitter (which determines breakdown
voltage and emitter capacity with alloyed emitters)
and the total number of donors per unit area of the base
(which determines base resistance and emitter to col-
lector punch-through voltage) be specified, it is shown
that distributions having retarding fields yield shorter
transit times than do those with aiding fields. This
result stems from the narrower base thickness possible
with retarding fields for these boundary conditions.
Thus it can be concluded that the effects of built-in fields
are minor compared to the actual value of base thick-
ness and that in high-frequency designs the actual value
should be reduced even though retarding ficlds result.
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The Hall Effect Circulator—a Passive

Transmission Device”
W. J. GRUBBSt

Summary—Three-port nonreciprocal Hall effect devices have
been made which circulate dc and ac signals either in a clockwise or
counterclockwise sense. Forward losses of 17 db and reverse losses
of 61 db have been obtained, giving a transmission ratio of 44 db.
With the aid of simple six-resistor networks (or even simpler three-
resistor networks) the nine short circuit admittance parameters of
the circulator can be adjusted in a calculable manner. These net-
works permit asymmetrical circulators to appear symmetrical, to
operate over a wide range of impedance levels, to operate with any
value of magnetic field, and to introduce no loss—or even gain—if
negative resistances are used. An analysis of the circulator, with and
without the parallel networks, is included. It is shown that the mini-
mum possible forward loss for a Hall effect circulator is 8.4 db.

INTRODUCTION

OST of the passive transmission devices one
M normally encounters are reciprocal in nature:
that is, they exhibit the same transfer charac-
teristic whether a signal is applied at some point .1 and
is removed at point B, or vice versa. A list of such de-
vices might include transformers, filters, equalizers,
transmission lines, cte. Some passive transmission de-
vices, however, are not reciprocal. In these devices, the
nature of the transfer characteristic depends on whether
the signal goes through from .1 to B or from B to .I.
Gyrators, isolators, and circulators are in the category
of nonreciprocal devices and have been made for use in
waveguides for several years.

In 1953, it was reported that 11all effect gyrators and
isolators could be made for use in wire circuits.! These
latter devices function throughout the frequency range
from dc to some upper limit which depends theoretically
only on the diclectric relaxation time of the material
used. The purpose of this paper is to describe and analyze
the Hall effect circulator, which has a similar fre-
quency range. This device was originally conceived by
Semmelman? of Bell Laboratories.

Tne HavLl EFFect CIRCULATOR

A circulator is a three-port (six-terminal) nonre-
ciprocal passive device which circulates signals essen-
tiadly in one direction only-—clockwise, for example, as
shown in Fig. 1. Thus, an input signal on terminals 1-1’
is transmitted to terminals 2-2’, but no signal appears at
3-3". The same clockwise circulation occurs when a sig-

* Original manuscript received by the 1RE, October 29, 1958;
revised manuscript received, December 22, 1958.

 Bell Telephone Laboratories, Inc., Murray Hill, N. J.

AL P Mason, WL HL Hewitt, and R. F. Wick, “Hall effect modu-
lators and ‘gyrators’ employing magnetic field independent orienta-
tions in germanium, ™ J. Appl. Phys., vol, 24, pp. 166-175; February,
1953.

2 C. L. Semmelman, “Nonreciprocal Transmitting Devices,”
U. S, Pat. 2,774,890; December 18, 1956.

3 2
3 2'

Fig. 1—Symbol for three-port circulator.

nal is applied to any of the three terminal pairs.

If a magnetic field is applied perpendicular to a cur-
rent flow (see Fig. 2), the current carriers are deflected
sidewise and a transverse electric field (perpendicular
to both the magnetic field and the longitudinal current
flow) is built up between the sides of the conductor.
Thus the net electric field in the sample makes some
angle  with the direction of current flow. This angle is
known as the Hall angle and, to a first approximation,
its tangent is given by the product of the magnetic field
and the Hall mobility of the majority carriers in the
sample when the product of the majority carrier density
and mobility is much greater than the same product for
minority carriers. Hall effect devices use semiconductors
rather than metals because most metals have much
lower mobilities.

If six equally-spaced contacts are made to the edge of
a slice of semiconductor, as shown in Fig. 3, and a con-
stant magnetic feld is applied perpendicular to the
plane of the slice, the slice becomes a Hall effect circu-
lator for the proper value of magnetic field. That is, 6
must be such that the net electric field produces no
voltage between terminals 3 and 3.

As soon as a load is attached to terminals 2-2’ so
that a current can flow, an additional Hall field (not
shown here) is procdhuced which has the effect of decreas-
ing the effective Hall angle in the sample. Consequently,
a stronger magnetic field is required to balance the cir-
culator. The value of the magnetic field required for a
matching load impedance will be called By. Thus, the
circulator can be made to operate properly with a range
of load resistances by adjusting the magnetic flux den-
sity.

ANALYSES OF CIRCULATOR

Most n-port circuits or devices can be completely de-
scribed and characterized by n2parameters. These param-
eters may be either open-circuit impedances or short-
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Fig. 2—Illustration of the Hall effect.

Fig. 3—Diagram showing qualitatively how the Hall tield (Ex)
causes 3 and 3’ to be on the same equipotential line with a signal
applied between 1 and 1.

circuit admittances. Although impedances are more eas-
ily measured, in the circulator it is preferable to work
with the short-circuit admittances. In practice, admit-
tances are computed from measured impedances.
These admittances are defined as:
im

,Vmu -
Tn i all p's=0excopt vye

The set of three equations relating v's, i's, and y's are

3
im = Z Vonlns

n=1

m=1,2 3. (N

One form of equivalent circuit which incorporates these

admittances is shown in Fig. 4. In the case of a sym-

metrical circulator, the three self-admittances are equal

(yn=yn=yn=ys); and three forward transfer admit-

tances are equal (y13=¥3=3ya=2yr): and the three re-

verse transfer admittances are equal (yi2 =y =ys1= Y&).
The input admittance is given by

U4+ U= 20,Uc(1 + U
iy = y,<|:1 " Ur IS rUr( L)] ’ (

2)
(1 + U2 — UrlUr
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Fig. 4—Equivalent circuit of Hall effect circulator.

where the admittances have been normalized with re-
spect to ys, such that Ur=yr/ys, Ur=3r/¥s and
UL=7y./ys. y1 is the load admittance and is assumed to
be the same at each terminal pair. These normalized
admittances are useful for analysis because they will
be the same for any Hall effect circulator in which 6
has the same value.

The forward voltage transmission ratio (from 1-1’
to 2-2’, or from 2-2’ to 3-3’, etc.) is

Vr Urt— Ur(1 4+ UL)

Viv - (1+ Ut — UrUr

3

The reverse voltage ratio (that is, for a signal trans-
mitted in the counterclockwise direction) is
Ve U= Ur(1+UL) 4)
Viso (14 UL?*— UrUr
In a circulator Vg must be zero. Thus, the condition for
circulation may be stated as

Ugt — Ur(1 + UL = 0. (3)

Fig. 5 shows how the admittances vary in an n-type
Ge circulator with the magnetic field, B. At B=0,
yr=7vr; in other words, with no magnetic field, the
device is reciprocal and cannot distinguish the clock-
wise from the counterclockwise direction. When B has
some finite value, yp=yr, and the device is nonrecip-
rocal. As B increases, the device becomes more and
more nonreciprocal. At any flux density greater than
about 10 kilogauss, the condition for circulation can be
met by proper choice of y.. At B=10 kg, y. must be
zero; i.c., the load terminals must be open-circuited.
As B is increased, y;, must increase to satisfy (5). At the
value of flux density called By, about 14.5 kg for n-type
Ge, y.=yiv. Therefore, this is the logical value of field
to use, because this is the field at which the load matches
the admittance seen looking back into the circulator.

Using (3) and the admittance values at B = By, we can
calculate the forward loss to be 17 db. The measured
forward losses ranged from 16 to 18 db on the various
n-tvpe Ge circulators which were fabricated. The for-
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Fig. 5—Variation of short-circuit admittances with
magnetic held.

ward loss will be the same for any Hall effect circu-
lator, even for a larger or smaller sample made of a
different material. The preceding statement is based
on the assumptions that there are no surface effects
and no asymmetrical bulk effects, in which case the
Hall angle 8 must always have the same value. With
the same 8, the normalized forward and reverse transfer
admittances will have the same value. Therefore,
vr/viy will be unchanged, assuming, of course, that Uy,
is given a value of one.

Because of the relatively high forward loss (17 db),
reflections are severely attenuated, so that the input
admittance is very nearly constant. In fact, it can be
shown from (2) that ¥Y;y=y5+0.5 per cent for any
symmetrical load admittance from short circuit to
open circuit.

Ust oF PARALLEL NETWORKS

[all effect circulators have been made which are
quite symmetrical. The best circulator made to date
has an average reverse loss of 61 db and an average
forward loss of 17 db, giving an average transmission
ratio of 44 db. Any two pairs of terminals on such a
circulator would act as an isolator with 17 db loss in the
forward direction. However, the symmetry depends pri-
marily on having a regular 60° angular spacing between
the six edge contacts. This is not impossible, but it is
difficult, to say the least. Furthermore, it is almost in-
possible to obtain a specific input admittance (or oper-
ating impedance level) because, to a good approxima-
tion, this is directly proportional to the material’s con-
ductivity and the reciprocal of the sample thickness, In
a null transmission device such as a circulator, im-
pedance matching is essential.

With the aid of a resistance network connected in
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parallel with the circulator, impertections can be ef-
fectively removed and several other interesting features
are made available. For instance, the forward loss may
be decreased by using a larger magnetic field (B> By).
On the other hand, if one can tolerate greater forward
loss, one can use a smaller magnet (B <B,). The main
requirement for circulation is that the reverse loss be
theoretically infinite. This requirement can be met for
the limiting case of B=0, but the forward loss also be-
comes infinite.

With any fixed B, circulation is obtainable with any
load admittance from about ten times the normal ad-
mittance down to zero—i.e., open-circuit. llowever, the
admittance of the circulator with the network changes
only slightly over this range, so that the forward loss
becomes quite high when a widely different load ad-
mittance is used, due simply to the admittance mis-
match. Furthermore, the resistance networks can pro-
vide circulation when an essentiallv svmmetrical cir-
culator is used with a different load conductance on
each of the three terminal pairs.

Il one were willing to use negative resistances in the
network, one could eliminate the forward loss (which
is normally about 17 db) without decreasing the maxi-
mum reverse loss in the balanced condition. In fact,
one could obtain negative loss, or gain.

The six-terminal (three-port) resistance network can
be represented by

3
b = Z Yun'T0"; m=1,2,3. (6)
n=|
If we connect the resistance network in parallel with
the circulator by connecting terminals 1 and 1’ of the
one to 1 and 1’ of the other, etc., then the three equa-
tions describing the combined network are

3
Lo =2 Vs m=1,23,
n=1
where [sce (1) ]
I"I = 1‘"] + l"", (7)
I’,'III =3 y"l" + y"l",y (8)
[/'" = z’" = z'll,' (9)

The resistance network admittances (yn.’) for an
asymmetrical network become so bulky that they are
practically uscless. However, if one assumes symmetry,
they are (for network C, shown in Fig. 6).

1
Y =Y = — —2—RT
. (10
= — . a
¥s R )

For the network shown in Fig. 7 (Cs), the admittances
are
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Fig. 7—Network Cs.
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7k = U4+ Ur =31+ U+ V][-Ur - Ur+ 301 + U] = 3[Us — Ux(l + Un)].

1
"o "o 4
A= 2R
s = —1- . (10h)
' R

In both cases, R is the value of the individual resistors.
Thus, by the simple addition indicated in (8), we

arrive at the effective admittances of the parallel com-

bination of circulator and resistance network Cp:

531
Vs = yp+—1"
2R
Vs = yR+—1"
2R
Vs = ys + l g (12)
R

The requirements for circulation (when C, is used)
may be written as

(YeP)2 = VP (Y +y1) = 0,

or

1 2
(r=25)

1 1
—(yp - — ~VJ=o0
(yu 2R> (ys + vy + R) (13)

If we define R=1/kys, we can use normalized admit-
tances in (13):

(Up — %)2 — (UR - —;-)(1 +UL+k =0 (14

Solving (14) for k yields

(15)

Eq. (15) is of the form
& R
5 E=—a+ +va*— 3b.

It may be noted that, when B = By, b=0, and k=0. In
other words, the parallel resistance network must be
removed for the ¢irculator to work properly. Examina-
tion of (15) and the curves of Fig. 5 shows that k is real,
positive and finite only when 0< B < B,.

The requirement for circulation (when Cs is used) is

1
Vel = yp + y¢' = yr — IR 1\2 1 1
) (yF+2R>_<y"+‘zk_><y‘“+“+k)=0’
YpP = yp — —
2R which, using normalized admittances, is
1
VP = ys+ — - 11 k\? k
TR TR (o (Up+2> —(UR+ ?—)(1+U;,+k)=(). (16)
Similarly, the effective admittances when the resistance )
network is Cs are: Solving (16) for k vields
b ) ) [ I R
I =Urp— Ur— 314+ UL+ \/[—UF + U+ 3+ UDE4+ [Us2— Ul + Uyl (17)
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Eq. (17) is of the form

L —ctveTE

2
Again, when B=B,, b=0, and £=0. Studying (17) and
Fig. 5 shows that & is recal, positive and finite only when
B> By. For completencss, the expressions for forward
and reverse voltage ratios are given below for combined
networks using Cp and Cg. The symbols have the same
meanings as before.

With network Cp

k\* ) k
e (Uk— 2) —(lr“‘z‘)(l‘i‘UL‘i‘k)

= — - —_ (18)
ery R . k k
(14 UL+ k)2 - LR—“) Uy — ,—)
2 2
k\? k
(00 -2 - (6= s crns
(773 2 2
— - (9
ery k k
A+UL+k—(Ur — ) Up — ')
2 2
with network Cs
k\? k .
U + ) “(Ur“i‘ )(1+(l.+k’
er 2 2
—_—_— —— (20)
ern k k
T+ UL+ k)~ Uk-i-i) Uﬁ-+2)
k\? k
(UI-'+ ) - (l'l(’+ )(l+l'l.+k)
er 2 2
—_———— - - . (21)
erx ) k k
1+ l’1,+k)2—<Uk + 2)<('ﬁ' + é)

It is possible to use simpler forms of these resistance
networks. The simplified networks (which will be called
Cp’' and Cg’) consist of only three resistors instead of
six. See Figs. 8 and 9. Either of the forms of Cs' are us-
able. llowever, the one on the right has the advantage of
being symmetrical. Furthermore, the symmetrical Cg’
is the only one of the three which can be analyzed by the
method used on the six-resistor networks, and it is the
only one of the three which permits the terminal pairs
to be balanced-to-ground.

A major advantage of Cp’ and Cg’ (aside from the
obvious one that they use only half as many resistors)
is that they are much casier to adjust. Ior any par-
ticular desired circuit condition, there is only one set
of three resistance values which will opcrate properly;
also, if the resistince values are nearly right, the isola-
tion between any two terminal pairs is controlled al-
most entirely by one particular resistor. With the six-
resistor networks there is an infinity of sets of six resist-
ance values which will cause the circuit to operate in a
desired fashion. In this latter case, the resistors work in
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Fig. 9—Two possible forms of network C,’.

pairs and each interacts strongly with one another.
Thus, each of the three pairs of resistors can take on an
infinite number of paired values.

If negative resistances are used in the resistance net-
works, calculations indicate that the forward loss can
be reduced to zero while the infinite reverse loss is
maintained.

Thus it is possible to cause a circulator to operate
with any value of B field fron zero to as high a field as
is attainable. This has been demonstrated with an -
type Ge circulator which, with B = B,, requires a load
impedance 2,=220 Q. So y,=1/220=4.55 millimhos.
The measured admittances plotted in Fig. 5 were used
in (15) and (17) to calculate values of £. These & values,
along with the experimentally determined k's, are
plotted in IFig. 10 as the £ curve. Considering the
amount of numerical calculation involved, the agree-
ment is quite close. The solid &3 curve was calculated in
a similar manuer for the symmetrical Cs’. The expres-
sion is

p 3[Ue? — Un(1 + ULl

lvl(’ + l’l. - 2l'l" + |

The square points for magnetic fields of less than B, give
measured values of &y in Cp’. The solid Ly curve was
calculated from (18) for B < By, and (20) for B> B,. The
points represent experimentally determined values. B,
is the field at which this #-type Ge circulator operates
with no parallel network (14.5 kg in this mstance).

(See the Appendix for a calculation of a lower bound
on the forward loss.) The preceding analysis has dealt
with the case of constant load admittance and varying
B field. Likewise, the circulator can be made to operate
with either increased or decreased load admittance and

(22)
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Fig. 10—Variation of Ly (forward loss) and k3 and ke (normalized
admittances of three-resistor and six-resistor network elements,
respectively) with magnetic field; reverse loss is maintained
theoretically at infinity,

the same B field: e.g., B= B,. This is accomplished by
varying the value of k. However, the impedance at the
terminals is nearly constant in this case. Therefore, al-
though the loads are such as to allow the circulator to
function properly, there is considerable power loss due
to the admittance mismatch. Nevertheless, this is a
desirable method of “tuning” the admittance level of
the device. If y. is not very different from ys, the in-
creased forward loss will be negligible. This procedure
is immensely more practical than attempting to main-
tain accurate control over the thickness and resistivity
of the sample. Furthermore, the use of a parallel net-
work removes the need for accurate placement of
terminals.

This last sentence refers to the fact that asymmetri-
cal circulators can be made symmetrical with the addi-
tion of a resistance network. Likewise, an essentially
symmetrical circulator can be made to appear asym-
metrical in some desired manner to permit the use of
different load admittances at the three terminal pairs.
It will be remembered that additional loss is expe-
rienced when this is done, but it might still be desirable
in some instances.

N ETHOD OF CONSTRUCTION

The degree of balance which a circulator will afford
is dependent almost exclusively on the geometric place-
ment of the six terminals. Therefore, considerable ef-
fort has been devoted to finding a “foolproof” method
of achieving a regular 60° angular spacing between ad-
jacent terminal centers.

The circulators made to date have been made from a
single ingot of n-type Ge (p=6 to 7 ohm-cm). The sam-
ple thicknesses have been 20 to 40 mils, and they have
been oriented so that the magnetic field is perpendicular
to the (100) plane. Sample diameters have been about
0.125 inch.
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(h)

Fig. 11—Examples of poor (a) and excellent (b) germanium

circulator saunples, with bonded gold wires.

The first sample was made by thermo-compression
bonding?® a gold wire to cach of the six faces of an ap-
proximately hexagonal slab. The spacing of the termi-
nals was so irregular that the results were very poor,
with no parallel network.

Subsequent circulators were made from samples cut
with an ultrasonic cutter. These samples have six pro-
jections which lend themselves to being electroplated
with antimonyv-doped gold without getting any plating
on any of the rest of the surface. This plating was then
alloyed into the pips and small balled gold wires were
thermo-compression bonded to the centers of the plated
surfaces. This technique produced quite symmetrical
circulators.

The results of using these two different methods are
shown in IFig. 11,

Most of the experimental work has been done in a
four-inch Varian electromagnet, but the device will

30. L. Anderson, H. Christensen, and . Andreatch, “Technique
for connecting electrical leads to semiconductors,” J. Appl. Phys.,
vol. 28, p. 923; August, 1957,
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ultimately be used with a relatively small permanent
magnet.

PracricaL LIMITATIONS

Assuming external stray reactances can be made
negligibly small if proper care is taken in the design and
use of the device, the speed of response will be limited
only by the properties of the semiconductor material.
That is, all the circulator admittances are pure con-
ductances; consequently, the loads should also he pure
conductances. This accounts for the fact that, theoret-
ically, the circulator should function properly over the
entire frequency range from de up to the dielectric re-
laxation frequency of the material, which is of the order
of a few kme in the Ge used in these experiments. Un-
fortunately, the sample geometry requires that  all
leads be fairly close to one another, so radiation and
pickup will undoubtedly place a lower practical limit
on the usable frequency range. Skin effect will probably
become important at high frequencies, also. These
practical limitations have not yet been determined.

If the Hall effect circulator is used in an atmosphere
whose temperature is not kept constant, both pu, (the
clectron mobility) and B, (and thus 6,), will depend
somewhat on temperature. It is hoped that the follow-
ing condition can be obtained:

O, B
~ — (23)
ol oT
so that
a0 Iu, B)
=z = 0 (24)

T T
where 77is temperature.

Impedance levels from 200 to 600 ohms have been
attained on various samples, and it should be fairly
simple to extend this range to 10 to 5000 ohms, still us-
ing only n-type Ge. With InAs and InSh, the low end
of this range could be brought down to about 0.05 ohm.
OF course, to be usable such a circulator would require
extremely low resistance contacts. The use of high-
mobility materials (e.g., 1nSh, Inds, 11gSe) would per-
mit one to operate with smaller permanent magnets;
however, circulators made of such materials would have
extremely low impedance levels (perhaps on the order
of the one-olun) and would not be useful in most circuits.

One tremendous advantage this device has over most
semiconductor devices is that it has no Junctions, Be-
cause of this, its lifetime will probably depend only on
the stability of the permanent magnet used. It requires
no special atmosphere for good operation. If extremely
thin samples were used, surface effects would play a
more important role and special housings might be
necessary.

The contacts, of course, must be ohmic. 1] not, their
resistance will vary with current level, and so will the
admittance of the device. As a consequence, the circu-
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lator would be balanced ouly for one particular signal
level.

CONCLUDING REMARKS

It is possible to make three-port nonreciprocal Hall
effect devices which will circulate de and ac signals
either in a clockwise or counterclockwise sense. With the
aid of simple six-resistor networks (or even simpler
three-resistor networks) the nine short-circuit admit-
tance parameters of the circulator can be adjusted in a
calculable  manner. Incidentally, the corresponding
parameters of any six-terminal circuit or black box
could be adjusted in a similar manner without changing
anything inside the three-port box. Modified forms of
the parallel circuits might prove useful in conjunction
with circuits with more or less than three ports. It should
be remembered that the admittance equations would be
equally valid for the case of complex admittances. In
Hall efiect circulators, an almost unlimited number of
tricks must be possible. We have seen that such circu-
lators can be made to operate at any desired impedance
level, can be made to operate with any desired magnetic
field, and can be made to introduce no loss -Or even
gain—if onc uses negative resistances.

Circulators could be used in place of the hybrid coils
in two-way, two-wire amplifiers. [owever, the 17 db
forward loss will undoubtedly prevent them from being
used in this way except, possibly, at frequencies above
and below the usable frequency range of hybrid coils.

A circulator permits a transmitter and receiver to use
a common antenna simultaneously if the circulator's
losses are acceptable.

A circulator’s sensitivity to variations in load imped-
ance suggests its possible use as an impedance measur-
ing device. In this case, it would measure the power re-
flected from a load, giving an indication of amount of
impedance mismatch.

Probably the most important applications of circu-
lators have vet to be devised. They have not made them.-
selves evident previously because of the absence of cir-
culators for “wire” frequencies. \Whoever discovers such
ai application must not be discouragerl by the circu-
lator's high forward loss and its possible sensitivity to
ambient temperature variations, and he must take ad-
vantage of the circulator’s unique property: nonreci-
procity.

APPENDIX
A Lowikr BouNDp oN FORWARD Loss

At B=B,, Ly is about 17.5 db. As the flux density is
increased bevond By, Ly is decreased and asynmptoticalty
approaches a value corresponding to the maximum [lall
angle which is theoretically possible.

To evaluate this minimum Ly, it will be advantageous
to start with the open-circuit impedances (rather than
the short-circuit admittances). When a voltage is
applied to onc of the three-terminal pairs with the other
terminals open-circuited, the magnitudes of the two out-
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put voltages will approach (but not exceed) the input
voltage as B—w. Thus, let us assume
Lim | zz|

B

= Lim |z¢| = Lim |zs] =3, (25)
B—w B~

where zg, zr, and zg are the three open-circuit imped-
ances (defined in a manner analogous to that used for
Yr, ¥r, and yg) of a synumetrical circulator. Measured
values of these impedances are plotted against B for an
n-type Ge circulator in Fig. 12. It can be seen from this
figure that, in the limit of very large B, (25) leads to the
result that

— = ~

SR = — Sp = 5k

(26)

With these impedance values, a simple calculation yields
the following admittances:

1
ys = yr = 25; (27
yr =10
which, when normalized, yield
T e @
ys
Ur = 0. (28)

Substituting (27) and (28) in (17) gives for the condi-
tion for circulator action
E=1-U,+ v —-U)+4
Requiring that the load admittance equal the input ad-
mittance gives
UL=1+¢%
(1+ k>3+(k>3 k(1+ k>(1+k+U )
2 2 2 N 0
k k o
1+ kr+ UL)z—“z‘(l-*- 2>

(29)
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Fig. 12—\ariation of open-circuit impedances with magnetic
field.

Solving (29) and (30) simultaneously tells one that

U =200
and

B =124 (31)
Using the values given in (28) and (31), one calculates
the lowest possible forward loss for this type circulator

to be 8.4 db.
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Theory of the Crestatron: A Forward-Wave Amplifier*

J. E. ROWEY, MEMBER, IRE

Summary—In the past a considerable amount of experimental
evidence presented by various workers has indicated that gain ap-
parently occurs in a traveling-wave type device even though the
voltage may be so high that growing waves cease to exist. This
means, in terms of Pierce’s traveling-wave tube theory, that the
growth constant of the growing wave x, is zero in this regime of
operation. A theory explaining this phenomenon has been worked
out and both small-signal and large-signal calculations have been
carried out to investigate the characteristics of this type of operation.
The gain occurs in this region due to a beating effect produced be-
tween the three small-signal forward waves described in traveling-
wave tube theory as they travel along the RF structure. The maxi-
mum achievable gain is determined by the injection velocity and
not by the length of the tube as in the normal case. Based on the
above theory a device named the Crestatron, which utilizes this new
mode of operation, has been built and tested to verify the theory,
and it has been found that moderate gain (10-20 db) and high
operating efficiency coupled with a very short length (4-6 wave-
lengths) characterize this mode of operation.

LisT oF SyMBoLs

b= 1y—ve/Cvy=injection velocity parameter
C =gain paramcter
d =loss parameter
F=helix impedance reduction factor
f=lrequency
Iy=de stream current
i=RI convection current in the heam
K, =shcath-helix impedance

I

K," =normalized sheath-helix impedance
N =structure length in wavelengths
QC =space-charge parameter
uy =stream velocity
V=input RI voltage amplitude
Vei=circuit component of wave amplitude
I7;=wave-voltage amplitude
Vy =dc stream voltage
7= RI velocity in the beam
o =circuit characteristic wave-phase velocity
z=distance measured from the input
B =w/v=wave-phase constant
B,A=w/1m=slrcum-ph;lsc constant
I' = wave-propagation constant in the presence of the
beam
6, =x,+jy, = wave-incremental propagation constant
7 =charge-to-mass ratio of the clectron
7, =saturation elfficiency
6= 2w CN =radian length of the tube
A, =guide wavelength
A =stream wavelength
w=angular frequency.

* Original manusceript received by the 1RE, October 31, 1958.
Revised manuseript received, December 22, 1958, The work was sup-
ported by the Rome \ir Dev. Center, Griffiss Air Force Base, Rome,
N. Y., uvnder Contract No. AF 30(602)-1596 and AF 30(602)-1845.

T Dept. of Elee. lng., University of Michigan, Ann Arbor, Mich.

INTRODUCTION

T IS well known that the operation of backward-

wave devices, both O-type and M-type, depends on

an interference phenomenon resulting from the
beating between waves propagating along an RF struc-
ture. It can also be shown that in forward-wave devices,
such as the traveling-wave amplifier, gain can occur
due to the beating of waves traveling on the RF struc-
ture, providing the length is correct. The maximum
achievable gain for any given set of circuit and operating
parameters is determined by the relative injection
velocity b rather than by the length of the tube as in the
case of the conventional traveling-wave amplifier.

In order to clarify the principles and verify the theory
proposed, a device, called the Crestatron, was designed
and built to operate on the beating-wave principle.
Measurements of gain on short-length tubes have in-
dicated a substantial agreement with the theory. Theo-
retical calculations have also been correlated with meas-
urements taken at other laboratories and very excellent
agreement is obtained.

A voltage gain is produced in the Crestatron by a
beating between the three forward waves propagating
on the slow-wave structure. The device is operated
with a beam velocity such that b>b,,_, and, hence,
there are no growing waves. The gain is achieved by
adjusting the tube length to the proper value such that
all the waves, one of which is out of phase with the
others at the input, add together to give an RIF voltage
greater than that at the input. Hence there is not volt-
age gain in the sense of that produced by growing
waves, but there is gain if the tube is considered to be a
two-port network. The amount of gain is determined by
the value of & and decreases as the beam velocity is
raised above that at which growing waves cease to
exist. The gain characteristics of the Crestatron can be
calculated from the small-signal theory and these cal-
culations also give information on the CN bandwidth
(0 =27 CN) achievable in the device.

The large-signal theory of traveling-wave amplifiers!
has been used to evaluate the nonlinear performance of
the phenomenon as represented by the Crestatron in
terms of the achievable gain and the expected operating
cthiciency.

Ample experimental evidence? has already been of-
fered in this and other laboratories to verify the theory
and indicate that high efficiency is obtained with short-

'], E. Rowe, “A large-signal analysis of the traveling-wave
amplitier: theory and general results,” TRE TraNs. ON FLECTRON
Devices, vol. ED-3, pp. 39-56; Fanuvary, 1956.

2 1. J. Caldwell and O. L. Hoch, “Large-signal behavior of high
power traveling-wave amplifiers,” IRE Traxs. oN EvLicrron Di-
vices, vol. ED-3, pp. 6-18; January, 1956,
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length and moderate gains. During the course of this
work it was learned that Mourier and Sugai had shown
that a similar type of operation is possible with the for-
ward-wave magnetron amplifier.3 They treated the
special case of small C, no space-charge and zero-circuit
loss. These conditions in the magnetron amplifier give
rise to two forward-traveling waves which under certain
conditions can beat with one another to produce gain.

DERIVATION OF THE GAIN EQUATION

The three forward waves propagating on a traveling-
wave tube RF structure are known to vary in the fol-
lowing manner :#

e Tz = e—-iﬂz . eacs:, (1)

where § is the wave phase constant and is equal to 8. at
synchronism. The normalized voltage V,/V at any point
along the RF structure may be written in terms of the
amplitudes of the three waves, neglecting space charge,
as

V. _ Vi Ve Vs
= e—uem)l: Pt T IS EY N R ) (2)
4 |4 4 4

where

6;=.\?;+jy,', 1.= 1, 2, 3,
V:/V=normalized voltage amplitude of each wave,
0 ABCz=2wCN,
N =structure length in wavelengths, and
C=gain parameter.

From the small-signal theory of the traveling-wave
tube, the following expressions for the RI convection
current and velocity are obtained by retaining terms
proportional to C:

1+ jCs 1+ jCs 1+ jCs
a+jce O+, 0+
61 2 63
q (,‘
- (J»"L)za 3)
7
and
1+ jCé) 1+ jCé,) 1+ jCs
a+jcw QA+, A+iCH
0 o7t o4*
B (—2V(,Cﬂ)_ n
= ]0 1’
where

n=e/m, charge-to-mass ratio of the electron,
7= RF velocity in the stream,
i= RF convection current in the stream,
Va=dc stream voltage, and
1o=dc stream current.

¥ G. Mourier and . Sugai, private communication.
4 ). R. Pierce, “Traveling-Wave Tubes,” D. Van Nostrand Co.,
Inc., New York, N. Y.: 1950,
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If an unmodulated stream is injected at z=0and an RF
signal level V is applied to the RF structure at that
point, the boundary conditions require that the right-
hand sides of (3) and (4) be zero and that

V= V1+ V2+ V:«- (5)

Egs. (3), (4) and (5) may be solved simultaneously to
give the normalized amplitudes of the individual waves.
The general result is

Vi [ 1+ jC8; (5-‘+1 2

[ 1 (5

V 14+ Céia \ 8 b1 —
1 + jCé; (5.+2)2 6;

— o T
— — | » (6
14+ JC5i+2 0iy2

Oiy0 — 8

Oiy2

5, Sip1 —
where 8,=6,,;. Eq. (6) gives the total voltage associated
with each wave and in the absence of space charge also
gives the circuit voltage. The effect of passive modes or
space charge is to reduce the circuit voltage from the
value predicted by (6). The ratio of the circuit voltage
to the total voltage is found from the ratio of the second
term on the right-hand side of the following familiar
quartic determinantal equation to the total right-hand
side® of (6):

G+ +C -]

52 = —
[—b + jd + jé +C(jbd = b—2+ fz' = 6-2)]
2 2 2
— 4QC(1 + jC8)2. (7
The general result for the circuit component of voltage is
Vei (1 + jCs,)?
yoo1t 40€¢ — . (8)

Egs. (6) and (8) have been obtained by Brewer and
Birdsall.

Thus the voltage along the RF structure, including
the effects of finite C and space charge QC, generally
may be written as

V. (VN[ Ve
= ¢~/ (8/C) - _ (.510 , Q9
;= 20)(6) ®

where 6,=d.43. When C is small and the effect of pas-
sive modes or space charge is negligible, (6) and (8) re-
duce to the following familiar form:

V,' 5,‘2
— = — (10)
V (61 - 6i+l)(6: - 6:+‘.’)
and
Vi 1
v, = b (11)

b Ibid., p. 113, eq. (7.13) with corrections.

¢G. R. Brewer and C. K. Birdsall, “Normalized Propagation
Constants for a Traveling-\Wave Tube for Finite Values of C,”
Tech. Memo. No. 331, Hughes Res. and Dev. Labs., Culver City,
Calif.; Octoher, 1953.
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The voltage gain is written as

VZ VZ* VZ 2
) = 10 log (-)

V* 14
[t is important to note that, unlike conventional stand-
ing waves on a transmission line, each wave sees the
RE structure characteristic impedance at all points
along the line.

The gain that occurs when the velocity parameter b
is greater than that for which the growth constant of the
growing wive is zero is, as mentioned before, due to a
beating cffect between the three small-signal waves
which are sct up at the input and propagate along the
RIF structure. The energy taken from the stream in this
type of operation goes into setting up the three forward-
circuit waves at the input, and then these waves propa-
gate with different velocities and constant amplituce
along the RI° structure. The gain occurs due to the
eventual adding in phase of the two larger waves. The
interaction is primarily between the circuit wave and
the slow space-charge wave. It will be seen later that
the fast space-charge wave is excited to a negligible ex-
tent. This is the same basic mode of operation as in the
backward-wave device of both the traveling-wave tube
and crossed-field tvpes. As the three waves travel along
the structure, the phase relationship between the RIF
current in the beam and the RI field on the circuit
changes, and at certain points along the circuit the phase
is such that energy is transferred to the circuit. At the
same time there are certain regions along the tube where
the phase relatiouship between the beam current and
the circuit field is such that energy is fed from the circuit
back to the beam. The realizable gain in this mode of
operation depends upon the relative injection velocity b
for any given set of tube parameters rather than on the
length as in the case of the conventional traveling-wave
tube.

A forward-wave embodiment of the beating phenom-
enon, such as the Crestatron, is inherently more efficient
than the backward-wave devices which operate on the
same beating principle because the modulation in the
stream and the ticld on the circuit producing the modula-
tion travel in the same direction, whereas in the back-
ward-wave device the modulation in the beam and the
circuit field travel in opposite directions, In the back-
ward-wave device the circuit field is strongest where the
modulation is weakest and vice versa.

Mathematically speaking, all the energy is abstracted
from the beam at the input since in satisfying the bound-
ary conditions energy is put into setting up the three cir-
cuit waves. Then the circuit length is simply adjusted so
that at the end of the tube the wave energies all add in
phase. It should be recalled that in this region of opera-
tion the propagation constants are purely imaginary,
giving rise to real voltage amplitudes, and at the input
one voltage component is 180° out of phase with the
other two.

Gdh = 10 ‘Og ( o (12)
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Fig. 1—Gain vs length (C=0.1, QC=0.25, d =0, b, _¢=2.57).
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Fig. 2—Gain vs length (C=0.2, QC=0.125, d =0.025, b, _,>3.0).

SMALL-SiGNAL GaIN

[t was pointed out above that the normalized voltage
amplitudes are purely real since the propagation con-
stants are purely imaginary when 6> b, For fixed
values of C, QC, and d the gain may be calculated from
(9) and (12) as a function of 8 for particular values of b.
Typical gain curves are shown in Figs. 1 and 2. The
above gain equations are valid for all values of b, and it
is seen from the figures that the normal exponential
gain is obtained when x#0. The gain curves were
plotted over a range of 6w radians to indicate their
repetitive nature. In IFig. 2 it is seen that the effect of
circuit loss is to reduce the gain, particularly for large 6.

The results plotted in Fig. 2 do not show the large
negative dip in the gain curve for 6=0 that Brewer and
Birdsall” found. The fact that they assumed a QC=0.25
whereas the above data are for QC=0.125 is of little
consequence to this discrepancy. It is believed that their
resultsare incorrect, since to compute gain they used the

7G. R. Brewer and C. K. Birdsall, “Traveling-wave tube propa-
gation constants,” [RE TraNs. oN ELECTRON DEvices, vol. ED-4,
pp. 140-144; April, 1957 (Fig. 2).
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Fig. 3—Gain vs length (C=0.1, QC=0.125, d =0, b;;_0c=2.34).

small-C equations, which are not valid when C=0.2 and
QC=0.25. It should be pointed out, as is predicted here,
that only very small dips in the gain curves were noted
in the large-signal calculations. Large negative dips in
the gain seem to occur at b= —1 for most values of C
and QC and for positive values of b when d is large.

The gain curves of Fig. 3 show that gain is also
achieved for negative values of & such that x;=0. Nega-
tive values of b correspond to operating voltages less
than the synchronous voltage, and the resulting gains
are less than those obtained with large values of b.

When the loss parameter is zero all maxima of the
gain curve are approximately equal (the slight vari-
ations and lack of periodicity will be explained later),
but when d#0 the first maximum will be highest and
subsequent peaks will generally be lower. This merely
emphasizes the fact that when circuit loss is significant
the tube length should be chosen so as to operate on the
first maximum of the gain curve. Because of the rela-
tively low gain of the Crestatron a large attenuator like
those used in ordinary traveling-wave amplifiers is not
necessary.

It is seen from the gain curves that for fixed b and
variable 8 the curves are nonperiodic within the interval
6r and exhibit periodic undulations in amplitude. The
explanation of this phenomenon for voltage amplitude
vs distance is contained in (9). The lack of periodicity
with 27 and the undulating peak amplitudes are a result
of the product of exp (—j8/C) and exp (8.4), where each
represents a vector rotating about the origin as a func-
tion of 8. The rate of rotation of the first vector is related
to 1/C, which is typically between 5 and 20, and the rate
of rotation of the second is determined by &; which
varies between 1 and 3. The first, then, perturbs the
second as a modulation, and the fact that d; is non-
integral in general means that it is not periodic with 2.
It may be that 8 must travel through 2mm radians with
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m very large before a periodicity is apparent, if ever.

The above phenomenon indicates that there is some-
thing more than a simple beating effect occurring be-
tween the waves. In fact there is a continual slipping
of one wave with respect to the others along the RF
structure. This process accounts for the fact that there
is or may be a net interchange of energy between the
beam and the circuit in a device of infinite length. It is
interesting to examine the condition necessary for the
gain curve to be periodic with period 2mm and also the
condition required for the peak amplitudes to be con-
stant. In fact these two conditions would result in a gain
curve that is exactly reproduced every 27 radians.

For V./V in (9) when b is held fixed, the phase condi-

tion is determined by the product
e—iIC) . g8if = @it Wim1/C)

(13)

since x;=0. Thus in order for the phase to be periodic

with 2mmr,
n(y.- - i) = 2mw (14)
C
Solving for y, gives
yi = 2mw _l_, (15)
n C

where 7 and m are independent integers. Thus for phase
periodicity the value of y; must be equal to a constant
plus some integral or subintegral multiple of 2r. When
C—0, y,=1/C and all the waves travel at approximately
the same rate, they maintain the same relative phase
positions with respect to one another. This results in a
constant-amplitude vector rotating about the origin
with a period of 27 radians. Thus the gain curve will be
periodic in amplitude also.

Under very restricted conditions a simplified expres-
sion for the gain of the tube may be obtained from (9).
When C—0, QC =0, d=0, and b is sufficiently large that
the propagation constants are purely imaginary, it can
be determined that the 8,'s are given approximately by

o = — j/bM2,
5

U

— jt,
and
8y =~ j/bV2 (16)

Substitution of (16) into (9) vields for the gain, after
some simphfication,

oy 0
=< ) [1+b“+(b“—1)sin?
1- 5 b2

, 0 0
-2 ‘{cos b cos it + %% sin 0b sin ——} ] (17)

bl/2

TAE
K

Since b is usually greater than 2.5, (17) can be simplified
further to



the fArst maximum of the gain curve may be obtained
by differentiating (17) with respect to 8 and setting the
result equal to zero. In this way

0 0
sin —I:cos - — b% cos 0b:| = 0. (19
bl/! bll?.
Thus maxima and minima in the gain occur for
0
sin =0
bll‘l
or
nb?
CN = n=001,2 (20)

2

The other condition is
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16

L. (21) predicts quite accurately the distance to the
first maximum in the gain curve when #=1. Thus

0.75

CV to first maximum = 5 (22)

Eqs. (20) and (21) coupled with information on the
second derivative of the gain curve may be used to de-
termine subsequent maxima in the gain vs 6 curve.

In addition to gain vs length curves for fixed b, a set
of gain curves may be obtained for fixed tube length
with variable voltage or 4. Typical curves of this type
are shown in Fig. 4. The main hump in the gain curve
vs b is of course due to exponential gain, and the other
lower peaks correspond to gain through beating waves.
When C—0, QC=0 and d =0 the gain vs b curve will
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be symmetrical with respect to & since maximum ex-
ponential gain occurs at synchronism.

BaxpwipTH

The bandwidth of a device operating on the beating-
wave principle may be determined from the gain curves
shown in Figs. 1 and 2. The CN bandwidth (6 =27 CN)
can be as large as + 50 per cent between 3-db points on
the gain curve. If the impedance of the structure re-
mained constant over this range, then the device would
have a frequency bandwidth of 3:1. In general, imped-
ance variations will limit this figure to some lower value.
Experimental Crestatrons have been built with nearly
an octave bandwidth at 3 kmc.

Maxnteym Gaix vs C axp QC

It was pointed out carlier that the voltages are purely
real for 5> b,,0, and at the input one voltage is 180°
out of phase with the other two. Thus the maximum
gain will occur when the three waves all add in phase.
The value of b for which x;=0 can be computed from
the quartic determinantal equation. When d #0, x, is
not exactly zero anywhere but does drop to less than one
per cent of its maximum value for farge b.

Maximum-gain curves for various values of QC when
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Fig. 7—Normalized amplitudes of the wave voltages vs
injection velocity (C=0.1, d=0).

C=0.1 are shown in Fig. 5. The gain decreases with
increasing voltage and for very high voltage approaches
zero asymptotically. As would be expected the gain in-
creases with C and decreases as QC is increased. The
effect of loss on the circuit also reduces the gain. The
greatest gain occurs for a b which is equal to that for
which growing waves cease to exist. There is a smooth
transition from the region of exponentially growing
waves to the region in which the gain is a result of the
beating ol the three waves.

The gain for large positive values of b is a result of the
combining of 'q/ 1 and Ve./17, since Vea/17 is usually
negligible. The magnitudes of these normalized voltages
for a typical range of parameters are shown in Iig. 6.
For targe values of b, it is seen from Fig. 6 that 1,/ V
approaches zero and Ve/ Vs still small, so that almost
all the energy is in the second wave (circuit wave)
Ve/ V. On the other hand, for negative values of b
(voltage below svnchronism), the third wave (fast
space-charge wave) Vg/V predominates, as shown in
Fig. 7.

A typical plot of the distance to the first maximum
of the gain curve is shown in Fig. 8 for several values of
space charge. The theoretical relation (22) is also
shown.
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Fig. 8 ~CN to the first gain maximum vs injection velocity
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LARGE-SIGNAL PERFORMANCE
Saturation Gain

The large-signal performance of a beating-wave device
has been evaluated using the large-signal theory of the
traveling-wave amplifier.! Significant large-signal gain
is found for large values of >0,y when the input-
signal level, ¢, s appreciable compared to ClV,. A
typical gain curve is shown in Fig. 9 with the input-
signal level to the RE structure as the parameter. A
periodicity in the large-siginal gain vs distance curves is
found similar to that previously shown with the linear
theory. The gain is seen to decrease as the drive level is
increased, but the power output and efficiency increase
as the drive level is increased.

The composite results of the large-signal calculations
may be plotted in summary form to show several inter-
esting facets of the nonlinear performance of the
Crestatron. As seen in Fig. 10 the “saturation” gain as a
function of the drive level to the RF structure goes
through a maximum at a value of ¢ dependent upon the
valtue of b. It should be noted that the optimum length,
i.e., for maximum output, changes as the drive level
changes. When the tube is operated at a b value which
gives maximum small-signal gain or maximum satura-
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Fig. 9—"Theorctical large-signal gain vs length
(C=0.1, QC=0.25, B=1.0,d=0, b=3.5).
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Fig. 10- Theoretical saturation gain vs input-signal level with in-
jection velocity as the parameter (C=0.1, QC=0.125, B=1,
d=0, b, 0=2.33).

tion efficiency, an increase in the drive level results in a
smooth transition to the beating-wave type of operation
and the gain decreases smoothly. For very high drive
levels the gain is low and relatively independent of the
injection velocity. This relationship is also in line with
that predicted from the linear theory. The value of CN



1959

Rowe: Theory of the Crestatron:

074

0.70

0.66f

0.62
\b=2.5

0.58.

'/
9

CNg AT SATURATION
[=]
>
o
7

0.30

0.26f— h|=4.0

oz2|—+t— : —T—

.
i |
7 -6 5 -4 -3 -2 - 0 2 3 4 5 6
¥, INPUT-SIGNAL LEVEL IN db RELATIVE TO Cl,V,
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injection velocity as the parameter (C=0.1, QC=0.125, B=1.0,
d=0, b,,.0=2.33).

to the first maximum of the gain curve can also be
plotted as a function of both the drive level and the
value of b as shown in Fig. 11.

A considerable amount of previously unexplained ex-
perimental information has been obtained by Caldwell
and Hoch? and other workers which verifies the exist-
ence of gain in a forward-wave amplifier due to the beat-
ing between the waves propagating on the RF structure.
A comparison of the calculated gains using the linear
and nonlinear theories along with some data extracted
from Caldwell and Hoch’s paper is presented in Fig. 12.
It is seen that the agreement is very good between the
theoretical results and the experimental data. Similar
experimental data have been obtained in this laboratory
which substantiate the theory even more clearly. (It is
planned to publish complete experimental data on a
series of Crestatrons in a later paper.) Since the value of
d was approximately 0.025 for the experimental data, it
is difficult to choose a reference b where x, is nearly zero.
A value of b=2.9 was used, but had a larger value been
used the agreement would have been even better.

Caldwell and Hoch found in addition that the satura-
tion power output increased as the drive level was in-
creased, keeping the voltage constant. This phenomenon
is also predictable from the nonlinear theory; a compari-
son is shown in Fig. 13. The amount of increase in the
saturation power level for input-signal levels compar-
able to or greater than CI,V, is some 4 db over that for
very small input-signal levels. This increase in power
output is probably due to the fact that this type of oper-
ation extracts the energy associated with all three cir-
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Fig. 13—Variation of saturation level with input-signal level
C=0.1, B=1.0,d=0).

cuit waves rather than only that of the growing wave as
in the case of the conventional traveling-wave amplifier.

Efficiency

The saturation efficiency also increases as the drive
level is increased, resulting in a relatively high effi-
ciency for the Crestatron. Efficiency curves as a func-
tion of the drive level and the injection velocity are
shown in Fig. 14. It is seen that the saturation efficiency
for high drive approaches a value relatively independ-
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Fig. 14—Theorctical saturation efficiency vs input-signal level with
injection velocity as the parameter (C=0.1, QC=0.125, B=1.0,
d=0, b,,0=2.33).

ent of the value of & in this type of device. In calculating
the saturation efficiency of the Crestatron the input
power is significant and, hence, one must consider only
the energy conversion efficiency and subtract out the
input-power level from the calculations. For values of b
just slightly greater than that for which the wave
growth constants become zero the efficiency is fairly
constant as the drive level is varied. Continual increase
in the drive power when b is adjusted for maximum
saturation cfficiency with small input-signal level re-
sults in a gradual decrease in the saturation efhciency.

The saturation efficiency is apparently higher at high
values of drive when the voltage is adjusted for beating-
wave operation than when the voltage is adjusted for
maximum saturation output for a small input-signal
level. This increase in efficiency is probably due in part
to the fact that 14Cb is approximately 1.3 or 1.4 in the
Crestatron, as opposed to around 1.2 in the growing
wave mode of operation and hence has considerably
more energy to give up to the wave while slowing down.

MAGNETIC [F1ELD REQUIREMENT

The limiting stream perveance which can be trans’
mitted through a cylindrical drift tube or helix due to
space-charge spreading is given by?®

1 2
38.6 X 10—&('{) ,

Perveance = (23)

where
d =helix diameter, and

{=helix length,

The following familiar relations for traveling-wave
tubes are recalled:

FRIN'" |
(‘l\rg = (‘ 49) '-'f'"

24a
4 L’o Ugy ( )

8 J. R. Pierce, “Theory and Design of Electron Beams,” D, Van
Nostrand Co., Inc., New York, N. Y., p. 151; 1954,
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o = (29Vo)V2 = N\ f, (24b)
7]
— =14 Cb, (24¢)
Vo
and
= 2ma/\,. (24d)

The helix impedance FK, used in (24a) may be written
as
SO6FK,(1 + Cb)

8 — - !

L/OlIZ

(25)

where

F=the impedance reduction factor due to dielectric
loading and space harmonics, and
K,’ =sheath-helix impedance as given by Pierce? in
Fig. A6.5.

Combining (23)-(25) yields

(PE/)Y )< )
1+ coym O '

From (26) can be calculated the maximum length of
structure which can be used when no magnetic focusing
field is present and the stream is allowed to spread under
the influence of space-charge forces. Of course, the
stream must be injected in a convergent maunner, aimed
toward the center of the structure, and then allowed to
expand, resulting in a divergent stream at the output
end. Allowance will also have to be made for stream
spreading due to the presence of RI fields on the struc-
ture. The following typical values of the parameters in
(26) arc used to evaluate CN,:

CN, = 0.054 — (26)

Ya 1.5
(FK)H)'3 = 2.2
(14 Cb)** = 1.3

()

Using the above values gives

1l
)
:

CYN, = 0.34.

This value of CN, is compatible with the lengths re-
quired for Crestatron operation. llence under some
conditions it may be possible to operate the Crestatron
with little or no magnetic focusing field. Electrostatic
focusing systems are sometimes possible depending upon
the structure type.

CONCLUSION

A theoretical investigation of traveling-wave tube
operation when b>b, s has revealed that gain can be

¢ J. R. Pierce, “Traveling-Wave Tubes,” D. Van Nostrand Co.,

Inc, New York, '\1 Y.; 1950,
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achieved due to a beating betwcen the three small-
signal waves which are set up at the input of the ampli-
fier. These waves propagate along the RF structure with
constant amplitudes and different velocities and hence
beat with one another. Gain is achieved by terminating
the circuit at a point where these waves add in phase to
give an increased output. The gains achievable are mod-
erate and increase with increasing C but decrease with
increasing QC. The gain also decreases as the injection
velocity as measured by b is increased.

Nonlinear calculations indicate the same type of be-
havior as both the voltage and drive level are increased;
and it has been shown that the saturation power output
increases with the drive level. The saturation efficiency
is high for this type of operation and the CN bandwidth
can be as large as £ 50 per cent.
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l

In order to check the theory experimentally a beating-
wave device called the Crestatron has been designed and
tested. Measurements of gain indicate excellent agree-
ment with the theory as do comparisons with data taken
by other workers. Since the RF structure length of the
Crestatron is extremely short it has been shown that it
is theoretically possible to operate the device with little
or no magnetic focusing field.
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Theory and Experiments on Shot Noise 1n Silicon
P-/ Junction Diodes and Transistors”
B. SCHNEIDERYt anp M. J. O. STRUTTY, FELLOW, IRE

Summary—Experiments with silicon junction diodes and transis-
tors have shown that previous theoretical expressions for the noise
of such elements do not hold for silicon. New theoretical expressions
are derived on the basis of recombination-generation in the deple-
tion layer. These new expressions are satisfactorily checked by
experiments in the case of low-level current injection. At high-level
injection, however, deviations occur, for which no exact theory is
known.

INTRODUCTION

XPERIMENTS have shown that the theoretical
E expressions of noise in p-n junction diodes and

transistors coincide reasonably well with experi-
mental values in the case of germanium at low current
densities.!? With silicon, however, significant deviations
occur.® It is well known that the characteristic curves
of silicon p-n diodes and transistors show deviations
from those of the corresponding germanium types.i?®
In the low current density region, theoretical expres-
sions for these characteristic curves of silicon devices
have been put forward,*®7 which show satisfactory
coincidence with experimental values. In this paper,
new expressions for the shot noise of silicon-junction
diodes and transistors are derived on the basis of the
theory of Sah, Noyce, and Shockley.* It is then shown
that these new expressions are in satisfactory agreement
with experimental values.

DIFFERENTIAL ADMITTANCE OF P-N JUNCTION
DiobEs

In germanium p-n junction diodes current flow is
mainly caused by diffusion and is, to a good approxima-
tion, given by Shockley's equation

* Original manuscript received by the 1RE, September 15, 1958;
revised manuscript received, December 8. 1958. This work was made
possible by grants from the Swiss Federal Fund for Scientific Re-
search, and from the Swiss Federal Institute of Technology.

t Swiss Federal Institute of Technology, Ziirich, Switzerland.

1 W. Guggenbuehl and M. J. O, Strutt, “Theory and expcnments
on shot noise in semiconductor junction diodes and transistors,”
Proc. IRE, vol. 45, PP 839-854; May, 1957.

2 A. van der /|el “Noise in junction transistors,” Proc. IRE,
vol. 46, pp. 1019—1038 June, 1958.

3 B. Schneider, “U mersuchungen des Hochfrequenzrauschens von
neueren Transistoren,” (High frequency noise of modern transistors”),
Communication A\a(hnchtentechnische Gesellschaft Session, Karls-
ruhe, Ger., September 24, 1957.

T. Sah, R. N. '\ovce, and W. Shockley, “Carrier generatmn
and recombmatlon in p-n junctions and p-n junction characteristics,”
Proc. IRE, vol. 45, pp. 1228-1243; September, 1957.

8 J. L. Moll, “The evolution of the theory for the voltage-current
characteristic of p-n junctions,” Proc. IRE, vol. 46, pp. 1076-1082;
June, 1958.

¢ W. Shockley and \\ T. Read, Jr., “Statistics of recombination
of holes and electrons,” Phys. Rev. vol. 87, pp. 835-842; September,
1952.

7 R. N. Hall, “Electron-hole recombination in germanium,” Phys.
Rev., vol. 87, p. 387; fuly, 1952,

V
Ip = Io[exp ({?) - 1]- (1)

Here, I, is the saturation current, ¢ the magnitude of
electron charge, V the applied voltage, 2 Boltzmann's
constant, and T the absolute temperature (degrees
Kelvin). The positive direction of currents and voltage
is counted from the p-side 1o the n-side of the junction.
From (1) the real part of the differential admittance

Yp is found to be
d’)) q

Re (}Vp) = = /s

("')- Y (Ip+1). (2
dv k1 P\ T e 0T

If the diode is biased in the forward direction and
qV>3k1, say, we obtain approximately

Re(ln) ‘1 In.

i (3)

These equations are approximately valid in the case of
low diode current densities. They break down, also,
for germanium p-n junction diodes, if high-level current
injection occurs, i.c., for high current densities.?

In the case of silicon p-z junction diodes, considerable
recombination and generation of carriers occurs in the
depletion layer. As a result of this, a recombination-
generation current flows through the junction diode,
called I in this paper. According to Sah, Noyce and
Shockley,* this current ts given by the expression

n nkTw ( qV ) @
P\ er/)

R
2 (Vp—=V)
Here, A is the cross-section area of the junction, #n, is the
density of holes or electrons in an intrinsic specimen of
the material under consideration, w is the width of the
depletion layer, Vp is the diffusion voltage (or contact
voltage) of the p-n junction, and 7, is the mean lifetime
of electrons and holes (if the lifetimes of cither are
equal). The current I, which is for short called “recom-
bination current,” gives rise to an admittance Yg, the
real part of which is, by (4),
kT
]. (5)

qlr [
1+
2T q(Vp = V)

1f we apply a forward bias voltage V, the second term
within square brackets is mostly small with respect
to unity, and hence, by (5),

Re (YR) =

8 W. Guggenbuehl, “Theoretische Ueberlegungen zur physik-
alischen Begriindu ng ¢ des Ersatzscha]tbildes von Halbleiterdioden bei
hohen Stromdichten,” Arch. elekt. Ubertragung, vol. 10, pp. 483-485;
September, 1956.
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Fig. 1—Characteristic curves of diode current (vertical) vs diode
voltage (horizontal) for three different silicon diodes (full curves),
one of these being the emitter diode of a silicon transistor (Texas
903). The two broken curves show the slopes pertaining to pure
diffusion (on the left) and to pure recombination (on the right).

glr

Re (YVg) = (6)

From (4) we cannot directly see why Ig is much more
relevant in silicon p-n junction diodes than in ger-
manium diodes. In order to see this, the recombination
current Ip must be compared with the saturation cur-
rents I, (which is the reverse current of a far negatively
biased diode) in both cases. A simple argument® then
shows that Ig is much more important, relatively to
I, with silicon than with germanium p-n junction
diodes.

In general, a diffusion current, as well as a recombi-
nation current, will flow in a p-n junction diode, thus
yielding a total current I,

I=ID+IR (7)

The total differential admittance Y =Y¥Yp+ VY has a
real part, given by (3) and (6) for a forward bias voltage
of sufficient magnitude
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Fig. 2—Reciprocal value R of the real part of the diode admittance
Y (vertical in ohms) vs diode current in amperes (horizontal) for
three different silicon diodes. Some calculated values of m have
been inserted [see (8)]. The broken curve pertains to pure diffusion.

I I I
Re ()~ ur ™
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By (8), a multiplicator m has been defined, which is
obviously dependent on the ration Ip/Ix. But, as will
be shown experimentally, m is approximately constant
within a limited range of the current I in some practical
cases.

In Fig. 1, some experimental curves are shown, from
which it is seen that m is between 1 and 2. In Fig. 2
some experimental values of R=1/Re (Y) are shown.
Except in one case (OC 430), the values of m are fairly
constant within considerable ranges of the current I.
The one case referred to obviously contains a series
resistance, which affects the R-curve already from 0.1
ma upwards. Furthermore, high-level current injection
starts at about 0.2 ma with this particular diode. With
the diodes CK 840 and CK 844 of Fig. 2, series resist-
ances are small and high-level current injection starts
above 1 ma.

NEW THEORETICAL EXPRESSIONS FOR SIHOT NOISE
IN SiLicoN P-N JunctioN Diopes

We shall deal here with shot noise only, as distinct
from flicker noise. The latter starts at zero {requency
and is manifest up to some upper {requency, dependent
on the purity of the material in question. With pure
material, the upper frequency may be less than 1 ke,
whereas it may be more than 1 mc with impure ma-
terial. The intensity of flicker noise for a fixed frequency
interval, Af, is approximately proportional to the in-
verse mean frequency f of this interval, Af.

A formula for the mean-square shot-noise current of
a p-n junction diode, in which carrier motion is exclu-
sively due to diffusion, has been derived

Tna? = [4RT Re (Yp) — 2¢Iplaf. (9)
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This derivation was first published, using special as-
sumptions, by van der Ziel,? and then was shown to be
of general validity by Guggenbuehl and Strutt.!:10

Inserting the value of (3) for Re (¥p) yields, in the
case of a forward bias voltage (positive from p to n)
of sufficient magnitude (¢V>3kT)

ind® = 49IpAf — 2qIpAf = 2¢IpAf. (10)

These expressions (9) and (10) yield the mean-square
value of a noise current 7,4 due to a current generator,
whereby the current generator is connected in parallel
to the diode terminals.

It is, of course, also possible to describe the diode's
shot noise by means of a noise voltage generator, con-
nected in series to the diode. If Zp is the impedance of
the diode, then

twa® = 4kT Re (Zp)Af — 2lp| Zo|2%f.  (11)

The derivation of the expression (11) may be given,
along similar lines, as the derivation® of (9).

Tentatively, one might assume the deviation of ex-
pressions (10) and (11) from experimental results with
silicon diodes to be due to a series resistance incorporated
in the diode outside the space-charge layer. Assuming
the series impedance to be Z,, and the diode current 1,
with a diode impedance (of the space-charge layer)
1/Y, we obtain, instead of (11)

2Af. (12)

Tna? = 4kTRe(—;—+Z.)Af—- qu’%
Instead of a noise current generator, or of a noise
voltage generator, the noise is also often described by
the “equivalent noise resistance” R,,. This is a resist-
ance, connected by definition with the noise generator
voltage 7,4 by

tna® = 4kTRAf. (13)

We shall now relate this equivalent noise resistance to
the differential admittance of the diode.

In the case of diffusion without series impedance,
1.e., according to (9) and (2) we obtain

R 1 1,

= (1 + —)

Rp 2 Ip + 1,
if V=0 [sce (1) ], we have Ip=0, and, hence, R.q= Rp.
On the other hand, if ¢V>3kT, we have (forward bias)
Ip>> 1, and, hence, R.,=34Rp. This important relation-

ship (14) was sufficiently confirmed experimentally
with germanium junction diodes.!!

(14)

* A. van der Ziel, “Shot noise in junction diodes and transistors,”
Proc. IRE, vol. 43, pp. 1639-1646; November, 1955, and vol. 45,
p. 1011; July, 1957,

1 \V. Guggenbueh!l and M. J. O. Strutt, “Theorie des Hochfre-
quenzrauschens von Transistoren bei kleinen Stromdichten,” Nachr-
tech. Fachberichte, Beiheft der NTZ, vol. §, pp. 30-33; September,
1956.

"' Guggenbuehl and Strutt, op. cit., Fig. 18, footnote 1.
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If we have diffusion with series resistance Re(Z,) = R,,
we obtain in the case of a forward bias of sufficient
magnitude (gV > 3kT)

Ry = 3Rp + R,. (15)

Now we consider the case of diffusion plus recombi-
nation-generation. It has been shown that recombi-
nation-generation is predominantly located at the center
plane of the depletion space-charge layer, if the mean
lifetimes of carriers in the semiconductors adjacent to
this layer are not too different.* The maximum of the
recombination-generation rate U is exactly located at
the center plane of the depletion layer, if the lifetimes,
the mobilities, and the carrier densities are equal on
opposite sides of the junction (symmetrical diode). In
the case of an unsymmetrical diode the maximum of
U is not appreciably displaced out of the center plane
(see Appendix formula for distance d). We shall, for
simplicity, assume generation-recombination to take
place at the exact center plane of the depletion layer.
The motion of carriers in this layer is assumed to be
random without intercorrelation. A carrier is either
captured (recombination) or generated at the center
plane. In the first case a carrier moves from one of the
boundary planes of the depletion layer to the center
plane; in the second case it drifts from the center plane
to either of the boundary planes. Thereby, each carrier
which is generated or recombines in the depletion layer
only goes through exactly one-half of the total thick-
ness of this layer. In the diode circuit the effect is the
same as if a carrier of charge ¢/2 were to go through the
total depletion layer. According to W. Schottky’s diode
noise equation we obtain for the mean-square noise cur-
rent 7,,? due to recombination-gencration of holes,
and for the mean-square noise current 3,2 due to re-
combination-generation of electrons

'inp2 = dp,? = 2

— — Af.
2 2 /

Here, it is assumed that one-half of the total recombi-
nation current Ig is due to holes, and one-half to elec-
trons. The total mean-square noise current 1,2 due
to recombination-generation is, hence

in? = G’ + in? = qlrdf. (16)
We may apply (16) in order to obtain the equivalent of
(9) in the case of recombination-generation shot noise.
The result is!?

in? = 4kT Re (Vr)Af — gl ndf. (17)

If we add the mean-square shot-noise current due to
diffusion to the above expressions (16) and (17), bearing
in mind that the two shot noise currents are incorre-
lated, we obtain

# Jbid., pp. 839-841.
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=1

= 5. + in? = 4kT[Re (Yr) + Re (V) ]Af
Ig
-_ ZQ(ID + '?)Af.

Here again, we apply (8) for the multiplication factor m
and obtain

(18)

_ Af
7% = 4kT Re (¥)— 2q] — (19)
m

where I is the total diode current and Y the total diode
admittance. In the low-frequency region, we have, in
the case of forward bias of sufficent magnitude (¢V
>3kT)

ql
mkT

Re (V) =
Hence, (19) in this case reduces to

— I
i =29 — Af. (20)
m

This (20) may again be reverted to an equivalent noise
resistance R.q. We then obtain, if Re (¥)=1/R

Req
R

! (21
=~ 5 ’ )
in the case of a forward bias of sufficient magnitude
(qV>3kT). It is noteworthy that the relation (21)
in the case of diffusion plus recombination noise is quite
similar to (14) for a forward bias of sufficient magnitude
(qV>3kT).

If an appreciable series resistance R, is present in the
diode, (21) must be altered slightly, correspondingly
to (15). In this case, R+R, denotes the total diode
resistance, and we have

R., = 3R + R,. (22)
This equation may be extended so as to obtain the
equivalent of (12) in the case that recombination-
generation noise is included. We obtain

. 1 I
v.t = 4kT Re (7 + z,) Af — 29 — | Z|*af. (12a)
m

If we take into account that recombination-genera-
tion of carriers is not concentrated at the center plane
of the depletion layer, but has a certain distribution
over the depletion layer, (16) is somewhat altered (see
Appendix). However, the theoretical deviations from
(16) are small. Likewise, if the recombination-genera-
tion is assumed to be concentrated at a plane, which,
however, is somewhat displaced with regard to the
center of the depletion layer, (16) is somewhat altered
(see Appendix). In this case, also, the theoretical devia-
tion from (16) is small.
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NEw THEORETICAL EXPRESSIONS FOR SHOT
NOISE IN SILICON JUNCTION TRANSISTORS

We consider junction transistors in the three pos-
sible connections: grounded base, grounded emitter,
and grounded collector. First, the intrinsic transistor,
consisting of emitter and of collector diode, biased
properly, is treated. The admittance of the emitter diode
is denoted by ¥y Then, (19), applied to this diode,
yields

S Ig
| neZ| = 4kT Re (Yu)Af — 2¢ — 4, (23)
me
where Iz is the emitter dc current, and mg is the multi-
plication factor [see (8)] of the emitter diode.

The collector current is composed of two parts:
first, the saturation current I, caused by generation of
carriers at the edges of the depletion layer and in the
depletion layer, second, the injected current from the
emitter into the base layer minus recombination current
in this layer. The first part is relatively so small in
silicon transistors that it may be neglected as to its
noise contribution. Hence, the collector diode gives
rise to a noise-current generator

| 5net| = 2q1.4f.

The correlation between the two noise currents ¢,, and
inc is given by the equation

(24)

Tne¥ine = 2kTVuf. (24a)

The deviation may be carried out in exactly the same
manner as has been done.® In (24a) the term —2kT ¥V y2*
Af has been neglected at the right side. Applying (23),
(24) and (24a), according to calculations along exactly
the same line as published previously,!'® we obtain

Ly

1
—+Rb+Ro

1

4kTRF = 2qI,

afp

Ig
— 29— | Ry + R, | (25)
mEg
Here, F is the noise figure for the grounded base and
for the grounded emitter connection, R, is the source
resistance (assumed to be at the same absolute tempera-
ture T, as the transistor), R, the extrinsic base resistance,
and an the ac current amplification factor in the
grounded base connection. The conditions, involved in
(24), (24a) and (25) are similar to those stated for pure
diffusion transistors!+?

| Y11| > | Y12| 5 | Yzll > | Yzz' y | Yzsz| &K 1. (26)

Here, Y1, Y12, Yu, and Yz are the admittances of the
intrinsic transistor, as usual.
For the grounded collector connection, we may again

1 Ibid., p. 843.
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apply the procedure, published previously!!® bearing in
mind (23), (24), and (24a). We then obtain

4kTR,F = 4kT(R, + Ry) + 29I (Ro + Ry)? — | ay |29

2 Rn
— kT | ap |? Re( —)

gy,

Iy

X

1
|R0+Rb——,
Va

Mg

— 4kT | a;s |2R, Re <L>
agy
1kT .
W Re (V).
The conditions for (27) are again (26).

EXPERIMENTAL CONFIRMATIONS OF TIHEORETICAL
Noise EXPRESSIONS FOR SILICON JUNCTION
D1oDES AND TRANSISTORS

In order to obtain the above experimental confirma-
tion, a measuring set was constructed, with which the
noise of junction diodes, biased in the forward direction,
may be determined. The equivalent noise resistance of
such objects is often below the input noise resistance of
low-noise tube circuits. llence, a suitable transformer
must be applied between the diode to be measured and
the input tube circuit of the measuring set.™

The measuring set is shown schematically in Fig. 3.

ratio
1 :
swilch
2 . ) = .
pre adjusta-| | main lquadratic
amplifeer | |ble amplitier | |indicator
_{nasses

Fig. 3—Measuring setup for the determination of diode noise.
For a description, see text.

If the switch at the input is connected to contact 1,
an indication is obtained at the output indicator, duce to
diode noise, amplifier noise, and noise of the resistive
parts of the transformer impedances. Then the switch
is connected to contact 2, and the purely ohmic resist-
ance Rg is adjusted until the same output indication is
obtained. The value of Rg is determined and is then
equal to the equivalent noise resistance of the diode
under consideration. This determination of the diode's
equivalent noise resistance R., may be carried out with
sufficient accuracy if

anuz _2. qu ampl + Ro2 + Rolu2

llere, u is the transformer ratio, Req ampr is the cquivalent
input noise resistance of the preamplifier, R, is the
secondary, and R, the primary effective resistance of
the transformer windings. The upper frequency of the

¥ W. Nonnenmacher, “Rauschspannungsmessungen an unieder-
ohmigen Bauelementen mit Hilfe cines Réhrenverstirkers mit vorge-
schaltetem Uebertrager,” Nachrtech. Z. vol. 11, pp. 559-503;
November, 1957.
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set is connected with the leakage inductance of the
transformer. It has been possible, by this method, to
determine equivalent noise resistances of less than one
ohm with reasonable accuracy.

Some measured values of R,, for silicon junction
diodes are shown in Figs. 4, 5 and 6. As is seen from
Fig. 4, the value of R, coincides satisfactorily with
the value 3R, i.e. with one-half of the diode’s resistance,
according to (21). On the other hand, the measured
values of R.q are distinctly above those, calculated from
(10). In Fig. 5, measured values of R., as dependent on
frequency at different dc values of the diode current [
are shown. The values of R, tend to drop above about
20 ke. This is due to the frequency dependence of the
diode’s impedance 1/Y. 1t is seen from Fig. 5, that R
is still independent of frequency at the frequency, at
which the values of Figs. 4 and 6 have been measured.
At higher currents, a deviation of measured values of
R.q from 3R is shown in Fig. 4 and Fig. 6. This is due
to high-level current injection, which invalidates the
basis of our calculation.

The silicon diode Raythcon type 1 N 301 is
manufactured according to the “bonded” procedure.
It has a scries resistance of about 26 ohms. The real
part of its impedance 1/Y is independent of frequency
up to above 70 kc. The curve a of Fig. 7 was calculated
from (22), taking into account the said series resistance.
This curve @ coincides approximately with the measured
values of R.q, except at higher current values. This is
due to high-level current injection, which starts below
I ma with this diode. As a proof hereof, Fig. 8 shows
measured values of the susceptance of this diode as
dependent on dc diode current I. The susceptance goes
negative at values of I above 1 ma, which is a sure sign
for high-level current injection.® Of course, high-level
injection starts before the susceptance becomes negative.
If we use (12) for the calculation of R,,, curve b of Fig.
7 is obtained, which shows definitely worse agreement
with measured values of R, than curve a.

In order to apply (25) to calculate the noise figure
of transistors, the value of mg must be known. The
experimental determination of mp is not straightforward.
One method makes use of measurements of the dif-
ferential emitter diode admittance. According to (8),
the value of mg may then be deduced. lowever, this
method yields accurate values of mg only for small cur-
rent values. As soon as high-level current injection
starts, (8) is no longer satisfied. Besides, an ohmic
scries resistance, which cannot be exactly determined,
will be of increasing importance with increasing forward
current. As an example, reference is made to Fig. 2,
in which one curve pertains to the emitter diode of a
silicon transistor type OC 430. Ilere, deviations from
(8) already occur above a dc emitter current of 0.1 ma.

Another method for the determination of my could
be based approximately on measurements of the dc
current amplification factor arp. The emitter current of
silicon transistors consists of two parts, one due to dif-
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Fig. 4—Equivalent noise resistance Req in ohms (vertical) as meas-
ured (full curve) as dependent on diode current in amperes (hori-
zontal). The broken curve marked 4R is calculated by taking one-
half of the reciprocal value R of the real part of the measured
diode differential admittance. The other broken curve is calcu-
lated from (10).
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Fig. 5—Measured equivalent noise resistance K., as depeadent on
frequency at three values of diode current.
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Fig. 6—Similar to Fig. 4, but for another type of diode. Measured
values of Req at two different frequencies are full curves, The
deviation between the curves f=3.84 kc and f=15 ke is caused
by flicker noise. Broken curve is calculated from }R.

fusion and the other due to recombination-generation.
As the latter part consists of majority carriers on the
n-side as well as on the p-side of the depletion layer, it
offers no contribution to the minority current injected
into the base layer. If the emitter current diminishes,

Fig. 7—Similar to Fig. 4, but for again another type of diode. Full
curve is measured values of Req. Broken curve marked a is calcu-
lated from (22). Broken curve marked b is calculated from (12).
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Fig. 8—Differential susceptance in mmhos (vertical) as dependent
on diode current (horizontal), of a silicon diode.
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Fig. 9—DC current amplification factor arp of a silicon transistor,
as dependent on enitter current.

the recombination-generation current becomes more
important in comparison to the diffusion current. 1lence,
the value of arp is correspondingly lower. This is con-
firmed by measurements, shown in Fig. 9, In order to
cvaluate the recombination current part of the cmitter
current, and hence, mg from arg, the emitter efficiency,
the surface recombination and the volume recombina-
tion of the base layer should be known, which is hardly
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ever true. Thus, this method is not applicable.

If app is near unity, recombination in the emitter de-
pletion layer must be slight. Measured values of the
noise figure F in grounded base connection of an al-
loyed silicon transistor type OC 470 are shown in Fig.
10 as being dependent on frequency. In the calculated
curve, recombination was neglected, i.e., mg=1 in (25).
The discrepancy between the curves of Fig. 10 is not
very marked. It is partly due to flicker noise inherent
in the measured curve at lower frequencies. At higher
frequencies the measured curve rises less steeply than
the calculated curve. This is due to parallel capacity to
the base resistance, which occurs in this transitor.

In Fig. 11, which is similar to Fig. 10 but for a
different type of transistor, having a lower value of arg,
recombination must be taken into account in order to
obtain calculated curves, which are reasonably near to
measured values. At high frequencies the rise of the
measured curve is less steep than that of calculated
curves, due to the capacity parailel to Ry, as mentioned
above.

In both Figs. 10 and 11, measured values are above
calculated values, taking recombination into account.
This may be ascribed to high-level emitter current in-
jection. As is shown in Fig. 12, the curve, calculated
with recombination, fits the experimental values well

at very low currents and deviates at higher currents. -

The curve, calculated without recombination, fits ex-
perimental values badly.

In cases of high-level current injection, the theory
set forth here, which pertains to low current densitics
(no space charge caused by carriers), is only in part
agreement with measured values. A hetter agreement
could be expected from an extension of the theory to
high level current injection.

A conjecture has been made previously! on the in-
fluence of high-level injection on noise. This conjecture
may be extended here to include the case of recombi-
nation-generation noise. Referring to the above expres-
sion (19), the space charge in the semiconductor portions
adjacent to the depletion layer, created by high-level
injection, will probably tend to weaken the contribu-
tion embodied in the second term of (19). Hence, the
total mean-square noise current will rise. This seems to
be confirmed by the Iigs. 4, 6, 7, 10, and 11.

APPENDIX

CALCULATION oF Noisk DUE TO RECOMBINATION-
GENERATION

Assuming a linear potential variation across the junc-
tion, the rate U of recombination-generation in the
depletion layer is approximately given by:

qV
o ()

Tpo exﬁ-l-_ Tno €Xp (— Q) ’

U§) =
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Fig. 10—Noise figure F (vertical) of a silicon transistor at fixed
values, as indicated, of emitter current 1, voltage Vg and source
resistance R,, measured in grounded base connection, as depend-
ent on frequency (horizontal). The value of s, of agp at low
frequency is 0.970. The broken curve is calculated from (25).
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Fig. 11—Similar to Fig. 10, but for another type of silicon transistor.
Here the value of ays, is 0.885. The caleulated broken curves are
a) from (25) inserting the most probable value of my, b) from
(25) at mp=1, but inserting the most probable value of ¥y, and
¢) at mp=1 and with a value of 17, ignoring recombination.
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Fig. 12—Noise figure F (vertical) of the same silicon transistor of
Fig. 11, as dependent on emitter current at fixed values, as indi-
cated, of Ves, R, and frequency. Broken curves calculated as
indicated.
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where

Vp is the diffusion voltage, w is the width of the deple-
tion layer, £ a coordinate along the axis of the deplection
layer, which is zero at the maximum of U, 7. is the
lifetime of holes injected into n-type material of high
dotation, 7., is the lifetime of electrons injected into
p-type material of high dotation, n, is the density of
electrons or holes in intrinsic material.

A picture of the depletion layer with densities of
acceptors, donors, holes, and electrons is shown in
Fig. 13. The maximum of U, if the lifetimes 7,, and
7.0 are not too different, is at the place where p(x)
=n(x).!® Taking account of the following relations for
w, and w,, we obtain for the distance d,

Whp

~ — ~

Wy = wy

nta + Pp

d + it [1 + T | ”":l (28)
=w = — — n—|.
ST P RS

The second term within square brackets is usually small
with respect to unity and, therefore, the maximum of
U in unsymmetrical diodes is not considerably displaced
out of the center of the depletion layer.

First we consider the influence on noise of the distribu-
tion over the depletion layer of the carrier-recombina-
tion-generation. To carry this out, we suppose the maxi-
mum of U to be at the center of the depletion layer
(symmetrical diode). In a part of the depletion layer
between x and x+dx the recombination current con-
tribution is

dip = qU(x)Adx,
where A is the cross-section area of the junction. This

contribution d/r may be separated into a part, due to
electrons

w
— =2
dlgs = ¢ U(x)Adx,
and a part, due to holes
w
— 4z
digy, = ¢ U(x)Adx.

w

These parts each involve a noise current, the mean-
square values of which are

18 Sah, Noyce, and Shockley, loc. cit., pp. 1230-1231.
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Ta [

Fig. 13—The upper part shows the density n4 of acceptors, and the
density np of donors in a cross-section of a p-n junction diode.
The lower part shows the density n of electrons and the density
p of holes in a p-n junction diode, where n, is the density of elec-
trons in m-material at thermal equilibrium, #, the density of
electrons in p-material at thermal equilibrium, p. the density of
holes in n-material at thermal equilibrium and p, the density of
holes in p-material at thermal equilibrium. The depletion layer is

between t= —x; —w, and £=w, —x1.
w w
7 —-x ——x
d(inn®) = 24 q U(x) Adxdf,
w
and
w
—+=x Y +x
d(i.ph) = 2q q U (x) AdxAf.
w

The total differential mean-square noise current due to
recombination-generation is

4D = A U(x){l + (2 —x—ﬂ dxaf.
w

This should be integrated along the depletion layer (see
Fig. 13) from x = —(w/2) to x= +(w/2), assuming that
w,=w, in Fig. 13, ie., that ny,=np. By symmetry,
and owing to the rapid decrease of U(x) on both sides
of x=0, we obtain approximately

in? = 20°ALf f:U(x){1 + (2 -i>2] dx
w

inrt = gl Af[1+8< il )2]
tar” = QIR - -
g(Vp — V)
The second term within square brackets is usually

small, compared with the first one, and hence, (29)
yields approximately (16).

or

(2
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We now assume that recombination-generation is
concentrated at £=0, but that this place is not the
center of the depletion layer (unsymmetrical diode)
(see Fig. 13). The electron contribution to the total
recombination current is (see Fig. 13):

w—d

Ipw = Ig
w

and the hole contribution is

Tep = 1
w

The path of the electrons being w—d and that of the
holes d, the corresponding mean square noise currents
are

— w—d w—d

iunz = 2‘1 IR Afv
w £

d
— .

w

= (i
lupz = 2‘[ — I It
w

Inserting (28) for the distance d, we obtain
fw? = gla(1 + c)Af,
where

kT Pr
c=————-jn — -
gqVp— V) .,
Again, the second term within brackets is small with
respect to the first one and, hence, we obtain approxi-
mately (16).

LisT ar SymBoLs

7p—lifetime for holes injected into n-type material
of high dotation.

Tao—lifetime for electrons injected into p-type ma-
terial of high dotation.

T—lifetime for electrons and holes when 7,,=7,,.
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U—recombination rate.
Vp—diffusion voltage in a p-n junction.
m—multiplication factor to describe the empirical
characteristics.
mg—multiplication factor of the emitter junction in
transistors.
w—width of the space-charge layer.
wy,—n-material portion of the space-charge layer.
w,—p-material portion of the space-charge layer.
Ip—diffusion current in a p-n junction.
Ir—recombination current in a p-n junction.
I—total current in a p-n junction.
Yp—diffusion differential admittance.
Yy—recombination differential admittance.
Y—Yp+ Ve =total differential admittance of a p-n
junction.
Zp—1/Yp=diffusion differential impedance.
Z s—scries impedance of the p-n junction.
Rp—Re (Zp) diffusion differential resistance.
R—1/Re (V) at low frequencies =total differential
resistance.
R,—series resistance.
1a,—noise current caused by holes.
im—noise current caused by electrons.
in—recombination noise current.
tna—diffusion noise current.
ine—noise current of the emitter diode.
in—noise current of the collector diode.
v,—noise voltage.
vae—diffusion noise voltage.
ap—ac current amplification factor in grounded base
connection.
ay,—de current amplification factor in grounded base
connection,
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Hot-Wire Anemometer”
J. M. L. JANSSEN{, SENIOR MEMBER, IRE, L. ENSING{, MEMBER, IRE AND J. B. VAN ERP{

Summary—The behavior of a hot-wire anemometer is analyzed
using signal flow diagrams, especially for the case of a constant-
temperature-operation anemometer, comprising a dc bridge and a
dc differential amplifier.

The influence of static bridge unbalance and of the amplifier’s
gain for in-phase input signals on the over-all dynamic characteristics
is analyzed, and requirements for the amplifier are derived. A
chopper-stabilized amplifier is employed, which automatically
maintains static bridge balance under all operating conditions.

The signal-to-noise ratio for comparable instruments having
constant-current operation and constant-temperature operation is
shown to be equal.

Results of measurements are reported; they are in fair agreement
with the developed theory.

A nonlinear circuit is described, which delivers a voltage di-
rectly proportional to the instantaneous air velocity.

LisT or SYMBOLS

M =time constant of hot wire.
M', M’ =main time constant of over-all
system.
w=angular frequency.
C =heat capacitance of hot wire.
A =quantity as defined by (18).
a, b =constants occurring in King's equation.
&, ¥ =quantities as defined by (64) and (65).
R =hot-wire resistance at operating temper-
ature.
R, =hot-wire resistance at air temperature.
R,, R., R;=resistances of the branches of the bridge
(see Fig. 2).
T =hot-wire temperature.
T, =temperature of the air.
I =total bridge current.
. I, =bridge current supplied by amplifier.
I,=bridge current supplied by external source.
E =voltage across hot wire.
E, = voltage across bridge resistance R,.
E, =bridge unbalance voltage.
Eq4=-equivalent drift at input of amplifier.
E;=in-phase component of the amplifier’s input
voltage.
P =heat flow to wire due to electrical heating
(=1I*R).
IT=heat flow from wire due to cooling.
W =resulting heat flow to wire (=P—1).
S, 8§, So=loop gain.
Si, 8¢’ =dynamic loop gain.
g=quantity as defined by (40).

control

* Original manuscript received by the IRE, September 19, 1958,
t Royal Dutch/Shell Lab., Delit, of N. V. de Bataafsche Pe-
troleum Maatschappij, The Hague, Holland.

f=rejection factor of difference amplifier [see
(38)].
A =relative static bridge unbalance [sce (35)].
go =static transconductance of controlling am-
plifier.
K, =quantity as defined by (4).
7= per-stage time constant of amplifier.
cco =abbreviation for “constant-current opera-
tion.”
cto =abbreviation
operation.”
7.t 1, tay te, €, €1, €, P, B, W, etc., are variationsof R, T, I,
I, I, E, E, E,, P, H W, etc., respectively.

for “constant-temperature

[. INTRODUCTION

N the investigation of turbulent air flow use is often

made of hot-wire anemometers. These instruments

are based on the cooling effect of the air stream on a
heated wire. The wire is heated by an electrical current
and placed in the air flow; variations in the velocity of
the air flow, due to turbulence, cause the resistance of
the wire to vary. The variations in the wire's resistance
give rise, in turn, to variations in the voltage across the
wire, which after being amplified give an image of the
air velocity variations. Thus the characteristic proper-
ties of the flow can be determined.

In order that the variations in the wire's resistance
may follow the variations in air velocity as closely as
possible, it is necessary to keep the heat capacitance of
the hot wire per unit length as small as possible. For
this reason very thin wires (diameter 3 u) are used. These
wires are part of a probe, which is introduced into the
turbulent flow. To fix the wire to the probe a special
spot-welding technique has been developed [1].

In view of the small dimensions of the eddies in a
turbulent flow the length of the hot wire has to be lim-
ited. Otherwise the effects of several eddies on the wire
resistance are bound to neutralize each other to a cer-
tain extent. A length of about 1 mm would be appropri-
ate. If a tungsten wire with a diameter of 3 u is used, the
resistance at room temperature will then be about
10 ohms. .

Two different methods [2]-[6] can be distinguished
in hot-wire anemometry: 1) constant-current operation
(referred to in this paper as cco), and 2) constant-tem-
perature operation (here referred to as cto).

With cco (see Fig. 1) the ratio of voltage variations
across the hot wire to air velocity variations drops off
with frequency according to 1/+/1+ (wM)?, M being the
time constant of the wire and w being the angular fre-
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ficy. In order to compensate for this linear distortion,
ae signal has to be passed through a filter with an in-
verse frequency characteristic. M, however, is not a
constant for a particular wire but varies with wire tem-
perature and air velocity. For this reason the filter
characteristics must be readjusted if the operating con-
ditions are changed. This is very time-consuming and
tedious work. Compensation becomes increasingly in-
accurate for large air velocity variations because M can
then no longer be considered a constant during a single
cycle.

T | a.c.amplifier
R Ete ‘o

T

Fig. 1—Hlot-wire anemometer with constant-current operation.

d.c.amplifier

Fig. 2—Hot-wire anemometer with constant-temperature operation.

The necessity to study large velocity fluctuations con-
taining frequencies of several tens of kilocycles per sec-
ond has led to the development of cto anemometers. The
wire is incorporated into a feedback system, e.g., by
means of a bridge circuit and dc amplifier (see Fig. 2).
In this way the main time constant of the instrument
becomes M/1+4S, where M is the time constant of the
hot wire and S is the loop gain. The fact that the con-
trolling amplifier introduces an additional phase lag at
high frequencies gives rise to stability problems.

Eli Ossofsky [6] derived the conditions that have to
be complied with by the dc amplifier of Fig. 2 in order
to avoid parasitic high-frequency oscillations. He starts
from the assumption that the bridge is balanced for the
adjusted mean values of air velocity and heating cur-
rent. In our experience, it was found to be impossible to
maintain the bridge in balance during measurement,
Moreover, it was found that a slight bridge unbalance
often gave rise to self-oscillation of the feedback system.
This led to an investigation of the influence of the static
bridge unbalance on the dynamic characteristics. From
this study, the requirements regarding the static gain
and the zero stability of the control amplifier were de-
rived.

Based on this study, a cto hot-wire anemometer was
constructed, which has the novel features of drift-sta-
bilization and linearizing.
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A chopper stabilizing circuit is provided in the con-
trolling amplifier in order to maintain bridge balance
under all operating conditions.

The relation between the air velocity and the hot-
wire current with cto is nonlinear. At small amplitudes,
therefore, the ratio between bridge current variations
and air velocity variations changes with the static value
of the air velocity, and at large amplitudes nonlinear
distortion occurs. In the constructed instrument, this
nonlinearity is compensated by a nonlinear circuit with
an inverse characteristic which derives a voltage di-
rectly proportional to the air velocity from the bridge
current.

I1. FREQUENCY REsronsk oF TiiE Hotr WIRE

In this section the response of the hot-wire tempera-
ture to variations in air velocity is discussed. Since the
temperature of the wire determines its resistance, this
section covers at the same time the response of the hot-
wire resistance to variations in air velocity. Knowledge
of this resistance response enables one to find the re-
sponse of the total electric measuring circuit in which
the hot wire is incorporated.

Fig. 3 shows a signal flow graph [7] of the hot wire.
The difference between the heat flows to and from the
wire “charges” or “discharges” its heat capacitance C,
giving rise to a temperature variation /, The associated
transfer function is 1/jwC.

a; r

92

9s

Fig. 3—Signal flow graph of hot wire.

There are four heat flows which in the analysis can be
considered separately, although physically they are in-
terdependent as shown in Fig. 3. They are: 1) the cool-
ing due to an increase » in air velocity, 2) the heating
due to an increase ¢ in the current through the wire,
3) the cooling due to an increase ¢ in temperature, and
4) the heating due to an increase r in wire resistance.

There are no time effects in any of the above-men-
tioned heat flows. Thus the associated transfer functions
indicated in Fig. 3 are all constants. The same is true
for the transfer function g, relating resistance to tem-
perature variations.

The signal flow graph shows a negative feedback
—gsand a positive feedback gs- gs. The stability condition
for a constant current anemometer (i=0) is g4 gs <ga,
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which condition is always satisfied in practice [see dis-
cussion of (22)].
The transfer function from v to 7 is

r r g-M/C
—= =g (1)
v w 1 4+ joM
with
C
M=—-: (2)
83— 84" 85

The above result is in agreement with results found
by Betchov [8].

In constant-temperature operation another transfer
function is equally of interest, namely

r r

— =& 3)

1 w

It has the factor

r g M/C B K,

w1+ juM 1+ joM

(4)

in common with the transfer function 7/v, as is shown
in the simplified signal flow graph of Fig. 4.

v
-g‘
Ky
w 1+jwM 4
92
i
r - grﬁ[/@ _ R

w 1 +jeM 1+ joM
Fig. 4—Simplified signal flow graph of hot wire,

The constants g and gz can be found from King's
equation which describes the cooling of a small cylinder
in an air flow [9]. The constants g, and g5 follow directly
from Joule's law, while the constant gy is determined by
the temperature coefficient of the wire resistance.

King’s equation reads:

H = (a+ b/V)(T — T,) (5)
in which

H = the heat flow from the wire.
V =the air velocity.
T =the wire temperature.
T, =the air temperature.
a and b are constants, dependent on wire dimensions,

If Pis the heat flow to the wire due to electrical heat-
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ing, then the folowing equation holds under static con-
ditions

H=P=1IR (6)
where

I =the current through the wire.
R =the resistance of the wire.

It follows from (5)
b (T - Ta)
2V
This equation also holds when the temperature is a
function of the place along the wire because all quanti-
ties in the right-hand part of (7) except t and T are con-
stant along the wire. In that case T stands for the aver-

age temperature and ¢ for the average temperature
variation. Hence, in Fig. 3:

h

o4 (a + by )

(T — T.)
8= UV (8)
g =a+ bvV. )
As
p = d(I*R) = 2IRi + I'r (10)
it follows that
g = 2IR = — (11)
g =1 (12)
Further
P (13)
T ¢

at the values of R, T and V at which the operation takes
place.

Substitution of the equations for gy, gs, gz and g in
those for the time constant M [see (2) ] and in the trans-
fer functions r/w [see (4) ], 7/v [see (1) ] and r/i [see (3)],
yields, if use is made of (6):

C(T_ Ta)
M= - (14)
P(1 =)
r R 1
e (15)
w P 1—x1+4joM
r R bV A 1
e ——c . . - (16)
v 2V a4+ bV 1 —=X1+4 joM
R A 1
Sm (a7
i I 1—=XA1+4joM
with
AT — T,
L (18)
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Eqs. (15}, (16) and (17) could be rewritten as transfer
functions for the relative variations in r, w, v and i by
transferring R, P, V and I to the left hand side of the
equations. Then the basic difference between these
equations would lie only in the fact that the factor
bvV/a+b+/V is present in (16) and absent in the
others. This factor accounts for the fact that only the
fraction b+/V/a4b+/V of the cooling is caused by the
air velocity 17, while all of the heating is caused by the
current I. For the 3-u tungsten wire the ratio between
b+/V and a runs from 0 to about 2 at an air velocity of
about 16 m/sec.

The factor 2 in the denominator of (16) stems from
the square root in King's equation, while the same factor
in the numerator of (17) stems from the second power of
the current in Joule's law.

In the practical case of a tungsten wire, the tempera-
ture coefficient of the resistivity is approximately con-
stant in the temperature range used. Thus

gy L =t (19)
{ T-T,
Substituting (19) into (18) gives
A= 1o Re (20)
R

Substituting this cquation into (14) for the time
constant M results in

C(T - Tn)
M=— (21)
R.I?
or
(22)
Gr-rmT,) R
M= —". .
. P R,

From (2) itis seen that the previously mentioned sta-
bility condition for cco, gigs <gs, is satisfied if Af is posi-
tive. From (21) it follows that this condition is indeed
satisfied.

Eq. (22) gives the time constant A as the ratio of the
heat C(7'—1,) accumulated in the wire and the static
heat flow P with the correction factor R/R,.

In constant-temperature operation, an increase in air
velocity causes the factor P in (22) or the factor I? in
(21) to increase because the parameters T and R are
kept constant. Thus the time constant M of the hot wire
alone is in this case inversely proportional to the electric
power supplied to the wire or inversely proportional to I2.

Using (5) and (6), (22) can be written

C R
a4+ 0VV R,

(23)

This equation shows that at constant air velocity V
the time constant is proportional to the hot-wire re-
sistance R which depends on the operating temperature
chosen.
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I1]. FREQUENCY RESPONSE OF A CONSTANT-TEMPER-
ATURE-OPERATION HOT-WIRE ANEMOMETER

In a constant-temperature hot-wire anemometer the
wire temperature is controlled by automatic adjustment
of the current through the wire. To this end variations
in the wire resistance which indicate the variations of
the wire temperature are measured in a \Wheatstone
bridge circuit. The bridge output voltage is amplified,
and the amplifier output current is supplied to the
Wheatstone bridge, as shown in Fig. 2. The heating due
to the current variations should balance the cooling due
to the velocity variations.

In this section the response of the amplifier’s output
current (o variations in air velocity will be discussed.

In the practical bridge arrangement, maximum ef-
ficiency has been obtained by making Ry>>R;>>R, so
that the full output current passes through the hot wire,
and the voltage variations e across the hot wire are not
carried over to R,. Under these conditions, the branch
voltages can be written

[ = El Ryl, hence ¢ = % Ryi (24)
and
E = RI, hence e = rI + Ri. (25)
If the bridge is balanced for static conditions,
R=ﬁ& (26)
R.
and (24) can be written
e, = Ri. (27)

In that case the bridge output voltage is found from (25)
and (27) to be

e, =6 —e =rl.

(28}

From this expression it is obvious that the bridge out-
putisrelated only to variations in the hot-wire resistance.

K1
=94 w  IHjuM g -1 b 96

v
O~ Y. S o

92

Fig. 5—Signal flow graph of cto anemometer in the idealized case of
static brldge'balanc.e and zero transconductance of the amplifier
for in-phase input signals,

Fig. 5 gives a signal flow graph of the cto anemome-
ter for the above-mentioned idealized conditions. This
figure differs from Fig. 4 in that the transfers —7 and
ge are added, —1I being the transfer function of the
bridge and ge being the transconductance of the ampli-
fier. The latter is a function of the frequency. The am-
plifier’s bandwidth is necessarily much larger than the
frequency of the turbulence to be studied. The trans-
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conductance g can therefore, for a first approximation,
be considercd constant. The static loop gain of the feed-

back loop is

S = Kllgsgg = 2R

R
g = 2R (E - 1) g. (29)

1=

In the constructed instrument S>>1 so that the trans-
fer function from v to ¢ as derived irom Fig. 5 can be
written

i & S 1 41 1
_,————~ = ——— (30)
v g 1+S 1+jeM g 14 jeM
with
M M
= ———~— . (31)
1+5 S

From (31) it is obvious that the time constant M’ of
the hot wire incorporated into the feedback loop can be
made very small by providing a large loop gain S. Thus
the cutoff frequency can be shifted from a few hundred
cycles per sccond for the hot wire in an open circuit to
several tens of kilocycles per second in the closed circuit.

From (30) it is seen that the static transfer from v to ¢
is approximated by g;/g, and thus is independent of the
amplifier’s transconductance gs. It follows from Fig. 4
that the quotient g;/g is also equal to the quotient of
r/v and r/7 as given in (16) and (17), respectively, so
that (30) can be written

2o __I_ bvv __. 1 . (32)
v 4V a+ V'V 1+ joM’

A few practical figures can now be derived. For a hot
wire of 3 u, with a length of 1 mm, the “cold” resistance
R, is about 10 ohms, and the cutoff frequency 1/(2w M) is
about 200 cps at zero mean air velocity to 2000 cps at an
air velocity of 40 meters per second (see Section VII).

To raise the cutoff frequency to 20 kilocycles per sec-
ond, a static loop gain S of about 100 is necessary. A
practical valuc of R,/R is 4, which makes R=15 ohms.

Now the amplifier’s necessary transconductance fol-
lows from (29):

S

()

In the constructed instrument, values between 5 and
15 mhos are obtained, depending on the range of the out-
put current chosen.

In the foregoing it has been presumed that the bridge
is balanced in the static condition. In practice, however,
there will always be a certain unbalance, e.g., due to
drift of the controlling amplifier or to a change in the
mean air velocity.

Another complication of practical importance is
caused by the nonzero transconductance of the amplifier
for an in-phase input voltage, z.e., a voltage between
both input terminals and earth.

g = =~ 7 mho. (33)
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The influence of these undesired properties on the
over-all transfer function will now be analyzed.

The output signal ol the bridge follows {rom (24) and
(25):

R
e,,’=e1—e(——lR3-—R)i-—rI=ARi-—rl (34)

2
with
R, R

= (35)
Ry R

A is a measure of the static bridge unbalance. Compar-
ing (28) and (34) shows that in the latter a term propor-
tional to the bridge unbalance A is added.

Fig. 6—Signal flow graph of cto anemometer in the general case of an
amplifier with a finite rejection factor f=gs/gs and a static bridge
unbalance A.

In the signal flow graph (Fig. 6) this term is repre-
sented by a leedback path across the amplifier's trans-
conductance gs.

To find the influence of a transconductance for in-
phase input signals of the controlling amplifier, make the
in-phase signal component

e+ e
2

or, using (24), (25) and (35),

_ .R(1+A>+r1
wst 2 2

which at small values of A can be approximated by

rl
e.z1R+—
2

€; (36)

(3N

This equation is represented in the flow graph, Fig. 6,
by the transfers R and I/2 from ¢ and r to e;. The trans-
conductance of the amplifier for in-phase input signals
is in Fig. 6 represented by g;. Make
8 &
7= —

f
where f is the rejection factor of the amplifier and the
ratio of the gains for the anti-phase input signal e, and
the in-phase input signal e; [10].

(38)
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The static loop gain of the main feedback loop i-w-r-
in Fig. 6 is now

S~ 39)
1 —gR{A+ l 1=
d
if
g = gR (A + —1) (40)
f

From (39) it is seen that the loop gain S is increased or
decreased by the additional loops in Fig. 6, depending
on the sign of q.

The over-all transfer function from v to ¢ is now

i s’ 1
~=£ =& )
v @ 1+ S 1+ oM’ g 1+ joM”
where
M M
M = ~— (42)
148§
or
M" = M'(1 - g). (43)

From (43) and (40) it is seen that a static bridge un-
balance A and/or a finite rejection factor f of the ampli-
fier for in-phase input signals have a considerable in-
fluence on the reduction of the hot wire’s time constant.
As go and g; depend in a different way on the frequency,
the rejection factor f in (40) is also frequency dependent.

IV, STABILITY REQUIREMENTS

The idealized case of Fig. 5, where the amplifier is
drift-free and not sensitive for in-phase input signals,
has already been analyzed extensively by Ll Ossofsky
l6].

The dynamic loop gain as derived from Fig. 5is

K

E—— 44
1+ joM )

Sa = — gogel

in which g and K, are scalar factors, given by (11) and
(4). In the case of a 3-stage amplifier with equal time
constants 7 per stage, the transconductance g can be
written

8o

= 45
(1 + jwr)? 9

s

where go represents the amplifier’s transconductance at
low frequencies. The influence of the drift correction
amplifier (see Fig., 7) at zero and very low frequencies is
discussed later on. Making

So = gggaIK1 (46)
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Fig. 7—If the amplifier's drift is equivalent to an input voltage varia-
tion Ey, a bridge unbalance voltage E,~E, is generated by the
feedback loop.

leads to
— S,
T+ jut) (1 + o)
Eq. (47) is equivalent to (11b) of Eli Ossofsky |6]. To
allow a static loop gain S, of 100, the ratio M /T should
be 500 or greater to prevent scli-oscillation.
Turning to the case of Fig. 6, the loop gain can be

f

o
S (4 et + o)
—-So
~_ =t
(1 = 91 + jwr)?(1 + juM)
where ¢ is given by (40).

Comparing (47) and (48) shows that the loop gain is
increased or decreased by the additional feedback loops
of Fig. 5, depending on the signs and magnitudes of f
and gq.

An increase in loop gain increases the bandwidih re-
quirements for maintaining dynamic stability. To find
the full dynamic requirements, it is necessary to study
the frequency response (48), taking into consideration
that ¢ and f are functions of frequency.

Apart from dynamic instability, there is the possibil-
ity of “static” instability if the static loop gain So/1 —q
becomes positive. Thus the condition for “static” sta-
bility is

(47)

(48)

¢ <1 (49)

which is safely met if both parts of ¢ are small enough,
e.g.,

and
gR

< 0.3. (51)
Sources of bridge unbalance A are drift of the controll-

ing amplifier and changes in the mean air velocity.
Drift of the amplifier is equivalent to a drift voltage

source put in series with the input leads of the amplifier,
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for instance, E4 in Fig. 7. Because of the feedback, this
voltage is balanced by a bridge output voltage

S .
Eb = Ed =~ },'.,1.

(52
14+S )
Because
Ey = AE = AIR (53)
(50) can be written
E
B2 <03, (54)

Practical values ge=10 mho at =30 ma and substi-
tuted in (54) give the amplifier’s drift requirements

Ey = Eqs <1 mv. (55)

In the long run this requirement can only be met if use
is made of a chopper stabilized amplifier [12], as shown
in Fig. 8. The chopper dc amplifier in this arrangement
lifts the static gain of the amplifier by about a factor
500, thus reducing the drift of the amplifier by about the
same factor.

—
£

e

chopper d.complifier 1
e i

Fig. 8—A chopper dc amplifier is added to the circuit to meet the
drift requirements. ‘The blocks A and B represent wide-band dc
amplitiers. The chopper de amplifier consists of the modulator M,
the ac amplifier C and the synchronous rectitier R.

Changes in the mean air velocity cause changes in the
mean bridge current I, which maintain the hot wire at
its correct resistance. Values found in practice are about
20 ma at zero air velocity to 100 ma at an air velocity of
40 m/sec. With an average transconductance in this
range of g =10 mhos, the variation in the amplifier’s in-
put (or bridge output) voltage needed to bring about
this output current variation is 6 mv, which is higher
than the figure quoted in (55). In the arrangement
shown in Fig. 8, however, the static gain is increased by
about a factor 500, so that the actual input voltage vari-
ation needed is not 6 mv, but only 12 uv. Thus the chop-
per stabilizer offers the additional advantage of correct-
ing automatically for changes in the mean air velocity.

The amplifier's rejection requirements are found
from (52):

geR

S
4 0.3

(56)

Putting R=15 ohms and g¢=10 mhos into (56) gives

1> 500. (57
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The rejection requirements for the chopper dc ampli-
fier are much more exacting because at zero and very
low frequencies it lifts the gain of the amplifier by about
a factor 500. Thus the rejection factor of the chopper
amplifier shonld exceed 500X 500 = 250,000.

V. SIGNAL-TO-NOISE RaTIO

It seems to be commonly held [6] that the SNR of
comparable hot-wire anemometers is less favorable in
the case of those having constant temperature operation
since these require, for reasons of stability, a consider-
ably larger bandwidth in the controlling amplifier than
do those employing constant current operation.

It is the authors’ opinion that this statement in its
above-given general form is not valid: it is certainly not
only the bandwidths of the different controlling ampli-
fiers which determine the SNR at the instrumeut out-
put terminals.

All the noise (thermal, shot, partition, secondary
emission) in a certain frequency band can effectively be
replaced by a single noise source at the input of the
amplifier. The only basic difference between the setup
of a cto and a cco hot-wire anemometer is, then, that the
former has a feedback loop and the latter has not. How-
ever, it is well known that feedback does not influence
the SNR for noise sources at the input of a syvstem. If,
therefore, the quality of the first stage of the controlling
amplifiers and the over-all bandwidth of the measuring
setup are equal for the cto and the cco systems, their
SNR will also be equal.

If in the case of comparable instruments (i.e., instru-
ments designed for measuring turbulence up to the same
maximum frequency) the bandwidth of the controlling
amplifier is larger for the cto hot-wire anemometer than
for the cco instrument, it goes without saying that the
amount of high-frequency noise in the case of cto is
larger at the output of the controlling amplifier. How-
ever, at the output of the hot-wire anemometer as a
whole the additional noise is cut off in the low-pass out-
put filters that determine the over-all bandwidth.

V1. METHHOD OF MEASURING THE QVER-ALL
TRANSFER FUNCTION

It is extremely difficult, if not impossible, to measure
the transfer function ¢/v directly by varying the air
velocity. It is possible, however, to measure this trans-
fer function in an indirect way by introducing an elec-
trical disturbance into the control circuit [6].

The measuring setup is shown in Fig. 9. An external
current ¢, from a high-impedance source is introduced
into the circuit, and the response of the amplifier output
current 7, is measured. For the idealized case that ¢=0
(no static bridge unbalance, infinite rejection of in-
phase inputs), the transfer function is found from the
signal flow graph of Fig. 10,

ta S 1

i 1+S 1+ joM 1+ juM’

(58)
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Fig. 9—A sinusoidal current 7, is injected into the circuit to find the
frequency response of the cto anemometer.

ia [}

le

Fig. 10—Signal flow graph of the circuit given in Fig. 9 for ¢=0; that
is at zero bridge unbalance and infinite rejection of in-phase input
signals.

Fig. 11—Signal flow graph of the circuit of Fig. 9 in the practical case
of a static bridge unbalance A and an amplifier with a finite re-
jection factor f=ge/gs.

where S and M’ are given by (29) and (31), respectively.

Comparing (30) and (58) one notices that the transfer
functions ¢/v and 17,/i. differ only by a scalar factor.
Thus to find the transfer characteristics of 7/v one could
instead measure 7,//{, which is more attractive since 7,
can easily be varied sinusoidally or stepwise.

In the case of a finite rejection factor f and a static
bridge unbalance, the signal flow graph of Fig. 11 is
valid with the transfer function

Ta 1 ( 1 )

— 9= )

e 11—y 1+ joM
The response consists then of two parts: one part is a
proportional response, the other part is governed by the
transfer function 1/(14jwdf’’). The proportional part
can be either positive or negative depending on the sign
of q.

Both the sign and the magnitude of the proportional
part ¢ can be found simply by varying 7, stepwise. The
step response of the proportional part is another step;
the step response of the other part is a first-order ex-
ponential function with a time constant M’’'. The ratio
of the static values of the proportional and the exponen-
tial parts of the total step response is then equal to —gq.

Thus, in the case where ¢ #0, this method can likewise
be used to find the transfer characteristic of 7/v.

(59)
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VII. ReEsuLTs oF MEASUREMENTS AND CALCULATIONS

Eq. (21) can be rewritten as follows:

(60)

Here

d =the diameter of the hot wire.

B =the density of the hot-wire material.

v = the specific heat of the hot-wire material.
T"=the hot wire temperature.
T, =the air temperature.

ps = the specific resistance of the hot-wire material at

the temperature of the air.
I =the heating current.

From (60) it is possible to calculate the time constant.
For a tungsten wire with diameter 3 u, operated under
the following conditions: I=20 ma, T —T,~100°C,
V=0 m/sec, M is found to be about 0.6 msec.

Another way of determining A is by direct measure-
ment. This can be done in the same bridge circuit as
given in Fig. 2. In this case, however, the loop is not
closed. In the setup of Fig. 12 the amplifier 4, is only
used as a means to amplify the voltage e,, which in (28)
was found to be proportional to the variations 7 in the
hot-wire resistance. Another amplifier 4, is used to
amplify the voltage ¢;, which is a measure of the current
i [see (24)].

At static bridge balance and complete rejection of in-
phase signals, the signal flow graph of Fig. 13 is valid,
from which is found

€4 SR4

Se - (61)
i 1 4+ joM
At static bridge unbalance and incomplete rejection
of in-phase input signals, the signal flow graph of Fig. 14
is valid, which results in an over-all transfer:

A
5 ‘Ni+jour 1)

In the case of an open circuit, however, it is casy to
compensate the incomplete rejection of in-phase signals
by introducing a static bridge unbalance to make ¢ =0.

The output voltages ¢, and ¢ in the setup of IFig. 12
were compared on an oscilloscope. Thus the ratio /7 was
measured as a function of the frequency. This resulted
in the locus of I'ig. 15, which indeed shows the behavior
of a first-order system as was found in Section 11.

The time constant M as derived from Fig. 15 is about
0.8 X107% seconds. This is in fair agreement with the
value calculated above from (60), especially if one takes
into consideration that a small amount of dust on the
wire has a considerable influence on the time constant.
Moreover, owing to the fourth power of the wire di-
ameter d occurring in (60), an error of 10 per cent in d
brings about a change of about a factor 1.5 in the time
constant M.
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Fig. 12—Arrangement for measuring the hot wire's
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Fig. 14—Signal flow graph of the circuit of Fig. 12
under practical conditions.

Fig. 15—Measured locus of the hot wire’s frequency response.

The scatter in the results of the measurements could
in part be due to the fact that several burnouts of the
hot wire prevented the various measurements from
being carried out with one wire.

An effective way of testing the over-all performance
of a cto hot-wire anemometer is by introducing a step
signal 7, into the setup of Fig. 9.

Fig. 16(a) and 16(b) give the response of i, to a
square wave disturbance in i, with frequencies of 3000
and 10,000 cps, respectively; both figures are for zero
air velocity. It is seen that the response of 7, consists of
two parts, the amplitude ratio of these two parts being
equal to g [sce (59) . From Fig. 16(b) one finds ¢g= —0.8.

The drift correction amplifier maintains the static
unbalance of the bridge well within 1100 uv, so that
the contribution of A to ¢ [see (40)] is negligible. The
value of f is now found from (40) by putting g¢= 10 mhos
and R=15ohmsat¢g=—0.8and A=0:

R
g — =

— = — 190.
q
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(b)

Fig. 16—(a) Response of /s to a square-wave disturbance in i, with
a basic frequency of 3900 cps. Zero air velocity. (b) Same as (a)
but with a basic frequency of 10,000 cps.

Thus the absolute value of f does not meet requirement
(57), but since the sign is negative, f causes negative
feedback. In a future design an attempt should be made
to improve this figure.

Making R=15 ohms, R/R,=1.5, gs=10 mhos and
g=—0.8 in (29) and (39) one finds

S =150 and S = 80.

By means of (42) it is now possible to calculate M’
From the measured value of 1/=0.8 msec one finds
M'" =10 psec, which is in good agreement with the time
constant of the exponential part of Fig. 16(b) [see (59)].

From M'' =10 usec we can calculate the 3-db point to
be 16 X10% cps. Direct measurement of the 3-db point
by means of sinusoidal variations in 7, yiclded a value
which was about 20 X 10? cps.

In the tests in which Fig. 16(a) and 16(b) give the
response of the amplifier current i, the air velocity
chosen was zero since there is then only one kind of sig-
nal entering the control circuit.

To find theover-all performance of a hot-wireanemom-
eter measurements under various operating conditions
are necessary because the time constant of the wire de-
pends on the air velocity. At air velocities not equal to
zero, i, should be made sufficiently high to be well above
the signal level of the turbulence.

It wasfound that theconstructed ctohot-wire anemom-
eter showed a drop of 1 per cent in the modulus of the
transfer function 7/v at a frequency of about 20X 10 cps
under the following conditions:

V = 3 m/sec

1.57

R
Ra

I = 65 ma.



564

Fig. 17(a) and 17(b) gives a picture of the response of
i, to a square-wave disturbance in 7 for V0. These
figures are partly blurred due to the turbulence signal.
It should be noted that Fig. 17(a) and 17(b) shows a
certain overshoot, which is not present in Fig. 16(a)
and 16(b). This phenomenon is to be ascribed to a lower
value of M [see (21)], and the influence of M on the
dynamic loop gain according to (48).

(a)

(M

Fig. 17—(a) Response 7, Lo a square-wave input 7, with a basic fre-
quency of 10,000 cps. Air velocity not zero. (b) Same as (a) but
with a basic frequency of 20,000 cps.

VIII. LINEARIZING

From King's equation (5) and the power equation (6)
it follows that the relation between the bridge current I
and the air velocity V will be

L I* —a 2
7 Tr—-T. o (62)
b
or
V= {(eD? — v}? (63)
with
b = 1/L (64)
T — T.)
and
a
V= 5 (65)

The parameters ® and ¥ depend on the hot-wire dimen-
sions and the hot-wire temperature 7T,

The block diagram of the linearizer is given in Fig.
18. A variable resistor R, in series with the bridge is used
to adjust the parameter ®. Two squarers perform the
squaring operations of (63). The parameter ¥ is intro-
duced in a substracting unit between the two squarers.
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¢l 1 st
"1 squarer

2nd

squarer | = Eo

Fig. 18—Block diagram of li1 earizer. The output E, is
proportional to the mcasured air velocity.

Fig. 19—Bridge arrangement,

During a test the parameters  and ¥ were adjusted
so as to obtain maximum output at an air velocity of
40 m/sec and quarter-scale output at 10 m/sec. Succeed-
ing measurements showed the output voltage E, to be
proportional to the air velocity within 2 per cent.

IX. CONSTRUCTION

The starting point for the design and construction
was to make an instrument for the kilocycle range, pro-
vided with linearizing and suitable for use by people
without experience in electronics.

The restricted frequency range allowed the hot wire
to be connected to the bridge by means of a connecting
cable. The other elements of the bridge (see Fig. 19)
are located in the instrument. The equilibrium value of
the hot wire's operating resistance is read directly from
the positions of two switches in the branches R, and R;
respectively. R; is for coarse adjustment in 3 steps and
R, for fine adjustment in 11 steps. The total range of R
is from 4.5 to 44 ohms,

The series self-inductance L of the hot-wire probe
leads and connecting cable is corrected by means of a
self-inductance L, in series with R,. As

L _& (66)

and L and R, are constant; the value of L, is related only
to that of R;.
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The dc amplifier (Fig. 20) is a further development of
Ossofsky’s amplifier [6]. To obtain a large rejection
factor for in-phase signals, the input tubes are equalized
by means of an adjustable resistance in series with one
of the cathodes. In a more advanced design, the rejec-
tion factor could be considerably improved without any
equalizing means at all by applying the technique de-
scribed by Klein [10]. Initial balance is adjusted by
means of two tap switches in the screen grids supply of
the first stage and by a potentiometer in the voltage
divider between the second and the output stages. The
bridge current range is chosen by means of an adjustable
resistor in the common cathode circuit of the output
stage. The drift correction signal from the chopper am-
plifier is injected in one of the Mezger type voltage
dividers [11] between the first and the second amplifier
stages.

The chopper amplifier is shown in Fig. 21, The input
filter has two sections, The first section is symmetrical
and serves to attenuate in-phase ac components, the
second to attenuate anti-phase ac components. To ob-
tain a good rejection factor both statically and dynam-
ically for in-phase signals, the amplifier has a differential
input stage. To prevent insulation currents setting up a
static difference input signal across R; and R,, a system
of guarding (not shown in Fig. 21) was needed in the
chopper circuit.

The output chopper rectifier is followed by a filter
for reducing the ripple voltage.

The entire chopper amplifier circuit now contains
three low-pass filter sections, i.e., two at the input and
one at the output. To prevent instability in the closed
loop due to the phase lag of these filters, the time con-
stant of the output filter was increased to 800 seconds.
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Fig. 21—Drift correction amplifier.

An electronic galvanometer is permanently connected
to the bridge output. Its circuit is a simplified version of
that of the drift correction amplifier. It serves as a con-
tinuous indicator of the bridge unbalance voltage but
does not load the bridge, and the indicator is not dam-
aged by overload, e.g., in the case of hot-wire burnout.

The block diagram of the linearizer is shown in Iig,.
18. The electronic circuit is given in Fig. 22. The
squarers are of the diode function generator type [12].

Fig. 23 shows the complete anemometer without hot-
wire probe. The upper panel contains the control am-
plifier, the chopper amplifiers for the galvanometer and
the drift correction, the linearizer, an attenuator and a
pre-amplifier for the ac output signal. The center panel
contains low-pass filters, an integrator circuit for study-
ing macro-scale eddies, a differentiator circuit for
studying micro-scale eddies [13], [14], and a rms volt-
meter.

The lower panel contains supply units for the stabil-
ized dc supply, not only of anode and screen voltages,
but also of the filament currents of several critical tubes
in the circuits.
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The constructed constant-temperature
operation hot-wire anemometer.

X. Ot”HER Tyrrs oF CTO HoOT-WIRE ANEMOMETERS

Various ways of controling the resistance of the hot
wire other than that described above are possible, The
main features by which these systems can be distin-
guished are: 1) the way in which the hot-wire resistance
is measured, and 2) the method by which the hot wire
is heated.

In the system which is the subject of this paper,
the measuring of the resistance and the heating of the
hot wire are both accomplished by means of a de current.
This has a drawback in that the heating current inter-
feres with the measuring signal when the bridge is not
well balanced.

However, in a system which measures the hot-wire
resistance by means of a RF current and which heats the
hot wire with a dc current (or reversed: measuring with
dc and heating with RF current) as has been suggested
by Ziegler [4] one can obtain a system in which the
heating does not influence the measurement. Figs. 24
and 25 give two possible systems; Figs. 26 and 27 give
their respective signal flow graphs.

It is scen that the nonessential loops can in this way
be eliminated. However, the number of elements in
the control loop is increased, each element adding to
the total phase lag in the loop.

[t remains to be seen whether the advantages of a
svstem where measurement and heating of the hot-wire
resistance do not influence cach other are a sufficient
compensation for the stability problems that will oc-
cur as a result of the additional phase lags in the con-
trol loop.

Other possible systems would be those using radio
frequency currents both for measuring and for heating.
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CORRECTION

Herbert Friedman, author of “Rocket Observations
of the lonosphere,” which appeared on pages 272-280
of the February, 1959 issue of PROCEEDINGS has re-
quested that the following correction be made to his
paper.

Eq. (2) on page 275, should read:

N,+0+—>NO*+N.
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SecTioON 1—GENERAL
1.1 Introduction

HIS STANDARD is concerned with measure-

ments of the quantities which characterize a

waveguide or waveguide component and the
associated electromagnetic fields. The term “wave-
guide,” as used here, is a generic term which includes
transmission lines and uniconductor waveguides as
special cases.

The measurements are described in general terms.
IFor the specific details of procedure and equipment,
the reader is directed to numerous references (Sec. 6),
which form an indispensible part of this Standard.

Definitions of terms employed in this Standard are
given in Sec. 5. These definitions are presented both to
insure precision of meaning with regard to the meas-
ured quantities and to clarify possible conceptual differ-
ences in the usage of terms common to hoth microwave
and low-frequency circuit practice. As an example of
the latter, the term “match” has different significance
in the two usages.

Section 2 is concerned with measurements in a wave-
guide having uniform characteristics. Sections 3 and 4
are concerned with components which are connected
to or located in waveguides.

This Standard is limited to measurements in linear,
reciprocal systems, and unless otherwise stated to single
frequency sources. For example, it does not apply to
special devices such as nonreciprocal ferrite components
and crystal detectors.

1.2 Measurement Techniques

In general, the equipment required for waveguide
measurements includes a signal source of the appro-
priate frequency and a suitable detector. In addition
depending on the nature of the measurement being
made, equipment such as attenuators, slotted lines,
impedance bridges, sampling devices, and terminations
may also be required. The exact form of this equipment
will vary depending upon the nature of the waveguide,
the frequency range, and the particular method used for
the measurement.

Regardless of the equipment used, there are certain
basic precautions which must be taken if the measure-
ments are to be meaningful. The signal supplied by the
source should be stable and free of harmonics and other
spurious components and should be free of undesired
modulation. In many cases, this requirement may be
relaxed if the detector is selective enough so as not
to respond to the undesired signals, Leakage into a de-
tector either directly from the signal source, through
undesired paths in the component, or from external
sources should be guarded against. If the detector is
used at other than a constant level, it is often necessary
to know accurately the response law of the detector.
In connecting the measuring equipment to the device
being measured, care should be taken to minimize
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unwanted discontinuities or reflections. If high precision
is required, such discontinuities as do exist must be
scparately determined and accounted for in the data
reduction. In certain kinds of measurements, it is de-
sirable that the impedance of the source be matched to
the characteristic impedance of the waveguide being
used. For the case of balanced transmission line systems,
care must be taken that the probe and detector respond
only to the balanced component of the existing fields.
This is a special case of the more general problem in-
volving measurements in waveguides which can support
multimode transmission, and it is obvious for such cases
that the detector should respond only to the mode of
interest.

SECTION 2—MEASUREMENTS IN WAVEGUIDES [1], [2]
2.1 Measurement of Voltage

(a) In transmission lines carrying a TEM mode, it is
possible to measure the total voltage across the line
(i.e., the line integral, in the transverse plane, of the
clectric field strength) at frequencies below a few
hundred mc with a reasonable degree of accuracy by
using vacuum tube voltmeters or crystal diode volt-
meters which are available commercially. In making
this type of measurement, care should be taken to insure
that the voltmeter does not unduly load the line. In ad-
dition, the voltmeter leads should not couple to any
field other than that being measured.

(b) Ina balanced transmission line system it is neces-
sary that a balanced type of voltmeter be used. This
may consist of an unbalanced voltmeter with a balance-
to-unbalance transformer of known ratio. A second
method of measuring a balanced voltage is to use a
quarter-wave shunt stub of balanced transmission line
with an ammeter shorting the line at the far end. The
voltage across the line is equal to the current times the
characteristic impedance of the stub line.

(c) In uniconductor waveguides, total voltage is not
usually of interest. However, measurement of electric
field strength is frequently of interest (see Sec. 2.3).

2.2 Measurement of Current [1], [3]

(a) Ina transmission line carrying a TEM mode, the
total current flowing in either conductor can be meas-
ured with a reasonable degree of accuracy at frequencies
below several hundred mc with a thermo-couple type
ammeter. At frequencies much lower than this, a
thermo-ammeter is sometimes used.

(b) In a balanced transmission line system, the total
current may be measured by inserting ammeters in
series with each conductor or by using a single ammeter
and a suitable coupling loop such that the loop couples
only to the balanced component of the current [4].
If unbalanced currents are present, as may be evidenced
by a difference in the meter readings on the two sides
of the line or by other methods (see Sec. 2.12), it will be
necessary to locate and remove the sources of the un-
balance before proceeding with the measurement.



570

(c) In a uniconductor waveguide, the definition of
total current has no practical importance. However, the
local current density at a point on the surface can be
determined by measuring the magnetic field strength at
that point (sec Sec. 2.4).

2.3 Measurement of Electric Field Strength [5]

The component of the electric field in a specified
direction at a point in space is usually obtained by
measuring the voltage induced in a small linear probe
oriented in the specified direction. Care must be taken
that the transmission line leading to the probe does not
itself affect the field nor the probe pickup. It is impor-
tant that the amount of power absorbed or scattered by
the probe be small compared to the total power in the
guide.

Although it is possible to make absolute electric field
strength measurements by calibrating the probe, rela-
tive measurements are usually of most interest.

2.4 Measurement of Magnetic Field Strength [5]

The component of the magnetic field in a specified
direction at a point in space is usually obtained by
measuring the voltage induced in a small loop type
probe oriented in the specified direction. Care must be
taken that the transmission line leading to the probe
does not itself affect the field nor the probe pickup. It is
important that the amount of power absorbed or scat-
tered by the probe be small compared to the total power
in the guide.

It should be noted that a loop type probe will always
have a certain amount of response to the electric field as
well as to the magnetic field. This response can be mini-
mized by keeping the loop and the associated meter bal-
anced and by keeping sizes as small as possible. Balance
can be checked by physically reversing the loop.

When measuring the magnetic field strength on a
metallic surface, a small rectangular slot in the surface
is sometimes used as the probing device. For this case,
the voltage across the slot is measured.

Although it is possible to make absolute magnetic
ficld strength measurements by calibrating the probe,
relative measurements are usually of most interest.

2.5 Power Measurements [6]~[9]

(a) In a matched lossless transmission line carrying
a TEEM mode, the power absorbed by the load (which
is cqual to the incident power) can be determined from
the characteristic impedance (Z,) of the line and either
the total voltage (V) or the total current (I). If the line
is mismatched, the power (P) absorbed by the load
can be computed from the value of either of these
quantities at both a maximum and minimum.

anx Vm in
Zo

P = = ImuxlminZO-

The absorbed power is sometimes measured by the
three meter method in which either voltage or current
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readings are taken along a line at three appropriately
spaced points [10].

(b) In a matched lossless waveguide, the incident
power can be determined by measuring the power dissi-
pated in the matched load or by extracting and measur-
ing a known fraction of that power. If the waveguide is
mismatched, the incident power can be determined by
extracting, and measuring a known small fraction of the
forward traveling wave by means of a directional cou-
pler.

(c) There are several common methods of measuring
the power in a matched load.

1. Measurement of resistance change. This method
includes the use of devices such as bolometers and
thermistors [7].

2. Calorimetric methods [7].

3. Thermo-electric (e.g., thermo-couple) methods [7].

2.6 Measurement of Waveguide Wavelength [11]-[13]

A common means of measuring waveguide wavelength
employs a movable probe for observing the standing
wave along a length of the waveguide which is termi-
nated by a mismatched load. The use of a short-circuit
termination as the mismatched load will improve the
accuracy of the measurement. A half wavelength in
the waveguide is equal to the distance between adjacent
minima of the standing wave. In the case of completely
enclosed waveguides it is necessary to provide a non-
radiating longitudinal slot for the movable probe. Com-
mercial slotted sections are available for most standard
waveguides.

An equivalent procedure uses a fixed probe and a
movable short circuit to position successive minima of
the standing wave at the probe.

An alternate method employs a cavity arrangement
wherein the waveguide under measurement is termi-
nated at both ends by short circuits, one of which is
adjusted for two successive resonances of the cavity.

For waveguides of simple cross section it is possible to
compute the waveguide wavelength from a measure-
ment of the frequency and a knowledge of the dimen-
sions of the waveguide cross-section.

2.7 Measurement of Attenuation Constant [14]

The attenuation constant is the real part of the propa-
gation constant and is the attenuation per unit length,
expressed in nepers/unit length.

(a) The methods of measuring attenuation constant
fall into two main groups, one based on transmission and
one on reflection procedures.

(b) Transmission type procedures involve the meas-
urement of the insertion loss of a known length of the
waveguide under test by the methods of Sec. 3.1.

(c) Reflection type measurements require a knowl-
edge of the magnitude of the input reflection coefficient
of a known length of waveguide terminated in a load of
known reflection coefficient [15].

(d) A variation on the reflection type measurement,
particularly useful for waveguides of unusual cross-
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section, employs the measurement of the Q of a cavity
consisting of the length of waveguide under test, short-
circuited at both ends (see Sec. 3.8) [16]. The end losses
must be small or separable.

2.8 Measurement of Input Impedance [17], [18]

It is necessary to distinguish between input impedance
and normalized input impedance. Input impedance is
generally significant in transmission lines carrying a
TEM mode; in uniconductor waveguides it is practicable
to measure normalized input impedance. Input ad-
mittance is the reciprocal of input impedance.

At frequencies below several hundred mc, lumped
constant bridges are useful in determining impedance
[17]. At higher frequencies, impedance may be found by
measuring the normalized impedance in a transmission

line of known characteristic impedance carrying a
TEM mode.

2.9 Measurement of Normalized Input Impedance [18]-
[21]

The quantities Z’, the normalized input impedance,
Y’, the normalized input admittance, and p, the com-
plex voltage reflection coefficient, are simply related in
the following manner

Another associated quantity, the standing wave ratio
(S) is related to the magnitude of p as

L+ lel
1— |p]

Methods of measuring normalized input impedance
may be classified under distributed constant bridge
methods, standing wave ratio techniques, and proced-
ures involving the separation of incident and reflected
traveling waves.

(a) One class of distributed constant bridges consists
of comparison devices which either directly compare the
unknown with a known normalized impedance, or which
effect the comparison through variable ratios [18],
[21]-[24]. Another type of distributed constant bridge
determines the complex ratio of the electric and mag-
netic field strengths [25], [26]. A number of com-
mercially available bridges fall into these categories.

(b) Standing wave ratio techniques include a number
of methods based upon the sampling of the field varia-
tion in a waveguide terminated by the unknown impe-
dance. The most common of these procedures employs
a sliding probe [20]. Other methods include the use of
multiple fixed probes [27], or sweep methods such as
frequency sweeping or the Chipman line procedure
[28], [29].

(c) Procedures involving the separation of incident
and reflected traveling waves, such as those employing
directional couplers, yield directly the reflection coefh-
cient magnitude only [30]. Phase information is some-

A)
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times obtained by the introduction of a known (usually
capacitive) susceptance in a known location [31], [32].

2.10 Measurement of Dielectric Voltage Breakdown |33],
[34]

(a) In a waveguide, it is possible to measure the di-
electric breakdown of a particular region if its power-
handling ability is less than that of the remainder of the
line under test. Conditions affecting the lowest power
level at which corona or arcing (breakdown) first ap-
pears include pressure, temperature, frequency, ioniza-
tion, extraneous material, and magnitude of standing
wave at the location of the breakdown.

(b) To measure power capacity, breakdown is in-
duced by raising the applied power or lowering the am-
bient pressure, whichever is more convenient, and not-
ing the pressure, temperature, and load conditions at
breakdown. Breakdown may be observed by various
methods including sight, sound, increased reflection,
change in generator output, changes in transmission
properties, or heating effects. Power capacity under
most other conditions of pressure, temperature, and
load reflection may then be computed. If an accurate
measurement of the applied peak power is not available,
due to irregular waveform, etc., a comparison may be
made between a component of known breakdown, and
the part under test [35]. Repeatability of results may
be improved by irradiation.

(c) The variation of high-frequency breakdown with
pressure and distance may be computed by a simple
rule [33], [36] except under conditions of relatively
low pressure and small distances, where the observed
power capacity will be significantly greater than the
computed value [33].

(d) Under short-pulse high-power conditions, it is
possible to obtain stable states of “breakdown proba-
bility” less than unity, in which only a certain percent-
age of applied pulses break down. The peak power for
zero probability of breakdown is known as the “thresh-
old” and is generally computed by extrapolation from
observed percentages of pulses breaking down at higher
powers. The entire range between the threshold and
unity breakdown probability is known as the “over-
voltage” region. For convenience in testing, a point
within the over-voltage region corresponding to a fairly
low probability (one or two arcs per minute) is com-
monly chosen as indicating failure, or alternatively a
point approaching 100 per cent arcing may be so desig-
nated.

There are various methods for increasing the gradient
available from a particular generator, such as decreasing
electrode spacing, decreasing radius of curvature of an
electrode, establishing a standing wave with a voltage
maximum at the region of interest, or setting up a
resonance coudition with an electric field maximum
at the region of interest [36a], [36b].

(e) Corona

Corona is a particular type of high-voltage discharge
differing from arcing principally in the magnitude and
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continuity of current involved. At low frequencies and
high pressures, the difference is clearly evident: corona
is a relatively low-current, often stable, discharge origi-
nating at a point of high gradient and diffusing into
space; as the gradient is increased, there is a rapid transi-
tion to breakdown by arcing, which is a high-current
cumulative discharge between two points, generally
resulting in complete failure of the system during the
arc. At high frequencies, however, electron oscillation
within the region of high gradient can reduce the cumu-
lative action of an arc to such a degree that the transi-
tion region between corona and arcing becomes entirely
obscured, particularly at reduced pressures. For this
reason, high-frequency breakdown is often considered to
comprise all detectable discharges, including corona.

2.11 Measurement of Mode Purity

In recent years, especially for the higher frequencies,
increasing use is being made of waveguides which may
propagate several modes simultancously. Generally,
however, only one of these modes is of interest; the
remainder are referred to as undesired or spurious modes.
Two quantities are of interest in this connection: mode
purity and spurious mode level. Mode purity generally
refers to the desired mode and is defined as the ratio
of power present in the forward-traveling wave of the
desired mode to the total power present in the forward-
traveling waves of all modes. Spurious mode level in-
volves a ratio of the power present in the forward-
traveling wave of a particular undesired mode to that in
the desired mode; this ratio is commonly expressed in
decibels.

(a) The amount of power present in the forward-
traveling wave of any given mode is best measured by
the use of a mode-selective device such as a coupled line
transducer [37], [38]. In general, a separate device of
this type is required for each mode of interest. Such a
procedure enables one to completely determine the
spurious mode level or to find the numerator of the
mode-purity expression. The denominator of the mode-
purity expression, the total power present in the for-
ward-traveling wave of all modes, can be measured by
any of the mecans indicated in Sec. 2.5 which are not
mode-dependent; e.g., a calorimetric method.

(b) The proportion of power in the forward-traveling
waves of each of the propagating modes present may be
measured directly by terminating the line in a mode-
independent match and by appropriately probing the
field distribution in the cross section. Such a probing
procedure is rather difficult, however, and is feasible
only for simple, stable field configurations and for a few
modes present. Since at any given cross-section plane an
arbitrary but constant time phase between the modes
may exist, it is generally necessary to take measure-
ments at more than one cross-section plane. In view of
these difhiculties, the probing is considered useful only
for qualitative analyses.

(c) In the specific but valuable case of the TEy mode
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in circular waveguide in which the TE mode is beyond
cutoff, the radial resistive card mode filter {37] is suffi-
ciently selective to permit the transmitted power to be
regarded as being in the TEqy mode only and, therefore,
to permit a direct measurement of the power in that
mode.

(d) If the TEy mode in a particular orientation in
circular waveguide is designated as the desired mode,
the orthogonal TEy mode may be considered as a spuri-
ous mode. This latter mode may be excited by elliptici-
ties or irregularities in the waveguide. The resulting
polarization will, in general, be elliptical and may vary
with location along the waveguide. Elliptical polariza-
tion may be completely described by the axial ratio
and the orientation of the major axis of the ellipse of
polarization. Mode purity may be determined at any
particular cross section by noting the ratio of minimum
to maximum field strength (axial ratio) and the angular
position of the minimum with respect to the desired
reference direction [39]. This measurement may be
made by circumferential rotation of a radial detecting
probe.

If the axial ratio is designated as tan a, and the angle
between the direction of the maximum and the refer-
ence direction of the desired TEy component is 3, the
level of the undesired TEy; component, tan? v, and
the mode purity, cos? vy, can be obtained from

cos 2y =cos 2a cos 2f.

2.12 Measurement of Transmission Line Unbalance

(a) In the case of uniconductor waveguides or coaxial
transmission lines, the question of unbalance does not
usually rise. For a coaxial line, the total current on the
inner conductor must always be equal and opposite to
the total current on the inner surface of the outer con-
ductor. The only balance problem which commonly
occurs with a coaxial line is for the case when the gener-
ator or load is connected to the line in such a way that
currents are caused to flow on the outer surface of the
outer conductor. For this case, the presence of current on
the outer conductor can be detected by a measurement
of the magnetic ficld strength on the outer surface as
outlined in Sec. 2.4.

(b) For a balanced transmission line system operat-
ing properly, the voltages (relative to ground) on the
conductors are push-pull voltages, and the currents in
the conductors are push-pull currents. When the system
becomes unbalanced, this is evidenced by the presence
of push-push voltages and currents in addition to the
push-pull voltages and currents. The amount of the
system unbalance is measured by the ratio of the push-
push voltage component to the push-pull voltage com-
ponent or by the ratio of the push-push current to the
push-pull current (Sec. 2.1).

(c) One excellent method for measuring the ratio of
unbalanced to balanced currents involves the use of a
transmission line arrangement and shielded loop pickup
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with a configuration such that in one position, the loop
reads a value proportional to the unbalanced component
of the current, while in a second position perpendicular
to the first position, the loop reads a value proportional
to the balanced component of the current [40]. This
technique is one of the most accurate although it re-
quires a careful set-up.

(d) A simple method for measuring the relative
amount of unbalance involves the measurement of the
voltage or the current on each conductor as a function
of position [41] by one of the methods described in
Secs. 2.1 or 2.2. If unbalance is present, then the stand-
ing wave on one conductor will be displaced from the
standing wave on the second conductor. The amount of
unbalance is related to the relative amount of displace-
ment between the two standing waves. Unfortunately,
this method will not give the absolute unbalance ratio
since the voltage or current measurements give only the
magnitude of either of these quantities. In order to deter-
mine the absolute ratio between the unbalanced and
balanced quantities, it is necessary to know the complex
values of cither the voltage or the current in each of the
two conductors at a given cross section.

SECTION 3—MEASUREMENT OF ONE-PORT AND
Two-Port WAVEGUIDE COMPONENTS

It should be recalled that the performance of any
waveguide component is affected by and must be speci-
fied with respect to the input and output waveguides
between which it is inserted. The input and output
ports need not be in the same kind of waveguide nor
utilize the same mode of transmission, recalling, of
course, that each port is identified with a single mode.
As mentioned in Sec. 1, these measurement methods ap-
ply to linear, passive, reciprocal waveguide components.

3.1 Measurement of Insertion Loss [42]-[44]

According to the definition of insertion loss used in
this Standard (sce Sec. 5), both the load and the gener-
ator must be respectively matched to the waveguides
which connect them to the waveguide component under
test. 1t should be noted that this is not always the con-
dition for maximum power transfer through the com-
ponent. The insertion loss measured under these con-
ditions is the sum of the dissipative and reflection
losses.

Measurement of insertion loss can be made by noting
the change in power level at a matched detector upon
insertion of the component. An alternative method is a
substitution method in which a matched calibrated
variable attenuator is inserted in place of the com-
ponent and adjusted to obtain the original power level
at the detector. This attenuator may be part of the
original measurement system, in which case the inser-
tion loss is equal to the change in attenuation of the
calibrated attenuator. When the input and output
waveguide connections do not permit direct insertion
of the component under test, it may be possible to make
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this measurement for high-loss components by including
a low-loss adapter where convenient. The loss of the
adapter should be small compared to the tolerable
error of the measurement.

For very low-loss components, the method described
in Sec. 3.9 is preferable.

3.2 Measurement of Input SWR

This measurement is made by measuring the stand-
ing-wave ratio (S\WWR) in the waveguide connected to
the input port of the component, with the output port
(if any) match-terminated. Any of the methods de-
scribed in Sec. 2.9 (b) and (c) can be used. For lossless
or symmetrical components, the result would be the
same regardless of which port is used as the input.

3.3 Measurement of Input Impedance

This measurement is made by measuring the input
impedance looking into one of the ports, with the other
port (if any) match-terminated. Any of the methods
described in Sec. 2.8 can be used. For components which
are unsymmetrical, this impedance is not necessarily the
same at both ports.

3.4 Measurement of Normalized Input Impedance

This measurement is made by measuring the normal-
ized input impedance looking into one of the ports,
with the other port (if any) match-terminated. Any of
the methods described in Sec. 2.9 can be used. For
unsymmetrical components, this impedance is not
necessarily the same at both ports.

3.5 Measurcment of Phase Shift

The phase shift through a waveguide component at a
single frequency is the phase difference under matched
conditions between corresponding incident and trans-
mitted field quantities at the input and output ports,
respectively, of the component, ignoring multiples of
27 radians. Since the phase difference will vary with
load conditions, phase shift has been defined under
matched conditions.

Phase shift measurements are based on the compari-
son of the phases of two signals by interference methods.
The two signals may be obtained by sampling with
directional devices at the input and output ports of the
component under test [45], or they may be the signals
transmitted through the waveguide containing the
component under test and a reference waveguide of
known phase shift [46], when equiphase signals are ap-
plied to the two waveguides. The comparisons may be
made by employing hybrid junctions or by applying
the two signals to opposite ends of a slotted section of
waveguide [45] with suitable isolation to eliminate re-
flections. When a slotted section is employed in this
manner, the position of a voltage minimum is observed
with the component in the test apparatus. The phase
shift of the component is then equal to twice the dis-
placement of the minimum expressed in clectrical de-
grees. Comparison procedures using a hybrid junction
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employ null indications which require the use of a cali-
brated phase shifter in one of the arms [46]. A difference
in the levels of the two signals being compared results
in a finite minimum rather than a null indication. This
effect does not affect the accuracy, but may influence
the precision of the measurement.

The phase shift can also be determined by use of a
sliding-short-circuit method to determine the appro-
priate component of the scattering matrix, as described

in Sec. 3.9.
3.6 Measurement of Envelope Delay [47]

The quantity “envelope delay” (r) in seconds is
related to the rate of change of phase shift (¢) in radians
with frequency (f) in cycles per second by the definition

1 d¢
o e e
2x df

For a nondispersive waveguide component, such as an
air-filled TEM waveguide, the envelope delay is identical
with the delay of the envelope of the wave.

The envelope of a wave passing through a dispersive
waveguide component is distorted, so that the concept
of the delay of the envelope loses meaning when the
dispersion is high. While the delay of the distorted
envelope cannot be strictly defined in a dispersive
medium, to the degree to which the quantity is definable
it is given by (7).

The quantity de¢/df is obtained by measurements of
the phase shift at several frequencies in the vicinity of
the frequency at which the delay is to be evaluated.
In measuring phase shift, the methods and restrictions
of Sec. 3.5 are applicable.

The envelope delay may also be measured directly by
the use of short pulses and oscillographic presentation
of the time between input and output pulses.

3.7 Measurement of Power-Handling Capacity [33], [34],
(48], [49]

The power-handling capacity of a waveguide com-
ponent is limited by the occurrence of dielectric voltage
breakdown, or by the eflects of heating, or a combina-
tion of both. The energy in a single pulse may have to
be limited to avoid overheating.

The limitation of power capacity by heating must be
judged for cach individual component. In some cases,
radio frequency power cables for example, this limitation
is measured by applying equivalent low-frequency
power to the component.

The methods and restrictions applicable to the meas-
urement of the dielectric voltage breakdown of a wave-
guide component are described under Sec. 2.10.

3.8 Measurement of Q [50], [51]

As here used, the Q of a resonant waveguide circuit is
2r times the ratio of the energy stored to the energy
dissipated per cycle in that circuit. The following dis-
cussion applies to the Q at resonance of components ex-
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hibiting a simple resonance response and having a Q high
enough (ordinarily about 10 or greater) to produce the
desired accuracy of measurement.

If the circuit consists of a component under test,
coupled to its associated loads, the resultant Q is termed
the loaded Q(Q.) of the circuit, and is commonly re-
ferred to as the Q, of the component under these
conditions. For the component alone, without its cou-
pling mechanisms, the pertinent quantity is the un-
loaded Q(Q.). These quantities are related by

1 1 o 1

Qi Qu Qe
where Q. results from dissipation in the component
itself, and Q. from dissipation in the external circuit
through the coupling mechanism.

The Q of a component such as an inductor or a capaci-
tor at any frequency is understood to mean the Q which
would be obtained by resonating that component with
a lossless element at that frequency.

Q: may be measured directly, while Q, is a derived
quantity. The Q: of a component depends on the particu-
lar coupling mechanisms; matched external loads are
commonly used. In the case of a very loose coupling,
the external losses hecome negligible, and Q, approaches
Qu.

There are three basic methods of measuring the
loaded Q(Q:). These are, first, the measurement of the
transmission through the component as a function of
frequency; second, the measurement of the time rate of
decay of energy stored in the component at a given fre-
quency, and third, the measurement of the input impe-
dance of the component as a function of frequency.

(a) For the first method, it is necessary to determine
the difference (Af) between frequencies at which the
power transmission differs by 3 decibels from the trans-
mission at the resonance frequency, fo. Then Q; is ob-
tained from the relation

ot

Af

If the component is symmetrically coupled to match-
terminated lines of equal characteristic impedance, a
measurement of its insertion loss (Sec. 3.1) at resonance
will permit the unloaded Q(Q.) to be computed from
the relation

1 1—a
Qu O

where a = voltage transmission cocfficient. The quantity
a is related to the insertion loss (L) by

L = 20 logy (1/a) in decibels.

It should be noted that when the insertion loss is low,
this method may be inaccurate because of the difficulty
in measuring the insertion loss to a sufficient degree of
accuracy.

For example, if the resonator is a two-port component
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which is designed for maximum transmission at reso-
nance, the measurement may be made as follows. With
a constant available power from the generator, the
transmitted power is observed as a function of frequency
in the vicinity of resonance, and the frequencies above
and below resonance at which the transmitted power
has been reduced by 3 decibels from the peak value at
resonance are recorded. The transmitted power level
may be determined by one of the methods described
in Sec. 2.5. When the available power varies with fre-
quency, the insertion loss of the component should be
measured by one of the methods of Sec. 3.1 and 3-
decibel change in insertion loss used to determine the
appropriate frequency difference, Af.

If the resonator is a two-port component designed
for maximum absorption at resonance, the measure-
ment procedure is similar to the above, except that the
attenuation by the component is considered instead of
transmission.

At low frequencies, a special case of this method is
the measurement of bandwidth between frequencies
where the voltage or current has fallen to 0.707 of its
maximum value with a constant current or voltage
source, respectively, and gives the unloaded Q(Q.).

(b) The second method of measurement, often re-
ferred to as a “decrement” measurement, is useful when
the circuit has a sufficiently high Q so that it is simpler
to make time interval measurements rather than fre-
quency difference measurements.

It involves measuring the time interval (r) required
for the field strength at any point in the circuit to decay
to 1/e (approximately 0.368) of its initial value after
the generator output power has been suddenly inter-
rupted. It is also necessary to measure the frequency (f)
of the circuit resonance. The Q then follows from the
relation

Qz = 1I'Tf.
(c) The third of these methods, applicable to one-port
components, is based on the relation

at w = wy,

where G and B are the components of the input ad-
mittance seen at a plane at which B=0 at resonance,
G’ and B’ are the components of the normalized input
admittance at the same plane, and w is the angular
frequency. There exists a variety of specific methods for
evaluating the necessary quantities, and the methods
for measuring input admittance and normalized input
admittance are those described in Secs. 2.8 and 2.9
herein.

3.9 Measurement of Scattering Matrix Elements by Slid-
ing-Short-Circuit Methods [52]

3.9.1 General Discussion

The measurement of the scattering matrix elements
or the equivalent circuit of a waveguide component by
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the sliding-short-circuit method is often the most ac-
curate and convenient way of determining any or all of
its properties. Sliding-short methods have the ad-
vantage of greater accuracy in that no relative power
measurements are required, and no calibrated attenua-
tors or carefully matched loads are needed. In the case
of lossless components, only distance and frequency
measurements are involved. These methods are also use-
ful in measuring components through mismatched
junctions.

The choice of scattering matrix or equivalent circuit
representation depends on the application and the na-
ture of the component to be measured. For example, if
the component is to be employed with a matched load
following it, particularly if only the transmission and
reflection cocfficients are of interest, the scattering
matrix is clearly preferable. If the component is repre-
sentable by a simple shunt or series element, use of the
equivalent circuit is indicated. Even if the component
does not permit a simple representation the pictorial
features of an equivalent circuit may still be found use-
ful, or a graphical procedure may be employed from
which some pertinent partial information may be readily
obtained. For all choices of representation the data is
taken in basically the same fashion; the treatment of
the data, however, depends on the representation de-
sired. In this section the scattering matrix elements are
considered. The equivalent circuit determinations are
treated in Sec. 3.10.

3.9.2 Basic Measurement Procedure

The measurement set-up for the sliding-short method
requires placing the component under test between a
slotted section and sliding-short-circuit [53], [54]. The
basic procedure consists of moving the sliding-short-
circuit through a succession of known positions and
determining the position of the voltage minimum (and
VSWR if the component is dissipative) in the slotted
section for each of the sliding-short-circuit positions,

3.9.3 Parameters Derived from the Measurement

The measured data, obtained in the manner indicated
above, may be appropriately treated to yield the ele-
ments Sn, Sy, and S of the scattering matrix. These
elements are complex, with magnitude and phase given
by

Su =

Sn| ey, S = ' Sn| &%y, Sa = I Szz' €%y,

The magnitudes, but not the phases, of the elements are
independent of input and output reference plane loca-
tions. The choice of reference plane locations is arbitrary;
it may be based on physical convenience or computa-
tional simplicity. An example of the latter would be a
choice such that ¢y and ¢ are both zero.

The scattering matrix elements have the following
physical meaning: Sy is the input voltage reflection co-
efficient obtained when a matched load is placed at the
output port; Sy is defined similarly to Si except that
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the component is reversed; Sy is the voltage transmis-
sion coetficient which is the ratio of the complex volt-
ages of the wave transmitted past the component to that
incident on it. Usually the | Sp|?is of particular interest,
rather than the complex quantity Sy, since it is directly
the power transmission coetficient of the component.

When the component is placed between a load and
generator, each of which is matched to its waveguide,
the magnitudes of the scattering matrix elements are
simply related to the insertion loss (L;), the reflection
loss (Lg), and the dissipative loss (transmission loss,
Lp) of the component. These relations are:

1
L, = 10 lOglo |5 o
1D
1
LR= 1010g10 |S |,
- un|-
1—|Su|?
Ln = 10 lOgm | | l;l
12

Another quantity of interest which can be derived
from the above mecasurements is the minimum or in-
trinsic loss. This is the insertion loss (L;) obtained when
reactive elements producing maximum power transfer
are placed at both ports of the two-port component. The
resulting network, including these reactive elements, will
be bilaterally matched (Su=S2=0).

3.9.4 Dissipative Loss

The dissipative loss of a component may be obtained
accurately by the sliding-short-circuit method without
analyzing the data completely and obtaining the com-
plete scattering matrix. The measurement procedure de-
scribed under 3.9.2 above is followed; however, the
procedure requires the power flow through the com-
ponent to be opposite that for which the transmission
characteristics are desired [55]. If the component pos-
sesses similar input and output connections, reversal of
the component is all that is required. The data obtained
are then plotted on the reflection coefficient chart. The
radius (R) normalized to the chart radius of the resulting
circular locus is then related to the dissipative loss, 1.e.,

1
Lp = 10 logy — -
D 10 R

3.9.5 Complete Scattering Matrix

The complete scattering matrix for a component,
which includes the phases of the above elements, may
be determined by means of a method due to Deschamps
[53], [56]-[58]. This method imposes an additional
requirement on the measurement procedure outlined
under 3.9.2 in that the short-circuit locations are most
conveniently taken in pairs spaced a quarter guide
wavelength apart. The resulting data are then plotted
on the reflection coefficient chart, and the magnitudes
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and phases of the scattering matrix elements are sepa-
rately obtained by means of graphical constructions.

3.9.6 Relation to Other Parameters

Some of the elements of the scattering matrix as
determined by the method of 3.9.5 above are related
simply to other parameters of the component as fol-
lows:

14 | Sy
a) Input SWR = ———
1— | Sul
. . . . 1+ Su
b) Normalized input impedance = 1—s.
- n

¢) Phase shift = angle of Si2 = 2.

3.9.7 Lossless Components

The scattering matrix of a lossless component is
characterized by only three independent numbers, in
contrast to six for a lossy component. The elements of
the scattering matrix of a lossless component are re-
lated in the following fashion:

| Sll' | Snl ’
| Selt=1—[Sul?,
2012 = by + oy + .

In the measurement method referred to in 3.9.5 above,
the data circle on the reflection coefficient chart be-
comes coincident with the unit circle, and the graphical
constructions become somewhat simplified [53], [56]-
[58].

An alternative measurement procedure for lossless
components is the tangent relation method [53], [54],
[58]. The measured data are taken in the manner de-
scribed under 3.9.2 above. If the positions of the voltage
nulls in the input and output waveguides relative to
the chosen reference planes, 7' and 73, (measured away
from the junction as shown in Fig. 1) are denoted by D
and S, respectively, a simple plot of D vs S as indicated
in Fig. 2 yields three real parameters Do, Sy and vy
which characterize the lossless component. Dy and
So are the values of D and S at the point of maximum
slope, (7). These parameters are related to the scattering
matrix elements by:

vy+1
| Sul = |Sn| = —-
vy—1
2v/ =y
| S| =
1=
4n
6y = — Do
(]
4r
4>n=>\—050+1r

2r
¢1z=)‘—Do+So+"‘ﬂ', (n=0,1).
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Note: (—7) is a positive number and the sign of Sy is
not determined.

3.9.8 Measurements Through a Junction

In certain cases it is necessary to perform measure-
ments through a reflecting and possibly lossy junction
or component such as an adapter. A modification of the
graphical constructions described in 3.9.5 above may
be emploved to separate out the parameters of the
component under test [57], [59], [60]. If the junction
is lossless. an alternative and simpler procedure is
available which employs the tangent relation method
[61], [62]. Preliminary measurements of the junction
alone are necessary in both methods.

3.9.9 Components with Small Loss

The measurement of the scattering parameters of a
component with small dissipative loss is sometimes in-
accurate or difficult because of the high values of S\VR
that need to be measured. These values of SWR can be
lowered so that they fall into a more accurately meas-
urable range by the deliberate addition of dissipative
loss into the overall system. A simple additional meas-
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urement suffices to determine the effect of this added
loss, which can then be subtracted out in order to ob-
tain the properties of the component alone. A common
and useful means for obtaining this added loss is a lossy
shorting plunger [63].

3.10 Measurement of Equivalent Circuit Parameters by
Sliding-Short-Circuit Methods [52], [53]

3.10.1 General Discussion

An equivalent circuit representation for an arbitrary
dissipative component contains six real parameters
(which appear as three complex parameters if the tee
or pi network form is used). Symmetry in the com-
ponent and in the location of the reference planes re-
duces this number to four; for the case of an unsym-
metrical lossless component the number becomes three,
while for a symmetrical lossless component only two
independent real parameters are required. These
parameters may be combined into any one of a variety
of pictorial forms, in which the numerical values of the
parameters vary with the reference plane location (since
a different length of waveguide is absorbed into the
equivalent circuit representation). It is sometimes con-
venient, by appropriate adjustment of the reference
plane locations, to simplify the form of the equivalent
circuit. The equivalent circuit for a lossless component
can always be reduced to a shunt or series form or to a
single ideal transformer by appropriate shifting of the
reference plane locations; except in special cases, how-
ever, these final reference plane locations are not known
in advance. Such reductions in form are aiso possible
{or lossy components; however, since only two reference
plane shifts are available, the number of parameters
for an arbitrary lossy component can be reduced only
to four (or to three for a symmetric lossy component).
The parameter values of an equivalent circuit are
valid only at the frequency at which the measurement
was made, and, in general, no inference may be drawn
as to the frequency dependence of the parameters. This
situation is similar to that occurring with the scattering
matrix representation; however, for special cases, such
as a very thin transverse iris in a uniconductor wave-
guide which is not operated near the cutoff frequency
of the next mode, the frequency dependence may be
inferred and this property of the equivalent circuit
representation may be found useful.

3.10.2 Equivalent Circuits

A large variety of equivalent circuits may be found
to correspond, at the same set of reference planes, to a
given impedance matrix, of elements Zy, Zyp, and Zyp.
One of these equivalent circuits is the tee circuit of
Fig. 3. In a similar manner, the pi circuit corresponds
directly to the admittance matrix in Fig. 4. Another
circuit representing the impedance matrix Z which is
useful for lossless components is shown in Fig. 5 which
contains an ideal transfomer.

n = Zu/le
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where

A = ZnZyp — (Z1)*.

H the component is lossless, appropriate shifts of both
the input and output reference planes reduce this net-
work to one consisting of the shunt element only, or the
transformer only [54]. The relations between the net-
work parameters and the impedance matrix elements
indicate readily that to eliminate the series element,
A must be zero, or that to eliminate the transformer,
Zu must equal Zy. A dual circuit corresponds to the
admittance matrix.

3.10.3 Shunt or Series Nelworks

When the component under test can be represented
by a purely shunt or series equivalent circuit at particu-
lar reference planes, the parameters may be determined
from a single input impedance measurement. For a series
network, the normalized resistance and reactance are
given directly by the normalized input impedance to
the component when a short circuit is placed at the
output reference plane. For a shunt network, the nor-
malized conductance and susceptance follow directly
from the measurement of the normalized input ad-
mittance to the component when an open circuit is
placed at the output reference plane.

3.10.4 Simplified Method for Symmetrical Com ponents

When the component is symmetrical but not repre-
sentable by a purely shunt or series equivalent circuit,
the parameters may be determined by measuring the
input impedances at the input reference plane corre-
sponding to both a short and an open circuit termination
at the output reference plane. The normalized imped-
ance matrix elements Zy', Zs', and Zy,' are related to
the measured quantities by [53}]:
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Iy =2y = Zoe'
(212’)2 = Zoc’(zoc’ - Zac’)
In'Zy — () = 2.7,

where Z,." and Z,.’ are the measured normalized input
impedances at the input reference plane corresponding
to an open circuit and a short circuit, respectively, at the
output reference plane. Note that the sign of Zy,' is not
determined by these relations. The above relations are
also valid for the admittance matrix elements if all the
normalized impedances are replaced by normalized ad-
mittances, and if the role of open and short circuits is
reversed.

Note: If the component is unsymmetrical, the above
procedure can be generalized by requiring an additional
terminating impedance and its corresponding input im-
pedance measurement. lHowever, the relations then
become more involved, and the usefulness of the pro-
cedure becomes questionable.

3.10.5 Lossless Components

IFor lossless components, the tangent relation method
furnishes an alternative procedure to the preceding
ones in Sec. 3.10. This method is more accurate because
additional points are taken and the data are averaged
n a systematic fashion. The measurement procedure,
which employs a sliding short circuit, is the same as
that described under 3.9.2. If, then, the positions of the
voltage nulls in the input and output waveguides rela-
tive to the chosen reference planes are denoted by D
and S, respectively, a simple plot of D vs S (see figures
associated with 3.9.7) yields three real parameters Dy,
Se, and ¥ which characterize the lossless component
[53], [54], |58]. These parameters (defined in Sec. 3.9)
are related to the normalized reactance matrix elements

by:

Xn _ af + Y
Xn B— ay
No 14+ aofy
A B— ay
.\-”.\ygg — (.\]13)2 a — B‘)’
Zmzn-.) 13 - ay
where
2
a = tan — D,
91
2r
B = tan — S(],
x112

and where the subscripts 1 and 2 refer to the input and
output waveguides, respectively. The above relations
are also valid for the elements of the susceptance matrix
if X is replaced everywhere by B, and Z by Y, and if
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a = — cot — D,
gl
27

B = — Cot — 5‘(;.
02

These relations are also useful for determining the
appropriate reference plane shifts required for obtaining
simplified equivalent circuit forms.

3.10.6 Lossy Components

Methods also exist for lossy components in which the
equivalent circuit parameters are obtained by sliding-
short methods. One of these methods is applicable to
unsymmetrical lossy components, and yields an equiva-
lent circuit which is almost shunt or almost series, and
in which the lossy and lossless portions are separated
from each other [53], [38], [64]. A second method,
suited to symmetrical lossy components, is based on the
representation of the lossy portion by an ideal attenuator
[65], [66]. FFor the same degree of accuracy, the effort
involved in the analysis of the measured data to yield
the final equivalent circuit in these methods is about
the same as that required in the procedure discussed in
3.9.5 for determining the complete scattering matrix.

SECTION 4—MEASUREMENTS oF MeLTI-PorT
Wavicrn: CompoNENTs [67], [68 ]

Multi-port components are herein considered as thosc
having more than two ports. The ports need not be in
the same kind of waveguide nor utilize the same mode of
transmission, recalling that each port shall be identified
with only a single mode. Again, only linear, passive,
reciprocal networks are treated.

In general, the measurements of multi-port compo-
nents reduce to the measurements described in Secs. 3.1
through 3.8 with a specified pair of ports comprising
the input and output with the remainder of the ports
match-terminated. In addition, certain properties of
multi-port junctions consist of a comparison of the
transmission properties of specific pairs of ports. It
should be noted that the reflection of a specified port
and transmission of a port pair may be substantially
aftected by the load conditions at the other ports.

Terms commonly used to describe the coefhicient of
transmission from one port to another in a multi-port
waveguide component are “coupling” and “isolation.”
Isolation (sometimes called “decoupling”) is identical
with insertion loss, whereas coupling is the negative of
insertion loss, expressed in decibels. The use of these
terms depends on the intent of the application; cou-
pling usually refers to a definite desired transmission co-
etficient between a particular pair of ports, whereas iso-
lation refers to a transmission coefticient which should
be as small as possible. The term “unbalance” may be
used to refer to the difference between the insertion
losses between an input port and each of two output
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ports where these are desired to be as nearly equal as
possible.

4.1 Measurement of Coupling {69], [70]

The coupling between any two ports of a multi-port
component is specified by the insertion loss between
these ports and is measured by the methods of Sec. 3.1.
The numerical value attached to the term “coupling”
is the negative of the insertion loss when expressed in
decibels or, equivalently, the reciprocal when expressed
as a power ratio.

A common example of a four-port component is the
symmetrical directional coupler represented by Fig. 6.
For this component, the negative (or reciprocal) inser-
tion loss from port 1 to port 4, or from port 2 to port 3,
would be termed the forward coupling, or simply the
“coupling” of the directional coupler. These couplings
are related to the elements Sy and Sy, respectively, of
the scattering matrix of the component. For an unsym-
metrical directional coupler, the clements Sy and Sp
may be different, and the term coupling should be
associated with the direction of use.

— ok

Fig. 6—Svmmetrical directional coupler.

4.2 Measurement of Isolation

The isolation between any two ports of a multi-port
component is given directly by the insertion loss between
these ports when the other ports are match-terminated.
The accuracy of the isolation measurement may be
critical to departures from matched load conditions on
the other ports of the component.

Special techniques are available to correct for the
inaccuracies introduced by the loads [71]. The meas-
urement is generally made with a sensitive detector
circuit.

A typical four-port component for which the measure-
ment of isolation is significant is the hybrid tee shown in
Fig. 7 [71]. The isolation between the E and II arms
of this component is the insertion loss between ports 1
and 2: the isolation between collinear arms is the inser-
tion loss between ports 3 and 4. These isolations, which
are not necessarily equal, are related to the scattering
matrix elements Sy and Sy, respectively.

The insertion loss between ports 1 and 2 or ports 3
and 4 of the symmetrical directional coupler of Fig. 6
is the isolation of the component; its negative (in deci-
bels) is also frequently called the “backward coupling”
of the coupler.
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Fig. 7—Hybrid tee.

4.3 Mecasurement of Unbalance |72 ]

Small inequalities between the supposedly equal
transmissions (magnitude and phase) from a common
port to other ports, in turn, of a multi-port component
are of interest in components such as simple tees, hybrid
tees, and z-port power dividers. The power unbalance
15 the difference, in decibels, between the insertion losses
between an input port and each of two output ports.

The outputs may be measured simultaneously or in
sequence by matched detectors, or the difference in
outputs may be observed with an appropriate amplitude
or phase comparison circuit. In the case of simultaneous
measurement, the accuracy may be improved by inter-
changing detectors, and averaging.

An alternative method for ineasuring unbalance con-
sists of observing the small output from the input port
when the output pair of ports are simultaneously fed
equal magnitude signals of opposite phase.

4.4 Measurement of Directivity |73 |

In the case of a directional coupler, the difference in
insertion loss from one port of one waveguide to each of
the two ports of the other waveguide is known as the
directivity. In Fig. 6, for power fed into port 1, directiv-
ity is the insertion loss between ports 1 and 2 less the
insertion loss between ports 1 and 4, with the insertion
loss expressed in decibels.

SECTION 5—DEFINITIONS

Attentuation Constant. Of a traveling plane wave at a
given frequency, relative rate of decrease of amplitude
of a held component (or of voltage or current) in
direction of propagation in nepers per unit length.

Characteristic Impedance (of a Two-Conductor Trans-
mission Line). IFor a traveling transverse electromag-
netic wave, the ratio of the complex voltage between the
conductors to the complex current on the conductors
in the same transverse plane with the sign so chosen
that the real part is positive.

Electric (Magnetic) Field Strength. The magnitude of
of the electric (magnetic) field vector.

Input Impedance of a Transmission Line. The impe-
dance between the input terminals with the generator
disconnected.
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Insertion Loss (of a Waveguide Component). The
change in load power, due to the insertion of a wave-
guide component at some point in a transmission system,
where the specified input and output waveguides con-
nected to the component are reflectionless looking in
both directions from the component (match-terminated)
This change in load power is expressed as a ratio,
usually in decibels, of the power received at the load
before insertion of the waveguide component to the
power received at the load after insertion.

Note 1: A more general definition of insertion
loss does not specify match-terminated connecting
waveguides, in which case the insertion loss would
vary with the load and generator impedances. In this
Standard, match-terminated connecting waveguides
will be assumed unless otherwise specified.

Note 2: When the input and output waveguides
connected to the component are not alike or do not
operate in the same mode, the change in load power
is determined relative to an ideal reflectionless and
lossless transition between the input and output
waveguides.

Matched Termination (for a Waveguide). A termina-
tion producing no reflected wave at anyv transverse
section of the waveguide.

Matched Transmission Line. See Matched \Vaveguide.

Matched Waveguide. A waveguide having no reflected
wave at any transverse section.

Mode of Propagation (Transmission). A form of propa-
gation of guided waves that is characterized by a par-
ticular held pattern in a plane transverse to the direc-
tion of propagation, which field pattern is independent of
position along the axis of the waveguide.
Note: In the case of uniconductor waveguides the
field pattern of a particular mode of propagation is
also independent of frequency.

Mode Purity. The ratio of power present in the forward-
traveling wave of a desired mode to the total power
present in the forward-traveling waves of all modes.

Normalized Impedance (Relative to a Given Wave-
guide). An impedance divided by the characteristic
impedance of the waveguide.

Note: The relation between voltage, current and
power chosen for the characteristic impedance must
also be taken for the impedance to be normalized,
in which case the normalized impedance will be in-
dependent of the convention used to define the char-
acteristic impedance.

Port (for a Waveguide Component). A means of access
characterized by a specified reference plane and a speci-
fied propagating mode in a waveguide which permits
power to be coupled into or out of a waveguide com-
ponent.
Note 1: At low frequencies the port is synonymous
with a terminal pair.
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Note 2: To each propagating mode at a specified
reference plane there corresponds a distinct port.

Reflection Coefficient (in a Transmission Medium). At
a given frequency, at a given point, and for a given
mode of transmission, the ratio of some quantity associ-
ated with the reflected wave to the corresponding
quantity in the incident wave.

Note: The reflection coefficient may be different
for different associated quantities, and the chosen
quantity must be specified. The “voltage reflection
coefficient” is most commonly used and is defined
as the ratio of the complex electric field strength
(or voltage) of the reflected wave to that of the inci-
dent wave.

Reflection Coefficient (of a Transition or Discontinuity).
For a transition or discontinuity between two trans-
mission media, the reflection coefficient at a specified
point in one medium which would be observed if the
other medium were match-terminated.

Scattering Matrix. A square array ol complex numbers
consisting of the transmission and reflection coefficients
of a waveguide component.

As most commonly used, each of these coefhcients
relates the complex electric field strength (or voltage)
of a reflected or transmitted wave to that of an inci-
dent wave. The subscripts of a typical coefficient S;; refer
to the output and input ports related by the coefficient.
These coefficients, which may vary with frequency,
apply at a specified set of input and output reference
planes.

Standing Wave Ratio. At a given frequency in a uni-
form waveguide, the ratio of the maximum to the mini-
mum amplitudes of corresponding components of the
field (or the voltage or current) along the waveguide
in the direction of propagation.
Note: Alternatively, the standing wave ratio may
be expressed as the reciprocal of the ratio defined
above.

Transmission Coefficient (of a Transition or Dis-
continuity). For a transition or discontinuity between
two transmission media, at a given frequency, the
ratio of some quantity associated with the transmitted
wave at a specified point in the second medium to the
same quantity associated with the incident wave at a
specified point in the first medium, the second medium
being match-terminated.

Transmission Line. A waveguide consisting of two or
more conductors.

Transmission Loss. In the transmission of power past
two points, the ratio, usually expressed in decibels, of
the net power passing the first point to the net power
passing the second.

Uniconductor Waveguide. A waveguide consisting of a
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cylindrical metallic surface surrounding a homogeneous
dielectric medium.
Note: Common cross-sectional shapes are rectan-
gular and circular.

Uniform Waveguide. A waveguide in which the physical
and electrical characteristics do not change with distance
along the axis of the guide.

Waveguide. A system of material boundaries capable
of guiding waves.

Waveguide Component. A device designed to be con-
nected at specified ports in a waveguide system.

Waveguide Wavelength. For a traveling wave in a
uniform waveguide at a given frequency and for a given
mode, the distance along the guide between similar
points at which a field component (or the voltage or
current) differs in phase by 27 radians.
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Stereo Frequency Response*

These comments are stimulated by those
submitted by Sobel' who suggested that the
frequency respouse necessary for stereo re-
production might be considerably curtailed
from the maximum frequency response to
which the ear responds. Sobel proposed that
work might be done which could result in
snch a determination.

Extensive work has been done in this re-
spect by the two foremost acoustical experts
in the world. It has definitely been proven
that the full frequency range the ear accom-
modates is not only preferred by compara-

* Received by the IRI. Januvary 23, 1959. The
author submitted this letter for comments to both Dr,
Olson and Dr. Fletcher, and they agreed that the
material is factual and correct,

1A, Sobel, “A possible simplification of stereo-
phonic audio systems.” Proc. IRE, vol. 46, p. 1426;
July, 1958,

tive listener tests, but is necessary from the
standpoint of an analysis of the separate
effects of the binaural and stereophonic phe-
nomena. This work has been described by
Dr. Harry F. Olson, Director, Acoustical and
Electromatical Mechanical Research Lab-
oratory, RCA Laboratories, Princeton, N. ],
and Dr. Harvey Fletcher, Director of Scien-
tilic Research, Brigham Young University,
Provo, Utah, formerly Director of Physical
Research, Bell Telephone Laboratories.
Anaccount of Dr. Olson s work, concern-
ing the listener preference tests, appears in
his book.? In section 12.29, he describes ex-
tensive listening tests (after Chin and Eisen-
berg) which indicated that the listeners pre-
ferred a curtailed range of frequencies for
reproduced monaural music. In section 12.30,

* H. F. Olson, “Acoustical Engineering,” D. Van
Nostrand Co.. Inc.. Princeton, N. J.; 1957, The per-
tinent material is given in ch. 12. sec. 12.29- 12.32,
PD. 600-610.

he points out that the reason for this choice
by the listeners was undoubtedly due to dis-
tortions in the reproduction equipment, and
goes on to describe listener tests which em-
ployed live music and acoustical hiters which
resuited in a preference of the listeners for
the full range for the case of hoth music and
speech. The obvious result of these extensive
testsis that when the reproduction is natural
enough, the listener prefers the full range.
Similar frequency preference tests were
conducted by Dr. Olson using stereophonic
sound reproduction and are described in sec-
tion 12.31. The subjective tests of frequency
range preference were conducted for speech
and music reproduced in auditory perspec-
tive employing a two-channel stereophonic
sound system. The full frequency range was
a flat response to 15,000 cveles. “The com-
parison range was a flat response to 5000
cycles. The results of these tests indicate a
preference for a full frequency range” (for
music). “The frequency preference for speech
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also indicates a preference for the full fre-
quency range.”

The work of Dr. Fletcher concerns the
analysis of the separate stereo and binaural
effects. lu chapters 12 and 13 of his book? he
points out that the binaural and stereo ef-
fects are dependent upon three factors: the
phase effect, the amplitude effect, and the
sound quality. A consideration of any one of
these alone does not give the full effect.
Many measurements have been taken con-
sidering the phase effect alone with blind-
folded listeners who indicated the location
of the image as the phase was varied while
the amplitude was held constant. These
measurements indicated that the phase cf-
fect becomes uncertain above approximately
1000 cycles. This reference, which considers
only one of the three pertinent factors, may
be responsible for Sobel’s assumption that
only a limited frequency response might be
required to supply the full stereo efiect.

In Chapter 13, “Auditory Perspective,”
Dr. Fletcher considers stereophonic trans-
mission where two or more loudspeakers are
employed. Much data are given which show
the intricate nature of the amplitude percep-
tion of the stercophonic effect by the ear. A
graph reproduced on page 225 shows that
the amplitude perception of the stereophonic
effect is greatest in the range of frequencies
between 5000 and 15,000 cycles. e con-
cludes that: “Of the factors influencing angu-
lar localization, loudness difterences of direct
sound seem to play the most important part;
for certain observing positions the effect can
be predicted reasonably well from computa-
tions, ™

On page 228 this statement is made: “If
the quality from the various loudspeakers
differs, the quality of sound is important to
localization. In general, localization tends
towards the channel giving the most natural
or ‘close-up’ reproduction, and this effect can
be used to aid the loudness differences in
producing angular localization.™ This is an
interesting point. It shows that AM-FM
stereo, or the FM multiplex stereo of the
type which employs full fidelity on the main
channel of the FM transmitter and a cur-
tailed fidelity on the multiplex sub-carrier
channel, result in an improper localization.
An interesting additional fact in this respect
is the experiment described on page 216 in
which different frequency ranges of speech
and music were applied to the two channels,
In the case of speech, “ ... the brain was
able to combine the sounds obtained from
the two ears to complete the proper picture.
However, when music was transmitted a
different situation resulted. This was par-
ticularly true when listening to music from
the piano. I[n this case the tones appeared
first in one car and then in the other ear de-
pending upon the pitch. This causes confu-
sion and gives a very weird sort of sensa-
tion.” The obvious conclusion of these ex-
tensive measurements is that while curtailed
frequency response on one of the loudspeaker
systems may give an apparent stereo effect,
the full and most desirable effect cannot be
obtained. A further conclusion is that with
the compatible! system of FM multiplex

! H. Fletclier, “Speech and Ilearing in Communi-
cation.” D. Vun Nostrand Co., Inc.. New York, N. Y.;
1953.
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stereo, which balances the frequency re-
sponse of the two loudspeakers, the degrada-
tion produced by unequal frequency response
is removed.

[t is my feeling that we are in a formative
stage with respect to stereo. Much is known
about it, as is evidenced by the published
material mentioned above. However, as this
system is brought more and more into prac-
tice by the stereo tapes, disks, and broad-
casting systems, still more will be learned to
enhance it further. FHence, nothing should be
done at this time which would place any
limitation on such further developments. In
addition, it appears that stereo is providing
a new tool for the maestro. Interesting ef-
fects of separation are being emploved by
the stereo disk manufacturers such as very
realistic soft-shoe dancing which dances from
one loudspeaker to the other and gives a
further imaginative effect of the listener
being “there.” Such devices as the two-
studio technique which uses one microphone,
in one studio with one group of musicians,
another microphone in another studio with
another group of musicians, and glass panels
that permit both to be seen by the maestro,
may appear as stunts with a certain amount
of deceit. However, out of such stunts there
will inevitably emerge new techniques which
will further enhance musical reproduction
for the greater enjoyment of the listening
public. A free hand should be allowed in
every respect. The listeners will judge which
is good and which is bad, but they must
have the opportunity for the best frequency
response, distortion characteristics, and
other factors, to make such judgment.

Sobel is to be commended for bringing
the subject up as he did. | hope that these
comments provide a clarilication,

Mvurray G. Crospy
Crosby Laboratories, (nc.
Syosset, N. Y.

¢ M. ;. Crosby. “A compalible system of stereo
transmission by FM multiplex.” J. Audio Eng. Soc..
vol. 6. pp. 70-73: April, 1958,

Directional Bridge Parametric
Amplifier*

Mr. 5. H. Autler in his letter! describes
a proposed maser amplifier that does not re-
quire non-reciprocal elements. A similar Sy's-
tem utilizing varactor diodes has been used
at the Bell Laboratories.

The operation of this system can be seen
from Fig. 1. A signal in arm 1 of the hybrid
divides equally between arms 2 and 3. This
signal is amplified by the varactors and re-
flected back to the hybrid. \When the phase
adjustment of the varactors and phase

* Received by the IRE. January 8, 1959,

'S. H. Autler, “Proposal for a maser-amplifier
system without nonreceiprocal eleinents,” Proc. IRE
vol. 46, pp. 1880-1881; November. 1958,
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shifters shown on the figure in arms 2 and 3
are such that the returned signals at the
hybrid are 180° out of phase, we have addi-
tion of the signals in arm 4 and cancellation
inarm 1,

$1owaL -ion COANIAL
FILTER M.t ToIe
£LEmEnT

ANTENNL Pump

VARACTIR
.2

ConviaL Pump
#, TUMNG PILT,
ELENENTS w- 4

Directional bridge parametric amplifier.

IMENAL <1 PLER
Finten NA 2

Fig. 1

The noise figure of this directional bridge
amplifier for a matched antenna and ideal
batanced hybrid is the same as the single
varactor. Heffner and Wade? have shown
that the noise ligure of a varactor is given by

G G
F=1+ (’; G—g E: =+ higher terms.
Normally,
A‘I"‘\.-' 0 and ——~1.
Gy Gy

hence the noise figure of the varactor in the
degenerate mode (signal frequency approxi-
mately equal to idler frequency) is

F~1 4 [ﬂ] ~ 3 dbh.
w:

Of course, a mismatched antenna or -
balanced hybrid will cause an increase in
noise ligure above the 3-db figure.

The experimental circuit follows Fig. 1
closely. A broad-band coaxial hybrid was
used. A varactor diode with its associated
tuning elements was placed in cach side arm
(2 and 3). Means of controlling phase shift
were placed between the filters and hybrid.
Filters 1 and 2 pass the signal and idler fre-
quencies but reject the pump. Filters 3 and
4 pass the pump but reject the signal and
idler. The pump is fed from a common source
through separate atienuators to the diodes,
DC bias was supplied separately to the
diodes.

The experimental results of the diree-
tional bridge amplifier operating at 530 m¢
{pump at 1060 mc¢) are promising. Gains up
to 25 db have been obtained although the
margin of stability was small. For a 10-db
gain, the following results were obtained. A
pump power of about 4 milliwatts was re-
quired. A bandwidth of approximately .6 me
was obtained. The hybrid balance at 530 e
was such that the VS\WR in the input arin 1
was 1.02 £.01. The average of the measured
noise figures was 3.8 db which compares
favorably with the theoretical noise figure of
3 db for this mode of operation.

211 Heffner and G. Wade, “Gain Bandwidth and
Noise Characteristics of the Variable Parameter
Amplifier,” Stanford Electronics Lab., Stanford Uni-
versity, Stanford. Calif., Tech. Rep. No, 28,
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Further experiments indicate that the
directional bridge parametric amplifier can
be used as a tunable amplifier by varying
pump frequency, tuning, and phase shift.
The range of operation would be limited by
the broad-band nature of the hybrid. This
directional bridge amplifier can be used at
any frequency where a hybrid and a maser or
reactance device are available,

L. U. KiBLER
Bell Telephone Labs.
Holindel, N. J.

Minimum Insertion Loss Filters*

The recent letter by La Rosa' can be
nsed, together with the papers referenced in
the letter, to formulate a general problem
whose solution has not been obtained vet:
“Given the requirements for a band-pass
filter in terms of bandwidths, selectivity, and
such other requirements as particular prob-
lems suggest, chose the shape of the response
and the design criteria that minimize the
insertion loss in the center of the pass
bands.”

La Rosa shows that in a particular case a
symmetrical filter meets the minimum loss
conditions. On the other hand, Dishal has
shown that, for the case of Butterworth or
Tehebyeheft shapes, asymmetrical filters are
required to minimize the mid-band loss,
Despite the apparent contradiction, both
answers, of course, are correct and show that
the general solution depends upon the initial
requirements.

The importance of the problem is great
enough to warrant effort by other research-
ers, and the purpose of this note is to formu-
late the general problem and invite attention
toit.

Eveexe G. Frnini
Airborne Instruments Lab.
Mineola, N. Y.

* Received by the IRE. November 13, 1958.
La Rosa. “Optimum coupled-resonator band-
pass filter,” Proc. IRE. vol. 47, pD. 329-330; Februy-
ary. 1959,

AGU Committee for the Study of
the Metric System in the
United States*

Pursuant to the resolution adopted unan-
imously at the business session of the Ameri-
can Geophysical Union on May 7, 1958
President Ewing appointed a Committee on
the study of the Metric System in the United
States.

* Received by the IRE, January 30, 1959,
Y AGU Trans.. p. 558: June, 1958,
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METRIC SYSTEM QUESTIONNAIRE

1. Indicate professional field of interest in the
AGU.

2. _\\'hat approximate percentages of units used
in your work are

Metric
Other

British

3. Would it be to your advantage if a complete
conversion to the metric system could event.
ually be made?

Yes. No.

4. How long a period of time should be allowed
for the conversion. in vears?

10 20). 30 40.
Longer

50—

5. Should the centigrade system of temper.
ature measurement be adopted?

Yes No.

6. Do you believe that U. S. cxport trade is
suffering due to the use of Britjsh units?
Yes____No___ __ No Opinion

7. Do you beljeve that tlie eventual adoption
of the metric system is inevitable?

Yes. No.

8. In the event of a ong time conversion to
the metric system. do you believe that the
cost would be proh bitive?

Yes No

9. In the event a Joint Committee were estab-
lished to study the problem. circulate ques-
tionnaires. accumulate statistics, and re-
port, it should be sponsored by (check one):

Professional socicties
Educational institutions
Industry

Government

I1ow should the study he financed?
Would you be willing to assist such a study

group? . X
Financially
As an advisor.
10. Additional remarks at any length are

welcomed.

Bills for the exclusive adoption of the
metric system in the Unjted States have
been presented to Congress more than oice,
but they failed, the principal reason being
that the effective date proposed was en-
tirely too soon after passage of the bill. An
early effective date would undoubtedly work
a severe hardship on the adult population
not familiar with the metric system, and it
would make obsolete a prohibitive amount of
evervday ilems of weights and measures. A
solution would appear to be a bill to make
the metric system the only official system of
weights and measures in the United States,
effective in not less than one generation, 33
vears, after passage of the bill. Following this
action by the Congress, the grade schools
and high schools would begin immediately to
teach children the metric along with the Eng-
lish system and, during the transition period,
would place more and more emphasis on the
melric system. By the end of the transition
period, the English syvstem would still be
taught, but the emphasis would be com-
pletely reversed from what it is today. In a
generation, most items of equipment involy-
ing weights and measures normally become
obsolete or worn out and are replaced. Also,
persons engaged in professions and trades
now using the English system exclusively
would normally pass on to retirement during
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this period and would be replaced by a new
generation thoroughly educated and trajned
in the metric system. A long transition pe-
riod should result in a smooth change to this
simplified decimal system under which 90
per cent of the world s people now live.

QUESTIONNAIRE

The accompanying questionnaire is di-
rected to readers for the purpose of gathering
statistical information to indicate the degree
of interest in this matter. The metric com-
mittee of the American Geophysical Union
will welcome any comments. Those submit-
ting replies are urged to suggest solutions to
difficulties which may be foreseen in the
adoption of the metric system. Signature of
these replies is optional.

Additional copies of the questionnaire
are available upon request. A small effort
on your part to complete and mail this ques-
tionnaire will be of invaluable help to the
Committee. Address all correspondence to:

The Executive Secretary
American Geophysical Union
1515 Massachusetts Avenue N. \V.
Washington 3, . C.
FrLoyp \V, HougH
Committee Chairman

Low Noise Parametric Amplifier*

In this note the authors report prelimi-
nary analytical and experimental results ob-
tained with a cavity-type parametric ampli-
fier at S-band in which through variable
coupling the effect of diode losses on noise
figure can be minimized at the expense of
pump power. In this way, excess noise tem-
peratures of 100°K have been obtained at
room temperature. By cooling the diode with
liquid nitrogen temperature, the excess noise
temperature was reduced to 50°K,

In what follows it is assumed that the
reader is acquainted with the referenced
literature.!23 The noisiness of the amplitier
is described by its “excess noise temperature
T which is related o the “noise figure F®
as follows:

Tt
—=F-—1 1
T (1
where
N,
T.= —
kBG

* Received by the IRE. Jannary 19, 1959,

' J. M. Manjey and H. K, Rowe. “Some general
properties of nonlinear elements,” Part 11, Proc.
IRE, vol. 46, pp. 850-860; May. 1958.

?S. Bloom and K. K. N. Chang, “Theory of
parametric amplification using nonlinear reactances,”
RCA Rev., vol. 18, pp. 578-596; December, 1957.

3 H. Heffner and G. Wade, “Gain, band width and
hoise characteristics of the variable paraneter ampli-
fier,” J. Appl. Phys., vol. 29, pp. 1321-1331; Septem-
ber, 1958.

+ ). C. llelmer and M. \V. Miiller, “Calculation
and measurement of the noise figure of a maser
amplifier,” IRE TRANS. ON MICROWAVE THEORY AND
TECHNIQUES, vol. MTT-6, pp. 210-215; April, 1958.

5 H. A. Haus and R. B. Adler, “Optimum noise
performance of linear amplifiers.” Proc. IRE, vol.
46, pp. 1517-1533; Augnst. 1958.
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N.=excess output noise power generated
between juput and output terminals
of the device

G =power gain
B =cflectivebandwidth =1 /G™=x[* G(f)df
To=reference temperature (290°K)

Our analysis is based on the equivalent cir-
cuit of Fig. 1. A single cavity supports both
signal and idler frequencies and an ideal cir-
culator is symbolically indicated by arrows
showing direction of unattenuated power-
flow. The subscripts g, d, p refer to genera-
tor, signal, diode, and pump respectively.
The coupling coefficients k& are defined as
follows:

Bt = Qa/Qua, €1C. kg = Q.7Quy, etc.
where

Q. is the unloaded signal circuit @

Q.a is the external signal circuit Q loaded
by the diode

Q.. is the external signal circuit Q loaded
by the generator.

In addition, we define the following quanti-
ty:

g = Q.ut/Qug-

This coefficient measures directly the degree
of coupling between the generator and diode.
IExtension of the above model to include a
separate idler cavity is obvious. The gain
and bandwidth expressions for this model
are, of course, identical with the published
ones provided the admittauces and Q’s are
properly interpreted. The excess noise tem-
perature and the critical pump power (power
necessary for onset of oscillations) can be
given for the general case in terms of the
above guantities by (2) and (3).

1 1 we  Ria
T,=T.—+ T a— ———
keg + T Hy + wi ki + 1
1 1 1
~(1+ + (Td+ T; ) (2)
kw My kn’d
P _wi‘((‘)’(l* + ])
o= stl e He kad

(+) (=) @

where

Cu= C+C1 defines diode nonlinearity
Q4 =diode Q at signal frequency

T. =temperature of signal circuit

T: =temperature of idler circuit
T.=diode temperature

T, =temperature of generator resistance.

For the single cavity experiment in which
the noise performance is measured with a
broadband noise source, the above expres-
sions reduce to (4) and (§).

E 7. 1 +Td 1 @)
To Tokg Touy
P —4%(9)2(1 + o+ ])
@ Q2\C e Red
{1+ : (1+ s
A‘u k,, kp; )
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Fig. 1 Equivalent circuit of single-cavity parametric

amplifier using ideal circnlator.
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Fig. 2.

Eqgs. (4) and (3) show the nnporl.ult
characteristic that the amplifier's noise tem-
perature can be reduced at the expense of
increased pump power. This is obtained by
ncreasing uy, i.¢., reducing the diode-to-sig-
nal circuit coupling relative to the generator-
to-signal circuit coupling.

From (4) and (5) both noise figure and
pump power for a specific amplifier can be
rather accurately predicted because the
diode parameters as well as the relative
coupling coefficients (ratios of Q's) can be
measured or evaluated. A verification of
these relations was performed with an S-
band (3100 mc) waveguide cavity amplifier
with pump power equal to about twice the
signal frequency. This amplifier was so de-
signed that the diode coupling to the signal
cavity could be varied. Provision was also
made for cooling the diode with liquid nitro-
gen temperature without cooling the circuits.
Noise figure was measured both with an
argon discharge lamp and, in an absolute
measurement, by reference to the noise from
a matched load cooled to liquid nitrogen
temperature. In these measurements, be-
cause idler and signal frequencies were about
the same, noise from the reference noise
source was fed to both signal and idler chan-
nels. This means that there was no contribu-
tion from the idler channel to the excess
noise temperature and that (4) did apply.

The diodes used in these experiments
were gold bonded diodes produced expressly
for this purpose by the Semiconductor Divi-
sion of Hughes Products. At this stage of de-
velopment, the diode Q at 3000 mc and 2
volt reverse bias was about 15.

A typical variation of amplifier noise
temperature with pump power measured
with this amplifier is shown in Fig. 2. These
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experimental results were found in agree-
ment with the theoretical relations (4)
and (5).

By cooling the diode to liquid nitrogen
temperature (78°K), the minimum amplifier
noise temperature was reduced to 50° K,
while the pump power necessary to maintain
constant gain was decreased by 25 per cent.
This was also found consistent with (4) and
(5).

The authors are indebted to K. M. John-
son for the data presented in Fig. 2. and to
M. R. Currie for helpful discussions.

R. C. KNECHTLI

R. D. WEGLEIN
Physics Laboratory
Hughes Aircraft Co.
Culver City, Calif.

Rotating Loop Reflectometer for
Waveguide*

The rotating inductive loop described by
Tischer! has been successfully used by us as
a reflectometer in S-band waveguide; limited
access precluded the use of a slotted line or
a directional coupler. However, considerable
skill in adjusting the loop and compensating
probe is called for when it is required to
measure VS\WR of the order of 1.01, and
this setting is very easily disturbed. I there-
fore feel that a variant of the method re-
quiring much less critical adjustment might
be of some interest.

In principle, if a pure inductive loop is
inserted through the wall of a waveguide and
rotated, at a position where the magnetic
field of the mode is circularly polarized,
the signal induced in it will remain con-
stant independent of its orientation. How-
ever, there is also an electric field at this
position, and, in practice, a simple wire loop
connected to a crystal detector behaves as a
capacitive probe as well as an inductive
loop; previous techniques have used a sepa-
rate probe, critically coupled to the loop to
cancel out the capacitive component of the
signal.

Here the effect of pure inductance is
achieved by closing the loop, through another
loop which is then only inductively coupled
to the mode in a second waveguide. One posi-
tion satisfying this condition is at the center
of a plane short circuit placed across a rec-
tangular guide propagating the Ho or Han
modes. A capacitive probe inserted here per-
pendicular to the surface is completely de-
coupled from the electric field, but a loop
can be orientated for maximum magnetic
coupling. The device is illustrated in Fig. 1.
Symmetry and careful positioning of the
loops in both waveguides are necessary, and
any higher modes excited in the secondary
guide should be isolated from the detector.

* Received by the IRE, November 27, 1958,

1F. I, Tnscher “Rotatable inductive probe in
waveguides,” Proc. IRE, vol. 43. pp. 974-980:;
August, 1955,
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Nevertheless the adjustiments are much less
critical than for the ecarlier device. Thus,
pure inductive coupling is obtained without
need for a compensating probe, and, in addi-
tion, the loop may readily take various sizes
and shapes according to the application.
The principle was confirmed with a
makeshift model used as a reflectometer in
rectangular guide. This gave, for example,
an apparent VSWR of about 1.01 when a
high precision slotted line instrument indi-
cated a VS\WR of 1.003. Unfortunately,
very little development has been carried
out, but with suitable refinements a greater
accuracy should be obtained. A particularly
valuable application is as a reflectometer for
use in rectangular and circular waveguides
of nonstandard sizes because only a small
hole through the guide wall is required and
the rotating mechanism may then be
clamped in position.
P. J. HOUSELEY
Admiralty Signal and
Radar Est.
Portsmouth, England

Gain Measurements on a Pulsed
Ferromagnetic Microwave
Amplifier*

The dependence of gain on pump power
has heen measured for a ferromagnetic mi-
crowave amplifier! using polycrystalline
yterium iron garnet. The amplifier operates
in the “quasi-degenerate” mode in which one
cavity serves as the resonant circuit for both
the signal and the idle frequency fields. A

¥ Received by the IRE, December 11, 1958.

' H. Suhl, “Theory of the ferromagnetic micro-
wave amplifier,” J, Appl. Phys., vol. 28. pp. 1225
1236; November. 1957,

Rotating loop reflectometer,

second resonant cavity is used for the pump
signal.  Coupling between the signal-idle
cavity and the external transmission line is
obtained with a single capacitive probe, so
that the device is a reflection-type negative-
resistance ampliier. To reduce heating ef-
feets a pulsed source is used for the pump
power; the device amplifies only when the
pump is on.

With the C\WV signal f, tuned to approxi-
mately one half the pump frequency, the
power reflected from the signal-idle cavity
was measured as a function of the peak
pump power incident on the pump cavity,
The reflected power was measured relatjve
to the incident signal power by adjusting a
precision attenuator to give the same ampli-
tude of power at the input of a microwave
receiver as that measured with a short jii-
serted immediately in front of the cavity.
The reflected power was allowed to build up
for 1.5 usec after the beginning of the pump
pulse before it was measured. The power
gain was defined as the ratio of the power re-
flected from the signal-idle cavity to the
power incident on the cavity at the signal
frequency. The pump power was measured
with a directional coupler and a bolometer.
The incident signal frequency power was
varied from 2X 1077 watts to 2 X 107 watts
for these measurements to test for possible
signal saturation. At signal levels greater
than 1072 watts severe arcing occurred in the
signal-idle cavity at high gains. The results
of this experiment are shown in Fig. 1,

Using the expression of Suhl! for the
negative quality factor (Q.) of the ferrite one
can derive the following expression for the
gain of a reflection-type ferrite amplifier
under transient conditions:

(I Q. _P
40,2 QL P.
W=1—-— —— ="
g( 0.0. (1 B £ 2
Pl‘
P ’ t
J1 - o nee
[l 7 ¢ ] n
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where Qr, @k, and Q. are, respectively, the
loaded, external, and unloaded quality fac-
tors of the signal-idle cavity

£ is the pump power incident on the cavity;
P¢ is the value of pump power which gives
infinite steady state gain (i.c., the value of 7
which drives the precession angle to the criti-
cal value given by Suhl for electromagnetic
operation!); 1 is the time elapsing after the
beginning of the pump pulse; and B is the
aniplifier bandwidth, which for large gain is

I)
=
B = 2 __{I;) . @

o (' +I’;\

In deriving (1) and (2) it has been assumed
that the ferromagnetic precession angle is
directly proportional to the amplitude of the
field at the pump frequency; i.e., high power
saturation effects? have been neglected. [f
these effects were included, one would ex-
pect P/