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The Editor’s Corner 

STATUS OF AN AUDIO PROJECT 

In a past report we emphasized that an objective 
evaluation of the present situation might well yield a 
recommendation for further study. We noted that lack 
of time had allowed only a very rudimentary investiga¬ 
tion of preliminary outlines of the program, and that 
heretofore only a nonrigorous analysis was presented. 
Accordingly, during the present period, we considered 
it worthwhile to clear up several issues that obscured 
the key problems. 

Before undertaking this approach, we also had in 
mind that a preliminary feasibility study might prove 
enlightening, and could save considerable unproductive 
effort in the long run. Such a study might encompass a 
literature survey, a certain amount of experimental 
work, and also a search of the marketplace. Past experi¬ 

ence in this regard has shown that a survey of this na¬ 
ture may prove invaluable as an aid to orientation. 

It might be well to mention that the problems, by 
their very nature, are formidable, and their solution re¬ 
quires a high degree of ingenuity in devising a new ap-
poach. We believe that we are on the right track, and 
will continue to explore every avenue diligently. 

(The above is a generalized report which fits almost 
any situation. We are reproducing it as an aid to har¬ 
assed engineers who don’t have anything to report but 
still have to hand one in anyway. This may be called 
hi-fi writing because it makes a pleasant sound, and 
soothes the savage boss.) 

•—Marvin Camras, Editor 
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PGA News__ 

NATIONAL OFFICERS OF THE PGA, 1960-1961 

Hugh S. Knowles (A’25—F’41) was born on Septem¬ 
ber 23, 1904, in Hynes, Iowa. He received the B.A. de¬ 
gree from Columbia University, New York, N. Y., in 
1928, did graduate work at the University of Chicago, 
Ill., from 1930-1933, and lectured in graduate physics at 
the University of Chicago in 1934-1935. 
He was Chief Engineer of Jensen Manufacturing 

Company, Chicago, Ill., from 1931 to 1950, and Vice 
President from 1940 to 1950. A consulting engineer since 
1936, he has been President and Director of Research 
of Industrial Research Products, Inc., Franklin Park, 
Ill., since 1946, and President of Knowles Electronics, 
Franklin Park, since 1954. 

Peter C. Goldmark (A’36-M’38-F’43) was born in 
Budapest, Hungary, on December 2, 1906. He studied 
at the University of Berlin, Germany, and the Univer¬ 
sity of Vienna, Austria, receiving the Ph.D. degree in 
physics from the latter. 

In 1936, he joined the Columbia Broadcasting Sys¬ 
tem, Inc., as Chief Television Engineer, later becoming 
Director of the Research and Development Division. 
The first practical color television system was devel¬ 
oped under his direction in the CBS Laboratories, and 
on August 27, 1940, the first color broadcast in history 
was made from the CBS Television transmitter in New 
York. 

H. S. Knowles 
Chairman, 1959-1960 

P. C. Goldmark 
Vice Chairman, 1960-1961 

Fie was Chairman of the IRE Chicago Section from 
1934—1935, and has been chairman and member of 
many committees, including Electroacoustics, Editorial 
Review, Annual Review, Standards, and Board of Edi¬ 
tors. He has been active in the Acoustical Society of 
America (President, 1945-1947), the Electronic Indus¬ 
tries Association, American Standards Association, 
National Research Council, American Institute of Phys¬ 
ics, International Electrotechnical Commission, Inter¬ 
national Standards Organization, and R&D Board 
Chairman on Acoustics for the Secretary of Defense. 

Mr. Knowles holds numerous patents in acoustics 
and electronics and is the author of technical articles and 
papers, including sections on acoustics, loudspeakers, 
telephone receivers, and microphones in the “Engineer¬ 
ing Hand-Book” (1936 and 1951), and sections on loud¬ 
speakers and room acoustics in Henny’s “Radio Engi¬ 
neering Handbook” (1941, 1951, and 1959). 

During World War II, CBS Laboratories, under Dr. 
Goldmark, was responsible for many military develop¬ 
ments in the field of electronic countermeasures and 
reconnaissance. After the war, he and his associates de¬ 
veloped the long-playing record in the CBS Labora¬ 
tories. 

In 1954 he became President of CBS Laboratories 
and Vice President of CBS, Inc. 

Dr. Goldmark is a Fellow of the AIEE, the SMPTE, 
the Audio Engineering Society, and the British Tele¬ 
vision Society. In 1945 he was awarded the Television 
Broadcasters Association medal for his color television 
pioneering work, and in 1946 the IRE awarded him the 
Morris Liebman Memorial Prize for electronic research. 
In 1960 he was given the PGA Achievement Award. 
He is also a Visiting Professor for Medical Electronics 
at the University of Pennsylvania Medical School, 
Philadelphia, Pa. 
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Robert W. Benson (M’52) was born on January 21, 
1924 in Grand Island, Neb. He received the B.S.E.E., 
M.S.E.E., and Ph.D. degrees in 1948, 1949, and 1951, 
respectively, from Washington University, St. Louis, 
Mo. 

He worked as a research assistant at Central Institute 
for the Deaf, St. Louis, Mo., from 1948 until 1951, when 
he was made a research associate. From 1951 to 
1954 he worked on various audio research programs 
relating to speech and hearing and, in addition, was 
Assistant Professor of Electrical Engineering at Wash¬ 
ington University. In 1954 he joined Armour Research 

Michel Copel (M’53-SM’57) was born in Paris, 
France, on March 20, 1916. He received the B.S. and 
E.E. degrees in 1935 and 1937, respectively, from the 
Conservatoire National des Arts et Metiers, Paris. He 
also attended New York University, New York, N. Y. 

From 1942 to 1946 he was engaged in the design and 
development of military loudspeaker equipment as 
Chief Design Engineer of University Loudspeakers, 
Inc., White Plains, N. Y. From 1946 to 1948 he was 
Senior Engineer at Dictograph Products, Inc., Jamaica, 
N. Y. Since 1948 he has been engaged in investigations, 
developments and evaluations of audio communication 

R. W. Benson 
Administrative Committee, 1960-1963 

M. Copel 
Administrative Committee, 1960-1963 

Foundation, Chicago, Ill., as supervisor of the Acous¬ 
tics Section. He has conducted programs relating to at¬ 
mospheric sound propagation, electroacoustic trans¬ 
ducer design and calibration, and experiments in ultra¬ 
sonics. From 1956 to 1960 he was Assistant Director of 
the Physics Research Division, but remained active in 
the research programs in acoustics. In October, 1960, he 
became Professor of Electrical Engineering at Vander¬ 
bilt University, Nashville, Tenn. 

Dr. Benson is a Fellow of the Acoustical Society of 
America and a member of Sigma Xi. He is a former 
Chairman of the IRE St. Louis Section, a member of 
the Committee on Hearing and Bio-Acoustics of NRC, 
a member of the Editorial Board of Noise Control, a 
consultant to the American Academy of Ophthamology 
and Otolaryngology, and Program Chairman of the 
Chicago Section of PGA. 

equipment at the Naval Materiel Laboratory, Brooklyn, 
N. Y., where he has written many technical reports on 
his work. He holds the position of Supervising Elec¬ 
tronic Scientist (Electroacoustic). 

Mr. Copel is a member of the Acoustical Society of 
America. He has served on the IRE Electroacoustic 
Committee and the American Standards Association 
Committee Z24W22 on Loudspeaker Measurements. 
He is presently serving on the IRE Audio and Electro¬ 
acoustic Committee 30, as Chairman of Subcommittee 
30.6 on Microphone Measurements, and as Chairman 
of the PGA Ways and Means Committee. As East 
Coast Regional Program Chairman, he organized the 
Audio Sessions of the 1955 and 1956 IRE National Con¬ 
ventions. 

Cant'd on next page 
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Cyril M. Flarris (SM’5O) was born in Detroit, Mich., 
on June 20, 1917. He received the B.A. degree in mathe¬ 
matics in 1938 from the University of California, Berke¬ 
ley, Calif., and the M.A. and Ph.D. degrees in physics 
in 1940 and 1945, respectively, from the Massachusetts 
Institute of Technology, Cambridge, Mass. 

From 1945 to 1951 he was Research Engineer at the 
Bell Telephone Laboratories. In 1951, he was Scien¬ 
tific Consultant, ONR, in the U. S. Embassy, London, 
England. From 1951 to 1952 he was Visiting Fulbright 
Lecturer at the University of Delft, The Netherlands. 
Since 1952 he has been Associate Professor of Electrical 
Engineering at Columbia University, New York, N. Y. C. M. Harris 

Administrative Committee, 1960-1963 
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PGA AWARDS FOR 1959 

The Awards Committee of the Professional Group on 
Audio is proud to announce the following awards for 
the year 1959. 

IRE-PGA Achievement Award {Two awards were pre¬ 
sented this year.) 

Alexander B. Bereskin 

Peter C. Goldmark 

To honor a member of the PGA, who, over a period of 
years, has made outstanding contributions to audio 
technology documented by papers in IRE publications. 
Certificates and $200 have been presented in each case. 

IRE-PGA Senior Award 

Hugh K. Dunn—For the paper “Absolute Ampli¬ 
tudes and Spectra of Certain Musical Instruments and 
Orchestras,” by L. J. Sivian, H. K. Dunn, and S. D. 
White, which was revised to its present form by Mr. 
Dunn and published in IRE Transactions on Audio, 
vol. AU-7, pp. 47—75; May—June, 1959. A certificate and 
$100 award have been presented. 

IRE-PGA Award 

James S. Aagard—For the paper “Improved Method 
for the Measurement of Nonlinear Audio Distortion,” 
which appeared in IRE Transactions on Audio, vol. 
AU-6, pp. 121-130; November-December, 1958. A cer¬ 
tificate and cash award were presented. 

Alexander B. Bereskin (A’41-M’44-SM’46-F’58) was 
born in San Francisco, Calif., on November 15, 1912. 
Fie received the E.E. degree and the M.S. degree in 
engineering in 1935 and 1941, respectively, from the 
University of Cincinnati, Ohio. 

A. B. Bereskin 
Achievement Award, 1959 

From 1936 to 1939 he was affiliated with the Common¬ 
wealth Manufacturing Corporation and the Cincinnati 
Gas and Electric Company. He is presently Professor of 
Electrical Engineering at the University of Cincinnati. 

He has published work on vacuum-tube and transistor 
audio power amplifiers, low-level transistor audio am¬ 
plifiers, video amplifiers, regulated power supplies, and 
power factor meters. He has also done work in the fields 
of special RC oscillators, frequency selective amplifiers, 
low-jitter multivibrators, special stabilized power sup¬ 

plies, and transistor pulse amplifiers. 
Mr. Bereskin is a member of the AIEE, Sigma Xi, 

Eta Kappa Nu, and Tau Beta Pi. He is past National 
Chairman of the PGA and past Editor of the IRE 
Transactions on Audio. He is a member of the Edu¬ 
cation Committee, past Chairman of the Region IV 
Subcommittee of the Education Committee, past mem¬ 
ber of the Professional Groups and the Sections Com¬ 
mittees, and past Institute Representative at the Uni¬ 
versity of Cincinnati. He is past Chairman, Vice Chair¬ 
man, and Treasurer of the Cincinnati Section. 

P. C. Goldmark 
Achievement Award, 1959 

{For biography, see page 190 of this issue.') 
(Cant'd on next page) 
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Hugh K. Dunn was born in Shawneetown, Ill., on 
October 31, 1897. He received the B.A. degree in 1918 
from Miami University, Oxford, Ohio, and the Ph.D. 
degree in 1925 from California Institute of Technology, 
Pasadena. 

H. K. Dunn 
Senior Award, 1959 

He has been with Bell Telephone Laboratories, 
New York, N. Y., since 1925. For a number of years, he 
was engaged in statistical studies of amplitudes and 
spectra in music and speech, and the characteristics of 
telephone instruments and circuits in terms of real 
speech. He took part in the early work on the sound 
spectrograph, and during World War II he worked on 
an acoustic torpedo. After the war he returned to speech 
studies, including development of the transmission-line 
analog of the vocal tract, showing how it leads to pre¬ 
diction of vowel formant positions. He has recently been 
concerned with improvement of the artificial larynx. 

Dr. Dunn is a Fellow of the Acoustical Society of 
America and the AAAS, and a member of the American 
Physical Society, Phi Beta Kappa, and Sigma Xi. 

James S. Aagard (S’48-A’53-M’57) was born on 
July 20, 1930, in Lake Forest, Ill. He attended North¬ 
western University, Evanston, Ill., on the cooperative 
program, working with Shure Brothers, Inc., and re¬ 
ceived the B.S.E.E. degree in 1953. He continued at 
Northwestern to receive the M.S. and Ph.D. degrees 
in 1955 and 1957, respectively, and is now an Assistant 
Professor of Electrical Engineering. 

J. S. Aagard 
PGA Award, 1959 

Dr. Aagard is a member of the Audio Engineering So¬ 
ciety, the Chicago Acoustical and Audio Group, Tau 
Beta Pi, Eta Kappa Nu, and Sigma Xi. He has been a 
member of the board of directors of the National Elec¬ 
tronics Conference since 1958. 
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Transistor Power Amplifiers With Negative 
Output Impedance* 

WERNER STEIGERf, senior member, ire 

Summary—The response of electromechanical transducers 
can often be greatly improved by proper electrical termination that 
compensates for their coil impedance. 

The results of a detailed analysis are presented for two practical 
transistor amplifier configurations which produce negative output 
impedance. 

A push-pull power amplifier, based on this analysis, uses the bias 
stabilizing elements of the output stage to obtain the necessary posi¬ 
tive current feedback. The three-stage circuit delivers, without a 
transformer, 12 watts into 8 ohms or 8 watts into 16 ohms. The out¬ 
put impedance is adjustable from plus 1 ohm to either minus 7 or 
minus 14 ohms. 

This amplifier has been used successfully in an all-transistor 
stereophonic high-fidelity system. 

List of Symbols 

a = position of damping control 
Bl = magnetic flux density X length of wire 

Cm, Lm, Rm = components of Zm
d = mechanical damping 
E = induced voltage, EMF 
F= force 
i = amplifier input current 
I = transducer current 
k = stiffness 

Le, Re = components of Ze
M = mass 
r = input impedance of first transistor 

rb = gb^1 — external base resistor of first stage 
= ge_1 = external emitter resistor of first stage 

T ~~ 11 " sn , > = negative feedback divider 
= J 
R = G~l = output impedance of amplifier without 

feedbacks 
u = amplifier input voltage 
v = velocity of moving coil 

Tin = Zin-1 = input admittance of amplifier 
Yi = transfer admittance 
Ze = electrical impedance of transducer 

(blocked) 
Zm = E«-1 = motional impedance of transducer 

Zout = output impedance of amplifier 
Zv = yp-1 = positive feedback impedance 

Z( = transfer impedance 
Zim = over-all transfer impedance (to motion) 

ß = short-circuit current gain from base of first 
stage to output of last stage 

= current gain of input stage 

* Received by the PGA, May 2, 1960. 
t Hughes Semiconductor Div., Newport Beach, Calif. 

y = over-all current gain of amplifier 
X = positive feedback ratio 
V = voltage gain of amplifier 
v0 = open-circuit voltage gain 
»m — over-all voltage gain (to motion) 
<r = negative feedback ratio 

</>, i^ = auxiliary amplifier parameters. 

I. Introduction 
HE improvement of loudspeaker performance by 
negative driver impedance and motional feed¬ 
back has been dealt with in several articles. 1-6 

Proper speaker damping results in extended low-fre¬ 
quency and better transient response, and in reduced 
nonlinear distortion. This may allow the use of less ex¬ 
pensive speakers and smaller enclosures in high-quality 
systems. However, transistor amplifiers apparently have 
not yet found use in this manner. Therefore, it is the 
purpose of this paper to present the analyses of two 
transistor amplifier configurations with negative output 
impedance, and to describe a practical transformerless 
power amplifier with good performance and stability. 

The electrical equivalent circuit of the moving-coil 
arrangement in Fig. 1 gives immediate insight into the 
amplifier requirements. The fact that the force in the 
mechanical system is coupled to current in the electrical 
system {F = BII) and the voltage in the electrical sys¬ 
tem is coupled to velocity in the mechanical system 
{E = Blv) leads to the force-current mass-capacitance 
analogy. 

Many electromechanical transducers can be de¬ 
scribed adequately by such series connections of an 
electrical impedance Z„ with a motional impedance Zm, 
the electrical picture of the mechanical part. The prob¬ 
lem is, of course, not restricted to sound reproduction; 
it is the same wherever good transient response of 
transducers (such as recorders, machines, meters, etc.) 
is important. 

1 J. De Boer and G. Schenkel, “Electromechanical feedback,” 
J. Acoust. Soc. Am., vol. 20, pp. 641-647; September, 1948. 

2 R. Tanner, “Improving loudspeaker response with motional 
feedback,” Electronics, vol. 24, pp. 142-144; March, 1951. 

3 W. Clements, “A new approach to loudspeaker damping,” Audio 
Engrg., vol. 35, pp. 20—23, August, 1951; vol. 36, pp. 20-21, May, 
1952. 
4 U. Childs, “Loudspeaker damping with dynamic negative feed¬ 

back,” Audio Engrg., vol. 36, pp. 11-13, February; pp. 21-23, May, 
1952. 

6 R. E. Werner, “Loudspeakers and negative impedances,” IRE 
Trans, on Audio, vol. AU-6, pp. 83-89; July-August, 1958. See also, 
J. Acoust. Soc. Am., vol. 29, pp. 335-340; March, 1957. 



196 IRE TRANSACTIONS ON AUDIO N ovember-December 

Since Zm is usually strongly frequency-dependent, a 
flat amplifier response will not provide a constant me¬ 
chanical output. Negative feedback of E (motional 
feedback) is a possibility; but this can be done only if 
the transducer features an independent second winding 
which makes the EM F accessible. 

An elegant alternative is the use of an amplifier with 
negative output impedance. vm in Fig. 2 is the true over¬ 
all gain desired to be constant. Point B is not available 
for feedback. But if we make 

Zout = ~ Ze, 

point A becomes equivalent to B, so that 

Vm — v0, 

over which control can be exercised. 
The output impedance can be made negative by posi¬ 

tive current feedback. For stabilization and reduction 
of distortion, a negative feedback that assists the im¬ 
pedance decrease has to be chosen: negative voltage 
feedback. 

II. Amplifier Configurations and Their Analyses 
There is some freedom as to the feedback connections 

at the input of the amplifier. Since the current measur¬ 
ing resistor for the positive feedback should be small in 
the interest of little power loss, this feedback has to be 
introduced in series with the input. The four possibili¬ 
ties reduce, therefore, to two practical configurations; 
configuration I has series voltage feedback (Fig. 3), and 
configuration II, parallel voltage feedback (Fig. 4). 

Cm oM/(BC2 Lm -(Bf)7k R^ee^/d 

Fig. 1—Moving-coil transducer and equivalent circuit. 

AMPLIFIER TRANSDUCER 

conditions: 
ß» ß, , I 
rs+rn»Z e+Z m + Zp, R 

CIRCUIT EQUATIONS: 

i|r + ¡n rn-/¡Zp- ( i — i| ) r b = 0 

( i l + /3 |i| — in) rs + y i (Ze + Zm + Zpl-inrn'O 

y I ( Ze +Z m + Z p) — (ß i| — y i ) R = o 

Fig. 3—Amplifier configuration I. 

conditions: 
ß»ßt, 1 

rs + rn»Ze + Z m +Zp, R 
circuit equations: 

i|r + (^| + l)i|re-yiZp-i nrn = o 

— in> rs- /i (Z e +Z m + Zp)-i n rn =O 

y I (Z e +Z m + Zp) - (^l| — y i ) R = 0 

Fig. 4—Amplifier configuration II. 

Fig. 2—Amplifier and transducer. 
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The results of a detailed analysis for these two ampli- pressions reduce to the ones given in Table II. 
fier configurations are presented in Table I. Table III shows the relationships that hold in the 

For infinite gain or no negative feedback, these ex- case of special interest, ideal transducer damping. 

TABLE I 
Analysis of Negative Impedance Amplifiers 

Configuration I Configuration II 

gb gb 4~ 

gc gn + g. 

* k + rb + (ßi + l)re]G/ß 

4> 

a 

[r + (ßt + l)re](G + \Yp)/ß 

rnOí + rnY' 

X Zp{Z9 + Zm + Zp)-1

y 

V (1 — X)(</> + a — X) 1 (1 - X)(0 - X)-* 

zt nO -X)[a-X + ^(1 +XÄFf)]-* 

y, X Yp(<f> + a — X) 1 X Yp(^> X) 1

Tin 
g + xt„ 

ß(.<t> + 0- — X) 
G + X Fp + ßagi, 

gb+ ß(*~» 

Zout Zp + HR — Z^(a + p) 1

TABLE II 
Negative Impedance Amplifiers with ß = x or <t=0 

ß = 00 <r = 0 

I II I and II 

y \Yprb(p — X) 1

V (l-X)(<r-X)-‘ (x - l)/x (1 - X)(0 - X)-> 

Zi r/,(l — X)(<r — X) 1 reft - X)[^(l + XRY„) - X]-* 

Yt XFp(<r - X)-1 -YP XYp(<f> — X)“1

Fin gb 
G -|- X Yp 

g‘ + ^-X) 

Zout 
Z'(a 0 

TABLE III 
Negative Impedance Amplifiers for Ideal Damping 

I and II (7 = 0 ß = oo 

Zout -z. -ze -z. 

Zp 
ZtQ + ÿ) + »7? 

1 — <r — T-r (R + zc) 1 — ze-
r8

a Zp - ^R T

Ze + Zp 
0 

z, + zp

y ZP(R + Z. + Zp)-^ 0 

Pm in 
r + rb^- (ßt + 1) 

Zp 
i I 
\ R / 

— 

y rtYmO + ’I')-1 rkY„/-i' nYm/a 

Zfm nta + 'I')-1 n/a 
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III. A Transistor Power Amplifier 
Based on the analysis of configuration I, the power 

amplifier shown in Fig. 5 was designed and built. It de¬ 
livers about 12 watts into a resistive load of 8 ohms or 
8 watts into 16 ohms, and has an output impedance ad¬ 
justable from approximately plus 1 ohm to either minus 
7 or minus 14 ohms. The components are listed in Table 
IV and the construction is illustrated in Figs. 6 and 7. 
A reason for the choice of this configuration is that the 
input impedance (refer to Table II) is positive and, for 
high over-all current gain, becomes independent of load 
and output impedance. 

The outside measurements of the amplifier are 3 by 
5 by 10 inches. The side where the power transistors 
are mounted is re-enforced with a |-inch aluminium 
plate for better heatsinking. 

A. Circuit Description 

Transistors Qi and Q2 form the input stage, a push-
pull arrangement, working essentially in class A. The 
operating point is stabilized by feedback biasing (Ri to 
Rs, Rs, Rt). C2 and C¡ restrict this negative feedback to 
de. Apart from the desirable push-pull features, this 
stage has the advantage that any de offset, fed back to 
the emitters through the over-all feedback network, 
will not affect the operating point since, dc-wise, the 
bases of Qi and Q2 are completely isolated from ground. 

Complementary symmetry in the output amplifier 
permits push-pull operation without the need of trans¬ 
formers. However, at present, most available germa¬ 
nium power transistors are p-n-p types. But, by pre¬ 
connecting a small n-p-n transistor (Çs) such that it re¬ 
ceives full negative feedback from the collector of the 
p-n-p power transistor (Q6), a “polarity conversion” can 
be achieved. The combination of Q3 and Q6 can now be 
considered as a high-gain n-p-n power transistor. 

This feedback compound connection Qa and Qi is ar¬ 
ranged in class B complementary symmetry with the 
emitter follower compound connection Qi and Qs. The 
resulting push-pull amplifier feeds the load in common¬ 
emitter fashion, realizing maximum power gain and re¬ 
quiring only moderate signal swing from the first stage. 
Although the two compound connections differ in input 
impedance, the resulting asymmetry is small enough to 
be reduced to negligible values by strong over-all nega¬ 
tive feedback. The combination of these two compound 
connections has been used elsewhere6 for emitter fol¬ 
lower push-pull operation and has been referred to as 
quasi-complementary symmetry. 

If suitable n-p-n power transistors are available, Qi 
may be replaced, and Qs~Qs can be wired as a feedback 
compound connection complementary to Qs-Qi. This 
may result in improved symmetry and will eliminate 
the influence of the temperature sensitive emitter-base 

6 H. C. Lin, “Quasi-complementary transistor amplifier,” Elec¬ 
tronics, vol. 29, pp. 173-175; September, 1956. 

Fig. 5—Negative-impedance power-amplifier. 

TABLE IV 
Parts List for Negative Impedance Power Amplifier 

Ri, R,, R¿, Rs, Ra, Ru 
Ra, Ra 
Rs, Ra 
Rio, Ru, Ria 
Ria 
Ria, Ris 
Ris, Ris 
Ris, Rao 
Rai, (damping control) 

Cj, Cs 

Cs, Cs 
Cs, Ca 
Cs 
C, 
Cio, Cn 
Qi 

Qa 

Qa 

Qs 

Qs, Qs 

Di, Da, Da, Ds 
T 
L 
Fl, Fa 
Fa 

6,800 ohms 
470 ohms 

22,000 ohms 
220 ohms 
33 ohms 

1,000 ohms 
22 ohms 
2 ohms, 5 watts 

100 ohms 
330 ohms 
10 /if, 25 volts 
50 nf, 6 volts 
25 /if, 25 volts 

100 /if, 25 volts 
2,200 /i/if 
1,000 /i/if 
2,000 /if, 25 volts 

n-p-n transistor, 2N169A, 2N1304, or simi¬ 
lar high gain unit 

p-n-p transistor, 2N321, 2N1305, or similar 
high gain unit 

n-p-n transistor, 2N1312, or similar unit 
with sufficiently high voltage rating and 
current gain 

p-n-p transistor, 2N1373, or similar unit 
with sufficiently high voltage rating and 
current gain 

p-n-p power transistors, 2N553, or equiva¬ 
lent 

Hughes silicon rectifiers, INI 124 
Thordarson rectifier transformer, 23V61 
required for negative output inductance 
fuse, 1.5 amperes 
fuse, 0.5 ampere 

Fig. 7—Rear view with bottom plate removed. 
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voltage drop of Qo on the quiescent current of the out¬ 
put stage. 
The positive feedback impedance Zp (consisting of 

Ru, R20, and L) is placed at the emitter side of the com¬ 
pound connections. The resistive part is split up into 
Rw and R» The two components of the positive feed¬ 
back signal are added by Rio and 7<6 and fed to the 
emitters of the first stage through damping control 
Ru. This way it is possible to use the positive feedback 
resistors Rig and Rm at the same time for negative feed¬ 
back to stabilize the quiescent current through the 
power transistors. Additional loss of power output in 
separate resistors for these two functions is thus pre¬ 
vented. L produces the negative inductance to com¬ 
pensate for the voice coil inductance. In some cases, the 
inductance of wirewound resistors Rig and R20 may be 
sufficient. 

For stable de symmetry, the output amplifier is de¬ 
signed in such a way that it behaves like an emitter¬ 
follower with respect to supply voltages, and like a com¬ 
mon-emitter circuit for ac signals. The bases of Qs and 
Qt are centered by the divider Rg and Rn. Rio (which 
could be made temperature dependent for additional 
stability) is chosen for sufficient voltage drop to pro¬ 
duce enough quiescent current (about 50 ma) to elimi¬ 
nate class B crossover distortion. 

The filters Co~Ru and Ci~Rit remove ripple and out¬ 
put signal, which are riding on the power supply. Co and 
Ci are connected such that all the negative feedback for 
the bias stabilization of the power transistors becomes 
restricted to de. This reduces the swing requirements of 
the first stage as much as possible. As an alternative, 
Co and Ci could be grounded, permitting some local 
negative feedback in the output stage. 

Over-all negative voltage feedback is applied through 
R22 and Cg. The variable feedback network for the out¬ 
put impedance adjustment consists of potentiometer 
R21 and resistors R12, Rio, Rio, and Ra. 1 he amplifier 
being intended primarily for 8-ohm speakers, this net¬ 
work was chosen such that the output impedance range 
from plus 1 to minus 4 ohms is spread over about 80 
per cent of potentiometer Rn, and that the negative 
feedback increases at first along with the positive feed¬ 
back, keeping the gain approximately constant. After¬ 
wards, the negative feedback decreases while the posi¬ 
tive feedback increases further. This extends the range 
close to minus 7 ohms which may even be sufficient for 
16-ohm speakers. Fig. 8 shows the output impedance vs 
position a of damping control Rn. The measured out¬ 
put variations are given in Fig. 9. 

However, for use with 16-ohm loads, it is generally 
advantageous to increase the positive feedback by in¬ 
serting a 1-ohm resistor in series with L. The output 
impedance is then twice that in Fig. 6, and the neces¬ 
sary values can be obtained without undue reduction of 
negative feedback. 

The power supply has a center tap. This permits de 
coupling to the load, which is necessary to keep the 

Fig. 8—Output impedance vs damping control position. 

Fig. 9—Output vs damping control position. 

phase shift small enough for the required large feedback. 
For the same reason, the input stage was designed to 
permit de coupling of the feedback signal. The center¬ 
tapped arrangement has the further advantage that no 
supply voltage ripple reaches the load if the bridge 
which is formed by the power supply and the push-pull 
stage is balanced. 

Transformer T has a spare winding which is useful 
to power a preamplifier. 

The whole circuit is designed for performance largely 
independent of transistor parameters. Normally, no 
bias adjustments are necessary. Matching of transistors 
is not required, but it is advantageous to use two units 
with similar current gain in each stage. High-gain 
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transistors are desirable; the negative feedback be¬ 
comes more effective. 

B. Performance Calculations 

A large over-all net negative feedback is desirable for 
low distortion. This requires the current gain ß to be as 
high as possible and, in turn, permits the use of Table 
II for calculations. 

Input impedance: 

Zin = rb = (Ri + Ä2)|| (R3 + Ri) = 3600 2 
r Ä Aieill hie^ 1000 « 

rn = R12 + a^2i|| [(1 — + (^15 + ^ig)/2] 

= 33 Í2 + a(100 - 90a) Q 
r, Ã22 = 33 0 if 
Zv = Rp = jRig|| R20 = 1 ß. 

Effective Zp: 

Z tí = Z -——-= 0.9aZp. 
’ PÄ21 + (* 16 + * 19)/2 

Output impedance: 

/ 1 \ „ , 
Zout = — Zp cff ( — — 1 j — — 0.9aZprs/rn 

\ a / 

30a 
--ß. 

3.3 + a(10 - 9a) 

The upper curve in Fig. 8 represents the above expres¬ 
sion which holds for infinite gain ß. The actual measure¬ 
ments are given by the lower curve. 

For ideal damping of an 8-ohm speaker with 4 ohms 
blocked voice coil impedance, we have the following 
conditions: 

a = 0.8 Effective Zp = 0.72 ohm 

rt = r„||r, = 47 ohms. 

For transistors with betas of 70 and with totally 9-db 
interstage transfer losses, the short-circuit current gain 
of the amplifier is 

ß = 120,000. 

Assuming a 4700-ohm source resistance parallel to rb 
(load resistor of a preamplifier), and with R being ap¬ 
proximately 100 ohms, we obtain for the minimum gain 
necessary (Table III) for minus 4 ohms output im¬ 
pedance: 

ßmin = 9300. 

The excess current gain 

ß/ßmi„ 22 db 

is available for negative feedback. 
The over-all gain figures of the amplifier are in this 

case (Table II, a = 0.143 and effective X = 0.9 aX = 0.08): 

Current gain: 

y = 6300 = 76 db. 

Voltage gain: 
V 15 24 db. 

Power gain: 

PG = yv 106 = 50 db. 

The sensitivity (input required for maximum output) is 
therefore about 0.12 mw. 

C. Performance Measurements 

Frequency Response: The frequency response is shown 
in Fig. 10 for a resistive 8 if load and various output im¬ 
pedances. Note the small difference between a — 0 and 
a = 0.8. The low-frequency response is primarily deter¬ 
mined by the input capacitor. It could be extended one 
or two octaves if desired. 

Negative Output Impedance: The output impedance 
vs the damping control position is plotted in Fig. 8. 
The dashed curve in Fig. 10 shows the wide frequency 
range over which the impedance is effective. In Fig. 11 
the output impedance was measured at various voltage 
levels. 

Input Impedance: The input impedance is constant 
from a = 0 to 0.8 and agrees well with the calculated 
value. Above this range, it starts to decrease when 
measured with an 8-ohm load. 

Distortion: Measurements of the total harmonic dis¬ 
tortion are shown in Fig. 12 for resistive 8- and 16-ohm 
loads and for various values of the negative output im¬ 
pedance. The curves are drawn up to the clipping points. 
Clipping could be delayed and the power capability in¬ 
creased by choice of larger supply voltage. However, 
driver transistors (Q3 and Qi) with suitably high volt¬ 
age rating would have to be selected. 

Transient Response: In order to measure the mo¬ 
tional output, the moving coils of two transducers were 
mechanically connected. A voltage proportional to the 
velocity is then induced in the second coil. The reso¬ 
nance frequency was around 50 cps. A 10-cps square 
wave was applied to the amplifier input. 

Fig. 13 shows the transient response with zero out¬ 
put impedance. For perfect reproduction, Fig. 13(b) 
should be the differentiation of the input square wave. 

The response under conditions of perfect damping is 
shown in Fig. 14. The velocity [Fig. 14(b) ] is without 
any overshoot, indicating almost perfect mechanical 
reproduction of the electrical square wave. The ampli¬ 
fier output [Fig. 14(a)], however, is now a complex 
waveform that adjusts itself such that the inadequate 
transducer characteristics are compensated for. 

Noise: The measured noise was between 65 and 80 db 
below rated output, depending upon load and output 
impedance, and on how well the output stage is bal¬ 
anced. 
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Fig. 10—Frequency response. 

RMS OUTPUT VOLTS 

Fig. 11—Negative impedance vs output level. 

Fig. 13—Transient response with zero output impedance, (a) Am¬ 
plifier output voltage, (b) Velocity of moving-coil. 

Fig. 12—Harmonic distortion. 

Fig. 14—Transient response with negative output impedance, 
(a) Amplifier output voltage, (b) Velocity of moving-coil. 
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A Transistor Push-Pull Amplifier Without 
Transformers* 

J. H. CALDWELLf 

Summary—A push-pull transistor amplifier has been developed 
using a matched pair in the output stage, with a minimum number of 
components and requiring no transformers. 

Introduction 

FOR the final power stage of audio amplifiers, the 
use of a pair of matched transistors in class B push-
pull is becoming popular. Some circuits use the 

more conventional arrangement in which a transformer 
must be used to couple the symmetrical output to an 
asymmetric load; others use the “asymmetric push-
pull” circuit shown in Fig. 1, which may be coupled di¬ 
rectly to a suitable load without the use of an output 
transformer. 

Although the asymmetric circuit does not require an 
output transformer if the load is of suitable value, it is 
usual to drive the output transistors by transformer 
coupling between the driver and output stages. This is 
because the “upper” unit requires its drive signal volt¬ 
age to be applied between base and emitter, and in the 
configuration shown the emitter voltage is varying as 
the load and the “lower” unit collector voltage. 

The circuit which has been developed overcomes this 
difficulty, as well as achieving the required phase in¬ 
version, by using a pair of complementary transistors 
in the driver stage. Previously published circuits1’2 avoid¬ 
ing the use of transformers have been relatively com¬ 
plicated. 

Development 

For economy in components it was decided that, if 
possible, the emitter of each driver transistor should 
carry the same current as the base of the respective out¬ 
put unit. For a matched pair of p-n-p transistors, as in 
Fig. 2, this requires p-n-p drivers to have the driver 
emitter fed from the output base, or n-p-n drivers to 
have the driver collector fed from the output base. 

The possible driver configurations for p-n-p output 
transistors are shown in Fig. 2. 

If a p-n-p driver is used for the upper unit, its emit¬ 
ter voltage is essentially that of the upper output 

* Received by the PGA, April 15, 1960. 
t Hewlett Packard Co., Palo Alto, Calif. ; on leave from Newcastle 

University College, University of New South Wales, Hamilton, 
N.S.W., Australia. 

1 H. C. Lin and B. H. White, “Single ended amplifiers for class B 
operation,” Electronics, vol. 32, pp. 86 87; May 29, 1959. 

2 H. C. Lin, “Quasi-complementary transistor amplifier,” Elec¬ 
tronics, vol. 29, pp. 173-175; September, 1956. 

transistor, and therefore the signal input to the driver 
must be related to the output (or load) voltage. This 
requires either a transformer input (which is not de¬ 
sired) or a preceding n-p-n stage which will operate as 
in the next paragraph. 

Fig. 1—An asymmetric push-pull output stage. 

Fig. 2—Two-stage direct drive possibilities. The combination (e) 
gives internal phase inversion, but (f) requires external phase 
inversion. 
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If an n-p-n driver is used for the upper output unit, 
its emitter is at earth potential for signal voltages, and 
its collector current is relatively independent of the 
voltage at the collector. This means that the base cur¬ 
rent of the upper output transistor is to a large extent 
independent of the base voltage, and the emitter cur¬ 
rent of that output unit follows the voltage, with re¬ 
spect to earth, applied to the base of the driver. 

For the lower driver, either n-p-n or p-n-p type may 
be used. The former type makes easier matching with 
the upper n-p-n driver, but the latter type gives a phase 
inversion and simple stabilization of the operating point 
of the output transistors, and so was the first to be in¬ 
vestigated. 

First Circuit 

The type of circuit selected for first investigation is 
shown in Fig. 2(e). 

In the first place, the output transistors used were a 
matched pair, type OC72, and the load was a Rola 8M 
speaker supplied with a voice coil of 30 ohms nominal 
impedance. This amplifier, with drivers and bias ar¬ 
rangements, is shown in Fig. 3. 

To stabilize the operating point of the output transis¬ 
tors, it was found desirable to take the driver bias volt¬ 
age dividers from the midpoint of the output transis¬ 
tors. Self-bias of the input transistors might be satis¬ 
factory for class A operation, but rectification during 
class B swings causes blocking of smaller following sig¬ 
nals. 

For the correct de conditions, the bias resistors ap¬ 
plied different amounts of ac feedback to the upper and 
lower units, and required the addition of further ac 
feedback to the upper unit. The circuit shown is not 
critical of component values. 

Protection against ambient temperature variation is 
provided by using NTC resistors for R2 and R3. Pro¬ 
tection against thermal runaway is provided by 7?1, 
through R3 to 7'4 and T2, and then through the mid¬ 
point stabilization to T3 and 7T. 
As T3 is working as a grounded emitter unit loaded 

by an emitter follower, and 7'4 is working as an emitter 
follower loaded by a grounded emitter unit, the input 
impedance of T3 is very much less than that of 7’4. RI 
was selected experimentally3 so that the input im¬ 
pedance of the amplifier as a whole was balanced at 
1.0-volt rms output at 1000 cps. Fig. 4 shows the wave¬ 
forms of input current, input voltage, and load voltage 
without and with R7. Fig. 4(b) gives an indication of the 
output distortion of the final amplifier. 

3 (Footnote received, September 12, 1960.) Referring to Fig. 3, 
the author has found that an improvement in performance can be 
expected if a diode is inserted in the emitter circuit of T3. If the 
forward characteristic of this diode is similar to that of the base of 
7'2, the input characteristics of T3 and 7'4 are better balanced, and 
the series input resistor R7 can be reduced. R5 and R6 must also 
be modified. 

Fig. 3—The first experimental circuit. 

7T, T2 OC72 
T3 2T65 
7’4 0C71 
Rl 33 ohms or modified 8M speaker 
Cb 300 Mf 
Cl 0.047 Mf 
C2, C3 0.27 4 
C4 100 yi 
Ä1 1.0 ohm 
R2, R3 6.8 kohms, NTC 
-R4, 7?6 68 kohms 
R5 330 kohms 
R7 10 kohms 

(i) (a) (i)(b) 

(¡ï) (a) (ii)(b) 

(iii)(a) (iii)(b) 

Fig. 4—Input and output waveforms of the amplifier shown in Fig.3, 
at 1000 cps with de supply of 7.5 volts, for two values of R7. 
The upper halves of the oscillograms refer to conditions when 
the “upper” unit of the amplifier is conducting. The unbalanced 
input impedance evident in case (a) is reduced to almost zero in 
case (b), (a) R7 =0. (i) Input current to amplifier, (ii) Input volt¬ 
age to amplifier, (iii) Amplifier output voltage, 1 V rms. 
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The frequency response of the amplifier is shown in 
Fig. 5 for two conditions: first, in Fig. 5(a) for a load 
Rl of 33 ohms, resistive, and second in 5(b) for the 
modified 8M speaker as load. For comparison purposes, 
Fig. 5(c) shows the frequency characteristic of the 
speaker impedance. As the amplifier has essentially a 
constant current output, it should never be necessary to 
use corrective high or low boost with it. 

In practice, the use of a low cut has been found desir¬ 
able, in order to compensate for the low-frequency me¬ 
chanical resonance of the speaker. By ear, the rise in 
voltage at higher frequencies at constant current seems 
to represent a change in power factor rather than a 
change in power output. 

(b) 

Fig. 5—General amplifier performance. DC supply 7.5 volts, input 
signal constant at 0.45 volt rms. (a) Output voltage with re¬ 
sistive load, (b) Output voltage and current with 8M speaker as 
load, (c) Impedance characteristic of 8M (modified) speaker. 

Table I shows the limiting conditions of operation of 
the amplifier with various de supply voltages, and gives 
an indication of amplifier performance on a failing sup¬ 
ply. At 7.5 volts and above, the limit is imposed by 
peak clipping, which does not introduce severe voice 
distortion; but at lower voltages, with the attendant 
lower quiescent currents, crossover distortion becomes 
severe above the limits shown. In the range of supply 
voltage shown, the division of voltage between the out-

TABLE I 
Maximum* Available Operating Levels 

* Operation at levels higher than those shown results in noticeable 
distortion. 

Supply 
Voltage 

(de) 

Quiescent 
Current 

(de) 

Maximum operating conditions at 1000 cps 

Supply 
Current 

(de) 

Load 
Current 
(rms) 

Load 
Voltage 
(rms) 

Load 
(mva) 

9.0 volts 
7.5 volts 
6.0 volts 
4.5 volts 

11.0 ma 
8.0 ma 
4.5 ma 
2.0 ma 

31 ma 
26 ma 
20 ma 
14 ma 

63 ma 
52 ma 
41 ma 
28 ma 

1.9 volts 
1.6 volts 
1.2 volts 
0.86 volt 

120 
83 
49 
24 

put transistors is maintained almost uniformly, and on 
overload peak clipping of the output wave, occurs al¬ 
most simultaneously on both peaks. 

Practice shows that with an audience of 30 in an audi¬ 
torium capable of holding 140 the output required is 
about 0.5 volt rms, representing about 8 mw, for pub¬ 
lic address purposes. Under these conditions, a moni¬ 
toring oscillograph shows no excessive peaks or dis¬ 
tortion. 

Other Circuits 

In Fig. 6 other configurations are shown, which have 
the advantage of eliminating all transformers. These 
have not yet been experimentally checked; however, 
the only difficulty anticipated is in the stabilizing of the 
midpoint of the output transistors. 

This stabilization is most easily achieved when the 
pair of transistors on the input side uses one p-n-p and 
one n-p-n type, as in Fig. 3 and also in Fig. 6(e) and 
6(d). The remainder of the pairs in the amplifier may be 
matched pairs of similar type, and any number of stages 
may be built up using nothing but transistors. The only 
resistances used are those for bias to the input pair 
(and stabilization of the output midpoint at the same 
time) and thermal stabilization of the output stage. The 
only capacitors required are those coupling to load and 
input source. Phase inversion is obtained at the input 
to the amplifier, and a multistage amplifier may be 
made very compact, drawing very little more current 
than that required by the output stage. 

Amplifiers of these types are at present being investi¬ 
gated, as well as similar amplifiers using a matched pair 
of n-p-n transistors in the output stage. 
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Fig. 6—(a) and (b) Two 3-stage configurations requiring external phase inversion, (c), (d) and (e) Three 3-stage configurations with 
internal phase inversion. Methods (d) and (e) permit simple stabilization of the output operating point. 

Conclusions 

It is quite practicable to operate a simple transistor 
asymmetric push-pull amplifier in the audio range with¬ 
out the use of transformers. The frequency response is 
limited at the upper end by the transistors used, and at 
the lower end by the input and output blocking capaci¬ 
tors. 

Any number of cascade stages may be used, with 
only the same number of resistors and capacitors as are 
used by one driver and one output stage. 
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Automatic Spectral Compensation of an Audio 
System Operating With a Random Noise Input* 

CHARLES E. MAKIf, member, ire 

Summary—A set of 80 filters is used to divide a random noise 
input spectrum of an audio system into 25 cps increments. An identi¬ 
cal set operating as a spectrum analyzer provides a similar function 
on the system output. By means of an automatic regulating system 
using solid-state electronics, each of the 80 loops is closed inde¬ 
pendently, thus providing a unique control system compensating the 
audio system spectrum and equalizing disturbing resonance phe¬ 
nomena. This method has been successfully applied to the control 
of a vibration system spectrum where mechanical resonances at the 
exciter table produce high Q peaks and notches. The degree of 
spectral flatness reveals that adequate compensation is possible for 
typical resonance phenomena occurring over a wide frequency range. 

Introduction 

THE absolute control of the frequency response of 
an audio system is necessary in acoustic as well 
as vibration testing. A rigorously controlled test 

is necessary to determine the performance of apparatus 
subjected to a simulated environment. Ideally it should 
be possible to reproduce a specified environment so 
that the performance of future designs can be evaluated 
under the same known and controlled conditions. 

For monosinusoidal excitation, frequency response 
control is achieved by using a feedback control system 
designed to operate with a rapid correction rate as the 
frequency is swept. These systems have been in use for 
several years and represent an approach familiar to the 
engineers who have designed equipment to withstand 
the sinusoidal environment commonly observed in mili¬ 
tary applications. 

However, in high speed missile and rocket carriers it 
has been found that the nature of the environmental 
vibration is random rather than periodic. Hence, the 
term “random motion” caused by a “random exciting 
force” is used to define this type of phenomenon. 

Random Vibration 

In this type of environment, the acceleration force 
varies randomly, in which case the energy represented 
by the motion appears distributed over a band of fre¬ 
quencies. The power distribution must be defined in 
terms of statistical quantities common to the field of 
random noise. The power distribution of the vibration 
spectrum is defined in terms of the acceleration2/cps 
and is identified as the acceleration spectral density, 

g2/cps. This function is generally specified as the out¬ 
put of the vibration system as a function of frequency. 
Very often the system output requirement suggests 
that the acceleration specral density be flat with re¬ 
spect to frequency. This special case is identified as 
“white” random motion which is analogous to “white” 
noise. 1,2

In addition to the spectral distribution of the sys¬ 
tem, it is noted that amplitude variations exist which 
must be evaluated using probability theory. It is gen¬ 
erally assumed that the amplitude distribution in the 
vibration environment follows the Normal or Gaussian 
curve. 

System Block Diagram 

The vibration system can be thought of as a power 
generator (analogous to a power amplifier) producing a 
mechanical force (rather than an electrical current) at 
the output. It is desired to control the spectrum of the 
output acceleration and shape the system response in 
accordance with a given set of specifications. A block 
diagram of the system is shown in Fig. 1. A noise gen-

Controlled 
Spectrum 

Fig. 1—Block diagram of random motion system. 

erator drives the system input with a random voltage 
which is transduced by an electronic power amplifier 
and vibration exciter into a mechanical output. It is 
desirable that the mechanical output spectral distribu¬ 
tion have the characteristic defined by G(w), where 
G(w) defines the acceleration spectral density function 
g2/cps in terms of frequency. 

* Received by the PGA, May 27, 1960. This paper was pre¬ 
sented at the IRE International Convention, New York, N. Y., 
March 22, 1960. 

t MB Electronics, Div. of Textron Electronics, Inc., New 
Haven, Conn. 

’ I. Vigness, “The fundamental nature of shock and vibration,” 
Elec. Mfg., vol. 63, pp. 89-108; June, 1959. 

2 G. Booth, “Random motion,” Prod. Engrg., vol. 27, pp. 169-
T76; November, 1956. 
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Assuming that the spectral response of the noise gen¬ 
erator is “white” or that the power spectral density of 
en is flat with respect to frequency, 

P„M = P0 (1) 

where Pn(<A) is the power spectral density and Po is a 
constant in volts2/cps. Since the system has a transfer 
function determined by the components producing the 
motion as well as the loading effect of the test object 
upon the motion generator, the output spectral density 
can be defined as the product of the input spectrum and 
the square of the absolute magnitude of the system 
transfer function 

G(o>) = A I #(»|2 (2) 

where is the system transfer function. If it is as¬ 
sumed that the transfer function of the system is linear, 
and that the noise generator is Gaussian, then the out¬ 
put of the system will also be Gaussian. Before the 
equalization network is inserted in series in the electri¬ 
cal portion of the system, it is necessary to examine the 
system transfer function 

Systems with minimum phase transfer functions can 
be written in general form as a product of terms each 
with a single root. Often the roots consist of complex 
conjugate pairs in which case second-order terms with 
under-damped coefficients exist. A general transfer 
function can be written as 

A (5) = K\Sm
(s - - rf) 

(s — ra)(s — rb) 
& 

where 

Ki is a constant, 
m any integer positive, negative or zero, 
n, r2 roots of the equation defined as the zeros of A (s), 
ra, rb roots of the equation defined as the poles of 
A (5), 

s=jw the Laplacian operator.3

(4) 

The transfer function of the vibration system has been 
mathematically derived and defined4 as 

K2s 
H(s) = -

(s2 + 2Çeues + cu,2) (s2 + 2Çauas + cuo2) 

AL s2 + 2fnAco„A5 + œnh2
x —T“1 h-0 s + ¿ÇphUphS + Wph 

where 
H(s) is the transfer function defined by the ratio of 

output acceleration to input voltage, 
wa, fo are damping and frequency parameters 

of the vibration machine, 

3 J. L. Bower and P. M. Schultheiss, “Introduction to the Design 
of Servomechanisms,” John Wiley and Sons, Inc., New York, N. Y. ; 
1958. 

4 C. E. Maki, “Frequency Response Characteristics of Random 
Noise Systems,” MB Electronics, New Haven, Conn.; 1958. 

^nh, wnb are damping and frequency parameters of 
the attached load contributing to the zeros of the 
transfer function, 

fpA, u>Ph are damping and frequency parameters of 
the attached load contributing to the poles of the 
transfer function, 

N is an integer equal to the number of resonances in 
the load, and 

Il represents the “product of.” 

The Laplacian operator s in (4) can be replaced by jw 
and substituted into (2) to produce a complicated 
mathematical expression which becomes extremely dif¬ 
ficult to treat further. Fig. 2 is included to show a typ-

Fig. 2—Typical frequency response of vibration system. 

ical response characteristic of the system. The vibra¬ 
tion exciter phenomena appear as the broad character¬ 
istic at 100 cps and the sharp peak at 2000 cps. The 
other perturbations result from the characteristics of 
the load reflected into the impedance of the vibration 
generator. 

Thus, the output spectrum is defined exclusively by 
the filtering action of the system. Certain frequency 
bands are accentuated, whereas others are rejected. 
Generator output impedance becomes a factor and fre¬ 
quency response control is necessary to provide a re-
peatable known power spectrum. 

Classical Approaches to Equalization 

Moving the switch of Fig. 1 into the lower position 
introduces the equalization circuitry into the system. 
Since the system response has been defined by (4) as a 
ratio of quadratic functions, it would seem that the in¬ 
verse characteristic could be simulated using analog 
techniques. This represents the classic “peak notch” 
equalizer approach commonly in use.5 Although this 
method represents the most accurate approach to the 
equalization problem, it presents several difficulties, in¬ 
cluding the tedious setup process if many resonances 
exist. If the system response changes during operation, 
it becomes difficult to correct for the shifts. Finally, the 

6 C. E. Maki, “Mobility analogue technique in complex wave 
system equalization,” in “Vibration Notebook,” MB Electronics, 
New Haven, Conn.; 1958. 
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approach is an end in itself and the method cannot be 
adapted to automatic control. 

It is recognized that instantaneous feedback will 
overcome difficulties due to nonlinear effects in the for¬ 
ward path. However, in this case this approach be¬ 
comes unfeasible since the mechanical system presents 
nonminimum phase characteristics in the higher fre¬ 
quency region. Equalization to provide a stable feed¬ 
back system would be more complicated and difficult 
to control than the original open loop system. 

The typical mechanical system can contain as many 
as five different types of resonances.4 Three of the five 
types are shown in Fig. 2. Note the wide dynamic range 
as well as the high Q phenomena characterized by the 
sharp peaks and notches. Low frequency resonances 
are uncommon since it is possible to design the mechan¬ 
ical structure with sufficient rigidity to eliminate the 
low frequency perturbations. 

Narrow-Band Equalization 

A more versatile approach divides the power spec¬ 
trum into discrete finite bands which can be individually 
controlled. This approach can be thought of as parallel 
equalization since the noise generator spectrum is di¬ 
vided into parallel channels using narrow band-pass 
filters and eventually recombined. The system is shown 
in block diagram form in Fig. 3. Note the application 

Fig. 3—Block diagram, multifilter parallel equalization. 

of modulation techniques to translate the audio spec¬ 
trum into the IF region to permit the use of narrow¬ 
band constant bandwidth filters. The filter output is 
adjusted using the potentiometer to establish the level 
and the signal is then applied to the mixer input. Note 
that only the upper sideband is used. The carrier is sup¬ 
pressed in the balanced modulator and the lower side¬ 
band cannot pass through the filters. Demodulation oc¬ 
curs after the mixer and the audio spectrum is re¬ 
covered except that the spectral response has been 
modified according to the adjustments of the logarith¬ 
mic potentiometers. The same local oscillator drives 
both modulator and demodulator, thus insuring that 
proper translation occurs in both processes. 

Performance of the system depends primarily upon 
the characteristics of the filters. The process of modula¬ 
tion and mixing involves techniques well known to 
those in the electronics field. The quality of the elec¬ 

tronic design eliminates effects such as harmonic and 
intermodulation distortion, both of which affect the dy¬ 
namic range. Better performance ultimately requires 
more sophisticated circuitry. 

Requirements of the Band-Pass Filters 

A spectrum analyzer with the narrower more selec¬ 
tive filter performs better than an alternate wider band 
instrument. Analogous to this is a statement that a 
spectrum equalizer with narrower more selective filters 
provides better equalization than the wide-band device. 
It does not follow that a flat top filter is necessary to 
provide the best compensation. The most desirable ap¬ 
proach would be to have a triangular shaped filter re¬ 
sponse adjusted such that the peak intersects the de¬ 
sired compensation curve and the neighboring filters 
add to provide a linear transition between adjacent 
filter centers. Compensation would be accomplished by 
connecting adjacent filter center frequencies with a 
series of linear segments. 

Another approach involves choosing a flat top filter 
with infinite slope on the skirts and producing a curve 
consisting of a series of steps. In any case the narrow¬ 
ness of the filters are significant in establishing the ulti¬ 
mate spectrum shape implying that the greater the 
number of filters, the better the equalization. 

At this point it is necessary to evaluate other charac¬ 
teristics of filter configurations. Three important cri¬ 
teria must be considered. First, it is necessary that the 
output of all filters be summed properly. Second, since 
the equipment employing the filters is to be sold, the 
filters must be simple and economical. Finally, the per¬ 
formance criterion must be considered and balanced 
against the economic consideration. 

Summing Narrow Band-Pass Filters 
Connected in Parallel 

Consideration must be given to the summing process 
of band-pass filters connected in parallel. It is impos¬ 
sible to design and build filters which have an infinite 
slope at the skirts and which can be arranged adjacent 
to one another with infinitesimal spacing between them. 
Improper adding can conceivably produce peak or 
notch characteristics more serious than those intro¬ 
duced by the resonant members of the load. Thus, the 
ability to add the output is of prime importance. 

Summation of random voltages from parallel band¬ 
pass filters is generally not considered a problem if the 
filter inputs are incoherent or independent of one 
another. Since the same random signal is introduced to 
all filters, coherence exists and the adding problem must 
be considered.6

A simple high Q filter such as a crystal or magneto¬ 
strictive type can be analyzed using the equivalent cir-

6 S. Goldman, “Information Theory,” Prentice-Hall, Inc., New 
York, N. Y.; 1953. 
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cuit of Fig. 4(a). The transfer function can be written7'8

= K,-— 

52 -|--—■ OJqS T Wo2 

Q 
1 

G(i^ = K2-

(CÜ -
Wo 

where 
Ki and K2 are constants, 
Q is the quality factor (Ç=104), 
Wo is the resonant frequency. 

Since it is recognized that (w —wo)«wo, (6) can be sim¬ 
plified to produce 

Let 

G(jai) = 
W — Wo 

1 + j2Q — 
Wo 

W — Wo 

2Q- = X 
Wo 

1 + jx 

The variable x is the normalized deviation from the fil¬ 
ter center frequency in half bandwidths as plotted in 
Fig. 4(b). 

It is possible to combine two filters together by add¬ 
ing their outputs out of phase to produce a composite 
filter having more desirable characteristics. Consider 
Fig. 5 showing two simple filters separated by b half 
bandwidths. The composite response is obtained by 
modifying (8) and adding the two outputs together. 

1 + j(x - b/2) 1 + j(x + b/2) 

G2(jx) = • (10) 

G2(jx') must be resolved into the real and imaginary 
parts to investigate the possibility of summation. It is 
interesting to note that the phase relationship of the 
composite filter is 90° at resonance (x = 0) . 

Eq. (10) can be resolved into the real and imaginary 
parts and the result given in (11). 

Fig. 4—(a) Equivalent filter circuit, (b) Filter response. 

Fig. 5—Adding filters out of phase. 

’ T. Usher, “Response of Narrow Band Filters Connected in 
Parallel,” MB Electronics, unpublished memorandum, New Haven, 
Conn.; 1959. 

8 T. Usher, “Analyzer-Equalizer Filter Design,” unpublished 
memorandum, MB Electronics, New Haven, Conn.; 1959. 
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The response given by (10) is plotted in Fig. 6 for a 
value of b = 2 (individual filters separated by one band¬ 
width). On the same scale a single section filter would 
exhibit a slope of —1 whereas a 3 section composite 
device would have a —3 slope on the filter skirt. Note 
that the two-section composite filter provides consider¬ 
able advantage and will be used in future analysis of the 
ability to add a large number of filters in parallel. 

It is now necessary to determine the possibility of 
adding a large number of two-section composite filters 
in parallel and to choose the design parameters such as 
to minimize the amount of ripple appearing in the 
summed output. 

Consider the magnitude of the response at the center 
frequency of a filter and define this as G ic. The magni¬ 
tude at this point will consist of the sum of all of the in¬ 
dividual filter outputs and can be written as 

Gic — j2 
00 

0.5 + V, (—I)”1 Im {G2Í7w^)} 
m=l 

(12) 

Halfway between filters the response must be deter¬ 
mined and can be written as 

00 

^ = 2E(-l)”ReÍG2[> + |)¿]). (13) 
m=0 

It is convenient to define a parameter k which specifies 
the center frequency separation of the composite filter 
in terms of half bandwidths of the individual filters. 
Eqs. (12) and (13) assume that adjacent composite 
filters are summed out of phase. 

Selection of filter parameters must be made on the 
basis of a criterion established from consideration of 
(12) and (13). In particular the summed output should 
have only a certain amount of ripple. Therefore, a 
“ripple factor” defined as the ratio of Gtc/Gth can be 
computed and plotted as a function of k. Intuitively, 
one can observe that, if the filters are separated more, 
the ripple factor can be expected to increase. On the 
other hand this condition would provide greater rejec¬ 
tion in the center of the adjacent filter band thus per¬ 
mitting resonances of greater dynamic range to be 
equalized. The rejection at the center of the adjacent 
band can be defined as the “rejection factor” and 
plotted as a function of k. Both the ripple and rejection 
factors are plotted in Fig. 7 for many two-section com¬ 
posite filters added in parallel with adjacent filters 
driven “out of phase.” 

Fig- 7—Ripple and rejection factor for a two-section 
composite filter. 

Fig. 7 reveals that the unity ripple factor occurs when 
k is slightly larger than 3. Note, however, that above 
^ = 3 the ripple factor curve increases rapidly, indicating 
the desirability of choosing a value of k between 2.5 and 
3 to allow for normal tolerances existing in the manufac¬ 
ture of filters. A design value of k = 2y/2 appears to be a 
logical choice resulting in a ripple factor of +0.2 db and 
a rejection factor of 12 db. 

Filter Cost 

Since many filters are required, it becomes necessary 
to weigh the economic problem against performance. 
They must be simple devices, easy to build, rugged and 
require no maintenance. Low impedance devices are 
preferred since the cost of shielding for carrier frequency 
radiation increases with impedance. 

System Performance 

Performance of the system can be defined as the abil¬ 
ity of the device to equalize a frequency spectrum with¬ 
in a certain flatness. The following factors must be con¬ 
sidered 

1) Number of filters 
2) Narrowness of each filter 
3) Steepness 
4) Dynamic range 
5) Stability. 
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The first three factors are governed by economics. This 
paper will be concerned with a system consisting of 80 
filters each 25 cps wide'and covering the frequency range 
from 12 cps to 2012 cps. Two-section composite filters 
are used and the nominal value of £ = 2.818. Dynamic 
range of correction should be at least 40 db and filters 
with 50-db rejection should be used to allow a safety 
margin. Stability of the filter is important since it is 
undesirable to have the compensation change once it has 
been adjusted. Frequency drifts could result in un¬ 
wanted peaks or notches in the compensated response. 

Results of Compensation 

Magnetostrictive filters have been used in a design to 
perform the equalization of the audio spectrum. These 
devices, mánufactured by Raytheon Mfg. Co., Bedford, 
Mass., present most of the desirable and necessary char¬ 
acteristics required to fulfill the compensation criterion. 9 

Furthermore, they can be obtained with different band¬ 
widths to provide performance consistent with that de¬ 
sired. 

Frequency response tests can be performed to estab¬ 
lish the mixing and rejection capabilities of the system. 
This is easily accomplished by driving the equalization 
system with a sinusoidal input signal and recording the 
output on an X-Y recorder. Fig. 8(a)-8(e) (next page) 
shows the results of the tests. Since the filter bandwidth 
is constant, 25 cps, the actual response plotted on a log 
frequency scale appears wider at low frequencies. Fig. 
8(a) demonstrates the response for three filters, 475 cps, 
975 cps, and 1975 cps. The mixing capability can be ob¬ 
served in Fig. 8(b) where the full output of each filter is 
added together. Note the absence of excessive ripple in 
the mixed output. Rejection is shown in Fig. 8(c) and 
8(d) where one and two filters are removed respectively 
at several points in the spectrum. Note the existence of 
a 12-db rejection factor as determined by £ = 2.828. 
Elimination of two filters produces an extremely sharp 
notch since the phase characteristic produces subtrac¬ 
tion at this point. Fig. 8(e) shows the filter capability 
in producing a peak-notch pair using two adjacent 
filters. Fig. 9 shows the system capability to compen¬ 
sate for an actual vibration system operating in the 
audio spectrum. 

Automatic Compensation with Random Input 

The previous section proves that the phase relation¬ 
ship of the system is adequate. Disturbing notch phe¬ 
nomena due to filter crossover is eliminated. With 
random noise operation the signal coherence between 
adjacent filter channels could introduce voids in the 
spectrum if an improper phase relationship existed. 
Confidence in the equalization eliminates the need to 

9 “Magnetostriction Filters,” Raythron Mfg. Co., Bedford, Mass.; 
1957. 

continuously monitor the output with a sweeping nar¬ 
row band analyzer. 

This confidence in the equalization also suggests the 
use of closed loop feedback to permit fully automatic 
operation with a random noise input. The basic principle 
involves monitoring the system output with an ap¬ 
propriate transducer, dividing the power spectrum with 
an identical filter bank, and using the spectral level of 
each channel to control the input level of the corre¬ 
sponding equalizer channel. A block diagram is shown in 
Fig. 10. The equalization system is similar to that con¬ 
sidered previously except that the adjusting potenti¬ 
ometers are replaced by AGC amplifiers. The output of 
the system to be equalized is connected into a multi¬ 
channel analyzer which segregates the spectrum into 80 
parts each 25 cps wide. 10 A transistorized amplifier pro¬ 
vides sufficient gain to increase the level to a desirable 
magnitude. Each channel has a gain set potentiometer 
to normalize the output before driving the final ampli¬ 
fier, detector, and AGC circuit. Since multiple channels 
exist, the control loop is transistorized to provide a 
saving of space as well as to add to the reliability. 

Detection and Filtering 

The information concerning the spectral level of the 
excitation appears at the output of each analyzing 
filter. Since the signal at the output of each filter ap¬ 
pears as a sinusoid with randomly varying phase and 
amplitude, it becomes necessary to pass the signal into 
a detector and low-pass filter to obtain the information 
concerning the magnitude of the spectral density. It is 
interesting to observe the output of a filter driven from 
a random source on an oscilloscope. If the triggering 
level is properly adjusted, successive sweeps will appear 
of different amplitudes and with nearly equal frequency. 
Although the successive sweeps originate at the same 
point on each cycle and coincidence occurs at the be¬ 
ginning of the sweep, it will be noted that variations can 
exist before several cycles occur as demonstrated in 
Fig. 11(a). The signal in this example was passed 
through the 101,000-cps filter and recorded with a sweep 
time of 20 gsec. Thus, the observed energy is contained 
in the region of 101 kc. 

If the sweep time is lengthened and only one sweep 
recorded, it appears as if a carrier frequency were 
modulated by a randomly varying amplitude, as shown 
in Fig. 11(b). In this photograph the output of the 101-
kc filter with a 3-db bandwidth of 25 cps is shown. The 
sweep length is 1000 msec. If the filter were ideal, the 
modulation frequency would not exceed 25 cps. 

Interesting characteristics result when a stationary 
random process is passed through a narrow band-pass 
filter. First, the envelope of the random modulation be¬ 
haves according to the Rayleigh distribution. More im-

10 R. Boynton, “A magnetostrictive filter random wave ana¬ 
lyzer,” 1960 IRE International Convention Record, pt. 9, pp. 
217-226. 
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Fig. 8. 
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(b) 
Fig. 9—(a) Compensation of fixture or exciter axial resonance, (b) Compensation 

of peak notch specimen resonance. 

Fig. 10—Block diagram of the automatic spectrum equalizer 
for wide-band compensation. 

(a) (b) 

Fig. 11—Output of 101-kc filter, 25 cps bandwidth, (a) Sweep time 20 ^sec, exposure 1 second, (b) Sweep time 1 second, exposure 1 second. 
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portant, the instantaneous magnitude, independent of 
the random input distribution, will follow the Normal 
or Gaussian function. This fact permits the design cri¬ 
terion regarding the detection-filtering system to be 
evaluated from a different point of view. If the signal 
is known to follow the Normal distribution law, then the 
detection system can be chosen strictly on the basis of 
ease of filtering since the relation between all linear 
variables such as the mean, average, or the standard 
deviation, rms, are related by constants. For example, 
the standard deviation of a normal distribution is de¬ 
fined as a, whereas the mean is 0.8a when the signal has 
passed through a full wave detector. 
Therefore, it may be concluded that any linear 

quantity can be detected and filtered since the de output 
will always be directly proportional to the standard 
deviation, rms. Analogous to this approach is the meas¬ 
urement of the rms value of a sinusoidal signal with a 
meter containing an averaging detector. The measure¬ 
ment is reliable if the signal is sinusoidal, since the ratio 
between average and rms is always a constant factor. 

Next, it is necessary to justify the aspect of power 
spectral control with a linear detector. This can be 
reasoned as follows. If the power spectrum is to be con¬ 
trolled, then the mean square value of the excitation 
must be controlled in each incremental bandwidth of 25 
cps. If “white noise” is desired at the output of the 
audio system, then the mean squared voltage per 25 
cps of bandwidth must be a constant in each filter band. 
However, if this is true, then the root mean squared 
voltage per 25 cps of bandwidth must also be constant 
in each band. Therefore, a linear device can be em¬ 
ployed in the detector. Once this is established, the 
servo design problem can be handled on the basis of a 
linear control system rather than one involving a non¬ 
linear squaring characteristic. This leads to a more 
simplified design, resulting in both greater economy and 
reliability. 

Based upon the previous observation, the detector-
filter combination can be chosen. For simplicity and 
economy the simple RC network is used to provide a 
de voltage proportional to the signal in a given channel. 
The figure of merit for the performance of a low-pass 
filter operating'with random input can be defined as the 
ratio of the mean value of the output R, to the stand¬ 
ard deviation a. This factor has been evaluated for sev¬ 
eral detector filter combinations including the square 
lawfpll-waver.and linear half-wave types, with a simple 
RC filter. 
The significance of thé figure of merit is realized 

when' the deviation from the true mean value of the 
measured process is considered. Since the input to the 
low-pass filter is random, the de output voltage, which 
is the control for the AGC stage, will vary with the 
Gaussian amplitude distribution: If- ëktréïWVariation 
exists, the compressor action of the control system will 
cause the AGC output to vary over wide limits, and the 
automatic compensation effort will fail. 

Thus, it is necessary to establish the percentage vari¬ 
ation of the observed output from the true mean value 
of the filter input, and express this percentage in terms 
of a confidence factor. 11 For example, if the output volt¬ 
age is to be within p per cent, 95 per cent of the time 
(approximately 2a), the filter figure of merit can be 
related to the percentage p by the equation 12-13

O.Ol^R = 2a 

200 
/>=-—• (14) 

This percentage factor is plotted on the ordinate of Fig. 
12, as a function of the time constant of the low-pass 
filter when the bandwidth of the process is 25 cps. 

AVERAGING NETWORK TIME CONSTANT (SECONDS) 

Fig. 12—Percentage error with 95 per cent confidence as a function 
of low-pass filter time constant for three different detectors. 

Three curves are shown in Fig. 12, including calcu¬ 
lated performance for the square law full-wave, the 
linear average half-wave, and measured performance of 
the clamp detector. These data can be interpreted by 
establishing a criterion regarding the tolerable percent¬ 
age deviation from the true mean assuming 95 per cent 
confidence, and then establishing the time constant of 
the low-pass filter. One important observation is clearly 
shown in Fig. 12. For a given percentage-deviation p, 
the linear half-wave detector requires only 1/4 of the 
filtering, and the clamper about 1/80 of that required 
for the square law type. This factor provides a signifi¬ 
cant ^advantage in the choice of RC filter components. 
The resistor in the filter must be fairly small to prevent 
excessive, 'loading by the transistor circuitry, and ad¬ 
ditional filtering, must be provided by increasing the ca¬ 
pacitor size. Additional capacitors become expensive 
when multiplied by the number of channels, 80. 
"A comparison of time constants is shown in Table I. 

/ p V 

11 T. Usher, “Spectral Analysis,” unpublished memorandum, MB 
ElecfrorjiôsFNew HavenrConn.; 1959.^ ' ï:, 

12 J. S. Bendat, “Principles and Applications of Random Noise 
Theory,” John Wiley and Sons, Inc., New York, N. Y. ; 1958. 

13 W. Davenport and W. Root, “An Introduction to the Theory of 
Random Signals and Noise,” McGraw-Hill Book Co., Inc., New 
York, N. Y.; 1958. 
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TABLE I 
Comparison of Time Constants 

Detector 
Process B f+=25 cps 

Accuracy = 2 Per Cent (95 Per Cent Confidence) 

Time Constant fl 

Square Law 
Average 
Clamper 

210 sec. 
50 sec. 

2.5 sec. 

7.5 X10-4 cps 
3.2 X10-3 cps 
6.25 X10-2 cps 

By choosing the clamper detector circuit, the time 
constant of the RC filter is reduced by orders of magni¬ 
tude. This is important from the standpoint of correc¬ 
tion time of the control system, since the filter charac¬ 
teristic presents the predominant lag in the response. 
Stated another way, a system employing the clamp de¬ 
tector can be 80 times faster than a system with square 
law detection and 20 times faster than a system with 
average linear detection ! 

Automatic Control Accuracy 

Design of an automatic control system must include 
consideration of the control accuracy. However, before 
this can be considered, it is necessary, first, to estimate 
the accuracy performance requirement of the over-all 
system, and, second, to determine the expected vari¬ 
ation in loop gain which will occur in the forward path. 
The first criterion can be evaluated from present speci¬ 
fications used in testing, the second, from experience 
obtained from many systems of the type being con¬ 
sidered. 

Specifications regarding system flatness vary from 
+1 db to ±6 db, the variation generally being deter¬ 
mined by considering the complexity of the object on 
the vibration exciter table. Experience obtained on 
many systems indicates that 30 to 35 db represents the 
widest dynamic range, although exceptions have been 
known to occur. The response of Fig. 2 indicates a dy¬ 
namic range of 30 db from 20 to 2000 cps. Knowing 
these characteristics, one can arbitrarily state that the 
dynamic range of correction should be at least 40 db 
(100:1), and that for this variation it would be desirable 
to correct the system output to ± 1 db in absolute level 
in each 25-cps band. Those acquainted with control cir¬ 
cuit design will recognize that this performance can be 
obtained with an electronic compressor. Servo motors 
could be used, but the expense, compared to a single 
transistor, makes their use impractical since the control 
system must be duplicated 80 times. It is true that a 
servo with a motor would provide integration in the 
loop, but this would merely attempt to reduce the 
error of +1 db which already approaches a satisfactory 
value. 

The AGC circuit consists of a transistor capable of a 
gain variation of 100:1 when the base current is 
changed. Base current control is established by the de¬ 
tector-filter through appropriate networks. Thermistor 

compensation is applied to reduce temperature effects 
and satisfactory operation is obtained up to 100°F. 

The characteristic of a single compressor showing the 
change in over-all system gain as a function of the audio 
system gain appears in Fig. 13. The actual performance 
averages approximately +0.75 db as shown; a tolerance 
of +0.25 db is allowed for miscellaneous changes. An 
adjustment normalizes each channel, thus allowing for 
different channel characteristics due to component and 
production variations. Sufficient feedback is applied 
around each amplifier to insure stable gain. 

g0/es ( decibels ) 

Fig. 13—Typical performance of servo, arbitrary 
reference on both axes. 

An important observation can be made regarding 
harmonic distortion. Due to nonlinearity, AGC stages 
normally introduce even harmonic distortion. However, 
with the configuration shown, the AGC action occurs on 
the high frequency signal, 100 kc-102 kc. Harmonic 
distortion components will appear 200 kc and above in 
the frequency spectrum. Thus, in the demodulation¬ 
filtering process the harmonic components generated by 
the AGC circuit will be eliminated, and the audio signal 
introduced to the system will be free of distortion. 

Control System Stability 

The output of the system to be equalized consists of 
a voltage varying randomly according to the normal dis¬ 
tribution law. Automatic control is being provided to 
maintain a given preset level within each 25-cps incre¬ 
ment of bandwidth. Thus, the system has the charac¬ 
teristics of a positioning type of carrier control system. 
An integrator (motor) is not included in the control 
loop, identifying the system as a Type O servomeçha-
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nism, sometimes referred to as a regulator or a compres¬ 
sor. The system time constants must be considered to 
insure absolute stability. 

Four potential lags appear in the closed loop, the 
most predominant one being the time constant of the 
low frequency smoothing-filter. A second lag exists in 
the narrow band-pass high frequency filter. Since a two-
section composite filter is used, a second order system 
results. However, the roots of the system are damped 
since no buildup occurs at the filter corner as shown in 
Fig. 6. This analysis assumes two equal time constants. 
Resonance phenomena in the load attached to the audio 
system output can introduce a third lag since an in¬ 
herent delay will exist during buildup of an applied 
excitation. It will be assumed that this characteristic 
will exhibit a first order effect. A transport lag exists in 
the high frequency magnetostrictive filters since a 
finite delay occurs as the energy is propagated down the 
length of the magnetostrictive rod. However, for the 
filters employed in the system this delay is less than 25 
¿usee and will be neglected. 

Loop Gain Function 

The loop gain function of each individual channel of 
the system can be written as shown in (15). (Note it is 
necessary to consider the nonlinearity of the AGC 
stage.) 

, . . O-0es rrns/dCde|max d(s) = —---- (15) 
(1 + ThsrU + T25)2(l + TV) 

where 
.4(a) is the loop gain function, 
Ty is the low pass filter time constant, 
T2 is the high frequency band pass filter time con¬ 

stant, 
Tz is the time constant of a resonant load connected 
to the audio system output, and 

ade, rms/dedc|max defines the maximum loop gain 
constant. 

In 15 the s=ju has different meaning in each of the 
denominator terms. The term (1 + 7V) is the low pass 
RC filter lag and s=ju is the natural resonant frequency 
in radians/seconds. Since the band-pass filter operates 
at a center frequency of w0 between 100-102 kc the 
s=jw in the (1 + 7V) term refers to the deviation of œ 
from wo. Finally, the term (1 + 7V) is concerned with the 
characteristics of the load, and the s=jw in this case 
refers to the deviation from the audio frequency of the 
system. 

Magnitude of the Time Constants 

To establish the stability criterion, it is necessary to 
determine the value of K as well as the time constants 
Ty, Tz and T3. When these are determined, the Bode 
diagram can be drawn and the loop stability deter¬ 
mined. ade, „m/dcde can be determined by breaking the 
closed hop and measuring the change in AGC output 

as a function of audio system input using the informa¬ 
tion in Fig. 13. The critical condition occurs at maxi¬ 
mum compression when the slope of the de, ms/dedc 
curve reaches the greatest negative value. The minimum 
negative slope occurs for minimum compression. For 
this system 

a? 
(-1000) < a -^< (-2). (16) 

dedc

Tz can be computed from the half bandwidth of the 
high frequency band-pass filter. Assuming that/2 (half 
bandwidth) is equal to 12.5 cps, 

and the corner frequency w2 is fixed. 
Tz depends upon the load. The most undesirable 

situation occurs when a resonance appears in the low 
frequency range. Although this rarely occurs, it must 
be considered. If a mass resonates at 25 cps (lowest 
filter frequency) and exhibits a Q of 25, the one-half 
bandwidth is 

BW fa 25 
——- = —— = — = 0.5 cps (18) 
2 2Q 50 ' 

and 

1 he time constant 7 3 depends upon the resonant fre¬ 
quency. For example, if jfo, the resonant frequency, ap¬ 
pears at 250 cps, Tz = 0.0637. 

Finally, Ty depends upon the RC time constant of 
the low-pass filter. This factor can be as low as 2 sec¬ 
onds. However, it must be selected to insure absolute 
stability as well as the fastest possible response time. A 
value of 7 i = 25 seconds will be arbitrarily chosen. 

Eq. 15 can be rewritten: 

and the Bode diagram drawn as shown in Fig. 14. 
Although instability is not indicated in Fig. 14, the 

worst situation does show that the phase margin is 
only about 15°. The time constants of the lower fre¬ 
quency loops are compensated to allow for this factor. 

Evaluation of the Bode diagram points out some im¬ 
portant results. For a system with a fast correction time 
it is desirable to have a wide band-pass filter with 
minimum slope. Unfortunately, this precludes good 
equalization. However, it should be noted that the 
carrier frequency filter in the system does provide an 
excellent characteristic when stability criterion is con¬ 
sidered. With a 25-cps filter, the break frequency occurs 
well under the unity gain axis. Furthermore, when the 
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Fig. 14—Bode diagram showing loop gain function 
of a single control loop. 

(a) 

(b) 

Fig. 15—(a) Results of automatic compensation with wide-band 
input. Analyzer BW: 10 cps. (b) Response time of a single 
channel with 10:1 step change in system gain. Smoothing fdter tc: 
10 seconds; sweep: 0.4 sec/cm; correction time: 0.6 second. 

control system employs the clamp detector, the system 
correction time is under 3 seconds for all loops. 

Results of Automatic Compensation 

Closed loop performance is shown in Fig. 15. One 
response shows the characteristic of the uncompen¬ 
sated audio system as plotted on an X-Y recorder; 
the other shows the results of compensation. The equip¬ 
ment was adjusted to produce a flat response. A narrow¬ 
band sweeping analyzer incapable of driving an X-Y 
recorder was used to measure the compensated response, 
thus, this result is plotted on a point basis. 

Physical Equipment 

A typical system employing a vibration machine with 
10,000 pounds of rms force is shown in Fig. 16. The 
vibration exciter and power amplifier are clearly shown. 
Fig. 17 is a photograph of the automatic control system. 
Fig. 18 shows a typical filter bank and some of the 
printed circuit transistorized electronics. Approxi¬ 
mately 500 transistors are included in the system. 

Conclusions 

In vibration work a need exists for rapid spectral 
compensation of an audio system operating with a ran¬ 
dom noise input. Fulfillment of this need will result in 
more rapid environmental testing of missile components 
and systems with simulated random motion. 

Compensation using multiple narrow band-pass fil¬ 
ters in parallel can be used to control the spectrum 
provided the filter characteristics are satisfactory. The 
quality of equalization is dependent upon the narrow¬ 
ness and slope of the filter; the ability to sum the out¬ 
put of all filters is dependent upon the use of a filter with 
certain characteristics. Proper summation eliminates 
the problem of signal coherence. 

Automatic control provides a means of eliminating 
setup time completely. This is achieved by simul¬ 
taneously closing 80 control loops, one for each 25 cps 
of bandwidth. Performance of the automatic control 
system depends upon the response time, accuracy, 
stability, distortion, and ability to measure the filter 
output. 

Use of a clamp detector permits the fastest response 
time with (he lowest RC product. Furthermore, the 
output of the filter can be measured accurately with 
components of reasonable size. 

Accuracies of ± 1 db with 100:1 variation in system 
gain is possible using a single transistor compressor 
circuit. 

Distortion generated in the AGC system is eliminated 
by demodulation and filtering. 

Stability depends primarily upon three factors, but 
with a time constant of less than 25 seconds in the low-
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Fig. 16—Audio system consisting of 50 kva power amplifier 
and 10,000 pounds force vibration exciter. 

Fig- 17—Section of control console showing operator’s controls for 
shaping the spectrum. The automatic electronic controls are 
contained within the cabinet. 

Fig. 18—Components of the control system showing the magneto¬ 
strictive filter bank, a 4-channel AGC assembly, and a 4-channel 
amplifier. 

pass filter, the system is stable under all conditions. 
Results show that rapid compensation is possible over 

the range of 20 cps to 2 kc, and that the principle can 
be extended over the entire audio range to 20 kc. 

Preliminary studies show that filters with one-half 
the present bandwidth will improve the equalization by 
at least a factor of two. This will enable low frequency 
resonances in the range of 200 cps to be compensated 
adequately, thus providing complete frequency cov¬ 
erage. Resonances below 200 cps appear only as a notch 
if a low impedance power amplifier is used to drive the 
mechanical transducer. On the other hand, since low 

frequency resonances are rare, classical peak notch 
equalizers can be employed to provide additional com¬ 
pensation in those special cases. 
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A New Cardioid'Line Microphone* 
ROBERT C. RAMSEYf, member, ire 

Summary—A new microphone, the Electro-Voice Model 642, 
is described. Designed particularly for television and motion picture 
applications where the usable microphone working distance must 
be a maximum, the model 642 has improved directivity and high 
sensitivity. The improved directivity is achieved by functioning as a 
first-order gradient microphone at bass frequencies and as a line 
microphone at higher frequencies. A detailed description of the direc¬ 
tional characteristics is included. 

IN television and motion picture applications the dis¬ 
tance that a microphone can be used from a sound 
source is an important limitation on microphone 

technique. This distance limitation is controlled, in 
part, by two important characteristics of the micro¬ 
phone being used : directivity and sensitivity. 

Assuming a constant sound-pressure source, an in¬ 
crease in microphone working distance normally re¬ 
quires the use of higher gain in the associated amplify¬ 
ing equipment. This higher gain has two undesirable 
consequences: 1) the ratio of signal-to-system electrical 
noise deteriorates, and 2) acoustic noise, such as room 
reverberation, becomes more prominent. At some 
maximum working distance, either or both of these 
effects reach an objectionable level. The distance limita¬ 
tion imposed by system electrical noise can be reduced 
by increasing the sensitivity of the microphone. Dis¬ 
tance limitations arising from acoustic noise can be 
lessened by sharpening the directivity pattern of the 
microphone. Therefore, to expand the scope of micro¬ 
phone technique by increasing maximum working dis¬ 
tance, a microphone of high sensitivity and sharp 
directivity is required. The Electro-Voice Model 642 
Cardiline Microphone, to be described in this paper, 
possesses these attributes. 

directions to the energy output of a nondirectional mi¬ 
crophone (with equal axial sensitivity) in the same sound 
field. The directivity index is a measure of nonaxial 
response; the lower the directivity index ratio, the 
narrower the polar response. The directivity index is 
useful in describing directional characteristics which 
change with frequency. For example, the directivity 
index for microphones with bidirectional and cardioid 
polar response is however, because of baffle effect, the 
polar response will become narrow at higher frequencies. 
The plot of directivity index vs frequency for a l|-inch 
diameter dynamic gradient microphone with a cardioid 
polar response is shown in Fig. 2. 

A plot of the directivity index for the Electro-Voice 
Model 642 is also shown in Fig. 2, illustrating the 

Directivity 

In applications requiring good directional charac¬ 
teristics, particularly in boom applications, the most 
popular microphones have been gradient microphones 
with cardioid or bidirectional polar responses. The 
polar response of these two types is shown in Fig. 1. 

In addition to this plot of polar response, the direc¬ 
tional characteristics of these microphones can be de¬ 
scribed by a ratio called the directivity index. The di¬ 
rectivity index of a microphone is the ratio of the energy 
output from the microphone in a sound field which ar¬ 
rives at the microphone with equal intensity from all 

* Received by the PGA, February 2, 1960. This paper was pre¬ 
sented at the Audio Engineering Society Convention, New York, 
October,, 1959, and is reprinted with permission of the AES. 

f Electro-Voice, Inc., Buchanan, Mich. 

Fig. 2—Plot of directivity index for (a) 11-inch line microphone, 
(b) gradient, microphone, 1J inches in diameter, with cardioid 
polar response, (c) Model 642 Cardiline microphone. 
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improved directional characteristic of the microphone. 
To achieve this improved directivity the Model 642 
microphone was designed to function as a line micro¬ 
phone over a substantial portion of its frequency re¬ 
sponse range. 

A schematic drawing of the microphone is shown in 
Fig. 3. The front opening of the microphone extends 
along the straight line A, B. All points along this line 
are equally sensitive; i.e., equal sound pressure at points 
along this line will cause equal voltages to be produced 
by the transducer element C. In addition, the points 
along this line are acoustically connected to the trans¬ 
ducer by a common tube D, thereby introducing an 
acoustic delay between the points on the line and the 
transducer element. 

This equally sensitive line, with variable delay, when 
placed in a plane-wave sound field will produce wave 
interference at a common cavity in the transducer ele¬ 
ment, the amount of interference depending upon the 
angle (0) between the plane wave and the axis of the line 
A, B. The theory and operation of this type of micro¬ 
phone is described by Olson1 and the equation relating 
voltage output with 0 is 

7T 
sin -— (L — L cos 0) 

À 
Rd =-, (1) 

7T 
— (L — L cos 0) 
X 

where Ro = absolute value of the ratio of the microphone 
response at the angle 0 to the response for 0 = 0, 
L = length of the line, and X = wavelength. The polar 
response of a line microphone at L=X is shown in Fig. 1. 

As (1) demonstrates, the directivity of a line micro¬ 
phone is a function of frequency. The lower the fre¬ 
quency, the broader the polar pattern. Fig. 2 shows the 
plot of directivity index vs frequency for a microphone 
having a line of 11 inches as in the case of the Model 
642. This variation in directivity index represents an 
extreme variation in the response to sounds off the 
axis. To overcome this objection the Model 642 is de¬ 
signed to function as a first-order gradient microphone 
at the bass frequencies, and is adjusted to have a 
cardioid polar pattern at these frequencies. By doing 
this, the directivity index is limited to a maximum 
value of I (see Fig. 2). A comparison of the directivity 
of the Model 642 to that of a microphone with cardioid 
or bidirectional polar response shows that the Model 
642 does have improved directivity. 

Sensitivity 

As mentioned above, the electrical signal-to-noise 
ratio becomes lower as the distance of the microphone 
from a sound source is increased. For this reason, micro¬ 
phones used at comparatively large distances from a 
sound source should have high sensitivity. 

1 H. F. Olson, “Elements of Acoustical Engineering,” D. Van 
Nostrand Co., Inc., New York, N. Y. ; 1947. 

To achieve high sensitivity, a large magnetic struc¬ 
ture, using an Indox V magnet, was designed for the 
Model 642. The magnet used is over 2| inches in di¬ 
ameter and weighs 8 ounces. It was possible to use this 
large magnet because no baffle effect occurs, the direc¬ 
tivity at higher frequencies being controlled by the 
front opening only. The comparatively large diameter 
of the magnetic structure permitted the use of a l|-inch 
diameter diaphragm and a f-inch voice coil. These fac¬ 
tors combine to give a level of —48 db (reference 0.001 
watt, 10 dynes). This is an increase in sensitivity of ap¬ 
proximately 7 db over directional microphones in gen¬ 
eral use today. 

Conclusions 

In addition to improved directivity and high sensi¬ 
tivity, other features have been incorporated into the 
Model 642 microphone. To permit the reduction of low-
frequency noise and reverberation a two step bass 
rolloff filter has been included in the design. By means 
of an external screwdriver adjustment a three-position 
switch changes the low frequency response of the micro¬ 
phone. Attenuations of 0, 5 or 10 db at 100 cps may be 
selected. Other features, such as external adjustment of 
impedance, low hum-pickup sensitivity, and an acces¬ 
sory for shock isolation have been included. 

Field tests with the Electro-Voice Model 642 micro¬ 
phone shown in Fig. 4 indicate that the characteristics 
described here do result in improved performance, in¬ 
cluding increased microphone working distances and 
increased separation of sound sources. 

Fig. 3—Schematic drawing of Electro-Voice 
Model 642 Cardiline microphone. 

Fig. 4—Electro-Voice Model 642 Cardiline microphone 
mounted in the Model 356 shock mount. 
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Choice of Base Signals in Speech Signal Analysis* 
LADISLAV DOLANSKYf, senior member, ire 

Summary—Fourier series is generally considered to be one of 
the most basic mathematical tools of the communications engineers; 
when experimental support is sought for the theoretical conclusions 
obtained, it has the advantage of having readily available source 
equipment in the form of sine-wave generators. In many cases, 
however, due to the characteristics of the signals under study, the 
analysis into other base functions would result in a reduction of 
expression complexity and a better insight into the problem. This is 
demonstrated on a specific example, in which the damped-oscillatory 
voiced speech sounds are expressed by means of complex-ex¬ 
ponential base functions. The method of measuring the pertinent 
coefficients is given; the nature of the analyzing equipment, which 
is also used for synthesis, is described briefly, and experimental 
results, including synthetically obtained approximations of the orig¬ 
inal signals, are presented. 

While speech signals are used to illustrate the method, the 
latter is applicable to other signals as well. 

Introduction 

RECENT history shows that in speech signal 
analysis considerable progress has been made 

' without the benefit of precise mathematical ex¬ 
pressions for the speech wave forms. More recently, 
computers are helping to solve certain quantitative as¬ 
pects of speech analysis. Nevertheless, in order to make 
better use of the more theoretical tools of mathematics 
which are available, it would be desirable to have at 
least an approximate mathematical expression for 
speech waveforms under study. 

The Problem 

The problem considered in this paper is to obtain rela¬ 
tively simple expressions for the waveforms of voiced 
speech sounds in terms of damped oscillatory base func¬ 
tions. While the base functions form an orthonormal 
set and their shape is fixed for all sounds, the pertinent 
multipying factors are to be obtained by a simple 
measurement. 

Theoretical Considerations 

Damped Oscillatory Base Functions 

In view of the quasi-periodic waveform of voiced 
sounds, the question arises why some standard method 
of analysis, such as Fourier expansion, should not be 
used. There are at least three reasons which make the 
use of undamped sinusoids for base functions undesir¬ 
able in the case of voiced-sound waveforms. First, 
while successive pitch periods resemble each other to a 
considerable degree, the duration of this quasi-periodic 

* Received by the PGA, May 31, 1960. The research reported in 
this paper has been sponsored by the Geophysics Research Direc¬ 
torate of the Air Force Cambridge Research Center, Air Res. and 
Dev. Command under Contract No. AF 19(604)-4979. 

f Harvard University, Gordon McKay Lab., Cambridge, Mass. 

function is limited, and thus, Fourier analysis in terms 
of the fundamental pitch frequency and its harmonics 
is not strictly applicable (Fig. 1). Second, because of 
variation of pitch and volume, successive pitch periods 
seldom have exactly the same waveform. Finally, from 
the mechanism of generation of voiced sounds, it is 
known that a pulse-like excitation, originated by the 
action of the vocal cords, excites the various resonant 
cavities of the vocal tract and thus starts a combination 
of decaying oscillatory functions. Thus, an approxima¬ 
tion of these decaying functions by ordinary sinusoids 
does not appear to be too efficient. This is also indicated 
by the values of the correlation coefficients in certain 
typical cases. For instance, the correlation coefficient 
between two damped exponentials exp(sjf) and exp^i) 
is equal to [3] 

(1) n*= 

Sj + Sic 

where 

Sj = — a, — jßj = complex frequency, 

Si = - Olj+jßj 

and 

aj = 0. 

Fig. 1—Waveform of sound a. (a) Expanded waveform of the 
center part, (b) Initial part of the sound. 
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For a sinusoid, aj = 0. Thus, if it is attempted to ap¬ 
proximate a damped oscillation by an undamped oscil¬ 
lation, (1) indicates that r¡k = 0. On the other hand, if a 
damped oscillation is approximated by another damped 
oscillation, a,>0, and r^^O, which indicates that a 
better approximation may be expected in the latter 
case. 

Using damped oscillatory base functions, the approxi¬ 
mation/a(/) to the given function /(/) becomes 

n 
/«(/) = 22 A exp (¿it). (2) 

t=l 

Other kinds of base functions have been mentioned 
in the literature. For instance Laguerre functions, which 
have poles at real values of the complex frequency, 
have been suggested by Wiener [6]. However, as 
pointed out by Kautz [4], many problems may be 
solved more easily with complex poles, because of the 
greater versatility of damped sinusoids over mere 
damped real exponentials. This is particularly true in 
our case because of the nature of the phenomenon con¬ 
sidered. 

Orthonormality 

It has been stated by Huggins [3] that the use of not 
uncorrelated base functions results in mathematical 
equations whose solutions are excessively sensitive to 
slight numerical errors, and that the corresponding in¬ 
strumentation suffers from the physical counterparts of 
these same effects. It is therefore most desirable to 
select base functions which, besides being generated by a 
process similar to the one which generates the function 
under study, also form an orthonormal set. 

A set of functions which is originally not orthonor¬ 
mal, can be orthonormalized by forming weighted sums 
of the given functions by adding one of the given func¬ 
tions for each successive base function, g At), and im¬ 
posing the condition [1 ] 

f gMgk^dt = eik (3) 
J o 

where 

fl, i = i 
Oik =< to, i j 

In practice, the use of (3) results in considerable algebra. 
Therefore, Kautz [4] advanced another method of ob¬ 
taining the orthonormal base functions, based on the 
complex convolution theorem of the Laplace transform 
theory. The method uses the fact that orthonormality 
can also be stated in the complex-frequency domain 
and is given by the relation 

1 f ,w _ 
— I Gi^Gk^-s^ds = eik, (4) 
2tT/ J —jco 

where G As), Gk(s) are the Laplace transforms of the 
orthonormal base functions gAt), gk(f). For the case of 
complex poles, the Kautz method leads to (5) and (6) 
which define the set of orthonormal functions in the 
complex frequency domain [5]. 

U2n-i(s) — v/2an
S + | «n + jßn I 
(S + «n)2 + ßn2
- ^)2 + /V 

(5 + + /V 

GzAs) — -\/2an
I an T jßn I 

(5 + an)2 + Ä2
(5 - a,)2 + ßf 
(5 + a,y + ß? ' 

(5) 

(6) 

That is, networks which have transfer functions of (5) 
and (6) will produce a set of orthonormal time functions 
at their output terminals when a unit impulse is con¬ 
nected to their input terminals. For simplicity of de¬ 
sign, the critical frequencies of (5) and (6) have been 
chosen according to (7). 

s, = — a, + jß, = i( — on + jßj), i = 1, 2,3, 4, 5, 6, 7. (7) 

Base functions corresponding to i>8 have been omitted 
in view of the fact that with a choice of /3i/2tt = 4OO 
cps, the most important frequency range for voiced 
speech sounds is reasonably well represented by the set 
of critical frequencies identified by (7). In view of cer¬ 
tain preliminary investigations of speech wave forms, 1 

the ratio ßi/ai was chosen to be 

ßi/ai = 20. (8) 

Transformation of the Base Functions into the Time 
Domain 

The expressions of (5) and (6) can be transformed 
into the corresponding time functions by decomposing 
the multiple product of fractions into a partial fraction 
expansion and finding inverse Laplace transforms for 
the individual fractions which can be obtained readily 
by standard methods. If ßy/Tn is chosen to be equal to 
400 cps and /3i/ai = 2O, the first two base functions be¬ 
come 

gAt) = 22e- 126-7' sin (2512/ + 0.811) (9) 

gAf) = 22.95e- 126-7' sin (2512/ + 2.381) (10) 

where t is the time in seconds. The rest of the orthonor¬ 
mal functions contain these functions as well as similar 
functions having 

at = iai (11) 

and 

ßi = ißk (12) 

1 Dolanskÿ [2], p. 17. 
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with an appropriate multiplying factor for each term. 
These factors follow from the partial fraction expansion 
of (5) and (6).2

Evaluation of Base Function Factors for a Particular 
Speech Wave 

In order to obtain an approximate expression /„(/) for 
a particular speech wave fit) ,8 it is necessary to form an 
appropriate weighted sum of the base functions 

/W « fall) 

n 
= 22 Cigiit). 

1=1 
(13) 

In other words, it is necessary to find the particular 
multiplying factor ct for each base function, which 
gives the best approximation fa(t) to fit). It remains to 
be shown how these factors can be obtained by meas¬ 
urement. 

For orthonormal functions [4], the coefficients of the 
base functions can be evaluated by means of the relation 

Ck falt)gkll)dl. 
0 

(14) 

Now suppose that the signal that we want to ap¬ 
proximate is one pitch period of a voiced sound, i.e., 
let 

fall) = hit) (15) 

where hit) is the approximate unit-impulse response of 
the vocal tract, shaped for a particular voiced sound, 
and can be expressed in terms of the base functions as 
indicated in (13). Then 

Ck 
0 

(16) 

Assume that we have a set of filters whose unit im¬ 
pulse responses are the orthonormal, damped oscillatory 
base functions, and consider the convolution integral 

eft — u)gklu)du 
o 

(17) 

where 
Vklt) = output signal of the £th filter at time I, 
gt(w)=unit impulse response of the ¿th filter, 

eft — u) = input signal at time It — u). 

Eq. (17) can be interpreted in physical terms as giv¬ 
ing the instantaneous value of the output voltage Vk 
of the ¿th filter network which is caused by a con-

2 A complete list of the fourteen orthonormal base functions thus 
obtained is given in Dolanskÿ [2), Appendix B, while the pole-zero 
patterns of the Laplace transforms of (5) and (6) are given in Ap¬ 
pendix A. 

3 E.g., for one pitch-period of a particular sound. 

tinuously varying voltage d, connected to the input 
terminals of the same filter. A partial contribution to 
the output voltage at time t, caused by a certain value 
of the input voltage Ci, occurring u seconds earlier, is 
equal to 

eft — u)gfu)du (18) 

and if the effects of all past values of e, are added, the 
relationship expressed by (17) is obtained. 

Now assume that eft) is a particular time function, 
namely the unit-impulse response of the vocal tract, 
which has been reversed in time,4 i.e., 

eft) = hl-1). (19) 

Under these conditions, 

/
. 00 

hlu — l)gklu)du (20) 
o 

and 
Z» CO 

t't(O) = I hlu)gklu)du. (21) 
J 0 

It is seen that, except for the variable of integration, 
(21) is identical to (16), from which the following proce¬ 
dure for measuring the coefficients of the base functions 
gk is obtained (see Fig. 2) : 

1) the transient signal under study (in our case one 
pitch period of a voiced sound) is recorded; 

2) the signal is reversed with respect to time and re¬ 
produced ; 

3) the time-reversed signal is fed into the orthonor¬ 
mal filter set; 

4) the voltages at the output terminals of the ortho¬ 
normal filter at the instant when the time-reversed 
input signal suddenly ceases5 are proportional to 
the desired coefficients. 

It should be noticed that, theoretically, eft) must 
start at /=—oo. However, since eft) is for physical 

Fig. 2—Transient signal and output of the ¿th filter, (a) Original 
transient signal under study (e.g., impulse response of the vocal 
tract), (b) Same, but reversed in time, (c) Output signal of the 
¿th filter. Note: The instant at which the original transient starts 
is chosen to be the origin of the time scale t. 

4 E.g., by reversing the direction of a tape recording during play¬ 
back. 

5 This instant corresponds to the sudden start of the original for¬ 
ward-time transient. 
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reasons usually negligible for large negative values of t, 
it is only necessary to choose the beginning of the input 
at such time t that will make the effect of earlier con¬ 
tributions of eff) to %(0) negligible. In practice, the 
instantaneous voltages %(0) were found by measuring 
the physical size of the instantaneous deflection of one 
trace of a dual-beam oscilloscope while the other trace 
of the oscilloscope, displaying eft), was used to identify 
the instant at which the deflection of the first trace 
should be read. 

Experimental Apparatus 

In the preceding section, a four-step procedure for the 
evaluation of the coefficients of the orthonormal base 
functions by measurement has been outlined. The ap¬ 
paratus used to perform this procedure will now be 
described. 

Signal Slides 

In order to obtain a time-reversed signal of a pitch 
period of a voiced sound, the microphone signal is first 
amplified and added to a 500-kc sine wave of suitable 
magnitude.6 A Polaroid transparency of such a signal 
is shown in Fig. 3. This silhouette pattern is then pho¬ 
tographically copied onto a high-contrast film. The 
film copy is used for the reproduction of the original 
signal in a photoformer. 

Photoformer 

I he block diagram of the photoformer is shown in 
big. 4. The photocell signal, which is the result of the 
light generated by the oscilloscope beam, is amplified in 
the vertical amplifiers of both oscilloscopes and deflects 
the image7 of the electron beam of the Tektronix oscillo¬ 
scope toward the edge of the shadow mask. When the 
edge of the shadow mask is reached, further deflection 
of the beam is impossible, since the photocell would no 
longer obtain the light which causes the deflection. The 
beam therefore stays in a position which causes its 
image to fall at the edge of the shadow mask. If the 
beam is deflected in the horizontal direction at the 
proper speed, a replica of the original signal appears on 
the faces of both oscilloscopes, and the signal is also 
reproduced electrically at A (see Fig. 4). If the pattern 
is reversed, the reproduced signal appears reversed in 
time. Incidentally, the same oscilloscope camera is used 
both for the production of the original slide and for the 

6 I he exact frequency used here is not critical, but should always 
be very much higher than the highest frequency component of the 
speech signal under study. The high-frequency sine wave is added 
to the signal in order to obtain a shadow pattern in which the dividing 
line between the illuminated areas is of the same shape as the original 
signal, while the area on one side of this dividing line is illuminated 
because of the presence of the high-frequency sine wave. 

7 The image is formed in the plane of the slide. Alternatively, the 
slide could be placed directly onto the face of the picture tube, but 
this results in poorer high-frequency reproduction due to the fact 
that the slide and the phosphor surface are separated by a glass layer 
of considerable thickness. Thus, even if the illuminated point is 
directly behind an opaque point, some light may reach the photocell; 
this results in a poorer high-frequency response. 

Fig. 3—Photoformer slide. 

Fig. 4—Photoformer. 

reproduction of the electrical signal from the slide. 
In order to establish to what extent the finite size of 

the electron-beam light spot in the (photographic) re¬ 
cording process affects the frequency response of the 
photoformer, the latter was measured in two different 
ways, keeping the sweep time the same in all cases. In 
Fig- 5, curve a was obtained by recording an even num¬ 
ber of periods of a sinusoid of a certain frequency, but 
using only one half of the total length of the trace during 
playback. 1 hus, for a certain reproduced frequency f, 
the recording frequency must be If. Curve b was ob¬ 
tained by recording the frequency which was desired in 
reproduction but, before reproduction, the size of the 
film record was photographically reduced 2:1. During 
reproduction, the length of the trace, the sweep time 
and the number of sinusoidal periods per sweep are the 
same in both cases, resulting in the same reproduced 
frequency, but in case b the finite spot of the recording 
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Fig. 5—Photoformer response as a function of the reproduced fre¬ 
quency/, (a) when the recorded frequency is divided by two in 
the playback by sweeping only over one half of the pattern, 
(b) when the same playback frequency is obtained by reducing 
a recorded signal photographically by a factor of two. 

electron beam is photographically reduced 2:1. There¬ 
fore, if the recording spot size is the limiting factor, 
curve b should have a cutoff frequency about twice as 
high as curve a. This is indeed confirmed by the curves 
of Fig. 5. 

By a separate measurement it was established that 
the phosphor persistence8 of the CRT screen is not a 
serious limiting factor in our problem. The measurement 
simply consisted of increasing the sweep rate of the os¬ 
cilloscope until the reproduced sinusoidal signal de¬ 
creased to 70.7 per cent of its original value. For the 
conditions of curve a in Fig. 5, the half-power point was 
reached at a frequency fc0 «12 kc, and for curve b, 
fco « 24 kc was obtained.9

Orthonormal Filters 
Based on the theoretical considerations outlined 

above, a set of filters, capable of generating the first 
seven functions defined by (5) and the first seven func¬ 
tions defined by (6) has been constructed. According to 
(7), seven pairs of critical frequencies sn, s„ are involved. 
Thus, in the scheme developed, all component filters 
occur seven times, with the response-controlling ele¬ 
ments appropriately scaled according to the critical fre¬ 
quency of the particular filter considered. 

The construction of the orthonormal filter set used is 
indicated in Fig. 6. Three basic blocks, I, II and III are 
used, together with the gain factors AGn-i. d/2n, to ob¬ 
tain the desired response. 1 he circuit diagram of the 
filters I, II, III for one pair of critical frequencies s„, 
5n is given in Fig. 7. 10 The computed phase and ampli¬ 
tude response and the experimentally measured points 
are shown in Figs. 8-11. The amplitude responses of 

8 Pl 1 phosphor has been used. j • . 
9 A description of additional experimental equipment used in the 

photoformer is given in Dolanskÿ [2], ch. V, sec. 1. 
10 More detailed information about the filter circuits can be found 

in Dolansky [2], ch. V, sec. 3 and Appendix C. 

Fig. 6—Orthonormal filter set. 

Fig. 7—Circuit diagram for orthonormal filters. 

type I and type III filters are not given, since they do 
not vary with frequency and the deviation of experi¬ 
mental points is only slight. The magnitude response of 
type II filters deviates somewhat at higher frequencies; 
this is considered to be unimportant because, in these 
frequency regions, the relative response of the filters is 
rather low. 

The experimentally obtained impulses are shown in 
Figs. 12 and 13. It is perhaps somewhat surprising that 
the sum of the various decaying oscillations gives short 
trains of sine waves of constant magnitude which sud¬ 
denly change to a smaller level at regular steps, the 
spacing between adjacent steps being one period of the 
lowest-order orthonormal function. 

Adding Circuit 
While the orthonormal filter set can be used to either 

generate the orthonormal base functions or to measure 
the appropriate multipliers of these functions for a 
particular transient signal under study, some adding 
circuit capable of forming a weighted sum of the four¬ 
teen base functions must be used, if it is desired to re¬ 
construct the original transient signal from the fourteen 
measured coefficients. The performance of the circuit 
should be such that the adjustment of one of the co¬ 
efficients does not affect the remaining coefficients. 

The principle of operation of the circuit constructed 
for this purpose can be explained by means of the basic 
diagram shown in Fig. 14. 
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Fig. 12—Unit impulse response of orthonormal filters: g^/) to gs(f). 
Time increases from right to left. Repetition period 20 msec. 

gic 

*9 

k12

*1! 

Fig. 13—Unit impulse response of orthonormal filters: g9(z) to gu(/) 
and input signal e¡„. Time increases from right to left. Repetition 
period 20 msec. 

Fig. 14—Basic scheme of adding circuit. 
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Applying Kirchhoff’s current law for the node at the 
amplifier input, one obtains 

+ ^ = 0. (22) 
ÍZÍ Ri Rf 

Using the relationship between the grid voltage ea and 
the output voltage eo of the amplifier, 

e„ = — Ae0, (23) 

(22) can be simplified, for a large gain A, to the relation 

e. « - Rf ¿ MRi). (24) 
t=l 

From (24) it is seen that under these conditions a varia¬ 
tion in a particular controlling resistor will affect only 
the contribution due to the corresponding input voltage 
d, while the effect upon other source voltages will be 
negligible. 

Since each of the constants may have either a positive 
of a negative sign, two separate adding circuits have 
been constructed, as shown in Fig. 15. In a particular 
example, all base functions having multipliers of one 
sign are added in the same adder. Subsequently, the 
difference between the positive and negative terms is 
obtained by means of a difference amplifier. In Fig. 15, 
Ui and F2 represent a cascode amplifier, for which Fa 
and F< represent a plate load of several megohms. More 
conventional ways of obtaining the necessary high gain 11 

resulted in excessive phase shift which transformed the 
negative feedback of the circuit into a positive one, thus 
causing instability. 

The degree of the residual mutual dependence of the 
magnitude-controlling input resistors is indicated by 
the curves of Fig. 16. Curve a represents the output of 
the adder with the input signal control set for maximum 
input, while all other inputs are disconnected by means 
of the switches shown in Fig. 15. Curve b indicates the 
output signal magnitudes obtained for the same input 
signal as in case a, but with all other inputs short-cir¬ 
cuited to ground and their control resistors adjusted to 
their minimum value of 10 kilohms. It is seen that for 
0.1 </<5 kc, which includes the range of greatest in¬ 
terest, the signal difference for the two extreme settings 
is only 0.2 db. Since it is very unlikely that such ex¬ 
treme cases would be encountered, a second resetting 
of the magnitude controls, after the entire set of them 
has been adjusted once, should be unnecessary. This has 
indeed been found to be the case in the practical use of 
the circuit. 

Experimental Analysis and Synthesis 
of Speech Signals 

In order to demonstrate the performance of the 
orthonormal filters on actual speech signals, a limited 

Fig. 15—Adding circuit for orthonormal functions. 

Fig. 16—Response curves of the adding circuit, (a) No loading of 
grid circuit by other input connections, (b) Maximum loading by 
other input connections. 

number of voiced-phoneme signals was analyzed by 
means of the filter set. 

Coefficient Matrices 

As indicated previously (13), the transient under 
study 12 is approximated by a weighted sum of damped-
oscillatory base functions, which are fixed by the choice 
of the particular elements in the filters. The same base 
functions are used to approximate the waveform of any 
voiced phoneme and the various phonemes differ only 
in the values of the coefficients of the individual base 
functions. Thus, the essential information identifying 
phoneme resides in these coefficients alone, and can 
be expressed, for example, as a row matrix 

M(i) = [ci, Cï, • • • cu], (25) 

which can also be regarded as a vector in a 14-dimen¬ 
sional signal space. 

11 A gain of about 5000 was considered desirable. 12 I.e , one pitch period of a voiced phoneme. 
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Analysis of Speech Sounds 

Following the procedure outlined under theoretical 
considerations, the coefficients cf of (25) were measured 
for 25 phoneme samples. These samples consisted of one 
pitch period of the sounds i, e, a, o, u as pronounced by 
five different male speakers. The pitch frequency was 
held constant at 100 cps. The normalized values of the 
constants c, thus obtained were used in the synthesis of 
speech-sound waveforms described below. 

Synthesis of Speech Sounds 

In order to show how closely the individual wave¬ 
forms can be approximated by means of the given base 
functions, the adding circuit has been used to obtain a 
weighted sum of these functions. The gain controls for 
the individual base functions were set to provide multi¬ 
pliers proportional to the constants a, obtained in the 
analysis of the preceding section. The original signal, as 
obtained from the photoformer, and the signal synthe-
tized from the base functions g^t) and from the coef¬ 
ficients Ct are shown in the double oscilloscope traces 
of Fig. 17. Traces of the same row represent five dif¬ 
ferent sounds pronounced by the same speaker, while 
all traces of the same column represent the same sound, 
pronounced by five different speakers. It is seen that for 
many samples, particularly for all samples of sound a, 
and some samples of sound i, e, and u, the synthetic 
waveform is a very good approximation to the original 
one. In some other cases, especially for the sound o, the 
agreement is not quite as good. In the case of these 
poorer approximations, it was usually difficult to deter¬ 
mine the exact location of the beginning of the pitch 
period, which is essential for the measurement of the 
constants c,. It is very likely that with a more accurate 
determination of the exact beginning of the pitch 
period, better waveform approximation could be ob¬ 
tained in these cases, too. In the case of the phoneme o, 
the most prominent oscillation seems to be in the vicin¬ 
ity of 600 cps. Since the closest components of the base 
functions are 400 cps and 800 cps, this sound may be 
harder to approximate than other sounds which have a 
prominent component at either 400 or 800 cps. How¬ 
ever, as can be seen from trace a, AAP (see Fig. 17), a 
waveform resembling seven cycles in 10 msec can be 
obtained using the same base functions. 

Conclusions and Limitations 

In view of the research reported in this paper, the 
following conclusions and limitations can be stated : 

1) Waveforms of voiced speech sounds can be 
analyzed and synthetized in terms of a small num¬ 
ber of orthonormal, damped-oscillatory base 
functions, multiplied by appropriate coefficients. 

2) These coefficients can be obtained by simple 
measurement. 

3) The result of this analysis-synthesis procedure is 

Fig. 17—Original waveforms (upper traces) and reconstructed wave¬ 
forms (lower traces) of five vowel sounds, spoken by five speakers. 
Speech sounds (left to right): i, e, a, o, u. Voices (top to bottom): 
DWB, JGB, LD, AAP, AZ. 

a simple mathematical expression in closed form, 
which can be manipulated by standard mathe¬ 
matical procedures available, in contrast to the 
original microphone signal or oscillograph display 
to which these powerful methods cannot be ap¬ 
plied. 

4) The method of analyzing signals in terms of suit¬ 
able base functions is not limited to speech wave¬ 
forms. However, in order to obtain a simple re¬ 
sult, the base functions should be carefully se¬ 
lected. Frequently, a study of the process which 
generates the functions may reveal which func¬ 
tions are more suitable than others in a particular 
problem under study. 

5) Only male voices have been used. Because of the 
shorter pitch period, more residual signal due to 
the preceding pitch period may perhaps be ex¬ 
pected for female voices, although if the attenua¬ 
tion is approximately constant per cycle, compa¬ 
rable conditions to the case of male voices may be 
obtained. 

6) Turbulent components of voiced sounds are neg¬ 
lected. They would probably be entirely elimi¬ 
nated in a reproduced signal. 

7) Although the method is in principle applicable 
also to waveforms of sounds having only turbulent 
excitation, in practice it would be difficult to a) 
establish the exact time of each individual random 
excitation and b) eliminate interference of residual 
signals due to recent previous excitations, because 
of the rapid succession of such excitations. 

8) In its present form, the method requires a time 
reversal of the signal and therefore a recording of 
the signal which results in a delay. While powerful 
for basic studies of the characteristics of speech, 
the method in its present form would not be suit¬ 
able for a continuous processing of speech in a 
live transmission link. 

9) Frequency normalization with respect to some 
significant frequency parameter has not been 
carried out. This may be desirable, particularly if 
the studies are extended to voices of women and 
children. 
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The Use of Pole^Zero Concepts in LouT 
speaker Feedback Compensation* 

WILLIAM H. PIERCEf, student member, ire 

Summary—Pole-zero concepts, with the associated techniques 
of signal flow graphs and root locus plots, are introduced and used 
in the analysis and synthesis of integrated loudspeaker-amplifier 
systems in the lower-frequency region. The case of the infinite baffle 
system is treated in detail, and formulas are developed for general 
voltage and current feedback. This is then simplified into a design 
method using only RC elements, and the compensation of the high-
efficiency woofer in an undersized enclosure illustrates the method. 

Introduction 

POLE-ZERO concepts are a very powerful syn¬ 
thesis tool for linear systems, and are so powerful 
for systems that are of the lumped-constant linear 

type that the design engineer can synthesize a system 
from specifications in a straightforward analytical pro¬ 
cedure.1 This paper will show how pole-zero concepts 
can be applied to loudspeaker systems in the lower fre¬ 
quency range where they may be approximated by 
lumped, linear elements. In addition to the features that 
make pole-zero concepts so useful in lumped system 
synthesis, several topics peculiar to loudspeakers will be 
discussed. The most fundamental is that in the usual 

* Received by the PGA, February 3, 1960; revised manuscript 
received, October 17, 1960. 

J 14380 Manuella Ave., Los Altos, Calif. 
1 J. G. Truxal, “Automatic Feedback Control System Syn¬ 

thesis,” McGraw-Hill Book Co., Inc., New York, N. Y. ; 1955. 

loudspeaker system, there is no electrical voltage or 
current that is proportional to the sound output, and 
thus there can be no direct feedback of the acoustic 
output. Other topics will be analytical procedures for 
handling voltage and current feedback in terms of pole¬ 
zero positions, and a simple way of accounting for vari¬ 
able radiation resistance in calculations of frequency 
response. 

Consider a parallel RLC circuit. The differential equa¬ 
tion is 

In engineering, this is customarily treated as 

1 1 
Y =juC + - + — 

R jwL 

1 1 
Y = Cs + — + — > 

R Ls 

where s can be considered to be equal to jw, or to the 
operator d¡dt, or to the complex frequency in Pf or to 
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the variable in the Laplace transform. 

1 1 

RC LC 
1 

IRC 
— 5 d-
LC] L 2RC 

1 " 

LC. 

When Z is written in its factored form, it is clear that 
for certain values of complex s, Z approaches infinity in 
magnitude. These values are called poles, and occur 
where the denominator goes to zero and the numerator 
does not. Where the numerator is zero and the de¬ 
nominator is not, Z goes to zero in magnitude, and is 
said to have a zero. The same terminology is used for 
all frequency functions, whether they are impedances, 
admittances, or ratios of quantities at one point to 
quantities at another point, such as output divided by 
input. Poles are in fact the natural resonant frequencies 
of the system. 

The frequency response for any complex frequency 
can be either calculated algebraically or measured 
graphically when the poles and zeros are known. Fig. 1 

Fig. 1—Vector representation and evaluation in the complex s 
plane of a rational function in 5 in terms of poles and zeros. 

shows a calculation at frequency s. The response for 

5 + a 

(s + + c) 

is the vector 
A 

BC’ 

which is 

HI 
HI |c| 

/¿4 - /_5 - /_C. 

Thus, a quick graphical method of evaluating frequency 
response not only facilitates computation, but gives the 
designer an intuitive feel for the effects of changing pole 
and zero locations. 

Objectives of Pole-Zero Synthesis 

The objective of any synthesis, regardless of method, 
is to produce a system that is as “good” as possible, or 
perhaps as “good” as possible using certain elements, 
powers, or cost. The design engineer interprets this into 
what will be expected in frequency response, transient 
response, and power inputs and outputs. With quanti¬ 
tative knowledge of these factors, a desired pole-zero 
position is chosen, which in general will be a compromise 
between a desired low-frequency response (which re¬ 
quires poles near the origin), and the need to keep in the 
linear region of the speaker (which for any fixed power 
level, requires poles to be away from the origin). 

In choosing the pole positions for a simple system of 
two poles, such as an infinite baffle speaker system, 
there are two quantities which are chosen. In polar co¬ 
ordinates, they are the distance of the poles from the 
origin and the angle from the —5 axis. In rectangular 
coordinates, they are the oscillatory frequency (the pro¬ 
jection on the imaginary axis) and the decay constant 
(the projection on the negative s axis). The polar form 
is often more useful, because the root locus of a simple 
oscillatory system stays on a circle of constant radius 
from the origin as the damping is varied from none to 
critical. 

The simplest parameter to adjust electrically is the 
damping, which will be called zeta, and defined as the 
cosine of the angle from the —5 axis to the poles. Proper 
damping avoids the extremes of too much, resulting in 
unnecessarily reduced low-frequency response, and too 
little, resulting in boominess and other undesirable 
effects of excessive cone excursion. Looking at the mov¬ 
ing cone as a motor-generator whose “back voltage” is 
proportional to velocity, avoiding excessive damping 
resistances has the effect of having the current flow in 
the coil controlled by the cone velocity. This has the 
additional bonus of bringing nonlinear distortion more 
under control. For a simple source of Rs, 

E. 
Em (mechanical velocity) =-■—— 

^8 
1 + — 

Rm 
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Clearly, low Rs reduces nonlinear effects from Rm. 
The amplifier output impedance and the speaker 

voice coil impedance add in series to form the damping 
resistance for Zm, the mechanical circuit. For high flux 
speakers, the amplifier impedance may be the rated 
speaker impedance, and optimum damping is still 
achieved. Low flux speakers would need zero or negative 
amplifier impedance to produce optimum damping. The 
use of negative current feedback to achieve the negative 
output impedance suggests the possibility of using the 
available magnetic flux for a larger linear region at the 
expense of flux density. For damping less than critical, 
changing the value of voice coil plus amplifier resistance 
keeps the poles on a circle of constant radius at a chang¬ 
ing angle. 

The radius of the poles of the oscillating system is 
more difficult to adjust. In the first place the output, 
the cone velocity, is not available as an electrical 
quantity. The current flowing in the speaker coil, how¬ 
ever, has been “worked over” by the mechanical im¬ 
pedance, and therefore may be used for feedback pur¬ 
poses because it is a function of Zm. The next section 
develops formulas and techniques for changing the 
radius of the poles, which is often (but not exclusively) 
called the “resonant frequency.” For frequencies at 
which the cone is smaller than a quarter wavelength, 
the sound power falls off as s2, where s is the complex 
frequency.2 In an amplitude plot, this would be pro¬ 
portional to 5, or a single zero at the origin. Thus in the 
lower-frequency range, the infinite baffle speaker has an 
output pressure pole-zero position of complex conjugate 
poles at the speaker resonant frequency and a double 
zero at the origin (one from the mechanical circuit and 
one from the unloading of the air). Thus, the pole-zero 
plot shows the well known fact3 that flat response is 
obtainable in a region whose lower bound is at or near 
the speaker resonant frequency, depending upon the 
damping, and whose upper bound is determined by the 
frequency where the cone no longer moves as a unit. 
The pole-zero plot also gives the design engineer a 
convenient means to interpret sinusoidal frequency 
response in terms of pole positions, and also, perhaps 
more important, to interpret pole positions in terms of 
desired frequency response. But even while being able 
to concentrate on sinusoidal frequency response, the 
complete s-plane pole-zero locations give simultaneous 
control over transient responses. 

In the simple infinite baffle, the designer’s only prob¬ 
lem is to either change the location of the control poles 
or to add pairs of poles and zeros. The purpose of this 
paper is to show how these two alternatives may be 
employed to avoid the necessity of requiring the me¬ 
chanical system to be designed so as to achieve the desired 

2 H. Olson, “Acoustical Engineering,” D. Van Nostrand, Co., 
Inc., Princeton, N. J., p. 92; 1957. 

3 Ibid., p. 149. 

pole positions without compensation. Possible advan¬ 
tages of electrical compensation over straight mechan¬ 
ical design are: 

1) Adjustability. Speaker resonance and damping 
could be adjusted to suit the user’s room acoustics 
and tastes, and even power levels. 

2) Use of standard high-efficiency speakers in small 
cabinets. 

3) Reapportionment of gap flux. Amplifiers with 
negative output impedances could dampen speak¬ 
ers with weak magnetic flux, thus enabling the 
size of the linear flux gap to be increased. 

Considerations in the choice of pole-zero positions are 
those of any loudspeaker design. Power handling capac¬ 
ity and the lowness of resonance must be chosen in a 
mutual compromise. The damping factor, zeta, defined 
previously, will generally vary from 0.7 to 0.5. A ratio 
of 0.7 would have a step response overshoot of 5 per 
cent, while 0.5 would have 18 per cent. The ratio of 0.5 
would produce an approximately level frequency re¬ 
sponse down to the resonant frequency, and then fall off 
at 12 db per octave. 

Pole-Zero Synthesis Procedure 

Pole-zero synthesis begins with the development of a 
formula for the cone velocity divided by electrical input 
to the amplifier. Consider a system which has a pre¬ 
amplifier with transfer function P, a power amplifier 
with transfer function G, an amplifier output imped¬ 
ance Za, voltage feedback beta, current feedback alpha, 
and a loudspeaker load. This is shown in Fig. 2. Any 
transfer quantity such as P, beta, etc., may actually be 
a ratio of polynomials in s. The signal flow graph of this 
is shown in Fig. 3. 

Standard procedures for obtaining transfer functions 
give 

E PG 

7 y 7 7 

This formula gives the piston velocity in terms of input 
voltage, and with proper choice of the constants any 
transfer function could be realized. However, the 
formula gives too much freedom to be immediately 
useful. We may redraw the graph as shown in Fig. 4(a). 
Let the transfer function of the part inside the dotted 
box be G', where 

G 
G' --

1 - Gß 

Thus, Fig. 4(b) shows the simplified amplifier-speaker 
combination as it is normally considered. 

One form of the general equation for E, the output 
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voice coil 
impedance 

velocity of 
piston 

Fig. 2—Diagram of amplifier and speaker. 

E 
o 

Fig. 3—Signal flow graph for Fig. 2. 

Fig. 4—Simplification of the signal flow graph. 

cone velocity, is 

Z, 

This form of the equation suggests a voltage generator 
of E1PG' and impedance Zt+Z^l +G'ß) — G'a driving 
the load Zm. Now we restrict the analysis to an in¬ 
finite baffle. Then, the output pressure would have an 
additional factor proportional to s due to unloading at 
the frequencies where the cone diameter is less than a 
quarter wavelength. 

The formula for the output velocity has now been 
put in a form showing the source impedance that the 
mechanical circuit sees. If this source impedance is 
purely resistive, then it is simply adjusted to give 
optimum damping. If it includes reactance, however, 
it must be put in a form so that the relation of the 
source impedance to the output function—in terms of 
poles and zeros—can be controlled by the designer. 
The form to be used is simply the form of a root locus 
diagram for a unity feedback system, that is, 

E = ExPG'------
Zm + Zv -|- Za(l + G'ß) — G'a 

Zp^s) 

pits) + Api(s) 

where />i(s)and pAs) are polynomials in 5. Let 

«i 
Zm = K, — 

z. + Zo(l + G’ß) - aG' = Ki — 
d2

where «i, n2, di, d2 are polynomials. Then 

E = [PG'Ej 

This is a second form of the output velocity formula, 
but now it is in the form of two factors, the first being 
the feed forward term, and the second showing the 
impedance dividing effect. It should be noted that the 
formula is completely general within the lumped ele¬ 
ment category, and that the second term is in the exact 
form required for root locus analysis. 

Now that a general formula has been developed in 
useable form, it may be inquired whether any special 
cases may prove useful. Since resistance-capacitance 
circuits are usually the most practical, we are led to 
investigate the simplest such circuit, namely of one of 
the form 

»2 _ 5 + 51 

¿2 5 + Si 

Evaluating Zm from a simple electromechanical equiv¬ 
alent circuit4 we have 

Wi Lms 
Zm A i = 

di CmLms2 + GmLms T- 1 

Now for convenience, normalize to unit angular fre¬ 
quency and change other variables as follows: 

52
s2LmCm =-= p2

O>02

LmWa W2 p T a 
K =- — =-

Ki di p T b 
LmwaGm = 2fo. 

We then get 

E _ Kptp + b) 

EiPG' (p + a)(p2 + 2hp + 1) + Kp(p + b) ’ 

This formula is suggested for use in a design proce¬ 
dure in which the parameters K, a, and b are chosen to 
move the control poles to the desired position. Various 
values of a and b would be chosen, and then the root 

4 L. Beranek, “Acoustics,” McGraw-Hill Book Co., Inc., New 
York, N. Y„ ch. 3; 1954. TheZm used here is that seen by the elec¬ 
trical circuit, namely the type in which mechanical force is analogous 
to electrical current and referred to the electrical terminals. In 
Beranek’s terms, this is the mobility analogy. 
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locus plotted as a function of K. However, note that this 
process introduces a zero at — b, and a pole which orig¬ 
inated at —a but moved down the —s axis because of the 
“feedback” K. The unwanted pole and zero can easily 
be cancelled by a simple RC bass boost circuit in P. A 
further simplification occurs when the speaker mechan¬ 
ical damping is much less than the electrical damping, 
when fo can be considered to be zero. 

Synthesis Example 

The speaker to be compensated is a Jensen P-12 NL 
12-inch woofer, with a l|-pound permanent magnet. 
This woofer was furnished by the Jensen Company, and 
the author is grateful to the Jensen Company for their 
assistance. The speaker is of the high-efficiency type, 
intended for use in a large enclosure. It was mounted in 
a closed, padded box with an internal volume of about 
2.2 cubic feet. The equivalent circuit for the mounted 
speaker was measured as indicated in Fig. 5. 

In this case, the object is to select current feedback in 
order to reduce the resonant frequency of the speaker 
from 84.5 cps to about 50 to 55 cps with a zeta of about 
0.5. This is an equivalent requirement to the conven¬ 
tional statement of flat frequency response to 50 cps. 
In order to bring the poles in toward the origin, the 
value of b will be less than the value of a. Neglecting the 
slight damping already present, and normalizing to 

s 
p = -, 

2^84.5) 

we select 

«2 p + I 

dt p + 1 

as a trial. The root locus of 

G = Kp(,p + I) 

(p + l)^2 + 1) 

is plotted in Fig. 6. A value K = 2.17 is seen to give a 
zeta of 0.53, and un of 0.632, which is 53.4 cps un¬ 
normalized. (In construction of a third order root locus, 
it is convenient to assume a particular value for the root 
that is known to be on the real axis, thus in effect as¬ 
suming an exact factor. Dividing by this exact factor 
gives a simple equation for K which comes from forcing 
the remainder to be zero. It also gives, of course, a 
quadratic for the other two roots.) 

This point on the root locus is a satisfactory one, in 
that the complex poles have been moved to their de¬ 
sired position, but at the expense of inserting an un¬ 
wanted zero at p= — J (i.e., s = —265) and an unwanted 
pole, which has moved to p= — 2| (i.e., s= — 1330). 
These will be eliminated by making 

s + 1330 
P = (constant)-• 

s + 265 

Fig. 5—Equivalent circuit, referred to electrical terminals, 
of woofer mounted in 2.2 cubic foot sealed enclosure. 

Fig. 6—Root locus diagram used in example. 

The current feedback is found as follows: From the 
root locus of 

E Kp(p + b) 

EyPG' ~ (p + aW + 1) + Kp^p + b) ’ 

the values were selected for a, b, K. 

a = 1 
b = I 
K = 2.17 

Lmœ0 40 X 10-3 X 2tt(84.5) 
K = 2.17 =-- --

Ki Ki 

ni s + 531 
Ki — = 9.80- = Zv + Za(l + G'ß) - aG'. 

di s T 265 

Z„ + Zo(l + G'ß) 

is the impedance of the voice coil plus the impedance of 
the amplifier after voltage feedback, and is taken to be 
13 ohms. 

aG' = 13 - 9.80 
(s + 531) 
s + 265 

aG' = 3.20 
(s — 550) 
5 + 265 

This current feedback could be achieved in a circuit 
such as shown in Fig. 7. 

In the example chosen, the amplifier closed-loop gain 
is 25.3, and the calculated values are 7?i = 0.15 Q, 
R2 = 0.24 Í2, R3 = 37.6Q, C=100 pi. The amplifier was 
compensated with the above current feedback, and as 
noted, the necessary RC compensation was added be¬ 
fore the feedback loop. Subjective evaluation of the 
compensated system was made difficult by excessive 
reverberations in the author’s apartment. The im¬ 
provement seemed quite noticeable but not really 
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Fig. 7—Arrangement for current feedback in example in the text. 

radical. Theoretically, it would correspond to using a 
truly infinite baffle and amplifier damping such as to 
give zeta of 0.5. 

The actual output sound pressure was deduced from 
voltages measured across the speaker by the following 
procedure. Refer again to Fig. 2 and note that the cone 
velocity E is related to the voltage across the speaker 
terminals Eao by 

E _ Zm 

EaQ Zm + Z. 

As previously noted for infinite baffles, the sound pres¬ 
sure amplitude is proportional to i/s times the cone 
velocity in the low frequency region, so that 

sound pressure output 
voltage across speaker terminals 

z X = (constant)-•. 
s(Zm T Z0 

Using the vector method of Fig. 1, the above formula 
was used to determine the necessary relative voltage as 
a function of frequency for flat response from the woofer. 
The function calculated is the dashed line shown in 
Fig. 8. For comparison, the relative voltage actually 
obtained across the speaker terminals from the com¬ 
pensated amplifier is also shown in Fig. 8. This voltage 
function indicates that rather precise compensation has 
in fact been achieved. 

General Remarks and Conclusions 

The importance of the pole-zero method of design lies 
primarily in the simplicity in which quantitative con¬ 
trol is obtained in design while simultaneously enhanc¬ 
ing an intuitive feel for what the equations mean. By 
using pole-zero concepts, current feedback was intro¬ 
duced naturally and analytically in this paper, and by 
using this theoretical tool, results were predicted and 
obtained with simple RC circuits which match the re¬ 
sults obtained by previous workers using RLC circuits 
empirically5 or using impedance concepts and a priori 

Fig. 8—Relative voltages at speaker terminals. Dashed line: voltage 
for flat response calculated from equivalent circuit. Solid line: 
measured voltage from compensated amplifier. Dotted lines: ±3 
db points from dashed line. 

knowledge of the impedance desired.6 Besides getting 
current feedback into an analytical status, it is hoped 
that this paper will stimulate further applications in 
which the speaker and amplifier form an integrated 
system. 

There is really no need for the cabinet size to neces¬ 
sarily stop at 2.2 or 1.7 cubic feet for high-quality bass. 
If current feedback can reduce the cabinet size to 2.2 
cubic feet, and if high mechanical compliance can 
do the same, what could be done with the two together? 
And with power transistors available and relatively im¬ 
mune to mechanical vibration, why not put the am¬ 
plifier in the speaker cabinet? There is another topic sug¬ 
gested but not fully answered by this paper, namely 
the use of current feedback to help control distortion. 

This paper has only been an introduction, for it 
treats only the infinite baffle, which we saw involved a 
total of three poles if its resonant frequency was to be 
changed. A bass reflex could be similarily treated, but 
its own four poles plus the compensating poles would 
involve considerable rather complex analysis. How¬ 
ever, the success of the bass reflex enclosure indicates 
that the results may be well worth the analysis. 

At present, integration of the speaker and amplifier is 
not very extensive, with control of the damping being 
the only widespread example. But the cost, size, 
weight, and flexibility of electronic elements make it 
possible that not too far in the future the design engineer 
may be faced by such decisions as whether to add an¬ 
other stage of amplification, or whether instead to make 
the speaker enclosure one cubic foot larger. 

6 H. D. Zink and L. R. Sanford, “A new look at positive current 
feedback,” Radio and TV News, vol. 58, p. 56; November, 1957. 

6 R. E. Werner, “Loudspeakers and negative impedances,” IRE 
Trans, on Audio, vol. AU-6, pp. 83-89; July-August, 1958. 
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Correspondence_ 

Amplitude Limitations in Nonlinear 
Distortion Correction* 

Waldhauer, in a recent note,1 has shown 
that it is possible to achieve perfect distor¬ 
tion correction, provided that the two ampli¬ 
fiers of his Fig. 2 have zero and infiinte output 
impedances. Pritchard and Macdonald have 
pointed out2 that in practice, amplifiers 
cannot be designed to have zero and infinite 
output impedances, and hence conclude that 
“perfect nonlinear distortion correction over 
an indefinitely large input amplitude range 
is impossible.” It would appear, however, 
that it is theoretically possible to achieve 
perfect nonlinear distortion correction over 
amplitude ranges which are limited only by 
the considerations outlined below. 

Consider Fig. 1, in which B is the ampli¬ 
fier to be corrected and A is the correcting 
network. The input voltage is e« and the 
output voltage is e,. 

If the transfer characteristic of B is given 
by 

00 

«2 = 22 bnein, 
n—1 

then, in order to make the system linear, a 
predistortion network having the transfer 
characteristic 

00 

e0 = 22 «»«i” 
n—1 

must be used. The ratio of the output volt¬ 
age to the input voltage is then given by 

¿ 
¿2 _ n—1 

^0 
7 . anein 
n—1 

* Received by the PGA, September 16, 1960. 
1 F. D. Waldhauer, “Comments on ‘Nonlinear dis¬ 

tortion reduction by complementary distortion' ” 
(Correspondence), IRE Trans, on Audio, vol. AU-8, 
p. 103; May-June, 1960. 

2 J. R. Macdonald, “Reply to comments on ‘Non¬ 
linear distortion reduction by complementary distor¬ 
tion’ ” (Correspondence), IRE Trans, on Audio, 
vol. AU-8, pp. 104-105; May-June, 1960. 

Fig. 2. 

For linear amplification, the a coefficients 
must be equal to a constant times the b co¬ 
efficients where the reciprocal of the con¬ 
stant is the voltage gain of the system shown 
in Fig. 1. If the voltage gain is kl and an 
= kbn, then it follows that: 

22 bM1
¿2 _ n=l 

e° 7^1 k 7 , bn^l 
n—1 

and hence linear amplification results. 
To see that this is possible practically, 

consider an amplifier B, possessing only sec¬ 
ond harmonic distortion as shown in Fig. 2. 
To achieve linear amplification, a predis¬ 
tortion network of the form «0 = £(&iCi+i»ei2) 
must be used. If k = l, then eo = &iex+&2ei 2 
(see Fig. 3). The system is now linear with a 
voltage gain of 1. 

Note that f is the inverse function of g. 
Thus, if the transfer function g of an ampli¬ 
fier is known, then the required correcting 
transfer function f is merely the inverse of g. 
The problem that remains is one of synthe¬ 
sizing the required transfer function f over 
the signal range desired. 

One possible solution to this problem lies 
in the use of three-terminal varistor-resistor 
networks3 as interstage coupling devices. 

The amplitude range over which an 
amplifier may be corrected by the use of 
passive nonlinear networks is limited by the 
following factors: 

1) The maximum ratings of the ampli¬ 
fier and the associated nonlinear net¬ 
works from the point of view of tem¬ 
perature rise. 

2) I he minimum permissible gain of the 
corrected amplifier. Thus if an at¬ 
tempt is made to correct a vacuum 
tube stage for amplitude ranges ap¬ 
proaching cutoff, by means of passive 
nonlinear devices, the resultant cor¬ 
rected amplifier may well provide an 
intolerably low value of gain. 

3) The onset of a discontinuity in the 
transfer characteristic of the uncor¬ 
rected amplifier such as grid current 
in a vacuum-tube amplifier or col¬ 
lector bottoming in a transistor am¬ 
plifier. Such discontinuities cannot be 
readily corrected by reasonably simple 
varistor-resistor combinations. 

G. W. Holbrook 
E. P. Todosiev 

Dept, of Elec. Engrg. 
Royal Military College of Canada 

Kingston, Ont., Canada 

3 G. W. Holbrook, “Reducing amplifier distor¬ 
tion,” Electronic Tech., vol. 37, pp. 13-20; January, 
1960. 
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tember-October 

Perception of Stereophonic Effect as a Function of Frequency, 
AU-8-5, 144, September-October 

Room Acoustics and Sound System Design, AU-8-3, 77, May-
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INSTITUTIONAL LISTINGS 

The IRE Professional Group on Audio is grateful for the assistance given by the 
firms listed below, and invites application for Institutional Listing 

from other firms interested in Audio Technology. 

JAMES B. LANSING SOUND, INC., 3249 Casitas Ave., Los Angeles 39, California 

Loudspeakers and Transducers of All Types 

JENSEN MANUFACTURING CO., Div. of the Muter Co., 6601 S. Laramie Ave., 
Chicago 38, III. 

Loudspeakers, Reproducer Systems, Enclosures 

KNOWLES ELECTRONICS, INC, 10545 Anderson Place, Franklin Park, III. 

Miniature Magnetic Microphones and Receivers 

UNITED TRANSFORMER COMPANY, 150 Varick St., New York, New York 

Manufacturers of Transformers, Filters, Chokes, Reactors 

Charge for listing in six consecutive issues of the TRANSACTIONS—$75.00. 
Application for listing may be made to the Technical Secretary, Institute of Radio 

Engineers, Inc., I East 79th Street, New York 21, N.Y. 




