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The Editor's Corner 
Apropos to The Editor's Corner for May-June, 1961, 

B. F. Miessner, Fellow of the IRE, and famous for his 
many inventions, has sent us the following.* 

Titillated by your Editor’s Corner “Report,” in the 
current issue of these Transactions, I cannot resist the 
observation that it is really more fact than a tale of fic¬ 
tion, dreamed up by a secret society of intellectual 
funsters. 

If anyone thinks otherwise about the yision, the 
sagacity, and the pioneering spirit of our modern “Cap¬ 
tains of Industry,” let him read Henry Mencken’s col¬ 
lection of essays in his “Chrestomathy.” “Intellectual 
lethargy,” “incurable ingenuousness,” “appalling lack of 
common sense,” “preposterous caricatures of God,” 
“blank cartridges,” are a few of his characterizations. 
Quoting briefly: “Charles Francis Adams, a grandson of 
one American President, and a great grandson of an¬ 
other, after a long lifetime in intimate association with 
some of the chief business ‘genuises’ of the United 
States, reported in his old age that he had never heard a 
single one of them say anything worth hearing.” 

That Bell’s proposals met with skepticism, even 
derision, and innumerable objections, is hardly sur¬ 
prising. Besides, admitting all of these to be utter non¬ 
sense, would not such a system of voice communication 
threaten the very foundations of an already entrenched 
telegraph system? 

Have we not, those of us old enough to remember, 
seen the same sort of situation in the acceptance of 
radio communication? 

How about electric illumination? Can you not hear 
the stinging objections of the gas lighting industry when 
Edison proclaimed the perfection of his electric lamp? 
“What! You expect us to discard all of our coke ovens, 
our gas wells, our system of distribution pipes, our huge 
pressure regulating storage tanks, as well as the millions 
of meters, gas lighting fixtures, burners and the like? 
Then to replace these with electric power houses, dis¬ 
tribution lines, house wiring, electric meters, and other 
millions of electric lighting fixtures and lamps?” 

“You ask us to throw all of that overboard for your 
new gadget and your visions of a world lighted by a 
mysterious something you call electricity, which can kill 
by mere and momentary contact?” 

And so it goes. Henry Ford tried desperately to get 
backing in Buffalo for his “tin lizzie” and failed. Every 
wagon maker but one (Studebaker) laughed him out of 
their mahogany-studded directors’ rooms. Yet, from 
their wagons to his Model T was only a little hop, skip 
and jump. And, with all of the modern ballyhoo about 
automotive perfection, all still use the modern version 
of the carriage lamp, which cannot see around corners 
where the cars are going ! 

* Received by the PGA, August 21, 1961. 

Look where you will in any industry and you will find 
the same lack of vision, the same mental inertia, the 
same preference for complacent peace over the brain 
sweat in learning (like old dogs) the new tricks of 
Progress. The deeper is their entrenchment, the more 
resistant is their determination to stick with what they 
have. Like the Colorado River in the Grand Canyon, 
their vision, if any they have, to far horizons is blocked 
by the results of their own past energies, and they can¬ 
not escape. 

Historians of technology have clearly shown that the 
incubation period for radically new methods of doing 
old things, or for entirely new things, averages about 40 
to 50 years! The one notable contrary example which 
proves that rule is atomic and nuclear energy develop¬ 
ment, and that was a very major and national under¬ 
taking during a dire international emergency. 

That I speak (at 71, today) from bitter experience 
over the mental obesity of our nation’s governmental 
and industrial leadership can be illustrated by a, I 
hope pardonable, personal reference to guided and tar¬ 
get-seeking missilry, which we now have only after 50 
years of do-nothingness by the powers that be in our 
beloved country. 

In the fall of 1912, Jack Hammond and I demon¬ 
strated unerring and precise radio guidance of a high¬ 
speed motor boat (representing a surface-riding torpedo) 
in Gloucester Harbor and beyond, as far as the aided 
eye could see, before the top brass of our Coastal De¬ 
fense Department. By 1916, nothing having been done 
in fuller development for naval hardware, I published a 
book, “Radio Dynamics” (D. Van Nostrand Co., Inc., 
New York), while a 26-year-old student at Purdue Uni¬ 
versity. It disclosed not only the principles of modern 
multiplex radio communication with the IF introduced 
into the transmitted RF carrier, and with an additional 
AF modulation, plus the now-familiar double detection 
(also triple detection, for de relay operation) of our 
superheterodyne receiver system, but it also disclosed 
the principles of infrared, target-seeking missiles, all 
conceived by myself and at least preliminarily tested in 
1911-1912. 

The very least that this experience has proven is that 
what is not understood is rarely if ever believed by those 
who must make the decisions for development and use 
of radically new ideas. 

So the “Report of Special Technical Committee to 
Determine Market Opportunities for the Telephone” 
cannot be far from the truth, whether fact or fancy. 

Benjamin (Franklin) Miessner 
680 North East 105th St. 

Miami Shores, Florida 

{The Editor’s Corner welcomes your views. Please send 
them in.—Marvin Camras, Editor) 
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PGA News_ 
MINUTES OF THE MEETING OF THE ADMINISTRATIVE COMMITTEE 

New York, N. Y., March 20, 1961 

Members Present 

H. S. Knowles, Chairman 
P. C. Goldmark, Vice Chairman 
R. W. Benson 
A. G. Bereskin 
M. Camras 
M. Corri ngton 
J. R. Macdonald 
B. B. Bauer, Secretary-Treasurer 

Newly Elected Members Present 

D. Brinkerhoff 
F. A. Comerci 
H. E. Roys, Vice Chairman, 1961-1962 
B. Wayne1

Members Absent 

C. M. Harris, Chairman, 1961-1962 
J. K. Hilliard 

Guests Present 

R. A. Heising, IRE Representative 
M. Copel 
D. W. Martin 
S. W. Schram 
W. M. Ihde 

The meeting was held at the Waldorf-Astoria and was 
called to order at 8:30 p.m. 

1) Approval of Minutes of the Last Two Meetings 

Upon motion of M. Corrington, seconded by J. R. 
Macdonald, the minutes of the Administrative Com¬ 
mittee dated March, 1960, and October, 1960, were ap¬ 
proved by unanimous vote. 

2) Results of Election 

The final results of the PGA election as advised by 
IRE Headquarters, were reported by the Chairman as 
follows: 

C. M. Harris—Chairman, 1961-1962 
H. E. Roys— Vice Chairman, 1961-1962 

The newly elected Administrative Committee members 
are as follows: 

D. Brinkerhoff—1961-1964 
F. A. Comerci—1961-1964 
B. Wayne1—1961-1964 

1 The status of B. Wayne will be determined from the pending in¬ 
terpretation of the Constitutional amendment published in the 
January-February, 1961, issue of these Transactions. 

The Secretary stated that the current operation of the 
Group appeared to be based upon the 1949 Constitution 
and Bylaws as amended on January 5, 1955. In accord¬ 
ance with this Constitution and Bylaws, there are 9 
members of the Administrative Committee, including 
the Chairman of the Group, 3 new members being 
elected each year for a period of three years. If the 
Chairman and Vice Chairman elect are not holdover 
members of the Administrative Committee, then a 
correspondingly smaller number of new members are de¬ 
clared elected. 

In accordance with the new Constitution and Bylaws, 
which are in the process of being amended, there will be 
a Chairman and 9 members of the Administrative Com¬ 
mittee. The Chairman is elected for one year and, if 
he is serving an unexpired term at the time he takes 
office, his membership in the Administrative Committee 
terminates at the time of his election to Chairmanship. 
The new Constitutional amendment, published in the 
January-February, 1961, issue of these Transactions, 
will be effective within 30 days of publication, unless 
10 per cent of the members object. 

In the event that it is determined that the present 
election was conducted in accordance with the 1955 
Constitution and Bylaws, since Roys is not a holdover 
member of the Administrative Committee, only Brinker¬ 
hoff and Comerci will be declared elected as new mem¬ 
bers of the Administrative Committee, and the newly 
elected Chairman Harris will remain a member of the 
Committee until 1963. 

In the event that the new Constitution and Bylaws 
apply, then Harris will have been elected Chairman 
for the year 1961—1962 and, unless re-elected thereafter, 
he will no longer be a member of the Administrative 
Committee. In addition, B. Wayne will have been 
elected a member for the period 1961-1964. 

The Secretary will attempt to clarify the applicability 
of the old or new Constitution and Bylaws, in coopera¬ 
tion with Chairman Harris and the IRE Headquarters. 
A motion was made by M. Camras, seconded by 

R. W. Benson, and passed unanimously, to approve this 
report. 

3) Report of the Editorial Committee 

Editor Camras stated that everything seems to be 
under control, and he is satisfied with the way things 
are going. One important problem is that the authors 
sometimes make a commitment of their papers to other 
publications, prior to presentation at the IRE meetings 
and at the NEC. Chairman Knowles asked R. A. 
Heising what the policy on this matter was as far as 
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IRE Headquarters was concerned. Heising replied that 
a statement of policy could be obtained from E. K. 
Gannett, Managing Editor. 

Camras also stated that an especially meritorious 
paper could be published by the IRE-PGA even though 
it had been published elsewhere, and that the Audio En¬ 
gineering Society followed the policy that papers pre¬ 
sented before the AES could not be published elsewhere. 

B. B. Bauer suggested that the IRE require the 
prospective authors to agree to give the IRE the option 
to publish their papers in one of the IRE publications, 
prior to publication elsewhere. 
Chairman Knowles suggested that the Chairman-

Elect take this matter up at the next Professional 
Groups Committee meeting. 

Various suggestions were made for improved ways for 
procuring, editing and reviewing papers, which Editor 
Camras took under advisement. 

4) Discussion of the Scope of PGA 
At the suggestion of P. C. Goldmark, Chairman 

Knowles opened the subject of a letter of March 13 
from D. F. Eldridge, who is sponsoring the formation of 
a professional group on recording. Eldridge’s letter 
states in brief that he would like to ask the IRE again 
for a charter for a group on recording, but in the event 
this is unsuccessful, that he would then seek an affilia¬ 
tion with the Professional Group on Instrumentation. 
Therefore, Eldridge requests that the PGA make a reso¬ 
lution that would have a favorable effect upon the Pro¬ 
fessional Groups Committee in granting this charter. 

Chairman Knowles stated that he pointed out to 
Eldridge that recording is within the field of interest of 
the PGA, and that the scope of this interest was clari¬ 
fied by the Administrative Committee of PGA last 
fall by omitting the limitation “at audio frequencies” 
from the statement of the field of interest; furthermore, 
this amendment has been approved by the Professional 
Groups Committee and the Executive Committee of the 
IRE. 

It was the general consensus that the PGA would con¬ 
tinue to provide a forum for all meritorious papers on re¬ 
cording, including magnetic recording as in the past. 
Moreover, the PGA would continue to offer opportu¬ 
nities for those with recording interests to become active 
in Editorial and other Committee work. 

A. G. Bereskin moved that the PGA restate its scope 
and interest in the field of recording and convey this in¬ 
formation to the promoters of a professional group on 
recording. This was seconded by Camras and adopted 
unanimously. 

Thereupon, Chairman Knowles offered the suggestion 
that the new PGA Chairman take the following action: 
The Chairman of the PGA replying to Mr. Eldridge’s letter will 
state that the scope of the PGA now stands as follows: 

Article III—Field of Interest 
Section 1. The Field of Interest of the Group shall be the tech¬ 

nology of communication at audio frequencies and of the audio-fre¬ 
quency portion of radio frequency systems, including the acoustic 

terminations and room acoustics of such systems, and the recording 
and reproduction from recordings, and shall include scientific, tech¬ 
nical, industrial or other activities that contribute to this field, or 
utilize the techniques or products of this field, subject, as the art 
develops, to additions, subtractions, or other modifications directed 
or approved by the IRE Committee on Professional Groups. 

The Administrative Committee at the meeting of March 20, 
1961, has expressed the consensus that there is no reason to alter the 
above scope and offers the suggestion that Mr. Eldridge’s group 
formulate its field of interest, so as not to conflict with the PGA. 

The Professional Group on Audio desires to continue to cooperate 
in every way in serving as a forum for presentation and publication 
of papers on magnetic recording as well as other forms of recording. 

Upon motion by Camras, seconded by Benson, this 
suggestion was adopted unanimously. 

5) Report of Fall Meeting Study Group 

The following report was made by S. W. Schram 
(WADD representative for Tober Mountz, who could 
not be present at the meeting) in connection with a 
meeting on Military and Space Communication Acous¬ 
tics, proposed by Harris. 
Schram stated that WADD does not have a rela¬ 

tively large program in Audio, and that he could not find 
anyone who would have enough enthusiasm to organ¬ 
ize a meeting on Audio there. 

He suggested that the Midwest interests could be 
served by joining with the Spring Conference in Cincin¬ 
nati. It was felt by the Dayton Chapter that the Cin¬ 
cinnati people could run it more successfully. Also, the 
Professional Group on Military Electronics Conference 
in Washington, the Ultra Communications Confer¬ 
ence in Rome, or the N.A.C. in May, perhaps might be 
more suitable. 

Schram advised that he was very sorry, but a nega¬ 
tive reply would have to be given by Dayton. 

D. W. Martin felt that if the Dayton people were will¬ 
ing to take on a major part of the local responsibility, 
then the Cincinnati Chapter would cooperate. However, 
Cincinnati will be host to a number of meetings this 
fall, among them the Acoustical Society in November. 
Martin suggested that possibly the Acoustical Society 
may wish to have a session of their Conference in the 
field of Military Acoustics, cosponsored by the PGA. 

At the conclusion, it was suggested by Chairman 
Knowles that these ideas be conveyed to the forth¬ 
coming Administrative Committee for action. 

6) Program Committee 
M. Copel gave a brief report on the Convention 

papers. Chairman Knowles then reviewed the plans for 
the PGA Meeting to be held the next day during the 
Audio Session. Normally, during this meeting the out¬ 
going Chairman announces the results of the election 
and introduces the new members of the Administrative 
Committee and the winners of the PGA Awards, and the 
Secretary-Treasurer gives a brief financial report. There¬ 
upon, the outgoing Chairman presents a symbolic gavel 
to the new Chairman, who makes a few brief remarks 
about the plans for the new year. In view of the illness of 
Chairman Harris, the last part of the meeting will not be 
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performed this year. Chairman Knowles then announced 
that the PGA meeting would be held about 11:30 a.m. 
during the Audio Session of March 21, and Copel agreed 
to make the necessary arrangements with the Session 
Chairman. 

7) Finance Committee 

The Report of the Finance Committee (below) was 
presented by the Secretary-Treasurer Bauer. This re¬ 
port, dated February 14, was sent to the Administrative 
Committee outlining the financial status of PGA. The 
publication expense is currently $3.00 per year per 
member; the former IRE contribution has been reduced 
to one-third of the publication expense, which has been 
alloted to PGA at a $6000 per year rate, while the actual 
expense is at a rate of some $12,000 per year. PGA is 
believed to have lost some membership as a result of 
the common billing, which now places each Group in 
competition against another 27 Groups for the mem¬ 
ber’s dollar. Unless the assessment is raised to $3.00 the 
PGA balance will continue to decrease and will become 
exhausted in about four years. 

The ensuing discussion pointed out that the IRE 
seemed to favor the action of preventing large balances 
from being credited to the Groups, and that therefore it 
appeared desirable to allow the PGA balance to diminish 
to an appropriate level. 

By motion of Bereskin, seconded by Comerci, it was 
resolved unanimously to continue the present PGA 
financial policy until the balance in the treasury reaches 
an appropriate level. The Secretary-Treasurer is charged 
with the responsibility of corresponding with IRE Head¬ 
quarters and ascertaining what is considered to be an 
appropriate balance level for a group of the general size 
of PGA. 

By motion of Corrington, seconded by Macdonald 
and carried unanimously, it was resolved to set the 
assessment for the year 1961-1962 at $2.00 per year. 

8) Awards Committee 

The Awards Committee headed by Bereskin pre¬ 
sented its nominees as outlined below. 

Furthermore, the Committee recommended that the 
name of William B. Snow be submitted by the PGA for 
the IRE Fellow Award, the deadline for submitted 
nominations being March 31. 

By motion of Bereskin, seconded by Comerci, the 
report and nominations were approved unanimously, 
and the Secretary was directed to implement them in 
the customary manner. 

9) Ways and Means Committee 

Copel presented the Report of the Ways and Means 
Committee (below). The Committee reports that $450 

has been received for the year in Institutional Listings, 
and recommends that the Committee be authorized to 
handle solicitations, renewals and follow-ups directly. 

By motion of Corrington, seconded by Macdonald, 
this report was approved unanimously. 

10) Acceptance of Reports 

By motion of Corrington, seconded by Macdonald, 
all the reports were accepted. 

11) Proposal for Further Constitutional Amendment 
With revision of the Constitution and Bylaws having 

been successfully consumated by the Committee headed 
by Corrington, Corrington indicated that he preferred 
that a new Chairman be appointed to head this com¬ 
mittee. Knowles accepted this suggestion with thanks 
on behalf of the Administrative Committee and the 
PGA for the long and arduous task which has given 
PGA a superior Constitution and Bylaws. 

( hairman Knowles offered the following proposition 
raised by Chairman-Elect Harris: When a Chairman is 
elected without having been a member of the Adminis¬ 
trative Committee he comes into the office “cold” and 
cannot operate effectively. It might be desirable to pro¬ 
pose a change in the Constitution that would serve to 
remedy this deficiency. A discussion was directed to a 
possibility of providing for a Chairman-Elect who would 
be a member of the Administrative Committee for a 
period of one year before taking over as Chairman. 
Chairman Knowles referred this suggestion to the Com¬ 
mittee on Constitution and Bylaws for further consid¬ 
eration. 

12) Appointment of Committee Chairmen 
Knowles read the following appointments for Com¬ 

mittee Chairmanships: 
Editorial—Marvin Camras 
Papers—Frank Comerci 
Chapters—William M. Ihde 
Awards—J. Ross Macdonald 
Nominations—Daniel Martin 
Constitution—H. E. Roys 
Secretary-Treasurer—Benjamin B. Bauer 

13) Forthcoming Meeting 

After brief discussion, Chairman Knowles selected the 
afternoon of Saturday, November 11, for the next meet¬ 
ing of the Administrative Committee, to coincide with 
the Acoustical Society Meeting in Cincinnati this fall. 
Chairman-Elect Harris will be requested to confirm this 
date and apprise the Committee members of the exact 
time and place. 

Benjamin B. Bauer 
Secretary-Treasurer 



1961 PGA News 137 
REPORT OF THE CHAPTERS COMMITTEE 
Since his appointment in November to fill out J. R. 

Macdonald’s term, the undersigned has contacted all 
of the PGA Chapters asking for statements of their 
activities. San Antonio, Milwaukee, and Philadelphia 
have responded. 

IRE Headquarters has also been solicited for copies 
of a tabulation of PGA members by Section. A letter to 
the Chairmen and the Professional Group Coordinator 
of the Sections having over 30 members, and which 
showed an increase over the previous year, has been sent 
together with a list of the local PGA members request¬ 
ing assistance in the formation of a local Chapter. 

All information which has been received so far about 
Chapter activity has been forwarded to the Editor of 
these Transactions for publication. 

William M. Ihde 

REPORT OF THE FINANCE COMMITTEE 
February 14, 1961 

This is a report on the financial status of PGA, as of 
Spring, 1961. It is also intended as basis for discussion 
of the future of PGA. 

1) Please refer to the following columns of figures. 
Status Year’s Number Number 
on Publication of of 

December 31 Expense Members Students 

1956 $ 7893 3259 550 
1957 7328 3892 608 
1958 8562 3736 612 
1959 11,034 4846 557 
1960 12,749 4106 445 

You will notice that our publication expense has been 
growing at a rapid rate. Because of a change in account¬ 
ing procedures, the year-end statement during the last 
two years has shown the publication expense for the 
first 5 issues during the year, plus the last issue of the 
preceding year. This has thrown some confusion in our 
projected publication cost. However, the trend is clear. 

I would like to suggest that a study be made in co¬ 
operation with Editor Camras of the number of pages we 
publish, the cost per page, and other figures which will 
indicate what we are likely to do in the future, with re¬ 
spect to publication expense. 

2) The number of members has been growing steadily 
until 1959, but in 1960 there was a considerable drop. I 
believe this was caused by the change of billing pro¬ 
cedure on part of the IRE. At one time, each group bill¬ 
ing went out separately; now the member receives a 
card on which he checks off the group in which he is 
interested. It is evident that being confronted with a 
single large bill the members have been more selective 
than before. In a sense, we are competing against the 
interests and the appeal of 27 other Professional Groups. 

What to do to insure future healthy growth of PGA in 
the light of these conditions? 

3) From 1958 onward, the number of student mem¬ 
bers has been decreasing. Some time ago the PGA estab¬ 
lished a students award and engaged in various activ¬ 
ities which promoted student membership, such as co¬ 
operation with the IRE Student Quarterly. Lately, 
these activities appear to have ceased. Perhaps a com¬ 
mittee should be appointed to look into student activi¬ 
ties, and to work with the Student Chapters. 

4) I am enclosing a revised budget estimate for 1961. 
You will notice that we are starting the year with 
$15,000; assuming an income corresponding to current 
membership, with an IRE subsidy of $3,000 and ex¬ 
penses equal to last year’s, we will end the year with 
$13,200. 

5) The PGA assessment has been $2.00 since the 
start of the Group. At present, 12 Groups charge $2.00, 
12 charge $3.00, and 4 charge $4.00. 

6) Lest there be concern, let me reiterate that our 
balance in the Treasury is still about equal to one year’s 
expenses, which is better than most Groups’ perform¬ 
ance. IRE has cut down our publication subsidy to trim 
our balance, since there appears to be a desire to help 
improvident Groups at the expense of those that have 
been well managed. Nevertheless, in my opinion we 
should run the organization with a balanced budget, 
and in the long run the Group should seek means for 
either trimming $2500 of the annual expense or raising 
its annual income by a similar amount. The desirability 
of raising the assessment to $3.00 in the future should 
be considered. 

ESTIMATED BUDGET 
January 1, 1961-December 31, 1961 

1) Balance from December 31, 1961. $15,600 

Receipts During Period 
2) Membership Fees. $ 8200 
3) Sale of Publications. 600 
4) Advertising. 300 
5) Surplus from Meetings. 
6) IRE Subsidy (J of item 10). 3000 
7) _ Others. — 

$12,100 
8) Total Receipts. $12,100 

9) Total Balance and Receipts. $27,700 

Expenses During Period 
10) Publication. $12,800 
11) Membership Service Charges. 300 
12) Group Awards. 500 
13) Editorial Administrative Expenses. 100 
14) Other. 800 
15) Total Expenses. $14,500 

16) Balance as of December 31, 1961. $13,200 

Benjamin B. Bauer 
Secretary-Treasurer 
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PGA AWARDS COMMITTEE REPORT 
This Committee submits the following nominations 

for the specified awards: 
IRE-PGA Achievement Award 

William B. Snow—for “outstanding contributions to 
Audio Technology.” 

IRE-PGA Senior Award 

Donald F. Eldridge—for his paper “Magnetic Re¬ 
cording and Reproduction of Pulses,” in the March-
April, 1960, issue of the IRE Transactions on Audio. 

IRE-PGA Award 

William D. Roehr—-for his two papers “A Two Watt 
Transistor Audio Amplifier,” and “Characteristics of 
Degenerative Amplifiers Having a Base Emitter Shunt 
Impedance,” in the September-October, 1959, and 
November-December, 1959, issues, respectively, of 
IRE Transactions on Audio. 

Previous recipients of the IRE-PGA Achievement 
Award and the years in which the awards were made are 
listed below: 

1955—B. B. Bauer 
1956—H. F. Olson 
1957-—H. E. Roys 
1958—M. Camras 
1959—D. W. Martin 
1960—A. B. Bereskin 

P. C. Goldmark 

A. B. Bereskin 
Chairman 

REPORT OF WAYS AND MEANS COMMITTEE 
This report covers the period from March 1, 1960, to 

February 28, 1961. 
1) Four Institutional Listings which expired during 

this period were renewed and paid. 
2) In view of the drop in income from Institutional 

Listings in these Transactions, this Committee dis¬ 
cussed the situation with Chairman Knowles in October, 
during the Acoustical Society Meeting in San Francisco. 
It was agreed that the direct solicitation and follow-up 
by this Committee should be resumed, since personal 
contacts were usually more effective in securing sub¬ 
scriptions. Chairman Knowles agreed to write to L. G. 
Cumming in an effort to clarify this situation. However, 
the correspondence did not yield any satisfactory re¬ 
sults. In January, 1961, this Committee started direct 
personal solicitation through professional contacts. In 

all, twelve companies were approached. Two subscrip¬ 
tions were received, Telephonies Corporation and Bal¬ 
lantine Laboratories, Inc. Two companies answered 
negatively, but indicated the possibility of subscribing 
next year. 

3) It is the recommendation of this Committee that, 
if it is desired to increase the PGA’s income from Insti¬ 
tutional Listings, the Ways and Means Committee be 
authorized to handle solicitations, renewals, and follow¬ 
ups directly, and that headquarters be advised of same. 

4) Total receipts for the year were $450. 
5) The records of the committee are in good order. 

Michel Copel 
Chairman 

CHAPTER NEWS 
Chicago, Ill.—Our Chicago Chairman, Jim Novak, 

reports that the Fall Season will be a full one starting in 
September. 

Three joint meetings are scheduled with other Pro¬ 
fessional Groups or Professional Societies. The Chicago 
PGA Chapter has found this manner of meeting very 
successful, since a larger audience is afforded to the 
speaker and two or three meetings can be held simul¬ 
taneously. Perhaps more Chapters could make use of 
this method of scheduling meetings. 

The Chicago PGA schedule is as follows: 
September 20, 1961 
Joint with Professional Group on Instrumentation. 

Title: “High-Speed Testing of Audio Amplifier 
in Production” 

Speaker: Earl Bockenfeld, Hammond Organ Com¬ 
pany 

Place: Black Steer Restaurant 
6446 West North Avenue 
Chicago, Ill. 

October 13, 1961 
Joint with Chicago Acoustical and Audio Group. 
Title: “Stereo Geometry” 
Speaker: Paul Klipsch, Klipsch Associates 
Place: Western Society of Engineers 

November 14, 1961 
Joint with Professional Group on Military Elec¬ 

tronics. 
Title: “Under Water Image Projection” (Ultra 

Sonics) 
Speaker: Henry Karplus, Armour Research Foun¬ 

dation 
Place: Illinois Institute of Technology 

William M. Ihde 
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A New Model for Magnetic Recording* 
B. B. BAUERf, fellow, ire, and C. D. MEEf, SENIOR MEMBER, IRE 

Summary—Magnetic recording is a complicated process which 
has in the past been portrayed largely in terms of models based upon 
the magnetic characteristics of the recording medium. The previous 
models have been incomplete and sometimes incorrect, and they 
have left unexplained many of the experimental phenomena known 
to exist in magnetic recording. The proposed new model is not 
claimed to be precise in every detail. However, it has the virtue of 
presenting a unified and simplified picture of magnetic recording. 
The recording process is viewed as an interaction between the 
idealized properties of magnetic particles and the idealized geometry 
of the recording field. The latter appears as a series of “bubbles” 
and “shells” of critical field strengths which grow and collapse 
throughout the cycles of bias and record current. 

Introduction 

THE magnetic recording process is extremely com¬ 
plicated and difficult to analyze. This is particu¬ 
larly true of the most common technique, which 

involves the use of a high-frequency bias and short 
signal wavelengths. It is necessary to know such proper¬ 
ties of the recorded tape as remanent intensity of mag¬ 
netization as a function of applied field strength, direc¬ 
tion, and frequency in order to assess the final magnet¬ 
ization of an element of tape after it has passed through 
the recording zone of the head. Likewise, the recording 
field pattern seen by any element of the tape must be 
calculated. This will include a knowledge of the relation 
between the applied field vector and the position of the 
element considered with respect to the field source. No 
theoretical treatment has yet been evolved to take all 
these effects into account. The most detailed treatments 
published recently1-4 look upon the recording process 
for a tape element as a modified anhysteretic magneti¬ 
zation process. Some difficulty is being encountered in 
explaining the anhysteretic magnetization properties of 
magnetic tape materials due to inadequate knowledge 
of the magnetic interaction between the particles in 
tape. Models have been used as a start in this problem, 
and one which assumes a fixed distribution of interacting 
fields (the Preisach diagram) has been used2-4 with suc-

* Received by the PGA, March 27, 1961. Reprinted from the 1961 
IRE International Convention Record, pt. 2, pp. 61-68. 

t CBS Laboratories, Div. of the Columbia Broadcasting System, 
Stamford, Conn. 

1 W. K. Westijize, “Studies on magnetic recording, Philips Res. 
Repts., vol. 8, pp. 245-269; January, 1953. 

2 E. D. Daniel and I. Levine, “Experimental and theoretical in¬ 
vestigation of iron oxide recording tape,” J. Acoust. Soc. Am., vol. 32, 
pp. 258-267; January, 1960. 

-and-, “Determination of the recording performance of a 
tape from its magnetic properties,” J. Acoust. Soc. Am., vol. 32, pp. 
258-267; February, 1960. 

3 J. G. Woodward and E. Della Torre, “Particle interaction in 
magnetic recording tapes,” J. App. Phys., vol. 31, pp. 56-62, January, 
1960; vol. 32, pp. 126-127, January, 1961. 

4 G. Schwantke, Frequenz, vol. 12, pp. 383-394; December, 1958. 

cess. In addition, some quantitative work5 6 on estima¬ 
tion of interaction fields has also been reported. When 
these recording functions have been completely ana¬ 
lyzed, it will then be possible to study how the magneti¬ 
zations acquired by each tape element cooperate to pro¬ 
duce the reproducing head flux. 

As is common in other branches of science, models of 
magnetic recording have been used to enable workers in 
the field to visualize better the processes involved. A 
new model is presented here which aims at depicting the 
magnetization pattern acquired by the recording 
medium for various recording techniques in current use. 
Account is taken of the space-time relationship of the 
recording field in the vicinity of the record head where 
the magnetic material is irreversibly affected by the 
field. Drastic simplifications have been made with re¬ 
gard to the detailed shape of the recording field, the 
mechanism of magnetization of the tape material, and 
the interactions with the reproducing head, in order to 
give clarity to the dynamic geometry of the recording 
process. It is realized that the physical interpretation of 
the recording mechanism is not advanced by such a 
model. Rather, the aim is to provide a unified picture of 
the process that is sufficiently simple to help a new¬ 
comer to understand what is going on and sufficiently 
accurate to explain the experimental results that are 
being obtained. 

Magnetic Recording Model 

The model to be discussed is primarily concerned with 
the space-time character of the recording field with re¬ 
spect to the moving tape. For clarity, considerable 
simplifications are made in the characteristics assumed 
for magnetic properties of the coating and the recording 
field contour. This is done with the realization that in¬ 
clusion of practical conditions will sometimes modify the 
results obtained. However, the simplifications made are 
such that a variety of magnetic recording phenomena 
may be explained in a graphic fashion. 

Magnetic Tape Model 
It is assumed that the tape coating consists of a uni¬ 

form distribution of identical magnetic particles, each 
being magnetically isolated from its neighbors. More¬ 
over, it is assumed that the tape responds only to the 
longitudinal component of the applied field and that its 

6 D. F. Eldridge, “Quantitative determination of the interaction 
fields in aggregates of single domain particles,” J. Appl. Phys., vol. 
32, pp. 247S-249S; March, 1961. 

6 L. Neél, “Remarques sur la théorie des propriétés magnétiques 
des substances dures,” Appl. Sei. Res., vol. B-4, pp. 13-24; 1954. 
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magnetization loop is the same as those of the individual 
particles, i.e., rectangular. These conditions are ful¬ 
filled in part by present day tapes consisting of needle-
shaped single domain particles oriented in the longi¬ 
tudinal direction of the tape. Ideally, such particles 
have rectangular hysteresis loops when magnetized 
along their major axis. Practical tape coatings will de¬ 
part from ideal, since variations in particle size and 
shape as well as clumping result in a spread of critical 
fields for switching the magnetization of the particles. 
In addition, the probability exists that the fields of 
neighboring particles cause sufficient particle inter¬ 
action to modify the local fields acting when an ex¬ 
ternal signal field is applied. The effects of interactions 
and particle variations are significant in tape recording, 
and current effort1-4 is being directed towards their 
quantitative analysis. 

Recording Field Model 

The recording field considered here is the component 
of the external field existing parallel to the direction of 
tape motion over an infinitesimal gap between pole 
pieces of infinite permeability. Fig. 1 shows the tape 

motion and gap direction referred to x and y coordinates 
existing parallel to the tape motion and perpendicular 
to the head-tape contact plane respectively. The field 
(H) produced at a distance (7?) from the gap by a cur¬ 
rent (ï) in the winding-around head core is given by 

ini 
H =-

R (1) 

The component of this field parallel to the tape motion 
(x axis) is 

Aniy 

x2 + y2 (2) 

Assuming a single value critical field (He) for mag¬ 
netization of the particles, the locus of the boundary for 
which Hx = Hc is given by 

Ani + yi = y (3) 
H c 

or 

2 
x2 + (y — rc)2 = rc2 where rc =- • 

Hc

This is a circle of radius rc with center at the point 
(0, rc) (see Fig. 1). The applied field inside the circle, 
being greater than Hc, is sufficiently large to magnetize 
the magnetic material completely, whereas outside the 
circle it is less than Hc and the magnetic material re¬ 
mains unmagnetized. The diameter of the magnetization 
“bubble” Rc (x = 0) is given by 

4wî 4w 
2rc = Rc(x = 0) = —— = —— (iB -|- is) (4) 

Hc Hc

where iB and is are bias and signal currents, respectively. 
Eq. (4) indicatesthatthediameterofthemagnetization 

circle is proportional to the sum of the signal and bias 
currents. Thus, the magnetization circle can be visual¬ 
ized as a recording bubble whose size varies in accord¬ 
ance with the applied signal for constant bias. The de¬ 
gree to which the model of a circular magnetization 
bubble in oriented acicular particle tape applies in prac¬ 
tice has been shown in a recent paper on visible tape 
patterns.7 External demagnetizing fields set up by the 
magnetic medium combine with the magnetizing field to 
prevent the formation of a sharply defined bubble. 

The model of the recording process thus consists of a 
cylindrical volume of longitudinal magnetization, tan¬ 
gent to the recording head gap, penetrating the moving 
tape with an instantaneous diameter proportional to 
the total instantaneous recording current. It is assumed 
that a two dimensional representation, replacing the 
cylinder by a circle, is valid. The model is primarily 
applicable to long wavelength recording phenomena 
where the magnetization acquired by the surface layers 
is not overriding. For tape layers at a distance from the 
head small compared to the gap length the effect of the 
perpendicular field cannot be ignored. 

Eq. (4) indicates that, for the model, the recorded 
magnetization is proportional to the recording head cur¬ 
rent. On the other hand, the remanent magnetization 
characteristic of the magnetic material is highly non¬ 
linear. The degree to which a narrow-gap recording head 
(0.2 mil) linearizes the effective magnetization char¬ 
acteristic is shown in Fig. 2. It is seen that a relatively 
smaller field is required to commence magnetization 
compared to that required for saturation in the case of a 
recording head field. 

7 W. P. Guckenburg and C. D. Mee, “Visible magnetic record¬ 
ings,” Audio Engrg., vol. 9, pp. 107-110; April, 1961. 
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Fig. 2—Remanent magnetization vs de field. 

Zero Bias Recording 

Using the picture of the magnetization bubble whose 
diameter is proportional to the signal, the process of re¬ 
cording can be described in geometrical terms by con¬ 
sidering the growth and decay of the bubbles, following 
the signal variations, and the corresponding magnetiza¬ 
tion pattern imprinted on a magnetic coating moving 
through the bubbles. 
The simplest recording condition occurs when an 

alternating signal whose amplitude variation is small 
during the passage of a tape element across the recording 
bubble is applied to the recording head without bias. 
The magnetization bubble pattern imprinted on the 
tape for a sinusoidal signal is shown in Fig. 3(a), in 
which the arcs indicate the magnetization boundaries. 
The three boundaries shown in Fig. 3 correspond to 
signal magnetization bubbles whose maximum diam¬ 
eters are less than, equal to, and greater than the coat¬ 
ing thickness for curves A, B and C, respectively. Thus, 
direct recording of a sinusoidal signal whose wave¬ 
length on the tape is long compared to the coating 
thickness, is essentially variable depth magnetization 
following the signal amplitude until the bubble diameter 
becomes equal to the tape thickness [curve B, Fig. 
3(a)]. For larger signals, the recording bubble 
penetrates beyond the remote side of the tape coating 
and further magnetization is obtained by the recorded 
bubbles becoming steeper sided and pushing into the un¬ 
magnetized tape area indicated in Fig. 3(a). Eventually 
the recorded bubbles will have initially perpendicular 
sides when the diameter of the bubble Rc is equal to 
X/tt, where X is the wavelength of the recording on the 
tape. However, for long wavelengths, this condition 
corresponds to a magnetization bubble whose diameter 
is large compared to the coating thickness and for which 
it is no longer valid to ignore the vertical component of 
magnetization. As indicated in Fig. 3(a), due to im-

Fig. 3—Long wavelength recording without bias. 

perfect contact between tape and head, a finite mag¬ 
netization bubble must be created before tape magnet¬ 
ization occurs. In practice, the recording field from a 
finite gap will also depart from that assumed for the 
model necessitating a finite recording current to produce 
a bubble of zero diameter. Referring to Fig. 2, the head 
current required to start magnetization of the tape is 
about 15 per cent of that required to magnetize right 
through the coating thickness. For a long wavelength re¬ 
cording, assuming the flux through the reproducing head 
is proportional to the thickness of the magnetized layer, 
the replay head flux is as shown in Fig. 3(b) correspond¬ 
ió the three recording levels depicted in Fig. 3(a). The 
replay head voltages are shown in Fig. 3(c). It can be 
seen that, for long wavelengths, the distortions pre¬ 
dicted are similar to those found in practice [Fig. 4 
(a)-(c)]. 
The condition in Fig. 4(b) corresponds with the 

calculated maximum bubble diameter approximately 
equal to the coating thickness, by substituting in (4) 
measured values of ampere turns and coating coercivity. 

DC Bias Recording 
In the previous section it was shown that the re¬ 

corded magnetization follows the signal applied to the 
recording head provided it is greater than a critical 
value required to produce a recording bubble of zero 
diameter and smaller than that for a bubble diameter 
equal to the tape thickness. The first requirement may 
be overcome by applying a bias current with the signal 
current in such a form that it is not reproduced in play¬ 
back, yet allowing signal recording to take place inside 
the tape layer where the recorded magnetization 
changes are proportional to changes of signal current ap¬ 
plied to the record head. Another way of looking at the 
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(b) 

(c) 

Fig- 4—Zero bias recording, sinusoidal recording 
signal increasing (a) through (c). 

bias function is that it moves the zero signal boundary 
from outside to inside the coating. 

In the de biasing method, a bubble of constant diam¬ 
eter equal to approximately half the coating thickness is 
created, which causes a layer of equivalent depth of tape 
to be magnetized in one direction. If signal is added to 
this bias, a depth modulation will result which corre¬ 
sponds to the signal field. Thus, magnetic poles will be 
generated along the boundary with a density propor¬ 
tional to the rate of change of the signal. Fig. 5(a) 
shows the depth modulation for a constant ac signal and 
de bias increasing from zero in five steps to a value 
sufficient ,to push the signal modulation through to the 
remote side of the coating. Fig. 5(b) shows the corre¬ 
sponding longitudinal tape flux pattern and Fig. 5(c) the 
reproduce head voltage, assuming this is the differential 
of the tape flux amplitude. The dotted lines in Fig. 5(c) 
indicate the waveforms found in practice. Examples of 

(a) (W <0 «D (e) 
Unmagnetized Tape 

(f) (g) (h) «) 
Premagnetized Tape (Gain Reduced) 

Fig. 6—DC bias recording. 

the corresponding reproduce head waveforms are shown 
in Fig. 6(a)-(e). If the tape was previously saturated in 
the opposite direction to the bias field direction, then the 
pole density and reproduce head output voltage are 
doubled. Since the tape is premagnetized, it is not pos¬ 
sible to obtain magnetization patterns of the type 
shown in columns i and ii of Fig. 5(a), which contain two 
magnetization directions. Instead, the zero bias pattern 
is similar to that of column iii. The experimental repro¬ 
duce head waveforms for increasing de bias on pre¬ 
magnetized tape are shown in Fig. 6(f)—(i). 

It can be seen from Fig. 5(a) that the maximum un¬ 
distorted signal may be recorded when the bias level is 
adjusted for the bubble diameter to be half the coating 
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thickness as in Fig. 5(a), column iv. As would be ex¬ 
pected from the model, the distortion is much more evi¬ 
dent for large signal levels. When short wavelengths are 
recorded with de bias, the separation between the 
magnetization boundary and the surface of the tape 
causes increased loss of replay head flux. This may be 
retrieved by reducing the de bias and bringing the 
boundary nearer to the tape surface, with consequent 
loss of undistorted dynamic range. 

AC Bias Recording 
The magnetization bubble concept can be extended to 

illustrate the mechanism of ac bias recording in which 
the signal current is added to a high-frequency bias cur¬ 
rent in the record head winding. The frequency of 
alternation of the signal current is small compared to 
the bias frequency, and the signal level is considered 
constant during the time of one bias cycle. Recording 
under such conditions is then pictured as a succession of 
magnetization “shells” created by oppositely polarized 
bubbles along the length of the tape having maximum 
diameters corresponding to the algebraic sum of the 
maximum ac bias field and the signal field. In the ab¬ 
sence of a signal field, the ac bias field creates equal-size 
shells yielding a zero resultant magnetization. This 
process is illustrated in Fig. 7(a) where the bias ampli¬ 
tude is such as to create magnetization bubbles of diam¬ 
eter equal to the tape thickness. It will be shown later 
that this condition approaches that of optimum ac bias 
giving maximum magnetization for a constant signal. 
The relative dimensions in Fig. 7(a) correspond to a 
bias frequency of 100-kc tape speed 3.75 ips, and tape 
thickness 0.3 X IO“3 inch. In a previous unpublished 
work,8 the concept of magnetization bubbles has been 
used to arrive at a similar conclusion. 

When a signal is superimposed on the ac bias, the 
bubbles corresponding tosuccessive half cycles of bias in¬ 
crease or decrease in cross-sectional area, depending on 
whether the signal aids or opposes the bias. Thus, for 
particles of a given coercivity, there will be a net in¬ 
crease in the number of particles magnetized in the 
signal field direction proportional to the change in area 
of coating magnetized in the field direction if the mag¬ 
netization inside the bubble can be considered uniform. 
If the change in radius of the bias bubbles due to the 
signal is Ar, then the area change is approximately -wrAr 
for the recorded shells. Hence, the magnetization change 
is proportional to the signal change provided the bubble 
diameter is not greater than the coating thickness. The 
recorded bubble pattern for a small low-frequency 
signal superimposed on a high-frequency bias is shown 
in Fig. 7(b). It can be seen that areas of tape are mag¬ 
netized over-all in the same direction as the signal and 
that these areas increase from the remote side of the 
tape as the signal increases. The near side of the tape is 
virtually demagnetized by the ac bias. rI here also ap-

8 W. F. Brown, “The Magnetic Recording Process,” 3M Internal 
Rept.; August, 1956. 

DIRECTION OF TAPE MOTI ON 

kVWWWWWl 
Bias Waveform 

(b) 
Fig. 7—AC bias recording, (a) Zero signal, 

(b) Long wavelength signal. 

pears a lag between these magnetized areas and the 
signal which increases with signal strength to a maxi¬ 
mum value equal to the radius of the bias recording 
bubble. Thus, as in the case of de recording, the region 
of tape responding to the signal is separated from the 
tape surface and improved short wavelength response 
will result from a decrease of bias level. However, since 
large fields are required for ac biasing, the vertical 
component of the field will be considerable, and ex¬ 
tremely detailed analyses of the patterns of Fig. 7(b) 
are not valid. It is more true to think of the recorded 
patterns shown as a portrayal of a specific possible 
type of recorded pattern. 
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Output vs Bias Amplitude 

According to the recording bubble concept described, 
the magnetization acquired due to adding a small de 
signal to the ac bias can be calculated by considering the 
net change in area of the positive and negative shells due 
to adding or subtracting the de and ac components of 
the resultant field. Two factors will affect the resultant 
change in average magnetization of the tape. The first, 
considered here, is the dependence of area change on the 
diameter of the bubble. The second factor, considered in 
the next section, is the dependence of the mean magnet¬ 
ization on the longitudinal separation of the recording 
bubbles, i.e., the bias wavelength. 

The area of tape affected by a single bubble is 
illustrated in Fig. 8. When the bubble diameter is less 

Fig. 8—Single recording bubble due to infinitely 
small recording gap. 

than the coating thickness, the change in area due to a 
small signal Ar is 27rrAr. The change of effective magnet¬ 
ization, being the magnetization per particle times the 
number of particles magnetized in the field direction, is 
proportional to irr Ar for the series of overlapping bubbles 
in Fig. 7(a). Thus, as long as r<c/2, the recorded mag¬ 
netization due to Ar is proportional to the ac bias ampli¬ 
tude for small de signals and constant bias wavelength. 
When r>c/2 the recorded magnetization is given by 

dA 
I r = K-Ar, (5) 

dr 

K being the constant of proportionality between the 
area and magnetization change, and z4=area AOB 
+ area AOC (Fig. 8). It follows from an elementary 
calculation that 

r-Ar-K. (6) 

The predicted dependence of tape magnetization on bias 
amplitude (Ju vs r) is given by the relationships de¬ 
scribed and is plotted in Fig. 9. It is seen that a linear in¬ 
crease of magnetization with bias amplitude occurs un¬ 
til the recording bubble diameter just equals the coating 
thickness. When the bubble diameter exceeds the coating 
thickness, a very rapid decrease of output occurs having 
approximately an inverse square power dependence on 

Fig. 9—Theoretical magnetization vs bias amplitude 
for small signals. 

AC BIAS CURRENT (ma) 

Fig. 10— Recorded magnetization due to small 
signal field vs ac bias amplitude. 

bias amplitude. Fig. 10 shows an experimental curve 
(curve B) of longitudinal recorded magnetization vs bias 
amplitude for a small de signal in good agreement with 
the calculated curve. However, quantitative compari¬ 
son could only be made in the case of recording and 
playback if correction were made for the finite length of 
the recording gap, the perpendicular component of the 
recording field and the finite signal to bias ratio. For in¬ 
stance, curve A of Fig. 10 shows the output vs bias 
curve for a small long wavelength signal (Ä = 37 mil) and 
similar bias conditions to curve B. The larger relative 
output at high bias values is due to the increased per¬ 
pendicular component of the magnetization to which 
the reproducing head is sensitive. Thus, the assumption 
of longitudinal magnetization is a reasonable one only 
for magnetization bubbles not greater than the coating 
thickness. 

Output vs Bias Wavelength 

The overlap of adjacent ac bias magnetization bub¬ 
bles gives rise to a dependence of resultant magnetiza¬ 
tion on the bias wavelength. As the latter is increased, 
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DIRECTION OF TAPE MOTION 

GAP 

Fig. 11—Recorded bubbles due to large de signal 
superimposed on aebias. 

Fig. 12—Magnetization vs tape speed. 

the alternate bubbles, for which the bias and signal fields 
aid, overlap a smaller proportion of the preceding bub¬ 
bles for which bias and signal oppose, and reduced 
magnetization occurs. For instance, considering the ex¬ 
ample at the beginning of this section, with a tape 
speed of 3.75 ips, bias frequency 100 kc and coating 
thickness 0.3 X10-3 inch, the large bubbles (signal and 
bias aiding) completely overlap the small bubbles for a 
signal to bias ratio of 1:6. Increase of tape speed or re¬ 
duction of bias frequency would lead to reduced overlap 
of adjacent bubbles. In this way, the pattern in Fig. 11 
corresponds to a bias frequency of 60 kc at 15 ips tape 
speed. Graphical computation of the relative mganetiza-
tion for a practical signal to bias ratio (1:14) is shown in 
Fig. 12, curve A. The corresponding experimental curve 
B shows a wavelength dependence of sensitivity much 
smaller than predicted. The nonuniform magnetization 
inside the bubble may account for some of this discrep¬ 
ancy. In addition, the change in sensitivity due to over¬ 
lapping bubbles may well be masked by the low an-
hysteretic susceptibility of tape materials. At this 
stage it is necessary then to invoke the effects of particle 
interaction on recording sensitivity. The inability of the 
simple model to explain fully the effects of bias wave¬ 
length on recording sensitivity is probably due to the 
gradual fall-off of magnetization at the edge of the bub¬ 
ble. Nonuniform magnetization is to be expected inside 
the bubble due to self-demagnetization fields of the 
cylindrical magnet so formed. Even more important 
would be the spread of critical fields due to internal 

LONGITUDINAL 
REMANENT 
MAGNETIZATION 

(cgsl 

Fig. 13—Anhysteretic remanent magnetization. 

fields acting on the particles. Fig. 13 shows the longi¬ 
tudinal anhysteretic remanent magnetization curves 
acquired when recording using optimum bias and a nar¬ 
row gap record head (Curve A). Curve B shows the cor¬ 
responding curve for simulated recording (ac and de 
falling together) in a uniform field. The close correspond¬ 
ence between the shapes of these curves indicates that 
the controlling mechanism for magnetization acquisi¬ 
tion exists in the anhysteretic magnetization process. In 
terms of magnetization bubbles, a spread of critical 
fields due to internal fields infers that a range of corre¬ 
sponding bubble diameters must be considered. At this 
stage a limit is reached in the usefulness of the present 
model. 

Conclusions 

The model considered is capable of illustrating many 
magnetic recording phenomena under a variety of re¬ 
cording conditions. It serves as an initial introduction to 
the mechanism of tape recording, and it has the advan¬ 
tage of taking into account the geometrical properties of 
the recording field as well as the elementary magnetic 
properties of the materials used. The use of the model to 
illustrate zero and de bias recording phenomena leads to 
a clear picture of the resulting tape magnetization pat¬ 
tern. The model is also applicable to an elementary por¬ 
trayal of ac bias recording but the simplifications as¬ 
sumed impose limitations on good quantitative agree¬ 
ment with experimental results. Further detailed study 
of recording effects would necessitate introduction of the 
practical properties of tape coatings and record head 
fields. In particular, the assumption of longitudinal mag¬ 
netization inhibits the applicability of the model to 
large applied field effects. The more difficult problem of 
analyzing short wavelength recording properties would 
also require account to be taken of the wavelength de¬ 
pendent properties of the reproducing process. 
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Analysis of the Recording of Sine Waves* 
IRVING STEINf 

Summary—Magnetic recording oí the sine waves of all wave¬ 
lengths is analyzed. The analysis shows that the recording process 
consists of two types of phenomena: 1) a virtual input scanning— 
the remanant tape magnetization (the recording point) appears at the 
front gap edge and moves over the gap towards the rear gap edge 
each half period. Thus, the tape is magnetically “scanned” by the 
input gap field in the direction opposite the tape motion. 2) A par¬ 
ticular type of interference—as the half wavelength of tape passes 
over the gap, the input field will generally reverse polarity at least 
once. Thus, the different “scannings” on the same tape section will 
interfere with each other timewise. The net effect of these proc¬ 
esses, even with the initial magnetization curve linear, is to pro¬ 
duce a distorted tape magnetization output. The results clearly 
indicate that for longer wavelengths there is the greatest amount 
of distortion, but no amplitude attenuation or phase shift. Further¬ 
more, in this wavelength region the recording is done over the entire 
gap. For smaller wavelengths, the reverse holds true; that is, there 
is a decreasing amount of distortion and an increasing attenuation 
and phase shifting. Also, the shorter the wavelength, the closer to 
the front gap edge is the recording point. It is also found that there 
is a theoretical lower limit to the wavelength that can be recorded 
and that at very short wavelengths the shape of the gap trailing 
field becomes most significant. The fact that increasing over¬ 
saturation at the shorter wavelengths decreases instead of increases 
the net tape magnetization is also explained. 

Introduction 
Purposes 

HIS paper is an analysis of the unbiased recording 
of the longitudinal component of a sinusoidal in¬ 
put. Two general purposes are achieved here: 

1) Within the approximations made, a fairly detailed 
picture is derived of the tape remanent magnetization 
processes, as it passes through the recording gap field. 

2) A semiquantitative determination is made of the 
tape magnetization amplitude, phase, and distortion as 
a function of wavelength, gap width, spacing, and other 
relevant variables. 

Method of Solution 

The general problem is sufficiently complicated to 
make any attempt at an exact analysis impracticable. 
I he problem is, therefore, approached by solving first 
the problem of an idealized, or basic, model. The ideal¬ 
ized model is based essentially on : 

1) A gap fringing field which is zero outside the gap 
and smoothly reaches a maximum at the gap centerline. 
The field is taken as independent of y-spacing to the 
head. 

2) Hysteresis (M-H} loops which are simple parallelo¬ 
grams. 

* Received by the PGA, April 13, 1961; revised manuscript re¬ 
ceived, August 21, 1961. Reprinted from the 1961 IRE Interna¬ 
tional Convention Record, pt. 2, pp. 50-60. 

t Ampex Corp., Redwood City, Calif. 

This basic model presents both a qualitative picture 
of the basic magnetization processes involved and a 
basis for solution of the actual situation. The application 
of the basic model solution to the graphical representa¬ 
tion of the gap fringing field results in a semiquantita-
tive solution of the actual situation. 

Basic Phenomena of Recording 

The analysis shows that the recording process con¬ 
sists of two types of phenomena: 

1) A virtual input scanning: The remanent tape mag¬ 
netization—the recording point—appears at the front 
gap edge and moves over the gap towards the rear gap 
edge each half-period. Thus, the tape is magnetically 
“scanned” by the input gap field in a direction opposite 
to tape motion. 

2) A particular type of interference: As a half-wave¬ 
length of tape passes over the gap, the input field will 
generally reverse polarity at least once. Thus, the dif¬ 
ferent “scannings” on the same tape section will interfere 
with each other, timewise. Although both phenomena 
coexist generally at all wavelengths, scanning is more 
important at longer wavelengths and interference at 
shorter wavelengths. The net effect of these two proc¬ 
esses, even with a linear virgin magnetization curve, is to 
produce a distorted tape magnetization output. 

These two basic processes are quite general and their 
existence depends only on very general assumptions 
made about the nature of the gap fringing field. 

Some Results of the Idealized Model1

For the idealized model, we conclude: 
1) For long wavelengths (X»Z) the output distortion 

does not depend to any great extent on the M-H loops 
or fringing field shape. The most important parameters 
here are g( = X/2/), and the shape of the initial magneti¬ 
zation curve. I he effect of a nonlinear initial magnetiza¬ 
tion curve can be shown to be approximately equivalent 
to a change in g. 

2) For gèl there is no amplitude attenuation or 
phase shift, only wave shape distortion. The recording 
is done over the entire gap. 

3) For g < 1 there is not only distortion but also ampli¬ 
tude attenuation and phase shift. As g gets smaller, the 
effective recording takes place in a region closer to the 
front gap edge. 

4) For g«l it is found that the significant aspects of 
the fringing field in the determination of the the tape 
magnetization are the slope of the field at the leading 

1 Definitions of symbols are tabulated at the end of the paper. 



1961 Stein: Analysis of the Recording of Sine Waves 147 

RECORDING 

- SPACE COMPONENT OF FRINGING FIELD 

• ••••• TIME COMPONENT OF FRINGING FIELD 

Fig. 1—Basic model of gap-fringing field. 

edge of the gap and the magnitude of the trailing field. 
In this wavelength region the shape of the hysteresis 
curves is not of first importance. 

A pplication to the A dual Situation 

The effective gap width, and thus the effective g( = gc) 
is actually a function of spacing to the head, wave¬ 
length, and, to some extent, field shape. The analytical 
approach is to express the effect of all these variables in 
terms of ge=X/2r, where I' is the effective gap width. 
(“Effective gap width” means the gap region over which 
the field is effective as a magnetic source relative to the 
tape.) The tape magnetization distortion, attenuation, 
and phase change is then, through g„, a function of all 
relevant variables such as those previously mentioned. 

Analysis Based Upon Idealized Model 

Definition of Idealized Model 

The basic model of the recording process is ideal in 
two respects: the form of the gap fringing field and the 
form of the M-H (hysteresis) loops. 

1) The strength of the gap fringing field is taken to be 
180° of a cosine function over the gap, and zero outside 
the gap. The field is not assumed to vary with spacing 
from the head (Fig. 1). Thus, 

irx 
H = Hüa(t) cos— > 

/ 

where x = 0 at the gap center-line. If the input aft) is 
sinusoidal, then 

(at first) as a straight line, starting from M = H = 0 with 
a slope k (Fig. 2). The magnetization, as a result oi 
sequentially applied maximum fields, Hi, is simply the 
summation of n magnetizations; namely, 

mg n 
Mm,n f-^Mi 

t=2 

where m is the total number of sequentially applied 
fields, and n is the maximum value m can achieve. This 
equation is subject to the condition | 7/,| is | 77,-J for all 
i. If I Hi\ for all i, then Mm¡n = kHm. Thus, for 
n = 2, we have 

M 1i2 = kHx

= ± *[| Ht\ - 2 I 772| ] 

ÀT'2,2 =  ^^2 

I á I 77.1 

I 772| è I Hr I . 

This equation merely states that the net magnetization 
results from a simple, linear superposition of the alter¬ 
nating magnetic fields. 

At first the virgin magnetization curve is taken as a 
constant slope line in order to determine whether tape 
magnetization distortion is due to factors other than a 
nonlinear magnetization curve. It will be found that dis¬ 
tortion is inherent in the nature of gap recording and 
can be either increased or decreased by a nonlinear mag¬ 
netization curve. 

irx 
H — Hr, cos — cos 2ir ft. 

2) In order to determine the remanence on the tape as 
a result of the applied gap field it is necessary to assume 
an M-H model. A particularly simple one was chosen, 
i.e., an idealized model. Here the Af-771oops are parallel¬ 
ograms where the sides of the various loops are parallel 
to each other. The virgin magnetization curve is taken 

Magnetization for a Single Field Polarity 

As a first step in the analysis we wish to find My, 
which is the magnetization resulting from the applica¬ 
tion of a single field polarity. If Xi is the distance the 
tape has moved in time t with a velocity v, and x is the 
distance from the gap centerline, then xo = x+xt is a 
point on the tape a distance x0 from the tape coordinate 
origin (Fig. 3). 
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Fig- 2—Assumed hysteresis loops. 

Fig- 3—Tape and space coordinate system. 

Since//-n//X=Xi/X, the previous equation for H can 
now be written as 

where 

H = Ho cos 
7TX\ 2tT 
— j COS- (xq — x) 
. I / X 

= Ho cos (gs) cos (io — i), 

_ 2ir 2?r X 
$ = X, Í0 = -Xo, g = — , 
X X 2/ 

and 

M = kHa cos (gi) cos (i0 — i). 

It is necessary to determine the maximum M{= for 
a given polarity. Thus, by setting dM/dx = 0, we get 

g tan (gi) = tan (i0 - i). 

I his equation determines i = i(i0) and 

Mt = kH0 cos [gi(io)] cos [io - i(i0)] 

giving the maximum remanence as a function of the tape 
coordinate i0. Thus, the maximum remanence does not 
generally occur at the gap centerline or some fixed dis¬ 
tance, i, from it but is generally a function of the phase 
of the input signal, i.e., i = i(i0), arising from the fact 
that that the tape magnetization is a function of both 
x and t. For instance, for g = l, i = i0/2. Thus, the re¬ 
cording point distance i increases with the distance the 
tape moves, Sa. I his shifting of the recording point 
starts at the gap front edge and moves toward the rear 
edge, whereupon it then repeats itself. Thus, the motion 
of the scanning is always in a direction opposite to 
that of the tape. The average “scanning” velocity is 

, / 1\ 
v = » ( 1 -|-j. 

V g / 

A nalysis for g^ 1 

Since the “scanned” length each half-period is larger 
than X/2, there is a section of each half-wavelength of 
tape, X/2g = /, which is recorded upon more than once. 
I hus, lor all g, some part of a half-wavelength on the 
tape receives at least two magnetizations. Generally, the 
number of scannings” is n = 1-f-l/g. 4 hese consecutive 
“scannings” form an interference pattern over each half¬ 
wavelength (Fig. 4). 

.FIRST MAGNETIZATION 
° o O ° o O SECOND MAGNETIZATION 

- NET MAGNETIZATION 

Fig. 4—Output wave shapes for g&l. 

For g^ 1, the magnetizations are 

í 1 \ Mi ,2 = kH = kHo cos (gi) cos j 0 io =— (1-i 
2 \ g' 

M2,2 = 4| - 2| ZG| ] 
2\ gJ 2 

= ¿220[cos (gi) cos ii - 2 sin g(i - i) sin (ij - sj] 

M2,2 = kH2

= — kHo sin g(i — ï) sin (ii — ï]) 

with the subsidiary equations 

g tan (gi) = tan ii 

io = i T Si. 

For g<l, a similar set of magnetization curves is ob¬ 
tained. [Note: Hi is the ith magnetizing field, and Mi is 
the 4th recording (magnetization, induction, rema¬ 
nence). Thus, Mt is not the net induction on the tape, but 
an extra remanence due to the 4th field. ] 

If ä/j.2 and M2f2 are extended into each other’s region 
as shown in Fig. 5, there is no change in the net mag¬ 
netization. For g = 1, the curves for A//2, M2 2 are seen 
to be sinusoidal plus a constant component. For g—>00 
the curves become one and are purely sinusoidal. For in¬ 
between values of g, harmonics of the basic frequency 



1961 Stein: Analysis of the Recording of Sine Waves 149 

• ••••• SIMPLIFIED FIRST MAGNETIZATION (sinusoidal) 

o o o O o o SIMPLIFIED SECOND MAGNETIZATION (sinusoidal) 

- ACTUAL MAGNETIZATION 

Fig. 5—Relationship of the simplified to the 
actual magnetization curves. 

Fig. 6—Estimated average deviation of simplified 
curve from exact curve. 

are present. By omitting the harmonics from these ex¬ 
tended magnetization curves, we introduce at most an 
error of about 18 per cent (in the region of g = 2), de¬ 
creasing the net distortion (Fig. 6). Thus, for g^l, the 
magnetization curves are approximately 

Afi = kffo 

sin-1- cos So 
2g 

1 + sin — 
2g J 

Mi — — kHo 

sin-cos io 
2g 

1 + sin — 
2g J 

The net magnetization, therefore, is the result of the 
interference of two identical out-of-phase magnetization 
curves. 

The Fourier coefficients of the recorded magnetiza¬ 
tion based upon these magnetization curves are 

7T /2n — 1\ 
2 sin — cos I-I ir 

2g \ 2g / 7T -(-1)" 
—~— t>2n-l — -
2kHo ir 

1 + sin — 
2g 

2n — 1 

(n — 1) ir Tin ' 
sin2- sin2 — 

2g_2£ 
n — 1 n . 

irbt 

2kH0

— sin2 —• 
2g 

1 + sin —-
2g 

The magnetization is zero where M¡ = —2Mi. This oc¬ 
curs at 

1 . IT 
cos so = — sin — • 

3 2g 

For a measure of the harmonic distortion, consider the 
M zero point, the third in-phase, and first out-of-phase 
harmonics (Fig. 7). For g = l, the zero M is shifted 20° 
from a nondistorted M. The fundamental is phase-
shifted 19° ahead of the net magnetization curve, and 
the out-of-phase Fourier components are given in 
Table I. All in-phase components except the funda¬ 
mental are zero. 

Fig. 7—Distortion characteristics as a function of g for g&l-

ir (2n — 1\ 
2 sin — cos I-I re 

2g \ 2g ) 7T 

2kHo 
02n-l 

(-!)"+’ 

1 + sin — 
2g 

sin ir(n — 1) 

g 
2(n - 1) 

2n - 1 

UTT 
sin — 

g 
2n 

irai 

2kHo 

n 1 

TABLE I 

n 1 3 5 7 9 «7 

b. 
-1 1.2 

3tt 

7 

5tt 

1 

7 7r 

0.8 

9tt 

1 

mir 

It is clear that distortion exists even for a linear virgin 
magnetization and is a function of g. This type of distor¬ 
tion, which results not from the interference of adja¬ 
cent “bits,” but instead occurs within one half-wave¬ 
length, is the kind that occurs also in pulse recording. In 
both cases there is a shift in the axis cross-over point 
[2]-
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Analysis for g<l 

For g<l a procedure similar to that for is fol¬ 
lowed (Fig. 8). By extending the magnetization curves 
and taking only the constant and fundamental fre¬ 
quency we get, for the />th magnetization, 

MP (-1)”+1

kHÿ 7T 
1 + sin —• 

2g 

Í • . < sin — + sin g 

.FIRST MAGNETIZATION 

o o o o o SECOND MAGNETIZATION 

- THIRD MAGNETIZATION 

-FOURTH MAGNETIZATION 

Fig. 8—Individual magnetization curve for g<l. 

The net magnetization, resulting from the interference 
of many magnetizations, satisfies the required condi¬ 
tions for it to be 

Mm.n i 
m 

I #r| - 2 E (-1)”J Hp\ 
p=r+l 

Hr is the “first significant” field; i.e., it results in a 
Mr,n larger than all previous Mr,n. Erasure effectively 
takes place before the “first significant” field. (As de¬ 
fined previously, Mm¡n designates the net induction after 
the mth recording where g is such as to produce n re¬ 
cordings altogether.) Thus, recording takes place only 
in the front half of the gap, i.e., where the fringing field 
is decreasing relative to the tape motion. 

The evaluation of the final magnetization Mn¡n for 
ra ( = 1 + 1/g) integral (each part of every X/2 magnetized 
the same number of times) is 

(_l)n+l 
kHz 

Rn.n 
■wg 

cos — 
2 

. ^g 
sin — 

2 
TTP 

cos-f- ( — 1) 
2 

n — 1 TTg / 7T 
-sin — sin ? I-50
2 2 \2 

A plot of the amplitude Mn-n vs g shows that Mn,n gen¬ 

erally decreases with decreasing g except at g = 0.25 
where Mn<n increases somewhat (Fig. 9). 

The phase shift is </> = tt [(1/g) — 1 ]. Thus, as the wave¬ 
length decreases, the phase of the final recording in¬ 
creases. The actual recording point distance from the 
gap centerline is 0/2?r(X/2) =//2(l — g). Thus, as g de¬ 
creases from 1 to 0, the final recording moves from the 
gap centerline to the front gap edge. These results, of 
course, will be modified by the actual gap field. The 
modified graphs are shown in Figs. 10 and 11. 

Fig. 9—Output magnetization as a function of g 
(idealized model). 

Fig. 10—Phase shift 0 vs g for various values 
of relative spacing 17. 

Fig. 11—Location (in 1/Ï units) of the recording point d aft of the 
gap centerline where no further change in magnetization occurs 
vs g. 
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Effect of a Nonlinear Initial Magnetization Curve 

The actual virgin magnetization curve (between its 
toe and knee) is fairly close to a straight line. The sus¬ 
ceptibility of the toe region is quite small. 1 herefore, we 
replace the assumed linear virgin magnetization curve 
by one having M zero for H^Ha (the toe region) and 
M = kH from then on up to the knee (Fig. 12). The 
effect of this change can be expressed as a change in g 
(Fig. 13). If a = Ha/H0, then the changed g( = go) is 

The assumed idealized gap fringing field, although 
giving a fairly adequate basis for a qualitative picture 
of the record process, gives quantitative results only in 
the limiting region of very thin tape oxide layer (/«/) 
and large g(g»l). 

However, the analysis obtained using this model can 
be applied to the actual field. The actual field differs 
from the ideal in that it only grossly resembles a sinus¬ 
oidal shape and varies in shape and strength with spac¬ 
ing to the head. (Spacing from the tape is sufficient to 
prevent “double” recording from taking place.) The de¬ 
crease in field with spacing is shown in Fig. 14. The 
shape of the field for various spacings is shown in Fig. 15. 

The changed M is 
M = M0(l — ga). 

Since, for go^ 1, distortion decreases with increasing go, 
an increase in a up to a = 1/g will apparently reduce dis¬ 
tortion. For a>l/g, the familiar flattening of the mag¬ 
netization curve in the region of the time axis begins to 
appear. 

initial magnetization curve. 

Application of Basic Analysis to the 
Actual Situation 

Validity of M-H Loops 
The M-H model assumed is a fair approximation to 

the actual M-H loops for v-Fe2O3 [2], [6]. There ap¬ 
pear to be two main differences: 1) the toe susceptibility 
is greater than zero; 2) the minor loops are not quite 
parallel and tend to rotate slightly as 2/max decreases, 
causing a magnetization which is slightly less than that 
derived from the assumed model. The main effect of 
these two deviations is: 1) the distortion of a given 
wavelength is not evaluated at gn = but at 
some intermediate value between g and g/(l-ga); and 
M„,n decreases with g somewhat more rapidly than our 
calculation shows. 

Fig. 14—Relative field strength at gap centerline vs 
relative spacing to the head (tj). 

Fig. 15—Normalized gap magnetic field strength vs relative 
distance along the gap for various spacings. 

Distortion from the Actual Gap Field (g = 1) 

Close to the head, the fringing field is more uniform 
than sinusoidal. If the field were perfectly uniform 
across the gap, then for g — 1, the Af = 0 point is 30 in¬ 
stead of 20° from a nondistorted M. The M = 0 point for 
a uniform gap field is determined from 

For the layers of tape spaced further away from the 
head, there are two compensating effects as far as the 



152 IRE TRANSACTIONS ON AUDIO September-October 

M = 0 point is concerned: 1) field form is more sinus¬ 
oidal so the M = 0 angle is less; 2) effective gap width, 
T, is greater, making ge smaller, and thus increasing the 
M = 0 angle. Generally speaking, therefore, for g>l we 
expect not only distortion in the tape magnetization but 
some average magnetization curve which results from 
the varying distortions produced in different layers of 
tape. Making the reasonable assumption that the angle 
6 increases proportionately as we space out to = | 
from i¡ = %, the actual location of M = 0 is then esti¬ 
mated for different spacings as a function of g. This is 
shown in Fig. 16. 

Fig. 16—Distortion for displacement 
angle 6 as a function of g. 

Attenuation and Phase With the Actual Gap Field (g<l) 

The region g<l is a transition region and, therefore, 
the most difficult to deal with. The region g«l is prob¬ 
ably the most important since it is in this region where 
the short wavelength limit, if any, exists. We can make 
a semiquantitative analysis of amplitude, phase, and 
short wavelength limit in this region. 

The idealized analysis showed us that for g<l, there 
is effective erasing of the previous magnetization until 
the region of decreasing fringing field is reached. For 
small spacing from the head, the field is fairly uniform 
until it drops off sharply at the front gap edge. Thus, 
for g»l, the effective g, ge, might be even smaller than 
g. At further spacing from the tape, I' increases, again 
making ge smaller than g. Fig. 22 is a plot of ge vs g for 
various relative spacings. The effective magnetic gap 
width I', as a function of spacing to the head, is esti¬ 
mated by attempting to simulate the actual field slope 
in the forward part of the gap by a sine wave slope. 
Neglecting the effect of the trailing field, which will be 
considered in the next section, the graphical approxima¬ 
tion for different spacings to the head is shown in Figs. 
17-19. 

Figs. 20 and 21 give the relative magnetization as a 
function of g for different spacings—the first for nor¬ 
malized, the second for actual field strengths. These 
graphs are derived from combining the information in 
Figs. 9, 22 and 23, 

- GAP FRINGING FIELD 

-SIMULATING SINE CURVES 

Fig. 17—Gap fringing field and simulating 
sine curves for tj — i and f. 

-GAP FRINGING FIELD 

-SIMULATING SINE CURVES 

Fig. 18—Gap fringing field and simulating 
sine curves for rj = f and f. 

-GAP FRINGING FIELD 

-SIMULATING SINE CURVES 

Fig. 19—Gap fringing field and simulating 
sine curves for r¡ = J and 1. 
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Fig. 20—Relative magnetizations for different spacings, assuming 
a fixed field strength along the gap centerline vs g. 

Fig. 21—Modification of Fig. 20, taking into account the decrease 
in actual field strength with increased spacing. 

The final recording point for g«l is in the region of 
the front gap edge, especially for the layers of tape close 
to the head. Thus, the short and long wavelength am¬ 
plitudes will tend to separate on the tape up to a dis¬ 
tance Z'/2, since for the final recording point is at 
the gap centerline. From Figs. 10 and 11, it can be seen 
that any momentary increase in head-to-tape spacing 
will result in not only a decreased tape magnetization, 
but also a phase shift in the recorded signal. This makes 
the problem of timing signals for g < 1 quite difficult, be¬ 
cause a partial drop-out might record timing information 
incorrectly. 

The wavelength separation and phase changes as 
shown in these figures also indicate the extreme diffi¬ 
culty in FM recording for g < 1. The use of an adequate 
thin film tape would increase resolution, but would 
hardly help in the timing problems resulting from drop¬ 
outs. Since ge is smaller for increased spacing, most of the 
recording will be done at the surface layers of tape. How¬ 
ever, even in these surface layers the variation of gc and 
phase is significant. 

Short Wavelength Limit 
The minimum X/2 which is recordable is equal to the 

distance between the beginning of the trailing field and 
that point where the field strength is approximately 
one-half as much. These points are designated, respec¬ 
tively, (a) and (b) in Fig. 15. Gmin vs t] is plotted in 
Fig. 23. 

Fig. 22—g, vs g for various values of relative spacing y. 

Fig. 23—Minimum recorded g vs relative spacing y. 

It is apparent from Fig. 23 that as the tape is spaced 
t; > 0.6, the minimum g which can be recorded becomes 
considerably greater than 1. Therefore, for values of g 
equal to or smaller than this, it is not possible to in¬ 
crease the tape magnetization by merely increasing the 
input coil current. The effective saturation field for the 
outer layers of the tape oxide is less than the inner lay¬ 
ers, and is ¿-dependent. Thus there is, essentially, an 
effective susceptibility of the tape, k„, which is a func¬ 
tion of g and y. It should be pointed out, however, that 
the variation from linearity of the M-H loops will be¬ 
come significant here, and a more accurate representa¬ 
tion of the hysteresis loops would be required to give 
any more than a qualitative picture. 

Fields A bove Saturation Level 
Even if the field becomes large enough to saturate a 

layer of the tape oxide, the magnetization of the layer is 
still a function of the input field. In single NRZ pulse re-
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cording, the distortion is a function of the field strength 
In fact, not only is the location of the cross¬ 

over of the step changed, but also the higher harmonics 
of the step function are attenuated. Thus, the magneti¬ 
zation amplitude is decreased and the shape is less 
square. On the other hand, if there is a train of bits of a 
high packing density, the analysis predicts that as 
H>HS increases, the amplitude at the tape outer layers 
will continue to rise until a maximum is reached, and 
will then begin to decrease. The peak amplitude will 
then be reached at smaller fields for larger frequencies. 
The general picture for an outer oxide layer is illustrated 
in Fig. 24. 

Conclusions 
In essence, the recording of an unbiased continuous 

signal on a magnetic medium using a magnetic gap is a 
combined magnetic “scanning” and interference process. 
Analyzing particularly sine wave recording, we find 
that this combined process is, to a good approximation, 
a function of only one variable, namely gt =\/2l', where 
I' is the effective magnetic gap width. Applying the 
basic analysis to the actual head-tape system graph¬ 
ically, we find there is a functional dependence of I' on 
a host of factors. In this manner, not only is physical 
insight gained into the basic magnetization processes, 
but also their interaction to produce particular phe-

The explanation of this phenomenon in both single 
NRZ pulses and high packing density bits (or short 
wavelength sine waves) is the same—it arises from an 
interference of the adjacent bits of the higher frequency 
components of the signal with each other, resulting 
finally in a degree of self-erasure. Reference to Fig. 15 
will show that for p = 1/8, for example, as H>HS the 
slope of the fringing field becomes larger. Thus the effec¬ 
tive gap width I' will decrease resulting in a larger g 
and less attenuation. Thus, even if there is no increase 
in magnetizaron as H increases, there is less erasure, 
which results in an increased net magnetization in this 
layer. However, as H increases, a point such as (a) is 
eventually increased to saturation. The region beyond 
(a) is of sufficiently small slope so that the effective gap 
width is now increased, producing increased attenua¬ 
tion. 

If H is increased sufficiently so that the outer oxide 
layers now suffer increased attenuation, the inner layers, 
subject to a smaller field, will not yet have passed their 
peak. Thus, there is a region of some field where the tape 
magnetization is of increased uniformity through the 
thickness. Hence, the field operating point which would 
minimize the effect of a dropout is somewhat beyond 
this maximum magnetization point. It is speculated 
that the effective gap width at which this maximum 
magnetization occurs should be of the order of half the 
maximum packing density distance (or X/2 min for sine 
waves). Thus, for increased reliability, where distortion 
is of little importance, a general rule might be to keep 
the record (and reproduce) gap widths as large as possi¬ 
ble, namely at gê A. Further analytical and experi¬ 
mental work on this problem should be worthwhile. 

nomena is understood. Furthermore, semiquantitative 
results have been obtained showing the variation of at¬ 
tenuation, phase, and distortion with g, relative spacing, 
and wavelength. The phenomenon of a saturating field 
producing a maximum magnetization is qualitatively 
analyzed; lower limits to recorded wavelengths are es¬ 
timated. It is pointed out that the effect of attenuation 
and phase shift at the shorter wavelengths is of par¬ 
ticular relevance to the timing of signals and to FM 
systems. 

The analysis is based on a series of approximations 
such as: 

1) Simplified hysteresis curves. 
2) Certain mathematical simplifications. 
3) Graphical methods. 
4) Simplified criteria for the lower wavelength limit. 

Because of this, the numerical results are at most 
semiquantitative. The value of a more exact analysis is 
doubtful unless there is some very particular purpose 
in mind. The inclusion of the nonuniform characteris¬ 
tics of tape magnetization in the evaluation of the repro¬ 
duced signal is straightforward, but tedious. However, 
it would probably give a closer correspondence between 
the theoretical and experimental reproduce curves at 
the shorter wavelengths. 

Experiments have been run showing the distortion 
for ge>l, the attenuation for ge<l and the effect of 
spacing. Generally, these experiments verified the anal¬ 
ysis. It is suggested, however, that an extended series 
of experiments be run to test the analysis more thor¬ 
oughly and determine whether or not it should be ex¬ 
tended. 
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Notation 
a = Ha/H^ 

g, = effective g 
go = g/(l-ag) 
7/ = gap magnetic field 
if„ = gap magnetic field at which k becomes nonzero 
I/o = gap magnetic field amplitude 
Hs — gap magnetic saturation field 
& = tape susceptibility 
ke = tape effective susceptibility 
Z=gap width 
/' = effective gap width 
M = tape magnetization 
Mi = ith tape magnetization 
Mm,n = net tape magnetization after m magnetizations in a series 

capable of n magnetizations 
i = time 

x,s — distance from the gap centerline in length and signal phase 
units 

S1 = distance from the tape coordinate origin in length and 
signal phase units 

x0, s0 = distance from the tape coordinate origin to the gap center-
line in length and signal phase units 

y = spacing to the head 
X = wavelength 

¿ = M=0 displacement from the nondistorted sine wave 
</> = recorded phase shift 
f = input frequency 
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The Mechanism of AOBiased Magnetic Recording* 
DONALD F. ELDRIDGEf, member, ire 

Summary—The mechanism of ac-biased magnetic recording is 
directly related to the physical and magnetic properties of the record¬ 
ing medium. A theory has been developed which describes this rela¬ 
tionship, both qualitatively and quantitatively. The action of ac 
bias on a single-domain particle is examined, and the factors deter¬ 
mining its remanent state are analyzed. When the analysis is 
extended to an aggregate of such particles, it is found that the inter¬ 
action fields created by the particles themselves are responsible for 
the biased recording mechanism. The transfer characteristic ob¬ 
tained with ac biasing is derived directly from the distribution of 
interaction fields in the aggregate material. 

TO achieve a more detailed knowledge of magnetic 
recording, it is necessary to determine accurately 
the relationship between the ac-biased transfer 

characteristic and the physical and magnetic properties 
of the tape which influence it. It is necessary to under¬ 
stand these relationships at least qualitatively before 
the performance characteristics can be improved by 
other than cut and try methods. A theory has been de¬ 
veloped which describes this relationship both qualita¬ 
tively and quantitatively. 

In ac-biased magnetic recording a large high-fre¬ 
quency alternating signal is added to the signal to be 

* Received by the PGA, March 21, 1951. Reprinted from the 1961 
International Convention Record, pl. 2, pp. 69-73. 

J Memorex Corp., Santa Clara, Calif. This research was per¬ 
formed while the author was with the Magnetics Dept., Ampex 
Corp., Redwood City, Calif. 

recorded and both are impressed upon the record head 
simultaneously. Thus, as the tape passes in front of the 
record head it is subjected to a field consisting of the 
intense high-frequency bias and the information sig¬ 
nal to be recorded. The resulting transfer characteristic 
is shown in Fig. 1. For comparison, the transfer charac¬ 
teristic which is obtained in the absence of the high-
frequency ac bias is also shown. Thus, it may be seen 
that the application of the ac bias has a considerable ef¬ 
fect on both the linearity and the sensitivity of the re¬ 
cording process. The resulting transfer characteristic 
is very linear up to about 35 per cent of saturation mag¬ 
netization, and the sensitivity near the origin may be as 
much as several hundred times that which exists without 
bias. 

AC-biased magnetic recording can best be understood 
by examining a similar but not identical phenomenon, 
anhysteretic magnetization. In anhysteretic magnetiza¬ 
tion, just as in ac-biased magnetic recording, a large al¬ 
ternating bias field and a smaller signal field are applied 
simultaneously to the sample to be magnetized. In 
anhysteretic magnetization, the bias field is large enough 
so that its alternate peaks saturate the material, and 
it is reduced very slowly to zero, while the de or sig¬ 
nal field is held constant. In ac-biased magnetic record¬ 
ing, of course, both the bias field and the signal field ap¬ 
plied to an element of tape are reduced simultaneously 
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as that element moves away from the field of the record¬ 
ing head. The two types of magnetization are quite sim¬ 
ilar with a notable exception being that in the case of ac-
biased recording very large initial values of the bias 
cause a reduction in sensitivity whereas in anhysteretic 
magnetization this does not occur. The mechanism by 
which each element of tape receives its final magnetiza¬ 
tion is identical in both cases. A new theory describing 
the anhysteretic magnetization process has recently 
been proposed by the author.1 A discussion of this the¬ 
ory is also included here. 

The mechanism of anhysteretic magnetization may 
be best explained by considering first the effect of the 
process on a single particle to which a de magnetizing 
field Hs and alternating randomizing field Hb are ap¬ 
plied. Consider the particle as being isolated from all 
others and as having a symmetrical rectangular B-H 
loop (Fig. 2). If the ac field starts from a peak value 
larger than and decreases slowly, then if H„ 
is positive, a point will be reached where the positive 
peaks of the bias field will exceed Hc but the negative 
peaks will not. Therefore, the particle magnetization 
will remain at -\-ms. Likewise, if H, is negative, the mag¬ 
netization will be — ms. These conditions will always 
occur so long as the alternating field decreases slowly 
enough so that the difference in value between consec¬ 
utive peaks of alternate polarity, AH, is less than 1HS. 
It follows that a large group of particles (neglecting in¬ 
teractions) will act in the same way; namely, all parti¬ 
cles will remain at the magnetization of the same sense 
as the applied de field H„, so long as the alternating field 
started out larger than the Hc-\-Hs of all particles. This 

1 D. F. Eldridge, “Quantitative determination of the interaction 
fields in aggregates of single-domain particles,” J. Appl. Phys., vol. 
32, pp. 2475-2495; March, 1961. 

applies even for a distribution of coercive forces and for 
a distribution of particle direction, where the Stoner 
and Wohlfarth2 model applies. The anhysteretic char¬ 
acteristic from any such group of particles therefore 
will rise with infinite slope from the origin, and all par¬ 
ticles will be saturated for any applied de field H„. 
Westmijze8 explains the finite slope at the origin by 
introducing a demagnetizing field. Since the presence of 
such a field is questionable, it is desirable to have an 
explanation not requiring the assumption of a demag¬ 
netizing field. 

7 he finite slope of the anhysteretic magnetization 
characteristic from the origin may be explained by 
including the interaction fields. This has been done us¬ 
ing the Preisach diagram by Daniel and Levine4 and 
Woodward and Della-Torre.5 Although this technique 
serves to describe the phenomenon in question, it is 
complicated and does not provide a separation of vari-

2 E. C. Stoner and E. P. Wohlfarth, “A mechanism of magnetic 
hysteresis in heterogeneous alloys,” Phil. Trans. Roy. Soc., vol. 
A240, pp. 599-642; May, 1948. 

3 W. K. Westmijze, “The recording process,” Philips Res. Repts., 
vol. 8, pp. 245-269; August, 1953. 

4 E. D. Daniel and I. Levine, “Experimental and theoretical in¬ 
vestigation of the magnetic properties of iron oxide recording tape,” 
J. Acoust. Soc. Am., vol. 32, pp. 1-15; January, 1960. 

6 J- G. Woodward and E. Della-Torre, “Particle interaction in 
magnetic recording tapes,” J. Appl. Phys., vol. 31, pp. 56-62; Jan¬ 
uary, 1960. 
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ables, which the following technique does accomplish. 
Consider now the previous particle, but with a small 

interaction field Hi which is the sum of the fields from 
all the surrounding particles. Assume that the value (or 
at least the distribution of values) of Hi is determined 
by the geometrical arrangement of the surrounding 
particles and is independent of the applied field and the 
magnetization of the assembly of particles. Now, Hi will 
act in the same manner as did Ht in the previous ex¬ 
ample; that is, for a given particle, if Hi is positive, the 
particle will always remain at fm, after the application 
of an alternating bias field. With no signal field applied, 
and assuming a symmetrical distribution of Hi, one-
half the particles will remain at A-m, and the other half 
at — m,. Now consider the additional application of a 
small external de field H„ to this particle. The net de 
field will be Hx + H,. The particle will acquire its “nor¬ 
mal” zero-field remanence after the bias application un¬ 
less H„ causes this net field to reverse its zero-signal po¬ 
larity. Thus, only when Hs is opposite in polarity and 
larger than Hi will the particle become magnetized in the 
sense opposite H, after the application of the alternat¬ 
ing bias field. Thus, all the particles for which Hi< — Hs 

will be magnetized in the same sense as H„. The total 
magnetization of an aggregate of such particles will be 
proportional to the number of particles for which 
Hi< —Ha. If there is a distribution function describing 
the relative number of particles which experience a 
given interaction field, the total net magnetization may 
be determined for any value of Hs. The cumulative form 
of this distribution function will describe the M vs Hs 

characteristic. 
Thus, the anhysteretic magnetization characteristic 

(and the ac-biased magnetic recording characteristic) is 
a function of and may be determined from the distribu¬ 
tion of interaction fields. The foregoing analysis as¬ 
sumes the interaction fields to be fixed and independent 
of the magnetization. This, of course, is not really the 
case. In actuality, there is no fixed interaction field when 
the bias field is at its maximum because the magnetiza¬ 
tion at every point throughout the material is reversed 
every half cycle. As the bias field is reduced, however, 
and the magnetization of some particles becomes fixed, a 
fixed interaction field will start to build up. The average 
value of the fixed interaction field will, as may be seen 
from a derivation to follow, be proportional to the total 
number of particles which have achieved their final 
state. From this, it may be deduced that the average 
effective interaction field during the anhysteretic mag¬ 
netization process will be just one-half the value which 
exists at the end of the process. Thus, the anhysteretic 
process can be described by assuming a fixed value of the 
interaction field equal to one-half the actual final value. 

An expression may now be obtained for Hi=f(H}. 
Assuming an aggregate in which the particle-to-particle 
spacing is such that the field from each particle may be 
expressed as that from a dipole, and assuming an aver¬ 
age magnetic moment the magnitude of the field at 

some point q from a particle with moment p at a dis¬ 
tance r is 

I H„\ = — V3 cos2 0 + 1, 
r3

where 9 is the angle between r and the particle axis. 
The mean square field from n particles at radius r and 

oriented randomly is 

12 /» 2t /» tv Ã2 
Hv I 2 =- I d</> I (1+3 cos2 0) sin 0d0 = 2n — 

+ r6 J o Jo r6

where and 0 are the angles designating the direction 
of p. 

Now if dn is the number of particles in a thin spheri¬ 
cal shell at radius r and D is the number of particles per 
unit volume, 

dn = ^Trr-Ddr 

and 
r 2 r 2 

I nJ 2 = 2 — MrCDdr = 8tt — Ddr. 
r6 r* 

The mean square magnitude of the (interaction) field 
from all particles may now be obtained by integrating 
the above expression from the minimum particle spacing 
r0 to oo . Thus, 

SirDp2

But 

1 
ro3 = — (approximately). 

Therefore, 

8 
aH 2 = — irD2̂-

and 

üHí = 2.9Dp. 

Thus, an expression is obtained which states that the 
root mean square value of the interaction field is directly 
proportional to the particle density and the average 
particle moment. It may also be expressed in terms of 
other factors as follows. Now, where k = vol¬ 
umetric packing factor and v = particle volume and 
p=vlü where Io is the average particle magnetization. 
Then aui = 2.9kIo = 2-9Is, since klo is the magnetization 
I„ of the aggregate material. The mean square com¬ 
ponent of <thí in the direction of any applied field will be 

auf*) 

•THi 

Vã 
1.77,. 
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This result is similar to that which Neel6 calculated for 
the case of an ordered array. 

Since the distribution of values of Hi is random, it will 
have the form 

p(H) = —=- g-»’^2, 

V^tt a Hi 

which is illustrated in Fig. 3(a). The integral of this 
function [Fig. 3(b) ] will describe the anhysteretic trans¬ 
fer characteristic. It may be observed that this integral 
function is very similar in appearance to the biased-
magnetic recording characteristic, an example of which 
is shown in the same figure. It is interesting to note that 
in reality the transfer characteristic of biased magnetic 
recording is nonlinear over most of its extent and only 
approximates a linear function near the origin because 
the deviation from linearity is so slight as to be unno-
ticeable and immeasurable. Some past attempts at an¬ 
alyzing the biased recording transfer characteristic 
have sought a function which was inherently linear 
whereas the theory described here shows that this is 
not the case and describes the transfer characteristic 
over its entire extent. 

The slope of the characteristic at the origin will be 
%, the anhysteretic susceptibility. The value of x may 
be obtained by setting H=0 in the preceding expression 
and substituting 0.5 trHi as the effective interaction field 
acting during the process and multiplying by the factor 
4/0.5 to obtain the result in terms of I, rather than the 
normalized function. Thus, 

1.6 
X =-1.-

aHi 

But, as derived previously, 

<rH{ = 1.74 
and 

1.64 
X =- = 0.94. 

1.74 

This, rather surprisingly, states that the anhysteretic 
susceptibility is a constant and therefore is independent 
of the saturation magnetization or the value of the 
interaction field. Variations from this value would only 
occur if 4 and varied independently of each other. 
This could occur if the particles were not distributed 
randomly,such aswould be the case if they were severely 
clumped or if some ordering process such as orienting 
were to occur. Experimentally determined values of x 
for supposedly unoriented tape samples ranged from 
0.94 to 1.68. Values of x for commercial recording tapes 

6 L. Neél, Appl. Sei. Res., vol. 4, sec. B, p. 13; 1954-1955. 

(b) 

3b) 

Fig. 3—(a) Distribution function, (b) Cumulative distribution. 

measured by Daniel and Levine4 ranged from 1.43 to 
3.58. It can be seen that there is fairly close agreement 
between experimental results and the theory proposed 
here for the cases where the particles are randomly 
distributed. And, as would be expected from theory, the 
characteristic is steeper at the origin for the case of ori¬ 
ented materials indicating a smaller value of interaction 
field. 

In conclusion, the transfer characteristic obtained 
with ac-biased magnetic recording has been described in 
terms of the anhysteretic magnetization characteristic. 
It has been shown that the anhysteretic magnetization 
characteristic is determined by the distribution of inter¬ 
action fields within the substance being magnetized. An 
expression has been derived to describe the interaction 
field distribution in terms of the physical and magnetic 
properties of the material. The integral of this distribu¬ 
tion which should describe the anhysteretic magnetiza¬ 
tion characteristic is an extremely close approximation 
to the experimental case. Thus, biased magnetic record¬ 
ing is seen to be a fundamentally nonlinear process 
which appears to be linear only because the deviations 
from linearity are very small around the origin, which 
is the region used in most ac-biased magnetic recording. 
The theoretical value of the initial anhysteretic suscepti¬ 
bility is seen to be rather close to that obtained experi¬ 
mentally for the case of randomly distributed particles. 
As expected, deviations from this value occur for the 
case of oriented tapes. 
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Flutter in Magnetic Recording of Data* 
CHARLES B. PEAR, JR.f, member, ire 

Summary—Among the sources of error in magnetic tape record¬ 
ing, one of the more important is the distortion of the reproduced 
time scale generally described by the term “flutter.” Flutter is 
defined as the deviation in reproduced frequency from the original 
recorded frequency, which results from nonuniform speed of the 
recording medium during recording and reproduction. 

The present paper provides a qualitative and quantitative dis¬ 
cussion of flutter including: 

1) Causes—eccentricities, resonances, frictional variations. 
2) Effects—FM noise, AM noise, time displacement error. 
3) Measurements—methods, units and relations between them. 
4) Compensation—methods and limitations. 

The object of the paper is to collect the essential characteristics 
of flutter in a way that will be of value to users of magnetic tape 
recording equipment. 

Introduction 

HILE magnetic tape recording oí data is woe¬ 
fully lacking in standards for measurement, 
definition, and description, most people seem 

to agree that “flutter” can be defined as “the deviation 
in the reproduced frequency from the originally re¬ 
corded frequency which is a result of nonuniform speed 
of the recording medium during recording or reproduc¬ 
tion.” 1,2

This might be considered to include very slow varia¬ 
tions such as might be caused by the changes which oc¬ 
cur in power line frequency in the course of a day, but 
there is an undefined lower limit usually established by 
the fact that the measurement is limited to a few sec¬ 
onds. These slower variations are segregated and called 
average speed variation or “drift.” It should be noted, 
however, that when recordings are made at very slow 
tape speeds and then reproduced fast, these variations 
could come into a range that would be observed or, more 
important, would be within the range of the recorded 
information. 

Data can be recorded by digital or analog techniques. 
Digital recording uses codes which represent sampled 
readings made at equally spaced intervals. When these 
are reproduced, each reading can be delayed and read 
out at newly generated equal time intervals. Flutter is 
then only a problem in that it influences the design of 
the readout circuits and the density of recording that 
can be used. This is quite different from analog recording 

* Received by the PGA, May 26, 1961; revised manuscript re¬ 
ceived, July 12, 1961. Reprinted from the 1961 International Con¬ 
vention Record, pt. 2, pp. 81-88. 

f Minneapolis-Honeywell Regulator Co., Beltsville, Md. 
1 “IRE Standards on Sound Recording and Reproducing: Meth¬ 

ods for Determining Flutter Content, 1953, (53 IRE 19 SI),” Proc. 
IRE, vol. 42, pp. 537-541; March, 1954. 

2 E. N. Dingley and G. L. Davies, “Methods for Determining 
Flutter and Time Displacement Error,” Proposed IRE Standards; 
1960. 

where it is assumed that tape velocity is perfectly con¬ 
stant and where the reproduced time scale depends en¬ 
tirely on the mechanical drive system which imparts 
motion to the tape as it passes the heads. 
Thus, analog methods are much more sensitive to 

flutter; the type of transports used for them will be con¬ 
sidered. Since digital data pulses are recorded at dis¬ 
crete intervals, these systems are not so much concerned 
with flutter as with the variations in these intervals. 
This is called “time displacement error” and is the inte¬ 
gral of the flutter over that interval. 

Causes of Flutter 

All flutter has its beginning in an eccentricity, irregu¬ 
larity or rough surface somewhere. In the results, how¬ 
ever, the degree to which these sources are coupled to the 
section of tape at the heads is equally important. One 
writer has said that there are three approaches to design¬ 
ing a low flutter transport,3 as follows: 

1) eliminate the sources; 
2) isolate the sources ; and 
3) regulate out the resultant variations. 

In the struggle for minimum flutter, present-day analog 
tape transports use all three approaches4,5 and do 
achieve remarkably low values when all of the possibil¬ 
ities are considered. 

Table I lists most of the possible sources of flutter. 
Of these, the variations in motor torques, bearing 
torque, and eccentricities of rotating elements could 
produce cyclic variations in flutter. The others would 

TABLE I 

1) Eccentricities of capstan, pulleys, pressure rollers, rotating guides, 
reels and bearings. 

2) Irregularities in the surface of tape and belts, and consequent fric¬ 
tional variations. 

3) Irregularities in width of tape, or belts causing changes when or 
if the edges bear on a guide. 

4) Nonuniform compliance in belts or tape. 
5) Nonuniform hardness in rubber pressure rollers. 
6) Variations in bearing torque. 
7) Cohesion between successive tape layers. 
8) Variations in drive motor torque. 
9) Variations in reel motor torque. 

3 G. D. Maxwell, “Development of a portable magnetic tape re¬ 
corder for precision data recording,” 1955 IRE National Conven¬ 
tion Record, pt. 10, pp. 97-105. 

4 K. W. Schoebel, “The design of instrumentation magnetic tape 
transport mechanisms,” 1957 IRE National Convention Record, 
pt. 7, pp. 111-123. 

5 K. W. Schoebel and R. L. Peshel, “The design and evaluation 
of a magazine loaded transistorized instrumentation magnetic tape 
recorder,” 1960 IRE National Convention Record, pt. 9, pp. 
156-169. 
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tend to be more random. A typical analog tape trans¬ 
port is shown in Fig. 1. This uses the “closed-loop” 
principle in which the section of tape passing over the 
heads is clamped to the two opposite sides of the cap¬ 
stan and thereby largely isolated from the tape passing 
to and from the reels. This greatly reduces the effects of 
any disturbances arising in the reels or reel motors on the 
tape motion. The capstan represents a dividing line in 
the flutter frequency spectrum. With its large flywheel, 
it cannot change speed fast, and, therefore low-fre¬ 
quency flutter would be expected to arise in its drive, 
while flutter above 10 or 20 cps would be expected to 
enter in the section of tape between the pressure rollers. 
An electrical analog is helpful in analysis, and an ap¬ 

proximate one for the drive system of Fig. 1 is shown as 
Fig. 2. Sources of disturbances are shown as current en¬ 
tering at appropriate points with tage to identify them 
according to their order in Table I. 

The common eccentricities, such as capstan run-out, 
are not included in this because they are generally so 
small in high-quality transports that their contribution 
to the total is negligible. If they should be found, they 
can be quite easily identified. 

To the left of the dividing line where the capstan con¬ 
verts its rotary motion to linear tape motion is a me¬ 
chanical system with compliances and inertias which 
generally have quite low resonant frequencies. When ex¬ 
cited by the random forces from the belt and bearing 

TO SUPPLY REEL 

TAKE UP 
REEL 

E = velocity 
/ = force or torque 
C = inertia 
L = compliance 
Circled numbers indicate possible disturbing force as listed in Table I. 

Fig- 2—Electrical analog of drive system in Fig. 1. 



1961 Pear: Flutter in Magnetic Recording of Data 161 

friction, these resonances may show up as the principal 
low-frequency flutter components. Disturbances at fre¬ 
quencies above the highest resonance of this system will 
be attenuated. To the right of the capstan, the analog 
could be made more complex to represent the distributed 
tape mass and provide for the various modes of vibra¬ 
tion of the stretched tape.6 As it stands, it would be cor¬ 
rect for the commonly observed oscillation involving the 
inertia of the turn-around idler and tape compliance. 

* The tape can vibrate in both longitudinal and trans¬ 
verse modes but many of them seem to fall at frequen¬ 
cies higher than the 10-kc limit of most flutter measure¬ 
ments. Above 100 cps or so the flutter spectrum becomes 
quite uniform with these randomly distributed com¬ 
ponents attributed to the variations in friction as the 
rough tape surface passes over the heads. 

It might be assumed that each bump or irregularity 
in friction subtracts an increment of energy from the 
moving system which is independent of tape speed. 
Then the total flutter within a band proportional to the 
tape speed should vary inversely with the square root 
of tape speed. However, the published data of several 
manufacturers shows more nearly an inverse cube root 
relation for the increase in flutter at the lower tape 
speeds. 

Description of Flutter 

From the foregoing, it is not surprising to find that 
the motion of the tape past the heads is subjected to a 
complex combination of variations consisting of a few 
frequency bands within which flutter may be relatively 
high, plus a more or less uniform distribution over all of 
the frequency range being observed. 

Fig. 3 is an illustration showing reasonably typical 
frequency analyses made at a high and a low tape speed. 
These are fictitious curves and any resemblance to char¬ 
acteristics of transports living or dead is purely coinci-
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Fig. 3—Flutter spectra representative of what the drives of Figs. 1 
and 2 might produce. The dashed line is the cumulative flutter 
that results from these spectra. 

6 General Kinetics, Inc., Arlington, Va., 2nd Quart. Rept., Con¬ 
tract No. DA18-119-SC-42; 1958. 

dental. These are plots of what might be termed a “flut¬ 
ter density” as a function of frequency which is a useful 
means for estimating the contribution of various com¬ 
ponents to the total. This “flutter density” would be de¬ 
fined as the rms flutter observed with a filter having a 
rectangular pass-band one cycle wide. This corresponds 
closely to the power spectrum commonly used to de¬ 
scribe the frequency analysis of randomly varying phe¬ 
nomena, and flutter seems to fit this description as well 
as any other. 

In order to compute the total flutter from the flutter 
density spectrum, it can be sectionalized into frequency 
bands within which the flutter density is relatively con¬ 
stant. Then 

/ / max 

= y' E FdfBW. + Fd22BIV2 + etc. (1) 
■^min 

This value Ftotai is the rms value for the total flutter, 
and the peak, or peak-to-peak value would be related by 
the normal distribution for a random function. This says 
that 5 per cent of the time the amplitude will exceed 2.0 
times the rms value, and 1 per cent of the time it will ex¬ 
ceed 2.5 times the rms value. Thus, depending on the 
observer and the length of the observation, the familiar 
peak-to-peak flutter figure will be from 4 to 5 times the 
rms value. 

In working with flutter, it is common to show a cu¬ 
mulative curve which can be obtained from the flutter 
density spectrum by adding the contribution of com¬ 
ponents to successively higher frequencies. The cumula¬ 
tive curves for the two fictitious examples are superim¬ 
posed on the spectra in Fig. 3 to illustrate this and to 
emphasize the relative contributions of the various 
parts. In this, a factor of 4.2 was taken to relate the 
peak-to-peak to rms flutter. 

Flutter Measurement 

The foregoing approach to the description of flutter 
has been taken to make it possible to show readily the 
relation between the various ways in which flutter has 
been described. The “IRE Standards on Sound Record¬ 
ing and Reproducing: Methods for Flutter Measure¬ 
ment in Sound Recoreing, 1953”1 uses an rms figure in 
which the frequency band is limited to the range from 
0.5 to 200 cps. An extension is the “flutter index” in 
which lower-frequency components are weighted more 
strongly to give a figure representing average human 
sensitivity to flutter in recorded sound. Currently, there 
are no standards for flutter measurement or definitions 
in instrumentation applications, although there is an 
IRE subcommittee working on one,2 and the most re¬ 
cent I RIG telemetry recording standard7 includes sug¬ 
gested methods. 

Sometimes rms flutter figures are used in specifica-

7 “Standards for testing speed errors in instrumentation type 
magnetic tape recorders,” pt. 7 of I RIG Document No. 106-60, 
“Telemetry Standards,” November, 1960. 
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tions, but peak-to-peak values are most common. Obvi¬ 
ously, whether an rms or peak-to-peak reading is given, 
it is not a complete description without knowledge of 
the bandwidth within which the measurement was 
made, and the most complete description is a spectrum 
showing flutter density as a function of frequency. 

When a signal is recorded and reproduced, the flux 
in the playback head is frequency modulated by the 
flutter during recording and during playback. Most 
heads produce output proportional to the rate of change 
of this flux so that the output is also amplitude modu¬ 
lated by the flutter. Simplified (2) and (3) below give the 
flux and playback voltage, respectively, for a simple 
sinusoidal signal recorded and reproduced on transports 
each having single sinusoidal flutter components with 
different frequencies and amplitudes. 

/ a 
pH = A sin paii (TH-cos pai^T 

\ pan 

b \ 
-cos u3T j. (2) 
Cd 3 / 

dpi! 
Eh = K-= AKpaiy 

dT 

• [1 — a sin pa^T + b sin wsT] 

(
a 

T d-cos pu^T 
poli 

b \ 
-cos w3T 1. (3) 

CÛ3 / 

Recorded signal = A sinwi?’ 

Rrecord = Fo(l + « SHI WiT) 

^playback = Vi(l + b sin ÜI3T) 

In (3), the terms in the bracket represent the amplitude 
modulation. Coefficients a and b are the peak fractional 
flutter values. In analog transports, they would gen¬ 
erally not exceed 1 per cent so that the amplitude modu¬ 
lation can be neglected since it would be smaller than 
the amplitude variations usually expected from tape 
variations. 

The argument of the cosine term in (3) represents the 
frequency modulations occurring in record and play¬ 
back. In this simplified equation, a recording made and 
played back on the same transport at the same speed 
could have a condition where a = b and W2 = w3, so that 
the flutter would cancel. Something like this is some¬ 
times approached in practice, but there is generally 
enough difference in velocity to result in a slow beat as 
the phase between the two principal flutter frequencies 
shifts. With single sinusoidal flutter components, this 
frequency modulation could change from zero to a + b, 
but again, in a practical case, there are many com¬ 
ponents whose amplitudes and phases are random so 

that the chance of this is not great. Perhaps the best 
chance to have this effect would be where flutter was 
checked while recording and playing back simultane¬ 
ously. Then flutter components at frequencies such that 

N (tape speed) 
separation between heads = -

flutter frequency 

would effectively be cancelled because record and play¬ 
back speeds would be equal while the effects of flutter at 
twice these frequencies would be doubled because there 
would then be a maximum difference between record 
and playback speeds. 

The fact that flutter can only be sensed in the play¬ 
back operation makes it difficult to separate that which 
arises in record from that present in playback. The ideal 
would be to have a perfectly recorded tape in which 
there was absolutely no variation in the recorded wave¬ 
lengths. This is not possible, but as has been noted, flut¬ 
ter is generally less at high tape speeds than at low ones; 
therefore an approximation to a perfect recording can be 
made by recording at one of the higher available tape 
speeds. Then, when this is played back at lower speeds, 
most of the flutter found can be attributed to the play¬ 
back process. This is a useful technique in finding causes 
of flutter and is a valid measure of the quality of a trans¬ 
port so long as it is recognized that recording and play¬ 
ing back at the same low speed would result in an in¬ 
crease in apparent flutter. As a measure of transport 
quality, there is a practical advantage in that tests can 
be run more quickly from a single recording, made at a 
high tape speed, than when a new recording is made at 
each speed. 

Flutter is almost universally measured by first re¬ 
cording a stable frequency and then playing it back 
through limiting amplifiers to a frequency detector or 
discriminator. 8 9 The frequency is chosen to be such 
that the recorded wavelength is about 1 mil. This is low 
enough to produce reasonably steady playback ampli¬ 
tude and high enough to measure flutter frequency 
components which would fall within the data band re¬ 
corded in FM recording systems. Since there are possi¬ 
bilities of effective “cancellation” and because transport 
conditions vary from one end of a reel to the other, it is 
best to take several readings at several places going 
from full to empty supply reel. 

The discriminator must be very, stable, linear and 
noise-free. It should show little change in output for 
quite large variations of input amplitude, and the level 
from the playback head must be such that the limiting 
amplifiers operate correctly. Thus, a discriminator in¬ 
tended for flutter measurement should be considerably 
more sensitive and noise-free than one for data. Dis¬ 
criminators designed for demodulating telemetry sub-

8 J T. Mullin, “Measurement of flutter and wow in magnetic tape 
instrumentation recorders,” J. Audio Eng. Soc., vol. 3, p. 151; 
July, 1955. 

9 C. B. Stanley, “An approach to qualitative methods for evalu¬ 
ation of magnetic recording system performance,” 1957 IRE Na¬ 
tional Convention Record, pt. 7, pp. 82-94. 
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carriers are frequently used because they are designed 
to give full-scale output with a peak deviation of only 
7.5 per cent. But a peak flutter of 0.5 per cent would be 
only 7 per cent of their normal full scale. 

The output from the discriminator is a voltage whose 
instantaneous value represents the instantaneous speed 
of the tape as a function of time. The problem now is 
what to do with it. As pointed out earlier, the most com¬ 
plete representation would be a flutter spectrum, but 
for some purposes it is desirable to have a single num¬ 
ber to use as a figure-of-merit. 

A cumulative peak-to-peak figure for flutter within a 
stated bandwidth has come to be widely used for this 
purpose. There are some good reasons for this: 

1) The oscilloscope is the only generally available 
laboratory instrument whose frequency range ex¬ 
tends from de to higher than any flutter measured 
yet. 

2) In an FM recording system, it represents the maxi¬ 
mum range of errors due to flutter. 

3) When the output is displayed on an oscilloscope, 
it represents the width of the trace. 

4) It is the biggest percentage figure that can be as¬ 
signed. Historically this reflects the disappoint¬ 
ments that came from trying to evaluate a data 
recorder from the rms flutter rating of sound re¬ 
corders which only included frequencies from 2 to 
200 or 300 cps. 

The difficulty is that measurement must be made on 
an oscillograph and evaluated by watching the trace. 
Assuming that the flutter amplitudes follow something 
like a Gaussian distribution, the highest peak ampli¬ 
tudes are relatively infrequent and, of course, not 
evenly distributed in time. Theoretically, at least, there 
is no absolute peak value; if the observations were car¬ 
ried on long enough any amplitude could be seen. In ad¬ 
dition, there are amplitude effects. The tape playback 
voltage is not constant and when it falls far enough, a 
dropout occurs which produces a very large output at 
the discriminator. Amplitude changes smaller than 
dropout size can make an output pulse large com¬ 
pared to the very small percentage deviation that con¬ 
stitutes flutter in a reasonably good analog transport. 
This has been recognized by specifications such as 
“peak-to-peak flutter not to exceed ‘X’ per cent for 
‘ Y’ per cent of the time.” This is a move in the right 
direction but it does make it hard on the tester. An ac¬ 
curate reading of this type can be made by photograph¬ 
ing a cathode ray scope or by a direct recording oscillo¬ 
graph. Then one must go over the trace summing the 
time intervals during which the specified level was ex¬ 
ceeded. This is not a quick measurement. Complicated 
devices which would essentially compute amplitude dis¬ 
tribution could be devised but there does seem to be a 
need for a relatively simple circuit or device which could 
be universally accepted as standard to give a reliable, 
repeatable meter indication of a figure of merit for flut¬ 

ter. If it could be established that flutter had a truly 
Gaussian distribution, the relations between peak 
values, rms, and average would also be established. 
Then, any of these measurements would be equally 
valid and useful if used with due regard to these rela¬ 
tions and to the frequency limits of the measuring 
equipment. 

Flutter Effects 

When a frequency modulated carrier is used tore-
cord data, the output variations which show the flutter 
for measurement purposes are present and constitute 
the major part of the system noise. Its spectrum would 
correspond to that of the flutter, and, therefore the dis¬ 
cussion of flutter applies equally to the noise in an FM 
recording system. The noise level in terms of the full-
scale output depends on the full-scale deviation of the 
carrier, and the relative noise level improves as the de¬ 
viation increases. 

per cent deviation 
S/N = -. 

per cent flutter 

When data recorded on tape are used with a wave an¬ 
alyzer the relatively narrow band of the analyzer greatly 
reduces the noise within the band, and the useful dy¬ 
namic range is therefore much greater than the signal-
to-noise ratio as usually specified for the maximum 
bandwidth would indicate. For example, assuming a 
white noise or uniform distribution of flutter over the 
pass band, an analyzer having a 100-cps pass band 
would only find 1/10 the noise as specified for a 10-kc 
band, which is a 20-db improvement in signal-to-noise 
ratio within this band. 

Flutter also frequency modulates the recorded data, 
which means that a single recorded sine wave would be 
spread out over a frequency band in which sidebands 
related to the flutter frequencies would be distributed. 
In the simplest case where there is a single sinusoidal 
flutter frequency, there would also be a single set of side¬ 
bands according to the well-known representation of a 
frequency modulated carrier. 10 This means that if the 
analyzer is to measure the amplitude of components 
within a band correctly, it must have an increase in 
bandwidth sufficient to include all of the sidebands pro¬ 
duced by the flutter modulation. Most of the energy in 
the sidebands of a frequency modulated carrier is within 
the band equal to twice the deviation or 

-Swniin = 2afd, 
a = fractional peak flutter, 
fa = recorded data frequency. 

Thus the bandwidth required increases with increasing 
data frequency, and flutter must be very small for anal¬ 
ysis with high resolution at high frequencies. For ex-

10 J. G. Frayne and H. Wolfe, “Elements of Sound Recording,” 
John Wiley and Sons, Inc., New York. N. Y.; 1950. 
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ample, even 0.05 per cent peak flutter at 10,000 cps 
would limit the resolution to about 5 cps to avoid sig¬ 
nificant amplitude error. 

Time Displacement Error 

Related to flutter is time displacement error. This is 
another term which needs a solid definition, and what is 
meant here is the error in the time between two events 
recorded on a single track when played back from a tape 
recording. The real difference from flutter is that the 
time intervals are usually greater than the period of the 
carriers used for flutter measurement, which tends to re¬ 
duce the effects of higher frequency components. 

In Fig. 4 it is shown how the separation between 
events recorded on the tape being the integral of the 
tape speed over the interval between those events would 
have a generally decreasing percentage error as the 
interval increases. The percentage error is also seen to 
decrease with increasing flutter frequency. 

If the flutter in a tape transport is considered to be at 
single sinusoidal frequencies during record and play¬ 
back, the reproduced period T' for a recorded period T 
is found to be 

(4) V 
T F sin X sin Y~ 
— 1 + a cos - b cos 02-— PL X F J 

where 

Ere co rd = Fo[l + « COS (plït + 01)] 

^playback — Fl[l + b COS wj. + ©2)] 

and 

T' - T sin X sin Y 
(max) = a- -h b-

X Y 

Thus in transports with small flutter this time dis¬ 
placement error will be small, particularly where the 
interval is large. For example, consider a standard PDM 
pulse with a period of 700 psec. When the flutter fre¬ 
quency reaches 720 cps, (sin X/X) in (5) reaches its first 
zero so that frequencies much above this are losing in¬ 
fluence. Cumulative peak-to-peak flutter for a trans¬ 
port at 30 or 60 inches per second at frequencies below 
2000 cps would be less than 0.3 per cent or a peak of 
0.15. Thus the maximum timing error should not exceed 
one- or two-tenths of a per cent which would be 1.4 /isec. 
At the other end of the range where the period is 90 
/¿sec, the contributions of higher flutter frequencies 
would result in a larger percentage error, but would still 
be under one gsec or one per cent of this shorter time. 

There is no generally accepted method for measuring 

Fig. 4—Variations in velocity and distance to head of a point on the 
tape when the drive has a single sinusoidal flutter component. 

time displacement error. Several have been reported. 11-15 

One is to record square pulses and derive short pulses 
from their reproduced sides. These then intensity mod¬ 
ulate an oscilloscope being swept linearly. The resulting 
spots on the face of the oscilloscope are photographed 
on continuously moving film together with pulses at 
1/10 the sweep period to provide a reference grid. An¬ 
other method 12 is to produce peak amplitudes in saw¬ 
tooth waves which are proportional to their time sep¬ 
arations, by causing successive reproduced pulses to dis¬ 
charge a capacitor which is being charged at a constant 
rate. Using either of these methods, it would probably 
be difficult to measure the small timing differences 
found in transports having low flutter. When the pulses 
are widely separated, the error would be reduced by 
averaging, and when they are closely spaced, the play¬ 
back rise times are slow so that it would be difficult to 
separate amplitude and time variations. Time displace¬ 
ment error is of most importance in digital recording 
where the fast start-stop transports have more flutter 
so that it becomes significant. 14

Compensation 

When the best transport design cannot sufficiently 
reduce flutter or when considerations of size, weight, en-

11 J. F. Sweeney, “A method for measuring the changes intro* 
duced in recorded time intervals by a recorder-reproducer,” IRE 
Trans, on Audio, no. PGA-7, pp. 24-29; May, 1952. 

12 E. N. Dingley, Jr., “Measuring the stability of sonic recorders,” 
IRE Trans, on Audio, no. PGA-7, pp. 20-23; May, 1952. 

13 R. A. Skov, “Pulse time displacement in high density magnetic 
tape,” IBM J. Res. & Dev., vol. 2, pp. 130-141; April, 1958. 

14 P. A. Harding, “Measurement and elimination of flutter asso¬ 
ciated with periodic pulses,” IRE Trans, on Instrumentation, 
vol. 1-9, pp. 342—349; December, 1960. 

16 R. H. Prager, “Time errors in magnetic tape recording,” J. 
Audio Engrg. Soc., vol. 7, p. 81; April, 1959. 
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vironment or cost do not permit using the most elab¬ 
orate tape drive, it is possible to improve the results by 
correcting the effects of flutter in the reproduced sig¬ 
nals. 16

This may be done either mechanically to try to pro¬ 
duce variations in the playback tape speed equivalent 
to those which occurred during recording, or electrically 
by introducing signals to modify the output. Sometimes 
both techniques may find application. Mechanical com¬ 
pensation corrects the amplitude and frequency errors 
in the reproduced signal. 

It is fairly common practice to correct for slow varia¬ 
tions or drifts which may be caused by power line fre¬ 
quency variations and by changes in the length of the 
tape due to differences in temperature or humidity by a 
“tape speed servo” system. In this, a precise control 
tone, generally 60 cps, is recorded as an amplitude mod¬ 
ulated carrier. During playback the tape speed is servo¬ 
controlled to make the control tone equal to another 
precise 60 cps source. This type of servo is limited to re¬ 
moving tape speed variations which occur no more rap¬ 
idly than 1 or 2 cps. 

Similar speed control servo systems have been de¬ 
vised which use higher frequency control tones and can 
correct faster variations but still limited to a few tens 
of cps. This would include most of the flutter thought of 
as being associated with the drive to the capstan. 

To correct higher-frequency flutter components by 
electromechanical means would be difficult in the cap¬ 
stan drive. One suggestion has been to move the head 
by rotating it slightly on a mounting bearing. 

With one or two exceptions, electrical compensation 
methods have been in conjunction with FM recording 
methods, and are usually limited to correcting the noise 
or amplitude effects in the reproduced data. 

A true PDM system, however, would be partially self¬ 
compensating. If data were recorded so that a record 
pulse width were directly proportional to the input and 
the recording pulse-repetition rate were fixed, an out¬ 
put could be obtained from the average level of exactly 
reproduced pulses. Tape speed changes will not influ¬ 
ence this average if the relative durations of pulse and 
period remain fixed. Compensation would thus be best 
where pulse and period were nearly equal but would be 
less exact at the end of their range where they differed 
most. 
One method of compensation has been described 17 

in which time as well as amplitude effects have been 
corrected in the reproduced data, but does not seem to 
have been widely used. Time displacement error be¬ 
tween pulses has also been corrected by means of an 
electrically controlled delay. 13

16 G. L. Davies, “Magnetic recorders for data recording under 
adverse environments,” IRE Trans, on Audio, vol. AU-2, pp. 133— 
137; September-October, 1954. 

17 J. T. Mullin, “Flutter compensation for FM/FM telemetering 
recorder,” 1953 IRE National Convention Record, pt. 1, pp. 
57-65. 

TAPE SPEED VARIATIONS IN PDM 

Fig. 5—Stability of the average output when reproducing 
PDM pulses at different tape speeds. 

In compensating FM recordings, a precise fixed-ref¬ 
erence control tone is recorded, and this is played back 
through a discriminator to produce an output propor¬ 
tional to the net record-reproduce flutter. 18’19
This output then may most simply be subtracted 

from the output of a data discriminator to remove some 
of the amplitude effects. It does this perfectly only when 
the carrier is undeviated, but the output for deviated 
flutter still has some flutter noise left although less than 
there would have been without compensation. Consider 
the peak flutter output in 3 cases. 

Maximum Maximum 
positive Zero negative 
deviation: deviation: deviation: 

a(/c+/À afc a(fc—ff) 

- afc afc afc

-pafd 0 —adj 

Gain-change compensation: 

a(fc+fd) afc a(fo — ff) 
ci a a 

If, instead, the output of the “compensation discrim¬ 
inator” were used to control the gain of the data dis¬ 
criminator, the flutter effects would be corrected at all 
amplitudes. Since fc is a known constant, the output afc 
is a measure of a. Hence, all of the conditions cited could 
be multiplied by a factor \/Kafc, where K = l//c, so that 
a would be removed in all cases. 

To correct perfectly either with subtraction or gain¬ 
changing, there must be exact correspondence in time 
and amplitude between the correcting signal from the 
compensation discriminator and the flutter noise in the 
output of the data discriminator. 

18 R. L. Peshel, “The application of wow and flutter compensa¬ 
tion techniques to FM magnetic recording systems,” 1957 IRE 
National Convention Record, pt. 7, pp. 95-110. 

19 R. L. Peshel, “Wow and flutter compensation,” Instr, and. 
Control Systems, vol. 33, pp. 431 ; March, 1960. 
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Several factors are present which make this difficult: 
1) Phase differences in the two discriminators or their 

output filters. 
2) Phase or delay differences between band separa¬ 

tion filters which may be used when more than one 
carrier is recorded on a single track as with 
FM/FM subcarriers. 

3) Intertrack timing errors due to differential flut¬ 
ter or skew, which would be present when the data 
and compensation tones were recorded on different 
tape tracks as in the case with “wide-band” FM 
recording. 

The circuit phase errors and delays are relatively fixed 
and can be adjusted, but the time differences between 
tracks is a variable and can only be improved by reduc¬ 
ing tape skew. Phase errors are less serious at low fre¬ 
quencies, and compensation is therefore most effective in 
the lower part of the frequency band being reproduced, 
but is generally found valuable to about 7/10 of the 
maximum bandwidth in wideband FM systems. In 
systems where the compensation tone and data carriers 
are recorded on the same track the skew problem does 
not exist and very good improvement is obtained over 
the whole band. 

Design of a Multichannel Magnetic Recording 
System for Frequency Multiplication* 

S. HIMMELSTEINf, member, ire 

Summary—This paper concerns a multichannel magnetic tape 
recorder/reproducer whose primary function is to provide stable, 
real-time multiplication (100 times) of all frequencies present at the 
input. This is accomplished by the use of rotating playback head 
assembly, located near and “downstream” of a conventional record 
station. This arrangement yields a short processing delay and, be¬ 
cause of the iterative scans, makes possible time division multiplexing 
of other system components. System requirements and character¬ 
istics are presented along with a discussion of the major engineering 
problems that had to be solved. 

Introduction 

HE magnetic tape record/playback frequency 
multiplier that is described in this paper was de¬ 
signed for use as an essential part of a unique 

sonar signal analysis system. The purpose of this system 
is to make possible the detection of coherent target 
echoes which are completely masked by background 
noise. A complete or even cursory treatment of this anal¬ 
ysis technique is beyond the scope of this paper. None¬ 
theless, it is essential to know something of the intended 
application in order to appreciate the significance of sys¬ 
tem-imposed requirements. In this connection, the fol¬ 
lowing should be noted: 

1) Echo returns are the primary data to be recorded. 
2) The frequency spectrum of these returns carries 

the essence of information. 
3) All channels are to be evaluated by examining the 

entire spectrum in contiguous narrow bands. 

* Received by the PGA, July 6, 1961. 
f S. Himmelstein and Co., Consulting Engineers, Chicago, 111. 

The work described in this paper was done while the author was with 
Cook Electric Co., Morton Grove, Ill, 

4) Nonlinear distortion can, by the generation of 
spurious frequencies, cause erroneous system de¬ 
cisions. 

5) An electronic wow and flutter compensation tech¬ 
nique similar to that used in FM instrumentation 
recording systems can be used. 

System Requirements 

In order to make the analysis scheme possible, the 
frequency multiplier must have the following general 
characteristics: 

1) Wow and flutter—0.1 per cent peak, with com¬ 
pensation. 

2) Frequency multiplication ratio—100 + 0.2 per cent 
absolute with +0.05 per cent stability. 

3) Frequency response—within +1 db from 50 to 
250 cps referred to input; from 5000 to 25/000 
cps referred to output. 

4) Linearity—1 per cent over-all. 
5) Signal-to-noise ratio—at least 35 db. 

In addition, certain equipment characteristics were 
made obligatory by the end use and the attendant neces¬ 
sity for compatibility with other major system com¬ 
ponents. The more important ones are: 

1) Multiplication must be done on a continuous basis 
with at most a few seconds delay between input 
and output. 

2) The uninterrupted processing period must be at 
least ten hours. 
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SUPPLY 
REEL 

TAKE-UP 
REEL 

Multiplication ratio = ( Vp — Vr)/ Vt = 100 
Processing delay =d/ Ft = 2 sec 
Vt = Record tape speed = 1.875 ips 
Vp = Peripheral P / B head speed = 189.375 ips 
d = Distance from write to read station 
G = Indicates tape guide 
P = Indicates pinch roller 

Fig. 1—Simplified system block diagram, magnetic 
tape frequency multiplier. 

3) Bi-directional operation with automatic reversal 
at end of reel must be provided and result in a 
maximum processing interruption of thirty sec¬ 
onds. 

4) Thirteen-information channels plus one reference 
channel are required. 

5) Inclusion of variety of safety interlocks, which will 
automatically shut down equipment and signal 
malfunctions to human operators in event of ten¬ 
sion failures, tape breakage, circuit failures, etc. 

6) Equipment must operate successfully from a 3-
phase, 4-wire, 208-volt±10 per cent, 60-cps±5 
per cent power supply. 

7) The entire equipment must be housed in a sealed 
cabinet with cooling water but no external cooling 
air supply. 

8) Record amplifier—input impedance 5000 ohms, 
input level 1-20 volts. 

9) Playback amplifier—output impedance 600 ohms, 
output level 5 volts. 

All of these performance requirements were met or 
exceeded by the equipment design being described here. 

System Description 

Fig. 1 is a simplified schematic diagram of the tape 
system which was designed to satisfy these require¬ 
ments. All four major system components are indicated, 
i.e., heads, circuitry, transport (drive, guiding, tension¬ 
ing, storage), and tape. It is self-explanatory and quite 
conventional except for the rotating playback head 
which scans the tape as it wraps around it on its path to 
the take-up reel. By this means, continuous frequency 
multiplication is obtained. You will note that the head’s 
direction of rotation is arranged to maintain correct 
time sequence; i.e., the information recorded first is 
played back first. To accomplish this, it is necessary to 
provide the head with a velocity vector such that it is 
opposite to the direction of the normal tape motion. 

Wow and Flutter Reduction 

By far the most difficult requirement to be met in de¬ 
signing a tape system such as this one is the requirement 

for low wow and flutter. Although, as noted above, a sig¬ 
nificant reduction can be effected by using a reference 
signal which is required in the data-processing system, 
such compensation is exact for low-frequency compo¬ 
nents only. Furthermore, a conservative design requires 
a substantial safety margin reserved for the degrada¬ 
tion that always accompanies long wear under adverse 
field conditions. For these reasons, the system design 
goal, without compensation, was established at an 0.2 
per cent peak. Such performance would, on a normal 
transport operating at 1.875 inches per second, be quite 
difficult; with the high-speed rotating head, normal 
problems are compounded. Therefore, in considering the 
design of this system, it behooves us to examine the 
major sources of wow and flutter and to estimate, where 
possible, their magnitude. This has been done and the 
results are summarized in Table I. 

The percentage frequency change, from all causes, 
may be written 

100(dK/F« - dS) 
df =- per cent, where 

1 + dS 

d V is the speed variations from all causes other than 
long-term static changes, referred to the input 
(inches per second). 

Vr is the linear tape speed during record (inches per 
second). 

dS is tape elongation (inches per inch). 

In deriving this formula, long-term changes due to 
tape expansion have been deliberately separated from 
all other changes which are implied in the term dV. 

The first three sources listed in Table I can only cause 
long-term variations. This is particularly true of 1 and 
2, which, because of the large thermal and humidity 
inertias and the considerable isolation afforded by the 
transport cabinet, can only change over the range indi¬ 
cated in time periods measured in hours. The total fre¬ 
quency change from these causes is 0.31 per cent. Be¬ 
cause of its steady-state nature, this effect is reduced to 
insignificance by the compensation scheme mentioned 
earlier. It is interesting to note that if the transport is 
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TABLE I 
Major Sources of Wow and Flutter 

Source Estimated Magnitude 

1) Tape expansion/contraction due to temperature changes. 
2) Tape expansion/contraction due to changes in relative humidity. 
3) Tape expansion/contraction due to tape tension changes. 

4) Capstan eccentricity; capstan diameter = 0.498 inch, TIR 
= 0.0001 inch. 

5) Playback head eccentricity; head diameter= 1.970 inches, TIR 
= 0.0001 inch. 

6) Capstan shaft and playback head bearing fit. 
7) Capstan drive motor speed variations due to supply-line frequency 

instability. 
8) Playback head speed variations due to supply-line frequency in¬ 

stability. 
9) Transmission belt or gear train variations. 
10) Torsional vibrations in capstan and playback head drive shafts, 

tape slippage and other variable friction effects, elastic vibrations, 
etc. 

dSt = 0.002 inch per inch for a 100°F temperature change. 
¿51 = 0.001 inch per inch for a 90 per cent change. 
A) dSt = 0.000023 inch per inch for tension servo-equipped trans¬ 

port. 
B) ¿5¡ = 0.0015 inch per inch for constant torque tape transport. 
0.02 per cent resultant peak flutter. 

0.005 per cent resultant peak flutter. 

None—bearings are assumed to be effectively preloaded. 
5 per cent peak wow reduced to 0.05 per cent by use of stabilized 

power supply. 
5 per cent peak wow reduced to 0.05 per cent by use of stabilized 

power supply. 
None—direct drives used. 
X 

used in a controlled laboratory environment (tempera¬ 
ture variations restricted to ±5°F, relative humidity 
variations restricted to ±10 per cent), the total con¬ 
tribution of these sources is reduced from 0.31 per cent 
to 0.042 per cent. 

Item 10 is, of course, quite difficult to estimate and 
can only be controlled by careful design. As noted 
earlier, in order to provide at the outset a reasonable 
safety margin, 0.2 per cent flutter was selected as a 
maximum allowable limit due to all causes in the trans¬ 
port mechanism. Under these conditions, and assuming 
simple harmonic motion and worst-case phasing for like 
frequency components, we may write total flutter as 
follows: 

(flutter)2 = (0.2 per cent)2 = (0.02 + 0.05)2
+ (0.005 + 0.05)2 + X2, 

from which 

X = 0.17 per cent, or 85 per cent of total allowable. 

The only practical way to accomplish such perform¬ 
ance in a system like this is to minimize all potential 
sources of flutter by careful design and precise manu¬ 
facturing. The following discussion will serve to illus¬ 
trate how this was accomplished for the factors lumped 
together under Item 10 of Table I. 

Drive Train Variations: As noted in Table I, in order 
to eliminate the possibility of speed inaccuracies and 
variations due to belt drives (which, for proper oper¬ 
ation, depend on friction to produce differential belt 
tensions) and gear trains which are even poorer as re¬ 
gards velocity variations, both playback head and cap¬ 
stan assemblies are directly driven by synchronous 
motors. To achieve the desired multiplication ratio with 
a reasonable capstan diameter (an 0.5-inch diameter is 
about the smallest which one can use and still maintain 
reasonable tolerances on run-out), it was necessary to 
use a capstan drive motor with a low synchronous speed. 
The motor selected operates at 72 rpm when excited by a 

60-cps supply. This motor, then, has 100 poles, and as 
you might expect from a machine of this sort, there is 
considerable “cogging” at the output shaft. The cogging 
rate is 120 times/sec, which corresponds to the rate at 
which pole pairs are “engaged” with the rotor magnet 
segments. A flywheel is usually employed to smooth out 
such effects. This is possible if the flywheel has large 
kinetic energy compared to the disturbance. Its kinetic 
energy is directly proportional to the product of its 
polar moment and the square of its angular velocity. 
Unfortunately, the combination of low velocities and a 
large motor-shaft cogging demand an impractically 
large (from the point of view of space and balance) fly¬ 
wheel. To solve this dilemma a compliant coupling is 
used between the motor and flywheel. The natural fre¬ 
quency of coupling and flywheel capstan is about 1.5 
cps which yields a transmissibility of 0.00015 at 120 
cps. The flywheel inertia, though low (0.53 in-oz sec2), 
is sufficient to smooth out capstan speeed irregularities 
that are transmitted through this filter. 

No damping is used on this system other than that 
inherent in the coupling and that provided by the air 
entrapped in the flywheel housing. No problems have 
been encountered during normal operation with the 
damping thus provided. However, because the system 
is bi-directional, the capstan direction must be reversed 
once every 13 hours of operation. At least 15 sec must 
be allowed for the capstan drive system to stabilize 
after the application of a reversal command. This period 
could be reduced by the introduction of a dampening 
fluid inside the housing. 

The effects discussed here for the capstan transmis¬ 
sion are present in the playback head system. However, 
because the velocity component of kinetic energy is 625 
times greater in the latter system than the former, the 
design of the flywheel and the associated filtering sys¬ 
tem is far less critical. 

Frictional Effects: Frictional effects are probably the 
most troublesome factor in designing any high-quality 
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tape system. At worst they can, in the equipment being 
discussed, completely nullify an otherwise valid system 
design and at best, because of their unstable nature, 
they cause variations in system performance. All of 
these pitfalls are magnified by wrapping the tape 180° 
around the playback head. At this point, where the 
head is rotating at high speed, the danger of exciting 
elastic vibrations in the tape is quite large. Furthermore, 
because of the frictional effects the tape tension leav¬ 
ing the head would have to be three times that entering 
(assuming a coefficient of friction between head and tape 
of 0.3). As a result, the following additional problems 
would be encountered: 

1) The difference in tape tension is equal to the fric¬ 
tion force acting on the head periphery and this, if it is 
large, imposes considerable additional load on the driv¬ 
ing motor and, more important, would result in the crea¬ 
tion of significant differential elongation along the tape 
as it wraps around the head, causing changes in effec¬ 
tive wavelengths and therefore inaccuracies in play¬ 
back frequency. 

2) If the friction force is large, the dielectric prop¬ 
erties of the tape would permit the build-up of large 
electrostatic charges which will result in tracking, head 
contact and other tape dynamics problems. 

3) The friction force itself will vary with environ¬ 
mental conditions, surface conditions, etc., which will 
produce variations in tape dynamics around the head 
and in system performance from day to day. 

4) A large friction force combined with the high head 
speed will result in accelerated head and tape wear, 
head heating, and, possibly, pole piece displacements. 

Fortunately, none of these effects have been noticed 
because an air-bearing with laminar flow exists in the 
tape head contact area, reducing the friction to a dimin-
ishingly low value. As one might expect, during start¬ 
ing, before the air-bearing has had time to form, the fric¬ 
tion effects are quite evident. As a matter of fact, spe¬ 
cial precautions had to be taken to insure positive start¬ 
ing of the head assembly. The tape path design which 
was finally evolved, in which the Mylar side of the tape 
makes contact with the head, is particularly helpful in 
this respect. 

The same solution must be employ ed to eliminate the 
adverse effects of friction in the remainder of the trans¬ 
port system, i.e., to reduce the friction. At low tape 
speeds no inherent “friction-free” situations exist like 
the one described above. One must use care in minimiz¬ 
ing the wrap around fixed posts and heads, use high-
quality low-friction bearings, polish tape contact points 
carefully and make certain the available driving force is 
not marginal after allowance has been made for fric¬ 
tional variations. This applies to driving torques avail¬ 
able at the reels and the capstan where, paradoxically, 
the drive depends on the friction force between the cap¬ 
stan and tape. 

Elastic Vibrations: Elastic vibrations are variations 
in tape length with time caused by changes in tape ten¬ 

sion. The variations can be cyclical or not depending on 
the excitation, the damping present and the tape geome¬ 
try. They, quite obviously, result in wow and flutter if 
they occur in the area of the heads and/or capstan and 
the resultant flutter is inversely proportional to tape 
velocity. If they originate at a point outside the head 
area, they will be attenuated by damping in the tape it¬ 
self and friction points in the tape path. The closed-loop 
capstan drive design commonly used on many high-
quality instrumentation transports is effective in attenu¬ 
ating such vibrations when they originate outside the 
loop. Quite obviously, if they are to be avoided tension 
variations must be eliminated. This is accomplished by' 
utilizing a high-performance tension servo which main¬ 
tains tape tension constant. In addition, the reduction 
of friction in the tape path to the lowest practical value 
is a necessity. As already noted, friction is difficult to 
control and, since the tape tension must differ on either 
side of every friction point by the friction force, tape 
tension variation results which can lead, in turn, to 
elastic vibrations. 

At this point, it is worthwhile to discuss what may 
seem a paradox. Friction in the tape path can be delib¬ 
erately used to damp out elastic vibrations excited else¬ 
where. This practice has been quite widespread in the 
design of digital tape transports which must accelerate 
tape from rest, in milliseconds, to speeds in the order of 
100 inches/sec. These accelerations often result in tran¬ 
sientelastic vibrations which yield tape velocity changes 
as great as 25 per cent of the capstan velocity. Friction 
can be used to damp them; however, this is an exceed¬ 
ingly difficult design problem, particularly when one 
considers the variations in friction forces which result 
from “air-bearing” formation and loss as the tape is ac¬ 
celerated and decelerated at, for all purposes, random 
rates. As a result, there usually' remain long-term veloc¬ 
ity variations and uncertainties in the order of 1 per cent 
or so. While they can be tolerated in most digital sys¬ 
tems, they are unacceptable in a system such as this. 
The other undesirable frictional effects noted above, of 
course, must also be tolerated in such systems. 

Unbalanced rotating components in the tape path can 
produce flutter by a variety of mechanisms. Often neg¬ 
lected but nonetheless important are the capstan pinch 
roller(s), and rotating tape guides and idlers. Here, as in 
the case of friction, those located near the heads and 
capstan have a greater effect, because of damping, than 
those located remotely. None can be neglected. 

Equipment Details 

Packaging: Fig. 2 is a photograph of a completed 14-
channel system. As you can see, it is housed in a sealed 
dust-proof cabinet from which the front cover has been 
removed. In order to remove heat (approximately 750 
watts is dissipated when the system is in operation) 
from this sealed cabinet, we utilized a water jacketed 
aluminum cabinet. An internal air circulating fan main¬ 
tains operating temperatures while external air tern-
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Fig. 2—Photograph of completed system with top dust cover 
opened and cabinet closure removed. 

perature is 122°F, provided the inlet water temperature 
does not rise above 90°F. 

The tape system proper is constructed of five separate 
modules. From top to bottom they are: upper reel drive, 
tape drive and head station, lower reel drive, read/ 
write circuitry and stabilized power supply. Each mod¬ 
ule is mounted on heavy-duty ball-bearing slides and is 
designed for standard RETMA rack mounting. The 
electrical connections are made at the rear of each as¬ 
sembly and are accessible when the slides are extended 
to their outermost position. Under these conditions, 
the modules can be removed from the cabinet for servic¬ 
ing. 

Reel Drive System: The reels are standard 14-inch-
diameter NAB reels which hold 7200 feet of one-inch¬ 
wide Mylar tape. Captive reel hold-downs are utilized 
and tape pack followers must be included to signal “low 
tape” before the tape supply is exhausted. Assuming, for 
the sake of discussion, that the upper reel is the supply 
reel and the lower reel is the take-up reel, the tape moves 
from the upper reel through a spring-loaded dancer arm 
assembly, through the tape drive and head station as¬ 
semblies, which will be described in detail later, past 
a second spring-loaded dancer arm assembly, and on to 
take-up reel. The spring rate of the dancer arm is quite 
low, so that as the arm is deflected only small changes in 
tape tension result. Directly coupled to the arm shaft is a 
magnetic transducer which is excited by a 5-kcps source 
and whose output is demodulated and used to control 
the firing angle of silicon control rectifiers. These recti¬ 
fiers are arranged to provide full-wave rectification of 
the 60-cycle line voltage which, in turn, is used to con¬ 
trol the split-field, reel-drive torque motors. The servo 
system has proportional plus derivative response and is 
extremely stable in operation. All rotating components 

in this drive system, including the rollers on the dancer 
arms, use specially selected precision bearings, have 
ground stainless-steel shafts and are homogeneous and/ 
or balanced to eliminate the introduction of irregular¬ 
ities in the tape drive system. 

The metered tape velocity is 1| inches/sec. The reel 
drive servo system will respond to a change in direc¬ 
tion of tape drive and will stabilize and meet all system 
specifications after 20 msec. It also provides high-speed 
rewinds of 200 inches/sec average and is capable of reli¬ 
ably stopping the tape, without breakage or large tape 
tension transients, in 2 seconds from this speed. The re¬ 
wind operation, including stop from rewind, is a reel-to-
reel mode. That is, it is accomplished by introducing an 
error signal in one or the other reel servos and allowing 
the other reel servo to maintain constant tension while 
the tape rewinds-—the capstan is not used for tape me¬ 
tering and stop is initiated by removing the error signal 
and allowing both servos to reach tape tension equilib¬ 
rium. 

Tape Drive and Head Station Module: Fig. 3 is a close¬ 
up of the tape drive and head station module. Assuming 
the tape is moving from the upper to the lower reel, as it 
leaves the last roller on the fixed roller bracket, it passes 
a double post conductive leader end-of-tape stätion, 
makes a turn around an idler roller, passes between the 
capstan and upper solenoid actuated pinch roller, 
passes through the tape brake station, and enters a 
fixed head assembly. 

Fig. 3—Photograph of tape drive and head station 
module, front view. 

This fixed head assembly contains two head stations. 
The first in the tape path is a full-tape-width erase sta¬ 
tion. The second head is a 14-channeI, in-line record 
head stack. Both head stacks are mounted on a precision 
ground base plate which has integral post guides and 
head connectors. The complete assembly is field replace¬ 
able. Directly beneath the fixed head station is another 
station which is its mirror image; that is, the head stack 
immediately below the upper erase head is an erase-head 
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assembly, and that immediately below the record head 
is a second-record-head assembly. A mu-metal shield is 
used between the two erase heads. 

As the tape leaves the first fixed (record) station, it 
passes over a fixed post guide and wraps around a rotat¬ 
ing playback head station where it makes “contact” for 
180° (controlled by integral upper and lower post 
guides), then passes the lower fixed head station, tape 
brake station, capstan, lower solenoid pinch roller, 
turns around an idler, passes the lower end-of-tape sta¬ 
tion, and enters the lower reel dancer arm assembly. 

Pertinent fixed head specifications are as follows: 

Gap scatter 
Gap azimuth 
Gap length 

Track width 
Track spacing 
Contact angle 

+ 50 microinches 
90° 00'±1' 
500 microinches for recording, 
0.007 inch for erase-head gap 

0.032 inch 
0.070 inch 
90° 00'± 1' 

The order of engagement of the pinch rollers is im¬ 
portant. The downstream pinch roller must be engaged 
before the upstream pinch roller in order to prevent the 
loss of tension of the tape head area. Thus tape tension 
on either side of the pinched rollers, except for friction, 
is controlled by the upper and lower tension servos. 

The tape, as it turns around the playback head assem¬ 
bly, has its Mylar surface in contact with the rotating 
head. This arrangement reduces the friction between 
head and tape during starting and prevents the build¬ 
up of oxide on the rotating head surface. As a result, 
with the tape brakes engaged, it is possible to scan short 
segments of tape repeatedly for detailed analysis with¬ 
out danger of oxide rub-off which might damage the 
tape or cause oxide build-up across the playback head 
gaps. Manual controls and indicators, which are useful 
in loading the tape and during system checkout, have 
also been located on this module. These controls are 
over-ridden by remote command signals, when the dust 
cover is closed. 

Fig. 4 is a schematic diagram of the rotating play¬ 
back head assembly. You will note that there are two 
gaps, 180° apart, along its periphery which make con¬ 
tact with the tape during the playback. The head coils 
are connected in series and the construction is “hum¬ 
bucking.” The physical gap length is 0.003 inch. The 
construction of the head assembly itself is quite conven¬ 
tional. The pole pieces are made of laminations 0.004 
inch thick and they and the shields are set in an 
aluminum bracket similar to those used in conventional 
multi-channel head stacks. The pole pieces are 0.028 
inch wide and 0.015 inch deep. I he assembly is, of 
course, symmetrical about the axis of rotation and con¬ 
siderable care was exercised to provide a smooth sur¬ 
face to aid in the formation of a stable air-bearing. The 
necessity for maintaining low run-out has already been 
cited. 

Fig. 4—Rotating playback head schematic. 

The rather unusual geometry of the head structure re¬ 
sults in a small volume available for windings. There¬ 
fore, despite the high readback tape velocity it has a 
relatively low output voltage. The slip-ring noise limited 
the over-all signal-to-noise ratio to approximately 35 db. 
During the development phase, insufficient time was 
available to decrease slip-ring noise and, thereby, to in¬ 
crease the signal-to-noise ratio. Theoretically, the signal-
to-noise ratio should be the same as that obtainable 
with any high-quality tape system operating over sim¬ 
ilar bandwidths and/or recorded wavelengths—after 
corrections for separation losses, if any. 

Fig. 5 contains output voltage oscillograms for sine¬ 
wave recordings. All patterns were made at a recorded 
frequency of 140 cps, with bias, and a recording speed 
of 1.875 inches/sec. This corresponds to a recorded 
wavelength of 0.0134 inch. 

As one gap leaves the tape contact area and the other 
enters it, there is a discontinuity in the playback wave¬ 
form. These may be observed in Fig. 5; the duration 
and shape of the discontinuity is a function of engage¬ 
ment angle. It will be noted that the duty cycle (defined 
as uninterrupted scan period divided by total period), is 
greater than 95 per cent when the engagement angle is 
adjusted properly. This is more than adequate for valid 
signal processing in the balance of the equipments. 

Fig. 6 is a photograph showing the top view of the 
tape drive and head station module. At the left may be 
seen the playback head, slip rings (through access port), 
flywheel, coupling and drive motor. On the right-hand 
side is the capstan drive motor and coupling and fly¬ 
wheel housing. 

Fig. 7 shows typical response curves for the tape, 
head, and bias compromises used in this system. Bias 
frequency was 5000 cps. Actual playback frequencies 
are 100 times the record frequencies shown on the ab¬ 
scissa. Constant-current recording was used and the re¬ 
sulting uncompensated playback characteristic of the 
rotating head assembly is shown as curve 1. The play¬ 
back equalization required to obtain flat response over 
the system bandwidth is obviously quite simple. Curve 
1 does not rise with a 6 db/octave slope (rises about 4 
db/octave) because of the separation losses. The tape¬ 
head separation is due to two factors: 1) the air-bearing 
which causes approximately a one mil separation be¬ 
tween the tape and head surface and, 2) the tape back¬ 
ing thickness which is 0.9 mil for the tape used. Curve 
2 is a plot of the resultant separation loss. 
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Fig. 5—Typical playback head waveforms. Recorded frequency— 
140 cps. Recorded wavelength—0.0134 in. (a) Tape engagement 
angle <180° sweep—200 /xsec/cm. (b) Tape engagement angle 
= 180° sweep—2.5 msec/cm. (c) Tape engagement angle >180° 
sweep—2.5 msec/cm. 

Head frequency and tape thickness losses (tape coat¬ 
ing thickness is 0.35 mil) are negligible. As a result, the 
uncompensated head output curve peaks at a wave¬ 
length which is slightly more than twice the physical 
gap length. In normal analog practice thickness losses 
are appreciable and peaking occurs at wavelengths 
which are a much higher multiple (8 to 10 times) of the 
playback gap length. 

Curve 3 is the head output response with the oxide 
turned in toward the head surface. Under these condi¬ 
tions, the separation losses are to the air-bearing only. 
As a result of the decreased head to tape spacing, the 
curve peaks at a higher frequency and, in the long 
wavelength region, the slope is somewhat steeper—-
approximately 5 db/octave. The losses are, of course, 
less and the output therefore, at all frequencies, would 
be higher than that for the tape as used. For example, 
at 150 cps, the output would be approximately 4 db 
greater than the output for the oxide reversed case. The 
figure also contains a plot of calculated head output if 
there were no separation losses at all ; i.e., if no air-bear¬ 
ing existed and the oxide was turned in. The curve is de¬ 
rived by adding the curves 1 and 2. You will note that 
the curve rises with a 6-db/octave slope and its peak is, 
again, shifted to the right. 

The physical gap length was chosen so that the head 
responses peaks in the center of the system bandwidth. 
As a result, the long gap is available for higher output 

Fig. 6—Photograph of tape drive and head station 
module, top view. 

Fig. 7—Equalization curves. Record speed—1.875 inches/sec 
Playback speed—187.5 inches/sec. 

and manufacturing problems are less critical. Head wear 
is not a problem because of the “friction-free” operation 
resulting from the air-bearing. Obviously, if longer wave¬ 
lengths were used, the separation losses would be 
smaller. This factor, coupled with the high playback 
velocities, should result in usable signal-to-noise ratios 
at the low end of the spectrum. There are three im¬ 
portant reasons that dictated the selection of recorded 
wavelengths: 

1) Increasing the wavelength would require higher 
tape speeds which, in turn, for the same recording pe¬ 
riod, require proportionately greater tape storage ca¬ 
pacity. The present system, operating 1| inches/sec, 
uses 14-inch-diameter reels, which are the largest reels 
considered practical for this application. 

2) If significantly longer wavelengths were used, 
“contour effects,” particularly with the tape wrapping 
180° around the playback heads, would cause aberrations 
in the output response. 

3) The present system, which utilizes conventional 
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wavelength tape-speed relationships, records the raw 
data so that it can be played back in its original form on 
standard instrumentation recorders. Furthermore, the 
playback equalization necessary to correct the separa¬ 
tion losses is trivial when compared to the accessibility 
and the value of the information thus preserved. 

Read/Write Electronics: The read/write circuitry is 
conventional for analog recorders. Only solid-state ac¬ 
tive devices are used here and in the rest of the equip¬ 
ment. All circuit components are mounted on glass 
epoxy, plug-in printed circuit cards. The read/write 
module, which contains 14 channels of electronics in¬ 
cluding bias/erase oscillator and buffers, voltage regu¬ 
lators and input/output monitors is the fourth from the 
top in Fig. 2. Fig. 8 is a top view showing all cards in 
position. Note that the test points and adjustments are 
accessible with the drawer open. As is conventional in 
instrumentation recording systems, constant-current re¬ 
cording is used. The playback chain used to provide flat 
( + 1 db) response over the pass band is the mirror image 
of curve 1, Fig. 7. The importance of forming a stable 
and repeatable air-bearing can be appreciated by com¬ 
paring the differences in required equalization for curves 
2 and 3 of Fig. 7. The precise tape-tension control made 
possible by the tension servos and low tape path fric¬ 
tion are primarily responsible for our success. The play¬ 
back amplifier is designed to fall off at 12 db/octave 
outside of the system pass band. 

Stabilized Power Supply: The bottom module in Fig. 
2 contains the stabilized power supply. Fig. 9 is a close¬ 
up of this unit. It generates the 117-volt±10 per cent, 
60-cps + 0.05 per cent power which is used to power both 
the playback head and capstan drive motors. The all¬ 
solid-state device uses a 480-cps tuning fork whose out¬ 
put is divided by eight and then amplified by Class-B 
amplifiers. Power output is approximately 100 watts 
with a 0.8 factor load. The unit uses a 20-volt collector 
supply and transformer output. In order to reduce the 
filtering problems for this low-voltage high-current 
load, we elected to use the three phase power available. 
The design is conventional and extremely conservative, 
with all components operated well below manufacturer’s 
ratings. 

Conclusions 

This equipment has been operating in the field for six 
months and is reliably producing signal processing im¬ 
provements greater than originally envisioned. The 
operating performance obtained demonstrates conclu¬ 
sively that magnetic recording techniques can, in addi¬ 
tion to storing large amounts of raw data, provide ac¬ 
curate and stable frequency multiplication with system 
linearity and a short (and easily controlled) processing 
delay. Furthermore, it has been possible to scan short 
sections of data at high speeds and in real time repeat¬ 
edly, thus making practical time sharing of the balance 

Fig. 8—Photograph of read/write module. 

Fig. 9—Photograph of stabilized power supply module. 

of processing equipments. This technique is by no means 
limited to the frequency spectrum and bandwidths 
utilized in the subject equipment. To persons skilled in 
the art, many applications in data-processing systems— 
particularly in correlation equipments—will suggest 
themselves. 
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Information Storage Density of Magnetic 
Recording and Other Systems* 

MARVIN CAMRASf, fellow, ire 

Summary—Information storage density in bits per cubic cen¬ 
timeter are compared for various media including magnetic tape, 
phonograph records, photographic film, the human nervous system, 
and biological genetics. Magnetic recording is on a par with other 
man-made systems; but all of these are poorer by many orders of 
magnitude than genetics. An analogy between contact printing of 
tapes and genetic replication shows the superiority of the latter. 
Factors which limit the ultimate density of magnetic recording are 
discussed: gap-length, straightness, shunt effect, azimuth; tape 
surface, stability, particle size; head-tape contact, drive stability; 
amplifier noise, and demagnetization. 

BEFORE you have worked long in magnetic re-
! cording, somebody is sure to ask, “Why can’t you 
get the same results at half the speed?” This al¬ 

ways happens no matter how slowly you are going at 
the time. 

We can reply by asking, “Why don’t they slow down 
movie films and disk records? Why aren’t microfilm 
pictures smaller? Why can't they print an encyclopedia 
on the head of a pin?” All these are special cases of the 
general question of how much information can be stored 
in a given length, area, or volume. It turns out that 
magnetic recording compares quite favorably with other 
media, as shown by Fig. I.1
We may next examine magnetic recording to find 

what obstacles, if any, are encountered by further prog¬ 
ress. It is logical to expect that the more mature re¬ 
cording arts chose their present format not only for 
maximum information storage, but also for economy 
and convenience. Most of them can achieve better stor¬ 
age density if they are pushed; but the expense, criti¬ 
cality, and reliability may be increased out of propor¬ 
tion to the benefits obtained. 
Are we presently operating near an optimum point 

in magnetic recording? Or should we be operating at 
densities nearer to the 100,000 cycles per inch pre¬ 
dicted by Brophy?2 It is instructive to project the re-

*Received by the PGA, March 27, 1961. Appeared as “Magnetic 
Recording of Short Wavelengths Research” in the 1961 IRE Inter¬ 
national Convention Record, pt. 2, pp. 74-80. 

f Armour Research Foundation, Illinois Institute of Technology, 
Chicago, Ill. 

1 This chart is intended only to give an idea of order of magnitude, 
based on estimates of the average state of the art, or as otherwise 
noted. There is always a question of what may fairly be chosen as 
“average,” and what fraction of the total record package is essential 
to its information content. Therefore, any close agreement with 
other estimates is purely coincidental. Examples may be found in 
each form of recording that could move its position up or down on 
the graph. However, because the vertical scale is logarithmic, it 
takes quite a bit of improvement to move up even one notch. For 
example, if we improve tape recording to an extent where 1J inches /sec 
is equivalent to former 7j inches/sec. the indicator on Fig. 1 would in¬ 
crease slightly more than half a division. 

2 J. J. Brophy, “High density magnetic recording,” IRE Trans, 
on Audio, vol. AU-8, pp. 58-61; March-April, 1960. 

quirements of a 100,000 cycle per inch system in terms 
of known behavior of magnetic and mechanical ele¬ 
ments: 

Head Gap Length: A null point (zero output) occurs 
when the effective gap length equals the wavelength. A 
gap about half this size is operative, so we require a 
gap length not over 5 microinches (| micron or 1200 
angstrom units). 

Head Gap Straightness: Departure of the recording 
slit from a straight line by over 5 microinches is sim¬ 
ilarly detrimental for interchangeable recordings, but 
can be self-compensating if the record is made and 
played on the same machine. Even on the same machine 
the tape can shift laterally between recording and play¬ 
back sequence, so that the recorded wave no longer 
matches the head. 

Head Gap Shunt Effect: Only a fraction of the recorded 
flux threads the pickup coil. Even with gaps of about 
0.1 mil, much of the flux is lost across the facing area of 
the confronting polepieces (neglecting eddy currents in 
the gap spacer). To minimize this effect, the depth of 
polepieces is reduced, but at the expense of head life. 
With a 5-microinch gap, the facing area cannot be re¬ 
duced in proportion, and a loss of roughly 20 db can re¬ 
sult. 

Azimuth Alignment: During playback, any tilt be¬ 
tween the head and recorded wavelength causes loss of 
short wavelength response. An error of 5 microinches 
from edge to edge of the scanned track is the maximum 
tolerable, so when a head 0.0625 inch wide is used the 
angle becomes 0.000005/0.0625=0.00008 radian, or 
about 15 seconds of arc. An error of this magnitude 
occurs if the tape shifts 0.0004 inch laterally at a guide 
5 inches from the head. Commercial tapes themselves 
may have 0.006 inch tolerance in their width, or 15 
times greater than the cumulative amount permissible. 

Contact Problems 

Playback loss due to separation between tape and 
head is given by: 

separation 
playback loss, db = 55- ■ (1) 

recorded wavelength 

Recorded loss is at least as great, so that a conserva¬ 
tive estimate is: 

separation 
over-all loss, db = 110- • (2) 

wavelength 

If variations at our shortest wavelength are to be less 
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than 6 db, the greatest permissible spacing is about 0.5 
microinch (1/80 micron or 120 angstrom units). This 
is 2 or 3 orders of magnitude smaller than what is 
ordinarily considered a smooth surface. 

At speeds of 100 inches/sec or higher, the formation of 
an air cushion between tape and head was noted by sev¬ 
eral observers. A similar effect has been observed even 
in a vacuum, which leads one to expect that “bouncing” 
of high spots on the tape against the head causes the 
tape to assume an average spacing at speeds where its 
mass and springiness prevent detailed conforming with 
the head. 

After repeated use, a roll of tape picks up dust and 
dirt even under best conditions. Where a fraction of a 
micron is bothersome, the slightest trace of foreign mat¬ 
ter results in erratic behavior of output and frequency 
response. 

Tape Surface: In keeping with the foregoing specifica¬ 
tion, the tape surface should be smooth within 120 
angstroms, which is better than the specifications for 
optical surfaces. This need occur only over an area where 
the tape contacts the gap. 

Tape Stability: Tape wound on a reel is under tension 
of a few ounces to a pound or more. If kept in this condi¬ 

tion for any length of time, and especially through ex¬ 
cessive temperature or humidity cycling, plastic flow 
occurs, and uneven warpage takes place. When such 
tape is played back the warpage can result in momen¬ 
tary azimuth error, lateral displacement, and loss of 
contact. Where a few microinches are important an 
imperceptible warping may be troublesome. 

Tape Particle Size: The micron particles in present¬ 
day tapes are able to resolve a shorter wavelength sta¬ 
tistically across the width of the gap. However, a much 
finer grained material is desirable, and this has to be 
dispersed with greater care. A practically continuous 
metallic film made by evaporation may be one approach. 

Drive Stability: For audio work, high-density re¬ 
corded tape is driven at tenths of an inch per second. 
At very low speeds conventional drives do not store 
enough energy to stabilize the tape. Also, tape stretch, 
vibration, and warpage are more harmful than at ordi¬ 
nary speeds. It is not simple to design a moderately 
priced drive that will maintain wow and flutter limits 
of 0.2 per cent under such conditions. 

Amplifier Gain and Noise: Very low output is ob¬ 
tained at high recorded densities because of self-de¬ 
magnetization, head gap shunting, and the thin re-
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corded layer. An optimistic estimate assuming linear 
proportionality is a 34-db signal loss in going from 2000 
cycles per inch to 100,000; head losses might easily 
lower the signal another 20 db. We are then operating 
uncomfortably close to noise levels, such as Johnson 
noise which is inherent in amplifiers and circuits. 

Erasing of Short Wavelengths: Even if the gap size 
could be reduced to zero, it would not define a perfectly 
sharp field throughout the thickness of the record. Be¬ 
cause of this, a recorded short wavelength is not en¬ 
tirely beyond the influence of the field immediately 
after leaving the gap, but is subjected to one or more 
reversals of the bias field and the signal field. Such ef¬ 
fects may be remedied by special heads using the X-
field principle.3

The above requirements may be classified into: 
1) Greater mechanical precision in tapes, heads, guide 

systems, and transports. 
2) More efficient head design and construction. 
3) Better amplifiers. 

Mechanical precision is by far the most severe limita¬ 
tion, and this is usually expensive. It appears that the 
higher densities achieved in recent years have been a 
result of better mechanical techniques, rather than new 
principles of recording. 

Ultimate Limits of Recording Density 

Eventually one would expect the granular nature of 
matter to set an ultimate limit to information storage 
which depends on the position of particles, or their mag¬ 
netic, electrostatic, or chemical state. For example, a 
cubic centimeter of iron contains about 10 23 atoms.4 If 
the electron spin in each atom could be set in a prear¬ 
ranged pattern of plus or minus magnetic moments, a 
cubic centimeter would hold 10 23 bits of information. 
This is an unrealistically high upper limit, but it is in¬ 
teresting to compare it with practical storage capacities. 

In tape recording of sound, densities of about 800 
wavelengths per cm (2000 per inch) are commercially 
achieved, corresponding to about 1600 bits per cm. 5 

On this basis, the popular quarter-inch-wide four-track 
tape presently used for stereo has 104 bits per square 
cm. The tape winds about 300 layers per cm, giving 
3X106 bits per cubic centimeter (cc). 

It is interesting that a stereo LP record has a recorded 
density comparable to that of four-track tape. Consid-

3 M. Camras, “A new magnetic recording head,” J. SMPTE, 
vol. 58, pp. 61-66; January, 1952. 

4 A cc of most other solid materials also contains roughly 1023 
atoms. There is some variation, with the lower density materials not 
being packed quite as closely. 

s From Shannon’s Theorem we have the relation 

bits per second = cps Flog2 ( 1 + ——"1. 
L \ noise / J 

At a signal-to-noise ratio of three (10 db), which is reasonable at the 
upper frequency response limit, the factor in the brackets becomes 
two. A marginal system where the noise equals the signal has a factor 
of one, while a better system with a signal-to-noise ratio of 20 db has 
a factor of about three. 

ering both sides of a stereorecord at 300 lines per inch, 
the record carries 8X105 bits per cc. (The inactive area 
was not considered.) 

The figures can be improved both for tapes and for 
phonograph records if we are interested in maximum 
volume-density of information. The thickness dimen¬ 
sion can usually be decreased most readily, and the 
number of recorded lines increased. By recording 500 
tracks per inch on magnetic tape, Eldridge and Babba6 

were able to obtain 155,000 bits per square cm (1,000,000 
per square inch). With the thinnest commercial tape of 
0.0025 cm (0.001 inch), we can pack 400 layers of 
155,000 bits per layer into a cubic centimeter to give 
6.2 X107 bits per cc. 

At the other extreme, digital computers which require 
almost perfect reliability have until recently used only 
about 200 bits per linear inch,7 with 14 tracks per inch. 
At 435 bits per square cm and 200 layers per cm, there 
are 8.7 X 104 bits per cc. Core memories and drum mem¬ 
ories have a considerably lower density of information. 

Projecting into the future, and making an optimistic 
estimate,1 we might record 40,000 bits per linear cm. If 
we could achieve this density on an area basis,8 we 
would have 1.6X109 bits per square cm. With tapes of 
0.00025 cm, one-tenth the present thickness, the re¬ 
corded density becomes 6.4X10 12 bits per cubic cm, an 
improvement of 10s over the present. 

How does this compare with photographic systems? 
Ordinary camera film may record 700 bits per cm in 
both directions, or about 5X105 bits/cm2. Again the 
thickness dimension (as in other forms of records we 
have discussed) is inefficient, so with an 0.012-cm thick¬ 
ness of movie film we obtain 4X107 bits/cm3. 

Commercial microfilm is about two or three times 
better, giving 108 bits per cc under good conditions. 

The highest photographic resolution with Lippman 
emulsions or spectrographic films is about 104 bits per 
cm, giving 108 bits per cm2. The film thickness might be 
reduced to 0.00025 cm for a volume density of 4X10 11 

bits per cc. 
Video tape records about 8X106 wavelengths per 

second on a 15 in length of 2 in tape, or about 2 X 107 bits 
per cc for a 250 layer per cm tape. 

Thermoplastic recording9 is said to be capable of 
about 6X105 bits per square cm, or about the same as 
photographic film. 

Tape and film storage capacity is quite remarkable. 
For orientation one may take the estimate by Brillouin 10

6 D. F. Eldridge and A. Babba, “The effects of track width in 
magnetic recording,” IRE Trans, on Audio, vol. AU-9, pp. 10-15; 
January-February, 1961. 

’ Some of the newer machines may go to a 555.5 bit per inch 
standard. 

8 Playback of such a record by ordinary heads would be no mean 
achievement, since a track 10~5 inches wide gives an output 80 db 
below that of the usual half-track. 

9 “Many applications await thermoplastic recording,” Electronic 
Design News, p. 4; February 17, 1960. 

10 L. Brillouin, “Science and Information Theory,” Academic 
Press, Inc., New York, N. Y., p. 289; 1957. 
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that the amount of information contained in the entire 
American telephone system at any given instant of time 
is in the order of 4X 109 bits. This could all be stored in 
only a cubic millimeter of our best media described 
above. We would need good access time, as the informa¬ 
tion is changing constantly, and this would require an 
elaborate and bulky read-out and read-in system. 

We notice that information condensation is not the 
only factor in the size of a useful system. Access time is 
also important, and it seems that the greater the stor¬ 
age efficiency the poorer is its accessibility. In Fig. 1 the 
magnetic core system has the poorest storage efficiency, 
but an access time of about a microsecond. At the other 
extreme we might take the theoretical limit of 10 23 

atomic bits per cc. The most compact readout system 
would be a single channel, reading the bits serially. If 
the scanner could move with the speed of light it would 
take 30,000 seconds or nearly nine hours to read the 
most remote bit. 11

The access time can be shortened by increasing the 
number of channels, but now the reading system be¬ 
comes large, for there is a theoretical as well as a practi¬ 
cal limit to the small size of a scanner, connecting wires, 
etc., required by each channel. One begins to expect that 
the quotient of storage efficiency and access time has 
significance. 

K = (bits per cc)/(access time in sec) 

and it may turn out that K is related to one of the uni¬ 
versal constants, as Planck’s constant, when the other 
terms are expressed in a proper system of units. 

11 In fact, a single line of 1023 atoms would be six billion miles long, 
and would span the diameter of our solar system. 

Biological Systems 

If experience is a good teacher, then we might look 
towards biological systems for storage efficiency, since 
biological systems have had more years of experience 
with miniaturization than most people. Some very im¬ 
pressive examples are the brain and the genetic system. 

We know that the genetic information for duplicating 
a living organism is contained in chromosomes of very 
small dimensions. This information specifies the con¬ 
struction of some 10 12 cells and their physical location 
and connection to one another. Each cell by itself is 
complex, being made of many organic molecules. 

Recent work 1213 indicates that the genetic informa¬ 
tion is coded in the long chain-molecule of a substance 
called deoxyribonucleic acid (abbreviated DNA). Each 
bit is represented by a pattern of 12 or 14 atoms. 14 This 
may be verified in Fig. 2. As with other record media, 
the geometric form “wastes” a certain amount of space. 
Additional volume is needed to support and to preserve 
the record so that it can be useful, and there is probably 
some redundancy to increase the reliability. Estimating 
the efficiency at only 1 per cent, we take up about 3200 
atomic spaces per bit, to give about 3X 10 19 bits per cc, 
as shown in Fig. 1. Therefore, in respect to packing den¬ 
sity of information, biological genetics is about a billion 
times as efficient as magnetic recording. 

12 A. Kornberg, “Biologic synthesis of deoxyribonucleic acid,” 
Science, vol. 131,’pp. 1503-1508; May 20, 1960. (1958 Nobel Prize 
lecture.) 

13 J. Lederberg, “A View of Genetics” Science, vol. 131, pp. 269-
276; January 29, 1960. (1958 Nobel Prize lecture.) 

14 In the four-letter nucleotide code ACG T: Adenine (A) contains 
14 atoms, Cytosine (C) contains 12 atoms, Guanine (G) contains 
14 atoms, and Thymine (T) contains 14 atoms. 
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The human nervous system, including the brain, does 
not do nearly as well. Here, if we assume that the num¬ 
ber of bits which a particular neuron may store is of the 
order of the number of synaptic connections, we have a 
total storage capacity of about 3X10 13 bits, divided 
among some 10 11 neurons, each averaging about 300 
bits. With the volume of the nervous system estimated 
at about 300 cc, the storage efficiency is 10 11 bits per cc. 
Referring to Fig. 1, this is about 10 times as good as the 
best commercial method presently in use, and 1000 
times as good as ordinary microfilm. However, the 
nervous system is exceeded by photographic and mag¬ 
netic recording storage which are projected as being in 
the realm of possibility. 16

The mechanism of storage and of duplication in 
biological genetic systems has features analogous to 
those found in the much cruder magnetic, optical, and 
mechanical systems today. As seen in Fig. 2, a strong 
backing of deoxyribose phosphate exposes a series of 
carbon atoms which have an attractive affinity for cer¬ 
tain nucleotides. Any one of the four nucleotides A, C, 
G, or T may be attached to the carbon in a sequence 
that spells out the required genetic information. This is 
analogous to a magnetic tape which has a strong inert 
base layer of mylar and a coded message on the active 
surface. In the lower part of Fig. 2 we have represented 
the coding CAGGT. 

It happens that the exposed portion of the nucleotide 
G forms an atomic template that can fit into the exposed 
portion of C, but will not fit anywhere else. This fitting 
is aided by separable hydrogen bonds shown by the 
dotted lines linking the coding to the complementary 
replica in the upper part of Fig. 2. The other side of each 
nucleotide is bonded strongly to its respective base, and 
will not separate. Similarly, the exposed portion of A 
will fit only with T. The complementary replica spelling 
GTCCA is the “negative” of the lower recording. Both 
really carry the same message. 

Fig. 3 is a portion of a molecular model of DNA, show¬ 
ing how the paired recordings are wound into a helix. 
The dark shaded atoms form the strong inert backbone, 
while the lighter shaded atoms carry the coded informa¬ 
tion which fits only in complementary pairs. A complete 
molecule is a long helical chain of about 10,000 pairs, 
each pair having about 64 atoms. Its four letter alphabet 
thus carries 20,000 bits in duplicate form. 

The chain molecule duplicates itself by untwisting 
while it is immersed in an environment of raw materials. 
This is pictured in the lower part of Fig. 4. Near portion 
2, the original double-helix has unwound into two parts, 
breaking at the weak hydrogen bonds and exposing 
the coded templates to the environment. The exposed 
nucleotide templates will then attract their mates plus 
a backbone; and soon we have two perfect duplicates 

Fig. 3—Molecular model of DNA (after Feughelman7). 12

TAPE 

15 Access time has not been considered. Accessibility comparable 
to that of the nervous system would require a rather tremendous 
volume of auxiliary equipment in magnetic or photographic storage. 

DNA 

Fig. 4—Tape duplication system by contact printing, 
analogous to replication of DNA? 
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of the original pair. Eventually the duplicates unwind 
as at 4. Each strand again acts as mold for casting a new 
replica from bits and pieces of its surroundings. 

The analogous contact printing duplicator for tapes 
is shown at the top of Fig. 4. In this case, master and 
copy tapes of the same material are placed in contact 
and subjected to an ac field of the proper magnitude as 
explained in a previous paper. 16 Both tapes will now 
carry the recorded pattern, and after separation both 
can serve as masters to imprint a supply of blank tape 
in the region 4. The process repeats at 8, 16, 32, etc., 
with the number of records doubling at each step. 

Those who have experience with tape duplicating of 
music will notice a fatal shortcoming in the tape du¬ 
plicator of Fig. 4. Every slight imperfection in every 
stage becomes a part of the new intelligence, and the re¬ 
sult is reduplicated in successive generations, each one 
adding new errors. After a few generations the original 
intelligence will be lost in a sea of noise. For the system 
to work properly, certain elements or combinations of 
these should be present: 1) a high degree of reliability, 
2) regeneration of the data at each stage, and 3) rejec¬ 
tion of erroneous recordings. 

The DNA biological system avoids limitations of the 
tape duplicator by the use of a digital code. The 
nucleotide (A), for example, is a definite atomic arrange¬ 
ment which is as fresh and sharp at the millionth gen¬ 
eration as in the original. It regenerates the pattern at 
every stage, so we cannot have a gradual deterioration 
but only a complete error, or omission. The template 
action appears to be almost errorless, and this is coupled 
with rejection of imperfect records. 17 Perhaps an en¬ 
gineer will be impressed with the reliability of the opera¬ 
tion if it is pointed out that it has maintained itself 
continuously on the earth for about a thousand million 
years. 13 (Not many competitors can make this state¬ 
ment.) 

When we compare the genetic process with man-made 
recordings in other respects, the elegance of the former 
is even more remarkable. In recording tapes we are try¬ 
ing to make the surfaces more perfect and the coating 
more homogenous and free from impurities. The DNA 

16 M. Camras, and R. Herr, “Duplicating magnetic tape by con¬ 
tact printing,” Electronics, vol. 22, pp. 78-83; December, 1949. 

17 Errors which result in an improvement over the original are 
allowed to pass. Those mutations which have a high survival value 
will, in principle, gradually improve the successive generations. 

system avoids this completely. Geometrical perfection 
does not have to be generated by machines, but is in¬ 
herent in the structure of the molecules. Impurities can 
be tolerated in the environment; these are not used 
since they do not fit anywhere. 

Before the sales department gets carried away, we 
should indicate that quite a few engineering details 
must be solved before the principles can be applied to a 
recording system of the kind we use at present. How¬ 
ever, it is interesting to speculate on the implications if 
something of the sort were extended to a complete re¬ 
corder, rather than to the tape alone. 

Instead of assembling tape recorders we might grow 
them from seeds; which would be the last word in 
automation. One could say with literal correctness, 
“This year, let’s farm out our recorder business.” Manu¬ 
facturing problems would turn into agricultural prob¬ 
lems, and the government might pay us for not produc¬ 
ing a surplus. 

Conclusions 

We started by asking why magnetic recording does 
not record more compactly. We found that this problem 
was not unique to magnetic recording but was common 
to all methods of storing intelligence. A comparison of 
known methods showed that magnetic recording ranked 
at or near the top. Projecting the requirements of even 
higher densities using present systems it was shown that 
we would have to pay an expensive price in high precision 
or low reliability. We then examined a mechanism by 
which living systems achieve a far greater storage den¬ 
sity; and speculated on implications to man-made sys¬ 
tems. 

It is appropriate to repeat the statement by Dr. 
Lederberg, who received the Nobel Prize for his work in 
genetics. “If the ingenuity and craftsmanship so suc¬ 
cessfully directed at the fabrication of organic polymers 
for the practical needs of mankind were to be concen¬ 
trated on the problem of constructing a self replicating 
assembly along these lines, I predict that the construc¬ 
tion of an artificial molecule having the essential func¬ 
tion of primitive life would fall within the grasp of our 
current knowledge of organic chemistry.” 
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Correspondence 

Comments on “Enhanced Stereo”* 

I read with interest Benson’s article,1 which itself was 
very interesting, but I take strong exception to the 
diagrams indicating multiple microphone placement. In 
the 1920’s it was broadcast practice to use as many as 
six microphones feeding into a single monaural ampli¬ 
fier. The reproduction was very artificial, the quality 
being dependent on the skill of the technician operating 
the microphone padders. The results were sometimes 
fair but, more often than not, the quality was atrocious. 
With the advent of FM in the late 1930’s, quality capa¬ 
bilities were enhanced to such a point that it was found 
that the artificial reproduction encountered by the use 
of multiple microphones was intolerable. FM pickups 
of the NBC symphonies and the New York Philhar¬ 
monic and others were enhanced when only one micro¬ 
phone was used. The better FM broadcasters used this 
new technique, but some of the old-timers, in order to 
insure reliable operation and pickup of individuals, con¬ 
tinued to use the multiple-microphone technique. In 
Buffalo the quality of live concerts of the FM channels 
is very poor in comparison to the Boston and New York 
areas. The reason is that in Buffalo they insist on using 
multiple microphones even in this day and age. 

In picking up a large symphony for stereo operation, 
I have held to a single microphone per channel with 

* Received by the PGA, August 21, 1961. 
1 R. W. Benson, IRE Trans, on Audio, vol. AU-9, pp. 63-65; 

May-June, 1961. 

excellent results. 1 he addition of a third microphone, 
however, as outlined in the article, if done properly, 
would be highly desirable and particularly where soloists 
are used in the center of the stage, to eliminate the “hole 
in the center.” The same arguments can apply to the 
use of a center speaker in playback. However, the 
minute the left and right channels use multiple micro¬ 
phones, we will have quality that is in effect two single 
monaural channels using techniques that became ob¬ 
solete in the late 1930's. I have never found a tech¬ 
nician or an engineer who could properly pad multiple 
microphone installations per channel to give “live” re¬ 
sults. If this is used in an attempt to improve the re¬ 
produced music over the original, then the technique is 
doomed to eventual failure. Since sound arrives at 
different parallel microphones at different times and is 
reproduced in a single speaker and since the different 
arrival times cannot be separated, the result is far from 
realism. Such a system would be like trying to listen to 
a live concert (using six mikes) with six ears. 

With many years of experience in this field where my 
ultimate goal has been realistic and accurate reproduc¬ 
tion of the original, I can assure you that the use of mul¬ 
tiple microphones in each channel can never accomplish 
the desired result. The only way this can be done is by 
the use of single microphones with single amplifiers for 
each channel. I am now an advocate of trinaural, and 
nothing less will ultimately be satisfactory. 

H. K. MacKechnie 
185 North Long St. 
Williamsville, N. Y. 
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recording, and new magnetic materials for 
tape. 

Dr. Mee is a member of the Institute of 
Physics. 

Charles B. Pear, Jr. (A’36-M’55) was 
born in Gloucester, Mass., on April 10, 1909. 
He received the B.S. degree in communica¬ 

tions engineering 
from the Massachu¬ 
setts Institute of 
Technology, Cam¬ 
bridge, in 1939. 

He has been asso¬ 
ciated with the Indus¬ 
trial Systems Divi¬ 
sion of the Minneap¬ 
olis-Honeywell Reg¬ 
ulator Co., Beltsville, 
Md., since 1946, 
where he specializes 
in the field of mag¬ 

netic tape recording and its associated equip¬ 
ment. 

Mr. Pear is a member of the Instrument 
Society of America and the American 
Meteorological Society. 

C. B. Pear, Jr. 

Irving Stein (M’61) was born in New 
York, N. Y., on May 28, 1921. He received 
the B.S. degree in physics from Queens Col¬ 
lege, New York, N. Y., in 1942; the M.S. 
degree in physics from Stanford University, 
Stanford, Calif., in 1949; and the M.A. de¬ 
gree in mathematics from the University of 
Oregon, Eugene, in 1950. He has completed 
courses for the Ph.D. degree in physics at 
Stanford University. 

Following military service in 1944, he 
taught at New York University, New York, 
at the City College of New York, and at 
Wayne University, Detroit, Mich. He was 
then associated with Eaton Manufacturing 
Co., Detroit, Mich., for four years as a Physi¬ 
cist-Mathematician in the Research and De¬ 
velopment Laboratory, where he was con¬ 
cerned with theanalysisof enginecomponents, 
high torque measurements, tension bars, and 
automated equipment. Currently he is a 
Senior Physicist in the Research Division of 
the Ampex Corporation, Redwood City, 
Calif. 

Mr. Stein is a member of the American 
Physical Society. 









INSTITUTIONAL LISTINGS 

The IRE Professional Group on Audio is grateful for the assistance given by the 
firms listed below, and invites application for Institutional Listing 

from other firms interested in Audio Technology. 

BALLANTINE LABORATORIES, INC., Fanny Rd., Boonton, N.J. 

Electronic Voltmeters, Decade Amplifiers, Voltage Calibrators, Multipliers, Shunts 
I 

JAMES B. LANSING SOUND, INC., 3249 Casitas Ave., Los Angeles 39, Calif. 

Loudspeakers and Transducers of All Types 

JENSEN MANUFACTURING CO., Div. of the Muter Co., 6601 S. Laramie Ave., Chicago 38, III. 

Loudspeakers, Reproducer Systems, Enclosures 

KNOWLES ELECTRONICS, INC., 10545 Anderson Place, Franklin Park, III. 

Miniature Magnetic Microphones and Receivers 

SHURE BROTHERS, INC., Evanston, III. 

Microphones, Phonograph Pickups, Magnetic Recording Heads, Acoustic Devices 

TELEPHONICS CORP., Park Ave., Huntington, L.I., N.Y. 

Headsets, Microphones, Portable Transceivers, Airborne Intercom & Passenger Address Systems, Sonar 

UNITED TRANSFORMER CORP., 150 Varick St., New York, N.Y.; 4008 Jefferson Blvd., Los Angeles, Calif. 

Electric Wave Filters, High Q Coils, Magnetic Amplifiers, Reactors, Transformers, Stock . . . Specials 

Charge for listing in six consecutive issues of the TRANSACTIONS—$75.00. 
Application for listing may be made to the Professional Groups Secretary, The 

Institute of Radio Engineers, Inc., I East 79 Street, New York 21, N.Y. 




