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Poles and Zeros 

WESCON 1961. This month 

puts on its “Big Show” for the 
electronics profession, second 

only in importance to the IRE International Convention. It 
is anticipated that 35,000 persons will be present. Each of the 
forty technical sessions will be comprised of three papers with 
a panel of authorities who will provide a critique of each. 
There will be 1180 exhibits in the WESCON show. 

The emphasis of this year’s program is on the field of 
radio/radar astronomy. It fits well the coincidence of the con¬ 
vention of the International Astronomical Union, in Berkeley, 
the dates of which overlap those of \\’ESCON, in San Fran¬ 
cisco. The over-all program places emphasis on masers, lasers, 
and parametric amplifiers related to astronomical programs 
and to quantum electronics. A joint session featuring speakers 
from IAU is scheduled. 

The IRE WESCON Convention Record, which was 
initiated in 1957, will not be published this year. WESCON 
management, after very careful consideration, decided that 
the abandonment of the Record would release more papers 
for later publication in the Proceedings and the Transac¬ 
tions of IRE. They feel that this new policy has attracted 
more high-quality papers since the authors have greater free¬ 
dom to seek publication in the journal of their choice. The 
Managing Editor, in cooperation with WESCON, has issued 
information to all WESCON authors concerning the submis¬ 
sion of their WESCON papers to IRE journals. This change 
in the publication policy of WESCON holds no implication 
for the IRE International Convention Record: its pub¬ 
lication will continue. 

For the fifth year WESCON will feature the Future Engi¬ 
neers Show. This outstanding student affair should be a 
must on the schedule of every attendee at WESCON. Young¬ 
sters from high schools throughout the West (including 
Alaska and Hawaii) gather for a “junior WESCON.” They 
exhibit their own works, have their own technical sessions, 
and compete for scholarship awards. The forty participants 
are chosen from regional and area science fairs by local IRE 
committees. The student exhibits are judged by leaders in the 
electronics field based on the demonstration, presentation, and 
content of their displays. The Future Engineers Show, con¬ 
ceived as a service to students, will again this year open the 
eyes and attract the ears of the “older engineers” attending 
WESCON. 

Poles and Zeros salutes the WESCON Board, Albert J. 
Morris, O. H. Brown, John V. N. Granger, Calvin K. Town¬ 
send, Bruce S. Angwin, Donald C. Duncan, Edward C. 
Bertolet. and S. H. Bellue. The detailed program, for which 
they, and nearly 300 Bay Area electronics men and women 

deserve congratulations, will be found in the IRE News and 
Notes section of this issue. 

Information Retrieval. Poles and Zeros, in October, 1960, 
discussed the growth of engineering and scientific publication 
to point up the increasing “problem of too little time for too 
much to read.” Comment was made in that note concerning 
the helpfulness of various indexing, abstracting, and reviewing 
services. Although no solution to this complex problem has yet 
been brought forth it is satisfying to be able to report an in¬ 
creasein 1 RE services in the form of abstracting and reviewing. 

A growing number of the IRE Transactions are pub¬ 
lishing abstracts or literature review sections. For example, 
PGANE published abstracts of the Journal of the Institute of 
Navigation (London); PGCT reviews current literature; 
PGEC provides abstracts of current computer literature and 
reviews of books and papers in the computer field; PGEWS 
publishes book reviews; PGIT gives both abstracts and book 
reviews: and F’GBME publishes abstracts. These Transac¬ 
tions are to be congratulated on this extra service to IRE 
and Professional Group members. 

This service, supplementing as it does the Abstracts and 
References section and the Book Review section of the Pro¬ 
ceedings, is only one phase of the contribution to the solution 
of the literature problem being made by the Transactions. 
One cannot ignore the significance of the publication of 
bibliographies as a literature aid. An outstanding example is 
the “Bibliography on Medical Electronics,” compiled by the 
Medical Electronics Center of the Rockefeller Institute and 
published by the Professional Group on Bio-Medical Elec¬ 
tronics. This particular bibliography and its two annual sup¬ 
plements cover some 7,600 references in that field. 

Not to belabor, but to emphasize, the importance of con¬ 
tributions of this type one may note that both sales figures 
for the electronics industry and IRE membership have tripled 
in size in the last decade. Publication volume has correspond¬ 
ingly increased. IRE, for example, published approximately 
200 letters and papers in one journal in 1950. In 1960 it pub¬ 
lished approximately 2,000 items in 32 publications. 

It is to be hoped that, pending a unique and radical solu¬ 
tion to the problem, additional Transactions will emulate 
the example of those listed above. 

Career Brochure. Poles and Zeros reported, in September, 
1960, the issuance of the brochure “Electronics—Career for the 
Future” as a result of the work and energy of the Cedar 
Rapids Section The brochure was so well received that the 
original printing has been exhausted. It is a pleasure to report 
that a new printing of a revised brochure will be available 
this fall through the cooperation of the Electronic Industries 
Association. Distribution is planned to 28,000 high schools 
throughout the country.—F. H., Jr. 
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Scanning the Issue___ 

Antiferroelectric Ceramics with Field-Enforced Transi¬ 
tions: A New Nonlinear Circuit Element (Jaffe, p. 1264)—• 
Any material that exhibits nonlinear characteristics is poten¬ 
tially useful as a circuit element. Indeed, many of the most 
important devices of the past decade depend on nonlinearity 
for their operation. The nonlinearity of certain antiferro¬ 
electric ceramics has been known for a number of years. An 
antiferoelectric is characterized by rows of dipoles, with each 
row polarized in the opposite direction to that of its neighbor. 
I nder special conditions, an applied field will switch alternate 
rows so that all rows are polarized in the same direction. This 
antiferroelectric-to-ferroelectric transition produces a double 
hysteresis loop characteristic which has a linear central region, 
rather like a tilted integral sign with a loop on each end. As 
mentioned above, this transition has been observed in certain 
materials before, but only within a very narrow temperature 
range in the 200° C region. This effect has therefore remained 
little more than a marginal scientific curiosity. This paper 
demonstrates that the transition can now be made to occur 
over much wider temperature ranges and in a temperature 
region of much greater practical interest, namely, from 
— 60° C to over 100° C, What was once a scientific curiosity 
has thus been transformed into a phenomenon which has a 
promising future in a number of important applications, in¬ 
cluding nonlinear capacitors, energy storage devices and elec¬ 
tromechanical transducers. 

Large-Signal Circuit Theory for Negative-Resistance 
Diodes, in Particular Tunnel Diodes (Schuler and Gärtner, 
p. 1268)—The complications of analyzing a device that is 
nonlinear can usually be circumvented satisfactorily by mak¬ 
ing approximations which are easier to handle mathematically. 
I he simplification frequently takes the form of substituting 
an equivalent linear parameter for a nonlinear one. This ap¬ 
proach is especially effective in studying small-signal situa¬ 
tions. In the case of tunnel diodes, an entire small-signal 
theory has been satisfactorily developed on this basis by as¬ 
suming a linear negative resistance. For large-signal appli¬ 
cations, however, the entire range of positive and negative 
resistances of the device are important, and the linear model 
becomes inaccurate. This paper develops a system of non¬ 
linear differential equations which accurately describes the 
true large-signal behavior of a tunnel diode, without any of 
the customary simplifications. The equations are then solved 
by a computer. The solutions are worked out in detail for 
large-signal operation of tunnel diodes as oscillators and 
switches. Since tunnel diode switching applications appear to 
be a large and important field, these “exact” solutions will be 
of substantial interest and importance. Equally significant is 
the fact that the approach presented here can be used to solve 
a wide class of nonlinear problems. 

IRE Standards on Solid-State Devices: Definitions of 
Terms for Nonlinear Capacitors (p. 1279)—The nonlinearity 
of semiconductor diode capacitors gives them special char¬ 
acteristics which make them a valued member of the electronic 
component family. Their nonlinearity also raises a need for 
special concepts and terminology for describing these special 
characteristics. This need has now been met by the list of 
nineteen terms and definitions provided in this standard. 

Self-Oscillation in a Transmission Line with a Tunnel 
Diode (Nagumo and Shimura, p. 1281)—This paper presents 

an analysis, complete with experimental verification, of the 
self-oscillations that occur when a transmission line is con¬ 
nected to a negative resistance element, such as a tunnel 
diode. Both the method of analysis and the particular appli¬ 
cation discussed make this a paper of more than ordinary 
interest and importance. The authors have gone back some 
25 sears in the literature to draw upon a study of the self¬ 
oscillations that occur in a violin string. The method of analy¬ 
sis has important application to the broad study of transmis¬ 
sion lines with nonlinear terminations, but until now it appar¬ 
ently never received much attention because the original 
analysis dealt with an acoustic problem and was published in 
a somewhat inaccessible journal. The specific application dis¬ 
cussed here, namely, tunnel diode oscillators that make use 
of transmission line circuits, is of substantial interests in itself. 
Now that tunnel diodes capable of operating up to 10 Gc 
appear feasible, oscillators incorporating simple microwave 
structures are an attractive prospect. The authors' analysis 
takes into account the nonlinearities of such a system. 

IRE Standards on Solid-State Devices: Measurement of 
Minority-Carrier Lifetime in Germanium and Silicon by the 
Method of Photoconductive Decay (p. 1292)—The importance 
of carrier lifetime to the operation of semiconductor devices 
is fundamental. Because of the extremely high degree of 
purity that can be obtained in semiconductor crystals, it has 
become possible to observe and measure recombination 
processes in much finer detail than was once possible. Although 
a number of methods for measuring carrier lifetime have been 
developed, the one which has gained most widespread use 
consists of deliberately creating excess carriers in a sample by 
exposing it to a short burst of optical radiation and then 
monitoring the voltage drop across the material as the excess 
carriers recombine. This standard specifies the methods for 
carrying out this important and basic measurement. 

Detection Range Predictions for Pulse Doppler Radar 
(Meltzer and Thaler, p. 1299)—The subject of this paper, 
pulse Doppler radar, is a field fast becoming of interest to 
weapons systems engineers. The study presented here is prob¬ 
ably the first serious attempt to set up a mathematical model 
exclusively tailored to predicting the range of this type of 
radar. The model allows the variation of most of the important 
radar parameters and is sufficiently flexible to predict the 
range of most pulse Doppler radar search systems. Not only 
is a study of this type much needed today, but it is not un¬ 
likely that this paper may become a basic reference. 

Low-Level Garnet Limiters (Arams, et ai., p. 1308)— 
There has long been a need for limiters which would protect 
microwave receivers against overload or burnout, and for 
power levelers which would eliminate power output variations 
in microwave power sources. At present, suitable limiters are 
not available on the market and very little information on 
these devices is contained in the literature. This paper is 
representative of what can be done in the area of low-level 
limiting. The authors describe, and give experimental results 
for, garnet limiters developed for L and S bands, including 
such novel types as electronically tunable preselectors, and 
cavity-type and comb-type limiters. The fact that this is a 
new and rapidly moving field makes this information espe¬ 
cially timely. 

Scanning the Transactions appears on page 1348. 
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Antiferroelectric Ceramics with Field-Enforced Tran¬ 
sitions: A New Nonlinear Circuit Element* 

BERNARD JAFFEf 

Summarç—Ceramic dielectrics capable of field-enforced anti-
ferroelectric-to-ferroelectric transitions from below — 60°C to over 
100°C have been made. The transition manifests itself by a DIE 
hysteresis figure with a linear central region and loops showing 
saturation or. either end. Previously studied materials have exhibited 
this phenomenon only in a very limited temperature range. Condi¬ 
tions for obtaining the effect over a wide temperature range are: 
1) a polymorphic inversion from ferroelectric to antiferroelectric 
with ascendmg temperature, and 2) a relatively high-peak dielectric 
constant at the antiferroelectric-paraelectric transition temperatures. 
Nonlinear capacitance, usefulness for capacitive energy storage, and 
novel transducer properties are described. 

Introduction 

ÍH1S PAPER describes ceramic dielectrics that 
have a field-enforced antiferroelectric-to-ferro-
electric transition. Examples of this phenomenon 

have been known for some time, but have been 
restricted to very limited temperature ranges just under 
a dielectric-constant maximum that varies from one 
composition to another. Now, however, this range has 
been extended widely, from below — 60°C to over 100° 
or 125°C. In this form, these ceramics seem to consti¬ 
tute a new class of nonlinear circuit element. 

An antiferroelectric is characterized by rows of di¬ 
poles, with the dipole moment of adjacent rows equal 
but antiparallel.1 This arrangement can be regarded as 
two interpenetrating sublattices of equal and opposite 
polarization, with no net spontaneous polarization. We 
shall use the term “soft” to describe those antiferro¬ 
electrics in which an attainable applied field can switch 
the direction of polarization of the sublattice it opposes. 
Most antiferroelectric crystalline materials would break 
down before switching in this way. They would behave 
as linear, low-loss capacitors. 

It is well known that crystal or ceramic PbZrO3 is 
capable of undergoing such a change for a few centi¬ 
grade degrees below 230°C, its temperature of maxi¬ 
mum dielectric constant. In this field-enforced phase 
change the structure changes from a staggered ortho¬ 
rhombic arrangement2’3 to a polar arrangement, prob-

* Received by the IRE, November 1, 1960; revised manuscript 
received April 17, 1961. 

t Electronic Res. Div., Clevite Corp., Cleveland, Ohio. 
1 C. Kittel, “Theory of antiferroelectric crystals," Phys. Rev., 

vol. 82, pp. 729-732; June, 1951. 
2 E. Sawaguchi, H. Maniwa and S. Hoshino, “Antiferroelectric 

structure of lead zirconate," Phys. Rev., vol. 83, p. 1078; Sept¬ 
ember, 1954. 

3 E. Jona, G. Shirane, E. Mazzi and R. Pepinsky, “Neutron 
diffraction study of antiferroelectric lead zirconate, PbZrOs,” Phys. 
Rev., vol. 105, pp. 849-856; February, 1957. 

ably rhombohedral,4 whenever the applied field exceeds 
a certain threshold value. This manifests itself by a 
double hysteresis loop with a linear central region and 
open areas on either end (Fig. 1). It was first described 
by Shirane, Sawaguchi, and Takagi5 and has been 
studied further.6’7 Similar instances of soft antiferro¬ 
electricity with slightly greater temperature range, per¬ 
haps 30 centigrade degrees in a region near 200°C, have 
been described68 for PbZrO3 modified with small 
amounts of TÍ+4 or Ba+2. A related phenomenon has 
been observed by Merz9 in BaTiO3 just over its Curie 
temperature. In this case, the linear central region of 
the hysteresis loop denotes a paraelectric ground state 
rather than an antiferroelectric one, and the tempera¬ 
ture range of this effect is very small. 

Fig. 1—Hysteresis loop for an antiferroelectric with a field-enforced 
ferroelectric transition. 

Method of Achieving Soft Antiferroelectricity 
over a Wide Temperature Range 

Shirane, Sawaguchi, and Takagi5 ascribed the anom¬ 
alous hysteresis loop and the existence of the dielectric¬ 
constant maximum in PbZrO3 to a ferroelectric phase, 
itself unstable, having free energy slightly greater than 
that of the stable antiferroelectric phase. The energy 

4 G. Shirane and S. Hoshino, “X-Ray study of phase transitions 
in PbZrOa containing Ba or Sr,” Acta Cryst., vol. 7, pp 203-210; 
February, 1954. 

5 G. Shirane, E. Sawaguchi and Y. Takagi, “Dielectric properlies 
of lead zirconate," Phys. Rev., vol. 84, pp. 476-481; November, 1951. 

6 E. Sawaguchi, “Ferroelectricity versus antiferroelectricity in the 
solid solutions of PbZrOs and PbTiOs,” J. Phys. Soc. (Japan), vol. 8. 
pp. 615-629; September-October, 1953. 

7 A. P. DeBretteville, Jr., “Threshold field and free energy for the 
antiferroelectric-ferroelectric phase transition in lead zirconate,” 
Phys. Rev., vol. 94, pp. 1125-1128; June, 1954. 

* G. Shirane, “Ferroelectricity and antiferroelectricity in ceramic 
PbZrOs containing Ba or Sr," Phys. Rev., vol. 86, pp. 219-227; April, 
1952. 

* W. J. Merz, “Double hysteresis loop of BaTiOi at the Curie 
point,” Phys. Rev., vol. 91, pp. 513-517; August, 1953. 
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gap between the two possible phases governs the thresh¬ 
old field necessary to excite the anomalous hysteresis 
loop. 

I o achieve a soft antiferroelectric stable over an ex¬ 
tended temperature range, it was desired to have a low 
and stable threshold field, rhe ideal wav to do this 
would be to make an antiferroelectric ceramic extremely 
close in composition to a morphotropic-(composition 
dependent-temperature independent) phase boundary 
between antiferroelectric and ferroelectric phases. How¬ 
ever, no such boundary is perfectly morphotropic. Ac¬ 
cordingly two criteria were adopted. They were: 1) the 
sequence of change with heating was to be ferroelectric-
to-antiferroelectric-to-paraelectric, and 2) the dielectric¬ 
constant maximum at the antiferroelectric-to-para-
electric transition was to be as high as possible. 1'his 
would ensure equal energy between the ferroelectric and 
antiferroelectric states at the ferroelectric to antiferro¬ 
electric inversion temperature and almost equal energy 
at the antiferroelectric-to-paraelectric inversion tem¬ 
perature. It would also favor reasonably uniform prop¬ 
erties within the anti ferroelectric range. 

I he desired sequence of the phase changes is exempli¬ 
fied in Fig. 2, which shows the low-field dielectric con¬ 
stant and loss for a composition that changes from fer¬ 
roelectric to antiferroelectric at about 90°C. The low 
losses at temperatures above this are typical of anti¬ 
ferroelectrics, and the loss peak associated with the di¬ 
electric-constant maximum in a ferroelectric is clearly 
absent. 

f ig. 2 Low-field dielectric constant and loss fora composition that 
shows the field-enforced antiferroelectric-ferroelectric transition 
above 90°C. 

pattern. 10 These antiferroelectrics have been modified 
by compositional additives, so that they show ferro¬ 
electricity at low temperatures, as outlined in the pre¬ 
ceding section. The type and amount of the additives 
govern the temperature of the ferroelectric-to-anti-
ferroelectric transition. For most compositions studied, 
the dielectric-constant maximum, which represents an 
antiferroelectric-to-paraelectric transition, occurs be¬ 
tween 150° and 200°C. 

rhe series of 60-cps hysteresis loops, shown in Fig. 3, 
for one of these compositions illustrates the results 
achieved. Somewhere below — 50°C the material shown 
is ferroelectric. Above 125°C as the temperature of the 
dielectric-constant maximum is approached, the char¬ 
acter ot the D-E loop gradually approaches a closed 
saturating-type figure (Fig. 3, 128°C). There is no 
sharply defined upper temperature limit for obtaining 
the double loop. Its character is entirely subdued when 
the temperature ot the dielectric-constant maximum is 
reached. The ferroelectric parts of the loop gradually 
become slimmer (less lossy) with increasing tempera¬ 
ture. 

Fig. 3—Hysteresis loops for a composition showing field-enforced 
transition from below — 50°C to above 125°C. Because of the high 
threshold fields, some were poorly saturated. 

Results 

Hysteresis Loops at Varying Temperatures 

1 hese conditions have been realized in a series of re¬ 
lated ceramic compositions that show the anomalous 
hysteresis loops from temperatures as low as — 60°C or 
lower, to over l()0°C. fhe dielectrics studied are pseudo-
cubic perovskite solid solutions. They are based on 
antiferroelectric Pb(Zr, Sn)O3 compositions, which are 
orthorhombic perovskites, isostructural with PbZrOj 
and showing similar superstructure lines in their X-ray 

Capacitance Nonlinearity 

Inasmuch as the slope of the hysteresis loop indicates 
the differential (de) capacitance of the sample, it is ap¬ 
parent that this parameter increases sharply as the field 
passes the threshold for inducing the ferroelectric state. 

10 B. Jaffe. R. S. Roth and S. Marzullo, “Properties of piezoelec¬ 
tric ceramics in the solid-solution series lead titanate-lead zirconate¬ 
lead oxide: tin oxide and lead titanate hafnate," J. Res. N.H.S.. vol. 
55, pp. 239-254; November, 1955. 
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It then drops as the loop saturates, and increases again 
as the field falls through the range where the polariza¬ 
tion drops sharply and the antiferroelectric state ap¬ 
pears. Thus in each half cycle, we have two intervals of 
high differential dielectric constant, corresponding to 
the two steep parts of the loop. Inasmuch as typical 
values at room temperature are 700 at low field and 
5000 for the average (tip-to-tip) value at high fields, it 
can be seen that the differential value during dipole 
swtiching is quite high. 

In contrast to the behavior of the differential (de) 
dielectric constant, the small-field incremental (ac) di¬ 
electric constant, measured with a small 1000-cps alter¬ 
nating field superimposed on slowly varying bias, in¬ 
creases slowly with increasing bias through the anti¬ 
ferroelectric range, then drops as the threshold field is 
exceeded and approaches a saturation value. Because 
of the hysteresis, it remains low until the bias field falls 
enough to allow reversion to the antiferroelectric state, 
then rises to the original value. Typical values of the 
dielectric constant are 700 to 1000 at low bias and half 
that at saturation. This behavior is shown diagra-
matically for soft antiferroelectric and conventional 
ferroelectric samples in Fig. 4. 

(a) 

^OIFF 

(b) 
k incr 

Fig. 4 Hysteresis loop, differential dielectric constant (slope of loop) 
and incremental dielectric constant (1000-cyde measuring field 
with slowly-varying bias) for: (a)-(c) a soft antiferroelectric, and 
(d)-(f) a normal ferroelectric. 

Energy Storage 

It has been suggested by H. Jaffe of this laboratory 
that such a dielectric would have advantages as a 
high-energy-storage capacitor. In Fig. 5, typical D-E 
Lissajous figures for a soft antiferroelectric, a normal 
ferroelectric, and a linear dielectric are shown. The 
energy recoverable from each is denoted by the shaded 
areas. In the ferroelectric, much of the charging energy 

c 

(a) (b) (c) 
Fig. 5—Hysteresis figures for (a) a soft antiferroelectric, (b) a normal 

ferroelectric, and (c) a linear capacitor. The shaded area denotes 
the discharge energy. 

is absorbed by domain switching, and remains as rema¬ 
nence. It is available only as pyroelectricity or as irre¬ 
versible piezoelectricity at pressures greater than those 
used to produce a linear piezoelectric effect. Remanence 
can be avoided in part by the use of compositional ad¬ 
ditives that minimize it. Dielectrics of this nature fre¬ 
quently saturate at relatively low fields. Once satu¬ 
rated, an increment of field causes little additional 
energy storage. Another way of avoiding remanence is 
to use a ferroelectric in its paraelectric condition, just 
above the Curie temperature. Here, too, easy satura¬ 
tion is likely to limit the energy storage. 

In the linear capacitor, no remanence occurs, but the 
dielectric constants are generally low. Storage of ap¬ 
preciable charge requires very high field and, conse¬ 
quently, extreme dielectric strength. 1 he soft antiferro¬ 
electrics, too, are free of remanence. A particular ad¬ 
vantage of the soft antiferroelectrics is the approach of 
the “energy area” to a square instead of a triangle. I his 
allows, in principle, energy storage exceeding D-E¡1, 
and approaching D-E. Typical charges stored are about 
25 MC/cm2 at peak fields of 40 to 50 kv/cm. In the pres¬ 
ently explored materials, these fields approach break¬ 
down for thick sections. The working voltages are thus 
limited because it is necessary to use thin pieces (1 to 
1| mm at present). It is expected that continued work 
will improve the dielectric strength. 

Transducer Properties 
It has been suggested by Dr. R. Gerson and demon¬ 

strated by C. I’. Germano of this laboratory that the on¬ 
set of field-enforced ferroelectricity is accompanied by 
large strain effects parallel to the field. 1 hese strains are 
of the order of 4X10-4 . 

The types of electromechanical effects are shown in 
Fig. 6. Hard antiferroelectrics show quadratic electro¬ 
striction, like all other solids. Ferroelectrics, due to 
domain switching, give the well-known butterfly loops 
shown. They can be poled and used at remanence to 
produce a linear piezoelectric response, like piezoelectric 
crystals. The soft antiferroelectrics produce the abrupt 
incremental strain shown in the figure. I his constitutes 
a sort of quasi-electrostriction of large magnitude. 
Samples biased by a de- or low-frequency field to a point 
beyond the threshold field respond as a piezoelectric to 
small signal fields, especially at mechanical resonance. 
Thus the bias field can act as a controlling or modulat¬ 
ing means. It also seems probable that samples can be 
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Fig. 6—Strain vs field in (a) electrostriction, (b) piezoelectricity, 
(c) ferroelectricity, and (d) soft antiferroelectricity. 

driven at mechanical resonances by strong signals of 
half the resonant frequency, but this has not yet been 
demonstrated. 

IM PROVEM ENTS NEEDED 

Like other ceramic dielectrics, these soft antiferro¬ 
electrics are subject to breakdown at high fields. This 
factor most strongly limits their utility. Although it is 
possible to obtain much lower threshold fields by raising 
the ferroelectric-to-antiferroelectric transition tempera¬ 
ture, the lowest threshold field vet found in a composi¬ 
tion anti ferroelectric down to — 60°C is about 40 kv/ 
cm. Although operation at fields of this strength is toler¬ 
able in thin specimens, it is undesirable where high volt¬ 
age applications are desired, such as in energy storage. 
It is also desirable to have low threshold fields for the 
nonlinear capacitor and transducer applications. Here, 
low-voltage operation is usually desired, and although 
thin specimens can be used, there is a practical minimum 

to thickness. This indicates two development objectives: 
increasing the dielectric strength and finding composi¬ 
tions with lower threshold fields. There is hope that 
both of these can be improved. 

Conclusion 

Soft antiferroelectrics are those capable of field-en¬ 
forced transitions to a ferroelectric state at fields below 
breakdown. They show a characteristic double hyster¬ 
esis loop with a linear central region and a saturated loop 
on either end. Previous examples of this phenomenon 
have had limited temperature range. The effect can be 
produced over a wider temperature range by 1) a poly¬ 
morphic inversion from ferroelectric-to-antiferroelec-
tric-to-paraelectric states with increasing temperature, 
and 2) a relatively high dielectric-constant maximum at 
the antiferroelectric-to-paraelectric inversion tempera¬ 
ture. An example of such a dielectric is shown, with the 
desired type ol behavior occurring through the tempera¬ 
ture range of below —50° to above 125°C. With fields 
passing the threshold for the field-enforced transition, 
the differential (de) capacitance increases greatly, while 
the incremental (ac) capacitance drops. Simultaneously, 
strain of the order of 10—1 occurs. The shape of the 
hysteresis loop is favorable for energy storage. Present 
Utility is limited by dielectric strength. 
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Large-Signal Circuit Theory for Negative-Resistance 
Diodes, in Particular Tunnel Diodes* 

M. SCHULLERf, member, ire, and W. W. GÄRTNERf, senior member, ire 

Summary—The large-signal, high-frequency circuit applications 
of a tunnel diode as an oscillator and as a monostable and bistable 
switch have been analyzed quantitatively, without any of the cus¬ 
tomary simplifications, by solving on a computer the system of non¬ 
linear differential equations which describe the diode and the ex¬ 
ternal circuitry. Frequency, amplitude, distortion and switching 
times are calculated with high accuracy as functions of operating 
point and circuit inductance. The results are in very good agreement 
with actual measurements. 

Introduction 

MOST circuit theory is based on a linearization of 
the characteristic of the component used. Non¬ 
linear theories usually depend either on rela¬ 

tively simple analytical approximations of the compo¬ 
nent characteristics such as the exponential or square¬ 
law characteristics of diodes used in mixing and fre¬ 
quency conversion, etc., or on a piece-wise linearization 
of the complicated component characteristic, which is 
commonly used in negative-resistance circuit theory. In 
practically no case do these approaches yield quantita¬ 
tive answers to such typical large-signal nonlinear prob¬ 
lems as the determination of output waveform, har¬ 
monic content, large-signal switching time, etc., al¬ 
though they usually give satisfactory results in an 
analysis of stability.1'2

In this paper we propose to develop a large-signal cir¬ 
cuit theory for negative-resistance diodes in which the 
device and its external circuit are characterized by a 
system of accurate nonlinear differential equations and 
the solutions are obtained by an electronic computer. 
This approach is very general and can be applied to any 
nonlinear electronic device. It is worked out below in de¬ 
tail to describe the large-signal operation of tunnel di¬ 
odes as oscillators and switches. 

Characterization of the Tunnel Diode 

For small-signal applications the tunnel diode is satis¬ 
factorily characterized by its differential negative re¬ 
sistance ( — R), its junction capacitance Cj and series 
bulk resistance r,, as shown in Fig. 1(a).3 This equiva¬ 
lent circuit has been employed successfully to derive 

* Received by the IRE, March 7, 1961; revised manuscript re¬ 
ceived, April 18, 1961. 

t CBS Labs., Stamford, Conn. 
1 W. J. Cunningham, “Introduction to Nonlinear Analysis,” 

McGraw-Hill Book Co., Inc., New York, N. Y., ch. 5; 1958. 
2 B G. Farley, “Dynamics of transistor negative-resistance 

circuits,” Proc. IRE, vol. 40, pp. 1497-1507; November, 1952. 
3 H. S. Sommers, Jr., “Tunnel diodes as high-frequency de¬ 

vices,” Proc. IRE, vol. 47, pp. 1201-1206; July, 1959. 

expressions for the gain, bandwidth, etc., of small-sig¬ 
nal tunnel-diode amplifiers, and the cutoff frequency of 
tunnel-diode oscillators. Linear fourpole equations for 
the tunnel diode based on this circuit4 can be used to 
formulate the entire small-signal circuit theory for tun¬ 
nel diodes. It is obvious, however, that this small-signal 
equivalent circuit cannot be used to accurately describe 
large-signal applications in which the entire range of 
positive and negative resistances is important, such as 
large-signal oscillators and monostable and bistable 
switches. Therefore, the equivalent circuit of Fig. 1(a) 
was extended. The proposed large-signal equivalent cir¬ 
cuit used in this paper consists of a nonlinear current 
source in parallel to the capacitance of the p-n junction 
and a series resistance presenting the bulk and contact 
resistances. This circuit is shown in Fig. 1(b). The tun¬ 
nel phenomenon is very fast and no delay effects are in¬ 
cluded in the current generator. The junction capaci¬ 
tance represents all the storage mechanisms in this de¬ 
vice. The junction capacitance has been chosen to be 
constant over the whole voltage range. This is a slight 
simplification because the capacitance of a forward-
biased junction depends on the voltage across it. The 
simplification seems to be justified because the capaci¬ 
tance is much less dependent on the voltage than the 
junction current in the voltage range of interest, so that 
the voltage dependence of the capacitance introduces 
negligible corrections in the cases discussed in this 
paper. 

The generalization of the approach used here for a 
voltage-dependent junction capacitance is obvious. The 
series bulk resistance is also considered constant in our 
analysis because the current densities during operation 
are not high enough to cause high-injection resistance 
modulation. Again, this assumption could be easily re¬ 
moved if the need became apparent. 

The equations describing the large-signal operation of 
the tunnel diode are therefore: 

Vd = Vj + iors (1) 

ilrj 
Id = Cj——|- i(vj). (2) 

dt 

Fig. 2 shows the measured de characteristics i(vo) of the 
tunnel diode used in the analysis and the experiments. 
Because of the small series resistance of r, = 0.3 ohm, in 

4 W. W. Gättner, “Tunneldioden,” Elektronische Rundschau, 
Berlin, Germany, vol. 14, pp. 265-271; July, 1960. 
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this case, the device voltage vD and the junction voltage 
Vj are practically the same for de. The junction capaci¬ 
tance of 390 pf was measured at the valley point. 

Oscillator 

Analyzing the oscillations of negative-resistance ele¬ 
ments has long been an electrical engineering problem12 
and while it is rather simple to show that a negative re¬ 
sistance with the approximate load will oscillate, it is 
quite an involved problem to find the exact output 
waveform of the oscillator. To solve the problem ana¬ 
lytically, the characteristic of the negative element must 
be oversimplified and the results are only in qualitative 
agreement with the exact solutions. Graphical methods 
are tedious when accurate solutions must be obtained. 
Both methods are useful only when a small number of 
nonlinearities appear in the circuit. The approach used 
here to obtain an exact answer to the tunnel-diode oscil¬ 
lator problem was to find on a digital computer the exact 
stable solution to the set of exact nonlinear differential 
equations which describe the device and circuit. 

External Circuits 

Since the device itself has an internal capacitance, it 
is enough to add an external inductance to excite oscil¬ 

lations when the diode is biased in the negative-resist¬ 
ance region. This simplest oscillator circuit, shown in 
Fig. 3, will be used to illustrate the proposed approach, 
generalizations to more complicated external circuitry 
being obvious. The external inductance has been as¬ 
sumed lossless, and any losses can be included simply in 
the series bulk resistance of the device r„. We are now 
in a position to write down the entire set of differential 
equations which describe the oscillator operation: 

vd = vj + iD-rs

dvj 
^D = Cj —-1- i(vj) 

dl 

device 
(1) 

(2) 

diL
vl = L -external circuit (3) 

vd = fo + relations connecting device (4) 

Íl = — io and external circuit. (5) 

The only nonlinearity entering this set of equations is 
the relation between junction current and voltage in 
(2). 1 his function has been obtained by measurement 
and has been plotted in Fig. 2. 

Fig. 1—(a) Small-signal and (b) large-signal equivalent circuits 
for tunnel diodes. 

100 200 300 400 [mv] 
V ~ V 
J D 

Fig. 2—Measured junction-current vs junction-voltage characteristic 
of tunnel diode (germanium) used for theory and experiments. Fig. 3—Tunnel-diode oscillator circuit. 
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pig 4—Upper row: ac device voltage tv (solid lines) and device current id (dashed lines) as functions of time I for six combinations of operat¬ 
ing point and external circuit inductance. . . ... , ,. . 

Middle row: de device characteristic (heavy lines) and limit cycle, i.e., instantaneous device current vs device voltage (light hues) 
for six cases depicted in the upper row. The solid curves compare the limit cycles in the various cases plotted to identical scales, the 
dashed lines give the same information with each graph normalized so that the limit cycle for a strictly sinusoidal oscillation would appear 

Lower row: The first ten 1'ourier coefficients of the device voltage plotted on a logarithmic scale. 

Solution 
This system of differential equations has been solved 

on a digital computer with starting values chosen in 
such a way as to get the stable solution within a small 
number of periods. Fig. 4 shows some of the oscillation 
patterns achieved for different operating points and ex¬ 
ternal inductances. The first row of graphs represents 
the ac components oi the device current id, and of the 
device voltage Vd, with the bias point as the origin. The 
second row shows the device characteristic (heavy) and 
the limit cycle (light) of the oscillation plotted in the 
io-Vo plane (solid) and in the transformed (iox/L/C)-
vD plane (dashed). The latter transformation has been 
chosen because in this plane the limit cycle for a sinus¬ 
oidal oscillation will appear as a circle and any devia¬ 
tion from the circular pattern indicates harmonic con¬ 
tent. The third row shows the Fourier analysis of the 
device-voltage Vd-

The photographs of oscilloscope traces given in Fig. 5 
were obtained from an actual circuit using a diode with 
the characteristic of F'ig. 2 and employing the operating 
points and external inductance given in the first three 
columns of big. 4. One observes excellent agreement 
with the theoretical predictions. 

Various qualitative features of the output waveform 
and the limit cycle may be illustrated by Fig. 4. When 
the external inductance L is rather large as in the first 
three columns of big. 4, the limit cycle (second row in 
Fig. 4) consists of the positive branches of the dc-device 
characteristic and almost straight lines through the 
peak and valley points, parallel to the current axis. 
These parallel lines correspond to very rapid changes in 
device voltage. Whereas this limit cycle pattern is rela¬ 
tively independent of the operating point, one observes 
that the latter has a pronounced influence on the out¬ 
put waveform (period, amplitude, ami harmonic con-
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No. I 

t [5.IO"7 sec/Div] 

N0.2 

t [2.1o-7 sec/DivJ 

No.3 
♦ [2.IO -7 soc/Div] 

Fig. 5—Photographs of oscilloscope traces showing device voltage vs 
time obtained in the circuit of Fig. 3 using a diode with the 
characteristic of b ig. 2. Operating points and external circuit in¬ 
ductance are as follows: 

Curve No. Polwd £[A] 
1 
2 
3 

50 
150 
250 

9.5X10^ 
9.5X10’® 
9.5X10 6

A nalytical A pproximation 

While it is impossible to give an exact analytical solu¬ 
tion for the general tunnel diode oscillator, one may ob¬ 
tain a certain amount of qualitative information when 
the device characteristic is replaced by a simple three-
order polynomial. Under this assumption one may cal¬ 
culate how the amplitude of oscillation changes with ex¬ 
ternal inductance (or frequency) and how much the fre¬ 
quency of oscillation differs from the pure sine-wave 
frequency, calculated for the LC-resonant tank circuit. 

Combining (1) through (5) one obtains the following 
ordinary differential equation for the junction voltage 
Vj. 

LC 

+ rsij(yj) + vj — to = 0. (6) 

Separating de and ac voltages, 

vj = *¿1) + t-o (7) 

leads to an equation for the ac junction voltage only: 

tent). This applies in particular, also, to the de com¬ 
ponent of the output current which modifies the as¬ 
sumed operating point. For small bias voltages the de 
component of the device current is negative; for large 
bias voltages it is positive. 

The following table gives this de component for the 
six cases shown in Fig. 4: 

Column in Fig. 4 1 2 3 4 5 6 

DC Component 
of Output 

Current in ma 
-3.70 2.34 3.24 3.96 2.66 1 .80 

Incidentally, the output voltage across the device has 
no de component because of (3) and (4). This shifting 
of the operating point for oscillating tunnel diodes is a 
well-known fact and can be observed frequently on 
oscilloscope traces displaying the characteristic of the 
tunnel diode.5 This shift in bias current depends also on 
the external inductance, as can be seen in the last three 
columns of Fig. 4, where for the same bias voltage the 
external inductance has been decreased. The oscillation 
becomes more and more sinusoidal, the smaller the in¬ 
ductance. This is in keeping with the observation that 
for L approaching a limiting value £min (see next sec¬ 
tion) the limit cycle in the (ioVL/Cfj-Vo plane be¬ 
comes a circle with decreasing radius. The Fourier co¬ 
efficients of the higher harmonics also decrease with de¬ 
creasing inductance. 

6 R. Tranibarulo and C. A. Burrus, “Esaki diode oscillators from 
3 to 40 kMc, Proc. IRE, vol. 48, pp. 1776-1777; October, 1960. 

+ MX»,) + U = 0 (8) 

where 

iiM = v(u + t'o). (9) 

For the functional dependence of ij on Vj we now assume 
a simple third-order polynomial of the form 

ij = - î'o2). (10) 

Eq. (10) has been plotted in Fig. 6 explaining the mean¬ 
ing of the parameters g and v0. With (10), (8) can be 
transformed into 

dh 
— + v(v2 
dr-
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\-9 

Fig. 6—Symmetrical de characteristic used for the analysis of 
tunnel-diode oscillator. 

With the device characteristics fixed, the only free pa¬ 
rameter in (11) is the external inductance L. One may 
now ask how the external inductance affects the ampli¬ 
tude and frequency of oscillation. From (12) one con¬ 
cludes that there exists a minimum value for L, 

r.Cj 
Lm\n = (15) 

i 

where iq = 0. 
For values of L close to this minimum value Lm,n, 

(11) reduces to the equation of a sine wave oscillation: 

— + f(l - gr,) = 0. (16) 
dr1

If T in (16) is replaced by / according to (13), the fre¬ 
quency of this sine wave oscillation can be calculated 
to be 

VI - gr> 
J ” hry/LCj 

(17) 

Taking into consideration that L can be replaced by 
Amin according to (15), we obtain the well-known maxi¬ 
mum cutoff frequency (/max) of a tunnel-diode oscil¬ 
lator: 

1 /«(I - ̂ .g) 
” 2*0, y r. 

(18) 

For inductance values L>Lmtn, one must go back to 
the exact equation (11). Assuming that r, is zero, one 
finds 

d2v dv 
-|_ „(1,2-1) -p r =. 0. (19) 
dr2 dr 

This is the well-known van der Pol equation.1
The steady-state solution of this equation shows6 that 

the period depends strongly on the parameter v (Fig. 
7, solid) but that the steady-state amplitude is prac¬ 
tically constant and equal to unity (Fig. 7, dashed). One 
may use this solution of the van der Pol equation as an 

• E. Fisher, “The period and amplitude of the van der Pol limit 
cycle,” J. A ppi. Phys., vol. 25, pp. 273-274; March, 1954. 

A 
2ir 

Fig. 7—Period 9 (solid) and amplitude (dashed) of the solution of 
van der Pol equation as function of the parameter p. 

approximate solution of (11) provided that gr«<Kl be¬ 
cause then the correction term 

CA 
g~ r—] gr. 

in (11), will be negligible for all values of L. The condi¬ 
tion that gr,«l is usually well fulfilled in tunnel diodes. 
For the diode used in our exact solution, gr, had a value 
equal to 0.03. 

Using (12) and (14), one may therefore transform the 
solutions of the van der Pol equation in Fig. 7 into solu¬ 
tions of (11) for the steady-state amplitude and fre¬ 
quency of the ac tunnel-diode junction voltage v,. Since 
the amplitude of v is approximately unity one finds from 
(12) the following dependence of the amplitude of Vj on 
the inductance L: 

v* = to 4/-—- (20) 
’ ^Tg 

For small values of gr^l the amplitude of Vj follows 
the same dependence, which has been plotted in Fig. 
8(a) for various values of g. 

The period of oscillation 6 depends on v as shown in 
Fig. 7 (solid). Analytical expressions have been derived6 

for small v (p<2.5) and large v (p^6): 

e = 2* for v < 2.5 (21) 

22 In v 
e = 1.6137p + 7.0143p-1'3- F • • • for p > 6. (22) 

9 p 

Between these ranges, the period can be interpolated. 
Remembering that the relation of normalized time (r) to 
actual time (/) is given by (13), we find the actual period 
of oscillation (7) from the normalized (0) by 

T = Oy/LCj. (23) 
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Analysis Computer 

f ig. 8—(a) Normalized amplitude and (b) frequency of tunnel-diode oscillator as a function of circuit inductance L, for analytical approxima¬ 
tion (solid line) and for exact computer solution (dashed lines). Parameter: g, r„ and V». 

Cj = 3.9xlO' IO f 

N° 1 2 3 4 5 6 

's ohm 0 0.3 0.3 03 rs ohm 0 3 0.3 

g mho 0 0.1 00326 0.06 Vo mv 150 75 

Since 0 is a function of v and v according to (14) is a 
function of inductance L, T is a function of L. The fre-
quency f (by definition l/T), therefore, is also a func¬ 
tion of inductance. This dependence of frequency on in¬ 
ductance L has been plotted in Fig. 8(b) for different 
values of g. The results of the computer calculations 
have been plotted in the same figure. For the extreme 
cases of small and large inductances the following ana¬ 
lytical expressions for the frequency can be derived: 

p^/LC, 1 (24) 

L large: 

/« (1.6137gA)-‘. (25) 

The results obtained from the analytical approxima¬ 
tion as compared to those from the exact computer solu¬ 
tion show that the frequency of oscillation can be pre¬ 
dicted reasonably well except for large values of L. 
There is, however, a considerable difference between the 
amplitudes predicted by the approximate treatment 
and their exact values. An interesting feature which is 

absent from the analytical approximation occurs in the 
actual oscillator when it is not biased into the point of 
steepest negative slope. While for the analytical solution 
the amplitude of oscillation is decreasing steadily to 
zero for increasing inductances, the amplitude of the 
actual oscillator may collapse from a finite value when 
a certain inductance value is reached. This phenomenon 
has not been completely explained but the reason seems 
to be that when the device is not biased at the voltage 
with the highest negative slope, there exist two limit 
cycles, a smaller and a bigger one. The small limit cycle 
is determined mainly by the negative slope at the bias 
point while the bigger limit cycle is determined by the 
average negative slope which is higher than the slope 
in the bias point. The cutoff frequencies of these two 
limit cycles do not seem to be the same. Thus, for the 
same inductance, two oscillations with different ampli¬ 
tudes may exist. Whether the large or the small ampli¬ 
tude is excited depends on whether the oscillation is 
started close to the bias point or reasonably far away. 
Suitable pulses could switch the circuit from one mode 
of oscillation to the other. 

Fig. 9 shows this situation for the bias point Fn = 150 
mv and an inductance value of 3.5 X10-9 h. While the 
inner curve 1 is decreasing to zero, there exists a finite 
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Fig. 9—Two different limit cycles for one inductance value. 
Fo=15Omv, ¿ =3.5X10-’ h. 

limit cycle 2 which is stable. When the device is biased 
at the voltage with the highest negative slope, the 
amplitude is decreasing steadily to zero with decreasing 
inductance, as in the analytical case [curve no. 6 in 
Fig. 8(a)]. 

Monostable Switch 

External Circuit 

To use the tunnel diode as a monostable switch, the 
same circuit as for the oscillator can be used. The only 
difference between the two cases is that for the mono¬ 
stable switch the device must be biased in the positive-
resistance region. 

7 rigger Pulse 

When biased in the positive region the device is 
stable. To achieve switching action it must be triggered. 
To avoid an interaction between trigger and switching 
pulses in our calculations, the trigger pulse has been as¬ 
sumed to be much faster than the resulting switching 
pulse. Mathematically this is achieved by giving only a 
starting value in the differential equation. 

Solution 

Fig. 10 (p. 1276) shows some of the switching plots 
achieved for different operating points, trigger pulses 
and external inductances. Column 1 in Fig. 10 shows the 
trigger output when the device is biased close to the peak 
point. The inductance has a medium value. For very 
large inductance values the trace would jump to the op¬ 
posite positive branch of the device immediately after 
triggering, in the same way as in the oscillator. For 
smaller external inductance values (column 2 in Fig. 10) 
the switching trace changes similar to the oscillator pat¬ 
tern, i.e., the peak current increases and the voltage 
swing decreases. Column 3 shows the switching plots 
when the device is biased close to the valley point. Com¬ 
paring columns 1 and 3, one notices that when the de¬ 
vice is biased near the peak point, much smaller trigger 

pulses suffice to produce large output signals. There¬ 
fore, when the monostable switch is used as pulse ampli¬ 
fier, an operating point close to the peak gives highest 
gains. Column 3 also shows that the output amplitude 
can be very sensitive to the amplitude of the trigger 
pulse. A small change in trigger pulse (curves A and B) 
results in a large change of output waveform. 

Bistable Swit< h 

External Circuit 

Fig. 11(a) shows the circuit used to analyze the bi¬ 
stable switch. The only addition to the oscillator and 
monostable switching circuit is the load resistance rL. 

It follows from this figure that a set of differential 
equations for the bistable switching circuit can be de¬ 
rived from (l)-(5) if one replaces r„ by r,+rL: 

dvj 1 . , 
-= - ¿d - »(r/) (26a) 
dt Cj 

dio 1 , i , . . 
-= — b'o — — h^r, + ri)]- (26b) 
dt L 

The load resistance and the bias voltage are adjusted to 
produce three intersections with the device character¬ 
istic, as shown in Fig. 11(b). In general, two of the 
points of intersection (1, 2) are stable and one is un¬ 
stable (3). 

Solution 

Fig. 12 shows the forward and backward switching of 
the bistable circuit for different trigger pulses and in¬ 
ductances. Column 1 illustrates the case where the cir¬ 
cuit is triggered from the high-current, low-voltage 
state (stable point 1) to the low-current, high-voltage 
state (stable point 2). The circuit will switch to point 2 
only when the trigger pulse is larger than a certain crit¬ 
ical amplitude (curves A and B). For trigger amplitudes 
below this level the device will go back to stable point 1 
(curve C). The same is true for back-triggering from 2 
to 1 (column 2 in Fig. 12). For the special load resist¬ 
ance and bias point considered here, the back-trigger 
pulse must be much larger than the forward-trigger 
pulse. This feature of the bistable circuit results from 
the fact that there exists a characteristic curve in the 
device current and device voltage plane (called separa-
trix) which separates all switching paths into two cate¬ 
gories, one ending at stable point 1 [Fig. 11(b)] and the 
other at stable point 2. To trigger the circuit from one 
stable state to the other, it is necessary that the trigger 
pulse bring the device voltage and current beyond the 
separatrix. Otherwise, the circuit will return to the re¬ 
spective starting point. Column 3 in Fig. 12 gives the 
forward-triggering case for small inductances. It is in¬ 
teresting to note that after an initial drop in current the 
trace follows the load lines closely. Comparing columns 
1 and 3, one also observes that the critical trigger ampli¬ 
tude depends on the external inductance. 
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(34) 

then dividing (25a) by (26b) one gets 

I. 

Substituting in (27), 

(28) 

we find the slopes of the solution curves for this differ¬ 
ential equation through the unstable point 

r 1 

1 
(29) 

For large values of L, m simplifies to 

1 
(30) nil 

rd 

= 0 (31) nt. 

and for small L values one finds 

(32) niu, = 

1 
(33) = 

These extreme cases are plotted in Fig. 13 (p. 1278). 

did 

dv¡ 

bistable operation : 

1) Cj small, 
2) peak current 
3) peak current 

large, 
to valley current ratio high. 

I he séparatrices for all other values of L lie in the 
shaded area between ntm and mix. Comparing this re¬ 

td 
— = nt, 

1 
W1.2 = -

2 

I he preceding discussion tried to show how a com¬ 
puter can be used successfully to solve nonlinear circuit 
problems quantitatively. We only gave a very small se¬ 
lection of the problems which could be attacked in this 
way. This approach could be extended readily to such 
nonlinear problems as diode mixers, parametric ampli¬ 
fiers, distortion ol low-frequency transistor oscillators 
and so on. All these problems have in common that the 
device and circuit can be described by nonlinear de 
quantities and capacitances leading to a set of non¬ 
linear but ordinary differential equations. A drastic ex¬ 
tension of this approach must be made, when storage ef¬ 
fects and time delays due to diffusion become impor¬ 
tant. A feasible approach to these more complicated 
problems would be to start with the nonlinear time-
dependent transport equations in the different regions 
of the active semiconductor device and combine them 
into a set of nonlinear partial differential equations, in 
which arbitrary constants and functions are determined 
by measurements on the finished device. 

1 
id-Vj 

rd 

suit with the actual calculated trigger pulses in Fig. 12 
one observes that for the forward-trigger pulse (columns 
1 and 3) there is good agreement with the approximate 
calculations. 1 he backward-trigger pulse, however, is 
not predicted well enough because in this case the 
straight line approximation for the separatrix is too in¬ 
accurate. 

2) hor small values of L the switching path and time 
can be predicted very well. \\ hen triggered beyond the 
separatrix the current will decrease very fast with the 
voltage constant until it hits the load line. Then it fol¬ 
lows the load line until it settles at the stable point 2. 
Because this first drop in current at constant voltage is 
very fast, the switching time T is given by (25a) with 
Id = Ídl and 

A nalysis 

Some oi the characteristic features of the bistable 
operation of the tunnel diode shall be explained by the 
following approximate calculations. We propose to show: 
1) how the separatrix, which gives the minimum trig¬ 
ger amplitude for positive switching, can be calculated, 
when the device characteristic is approximated by 
straight lines; 2) how the device characteristic and the 
load hue limit the switching speed of the tunnel diode in 
fast bistable operation. 

1 ) \\ hen the device characteristic is approximated by 
a straight line through the unstable point 3 in Fig. 11(b) 
with a slope equal to that of the actual characteristic at 
this point, then the separatrix will also be a straight line 
through point 3. Its slope may be determined by the 
following argument. 

Transforming (25a) and (26b) such that the unstable 
point is at the origin and replacing the device charac¬ 
teristic i(yj) by a straight line with slope (i/r«), and 

Fig. 14 explains the symbols used in (34). From (34) 
the switching times for different trigger pulses have 
been determined by graphical integration using the de¬ 
vice and load resistance employed in the computations 
(I'ig. 12, Column 1). The upper limit in the integration 
has been chosen 10 mv below the stable point. Fig. 15 
shows the resit.ts of these approximate calculations in 
comparison with the results obtained by the computer, 
solving the exact differential equations for different 
starting values. 1 he agreement is reasonable. 

From (34) and Fig. 14, one may conclude what tun¬ 
nel-diode characteristics are desirable for very fast 

4C/ 

L _ 

did 

dvj 

din 

dvj 

* ' °* diD

ÍDL — i(vn) 
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Fig. 10—Monostable switch. 
Upper row: ac device voltage 

Vd as a function of time for three 
combinations of operating point 
and external inductance. 

The third column shows the 
output patterns for two different 
trigger pulse amplitudes (A, B). 

Fig. 11—(a) Circuit and (b) posi¬ 
tion of load line for operation of 
the tunnel diode as a bistable 
switch. 

(a) (b) 
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Fig. 12—Bistable switch 
Upper row: ac device voltage 

va as a function of time for three 
combinations of operating point 
and external inductance under 
different trigger conditions. 

Middle row: ac device cur¬ 
rent i,t as a function of time for 
different cases depicted in the 
upper row. 

Lower row: de device char¬ 
acteristic (heavy lines) and 
switching path, i.e., instantane¬ 
ous device current vs device 
voltage (light lines) for the cases 
depicted in the upper two rows. 
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Fig. 13—Solutions of differential equations for bistable circuit in 
vicinity of the unstable point 3, when the nonlinear device char¬ 
acteristic in 3 is replaced by the tangent through this point. Cases 
shown are for large and small inductances. 

V V fr 
Do DI *D

Fig. 14 Bistable switching path lor small inductance (heavy 
dashed line), which can be used to calculate the switching time T 
for fast switching. 

Fig. 15—Switching time of fast bistable switch vs trigger voltage. 
Curve no. 1 (solid) shows the results obtained by computer, 
solving the exact differential equations for different starting 
values, and curve no. 2 (dashed) the approximate results of 
graphically integrating (34). The bias point and the load line are 
the same as for Fig. 12, Column 1. 
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IRE Standards on Solid-State Devices: Definitions 
of Terms for Nonlinear Capacitors, 1961* 
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J. B. Angell 
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W. C. Dunlap, Jr. 
J. M. Early 
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Solid-State Devices Committee 

1959 1961 

R. L. Pritc hard, Chairman 1959-1961 
R. H. Rediker, Vice Chairman 1960-1961 
E. O. Johnson, Vice Chairman 1959-1960 

V. P. Mathis, Secretary 1959-1961 

P. A. Fleming 
J. R. Hyneman 
B. K. Kazan 
X. R. Kornfield 
A. W. Lampe 
E. E. Loebner 
J. R. Roeder 

B. J. Rothlein 
S. Sherr 
A. E. Slade 
B. X. Slade 
M. E. Talaat 
R. W. Ure, Jr. 
W. M. Webster 
P. N. Wolfe 

* Approved by the I RE Standards Committee, December 8, 1960. Reprints of this Standard 60 I RE 13. SI, may be purchased while avail¬ 
able from the Institute of Radio Engineers, 1 East 79 Street, New York, N. Y., at S0.25 per copy. A 20 per cent discount will be allowed 
for 100 or more copies mailed to one address. 
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J. H. Armstrong 
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D. G. Fink 
G. L. Fredendall 
E. A. Gerber 
A. B. Glenn 
V. M. Graham 
R. A. Hackbusch 
R. T. Haviland 
A. G. Jensen 
R. W. Johnston 
I. Kerkey 
E. R. Kretzmer 
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W. Mason 
I). E. Maxwell 
R. L. McFarlan 
P. Mertz 
H. I. Metz 
E. Mittelmann 
L. H. Montgomery, Jr. 
S. M. Morrison 
G. A. Morton 
R. C. Moyer 
J. 11. Mulligan, Jr. 

Wintringham 

A. A. Gliner 
M. L. Phillips 
R. L. Pritchard 
P. A. Redhead 
C. M. Ryerson 
G. A. Schupp, Jr. 
R. Serrell 
W. A. Shipman 
H. R. Terhune 
E. Weber 
J. W. Wentworth 

Definitions Coordinator 

H. R. Mimno 

Alternating Charge Characteristic. The function relat¬ 
ing the instantaneous values of the alternating compo¬ 
nent of transferred charge, in a steady state, to the cor¬ 
responding instantaneous values of a specified applied 
periodic capacitor voltage. 

Note: The nature of this characteristic may depend 
upon the nature of the applied voltage. 

Capacitance Ratio. The ratio of maximum to minimum 
capacitance over a specified voltage range, as deter¬ 
mined from a capacitance characteristic, such as a dif¬ 
ferential capacitance characteristic, or a reversible capaci¬ 
tance characteristic. 

Capacitor Voltage. The voltage across two terminals of 
a capacitor. 

Differential Capacitance. The derivative with respect to 
voltage of a charge characteristic, such as an alternating 
charge characteristic or a mean charge characteristic, at a 
given point on the characteristic. 

Differential Capacitance Characteristic. I'he function 
relating differential capacitance to voltage. 

Ideal Capacitor. A capacitor whose transferred charge 
characteristic is single-valued. 

Initial Differential Capacitance. Differential capacitance 
at zero capacitor voltage. 

Initial Reversible Capacitance. Reversible capacitance at 
a constant bias voltage of zero. 

Mean Charge. The arithmetic mean of the transferred 
charges corresponding to a particular capacitor voltage, 
as determined from a specified alternating charge char¬ 
acteristic. 

Mean Charge Characteristic. The function relating 
mean charge to capacitor voltage. 

Note: Mean charge characteristic is always single¬ 
valued. 

Nonlinear Capacitor. A capacitor having a mean charge 
characteristic or a peak charge characteristic that is not 
linear, or a reversible capacitance that varies with bias 
voltage. 
Nonlinear Ideal Capacitor. An ideal capacitor whose 
transferred charge characteristic is not linear. 

Peak Charge Characteristic. The function relating one 
half the peak-to-peak value of transferred charge in the 
steady state, to one half the peak-to-peak value of a 
specified applied symmetrical alternating capacitor volt¬ 
age. 

Note: Peak charge characteristic is always single¬ 
valued. 

Reversible Capacitance. The limit, as the amplitude of 
an applied sinusoidal capacitor voltage approaches zero, 
of the ratio of the amplitude of the resulting in-phase 
fundamental-frequency component of transferred charge 
to the amplitude of the applied voltage, for a given con¬ 
stant bias voltage superimposed on the sinusoidal volt¬ 
age. 

Reversible Capacitance Characteristic. The function re¬ 
lating the reversible capacitance to the bias voltage. 

Transferred Charge (Capacitor). I'he net electric charge 
transferred from one terminal of a capacitor to another 
via an external circuit. 

Transferred Charge Characteristic. I'he function relat¬ 
ing transferred charge to capacitor voltage. 

Voltage Coefficient of Capacitance. The derivative with 
respect to voltage of a capacitance characteristic, such 
as a differential capacitance characteristic or a reversible 
capacitance characteristic, at a point, divided by the ca¬ 
pacitance at that point. 

Voltage Sensitivity (Nonlinear Capacitor). See Voltage 
Coefficient of Capacitance. 
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Self-Oscillation in a Transmission Line 
with a Tunnel Diode 

J. NAGUMOf. MEMBER, IRE, AND M. SHIMURAf 

Summary—Self-oscillation is observed in a transmission line 
with a tunnel diode on one end. The voltage waveform across and the 
current waveform through the tunnel diode are, in general, pulse 
form or stair-case form. This paper discusses the theoretical analysis 
of the circuit, and also presents the experimental results, which are 
in good agreement with the analysis. 

This circuit can be used as a pulse or staircase wave generator, 
pulse-frequency modulator with discontinuous levels, analog-digital 
converter, etc. It is simple in construction, requires little source 
power, and has a wide frequency range (e.g., ^sec ^m^sec). 

I. Introduction 

ELF-OSt ILLATION is usually a problem associ-
ated with lumped constant systems. In this paper, 
self-oscillation in a distributed constant system is 

discussed. 
In general, sell-oscillation in a distributed constant 

system is described by a nonlinear partial differential 
equation, but it may also occur in a distributed constant 
system described by a linear partial differential equation 
(wave equation) and a nonlinear boundary condition. 

\\ itt has considered the self-oscillation occurring in a 
string of a violin (the self-oscillation of the latter type), 
and has developed an elegant method of analysis.' Fol¬ 
lowing this method, we have discussed the self-oscilla¬ 
tion in a transmission line with a negative resistance 
element, e.g., tunnel diode, p-n-p-n diode and others. 

11. Circuit and Fundamental Equation 

A transmission line with the tunnel diode is shown in 
Fig. 1. In the following analysis, it is assumed that there 
are no losses in the line. The relation of the voltage v and 
the current i in the line becomes 

dv di di dv 
— = - L — , — = - C — ■ (1) 
dx dl dx dl 

big. 1—I-undamental circuit of the tunnel diode connected 
to a transmission line. 

where L is the series inductance, and C is the parallel 
capacitance per unit length of the line. Accordingly, 
eliminating i (or v), 

* Received by the IRE, March 8, 1961. 
t Dept, of Applied Physics, Faculty of Engineering, University 

of Tokyo, Tokyo, Japan. 
1 A. W tt, “Sur la théorie de la corde de violon,” Tech. Phys. 

USSR, vol. 4, pp. 261-288; April, 1937. 

d2V 

dx2

d2v 
LC-

dt2

d2i 

.dx2
(2) 

As the line is shorted at x = 0 and connected with the 
tunnel diode at x = l, boundary conditions are 

r(0, 1) = 0 (3) 

i(l, t) = /(r(/, /) + E), (4) 

where E is the de bias voltage, and I=f(V) is the ex¬ 
pression representing the characteristic curve of the 
tunnel diode. 

It is assumed that the voltage along the line at t =0 is 
a(x) and the current is ß(x). Therefore, the initial con¬ 
ditions may be written as follows: 

r(.r. 0) = a(x) (0 < x < /), (5) 

i(x, 0) = 0(x) (0 < .v < I), (6) 

where a(0) = 0. 
The d’Alembert's solution of (2) is of the form 

/ - ~) + Mt + — (7) 
\ W / \ W / 

where w=(LC)~'12 is the propagation velocity. From 
(1) and (7) it follows immediately that 

’(•v, 0 = ~ !<?i (t — — 02 (t + -T , (8) 
Z t \ w / \ w / ‘ 

where Z = (L/C)' 12 is the characteristic impedance of 
the line. 
I he combination (3) and (7) gives 

Oi(t) + 0>(O = ». (9) 

With the substitution of (9) into (7) and (8), the results 
are 

From (4), (10) and (11) we have 

where T/2 = l/w. the propagation time of waves in the 
line. 
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Eq. (12) may be written as follows: 

/ a r / ai 
0i ( / d- ) = g 0i H-' (bl) 

This equation is a difference equation with the dif¬ 
ference T. If 0i(/) is given for —T/Kt <T /I, <l>i(t) 
may be successively determined for T/KKiT/l, 
3T/2<t<5T/2, • • • . 

As can be seen later, g [0i(/) ] is a single-valued func¬ 
tion or a triple-valued function. Especially when it is 
single valued, 0t(f) is determined uniquely for t> T/2. 

Now, from (5) and (10) 

0i (-- 0i (—) = «(x) (0 < X < I), (14) 
\ w / X w / 

and from (6) and (11) 

0i (-+ 0i = (0 < æ < 0- (bi) 
X w / X w / 

Accordingly, 

/ X \ 1 . 
0i (-)= — {«(x) + Z|8(x)} (0 < x < Z), (16) 
X w / 2 

0, W = -y{a(x) -Zß(x)} (0 < x </). (17) 

Eq. (16) gives 0i(f) for —T/2 </<(), and (17) for 
0 <t < T/2. The value of 0i(f) for —T/2<t< T/2, there¬ 
fore, is determined by combining (16) with (17). 

Thus, we intend to discuss the difference equation 
(12) or (13) in order to carry the analysis further. 

III. Asymptotic Behavior 

Introducing a new function y>(/) by 

/ T\ 
= 01 ( t-J , 

(13) becomes as follows: 

+ T) = glv’CO]- (18) 

It is assumed that the initial function is of the form 

<X0 = (19) 

where (p^t) is a known function of t for 0<t<T. 
Let to be a fixed time, and define a sequence ( by 

= ^o(fo), 

V>1 = <Po(to + T) = g[w(fi>)], 

ç>i = VoGo + 2T) = gg[<£o(/o)] , 

= Vo(to + uT) = gg • • • (a) • • • g[ç>o(M]. 

Then the sequence {<?„} has two possible steady states 
as follows when n— 

1) There exists a certain value <p«, such that 

<^„ = <px, for n = 0, 1, 2, • • • . 

In this case, <px is given by 

(Fig. 2). <px = (20) 

2) The steady state takes m alternative different 
values 

• • • ^ (Ml

cyclically (Fig. 3). In this case, ^„^(l <s<m) satis¬ 
fies the following relations: 

a) = gk»(”l (1 < 5 < m), (21) 

where <pxim+li =<pxM . 

b) <px(,) = gg • • • (»0 • • • g[^(’*|- (22) 

Fig. 3—The steady state takes two steady operating points 
(and y./21 ). alternatively. 

Now let us consider the stability of these steady 
states. The steady state of case 1) is called stable when 
every sequence converges to y>x, of which sequence the 
initial value is in the e neighborhood of tpx at time t = to, 
where e is some positive constant. The steady state 
which is not stable is called unstable. The stability of 
the periodic steady state [case 2) ] may be defined as the 
same as case 1) for each <pxM (l<s<m). 
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For these definitions, the following stability criterion 
holds. 

D H 

I 

I d* 
1, (23) 

then the steady state <px is stable (Fig. 2). 

2) If 

• • ■ (m) • • • 

(24) 

then the periodic steady state is stable (Fig. 3). 

Eq. (24) can be rewritten as follows: 

In general, {<p„j tends to a stable steady state as 
n—>oo. It is worth mentioning that the above discussion 
does not give the complete explanation of the steady 
state, since the steady state discussed here depends upon 
the individual initial value ^o(/o). (See Section V.) 

IV. Steady State 

Eq. (12) may be written in the form 

^(/) + At + T) = Zf(AD - At + T) + E), (26) 

where 

At) = - T/2). 

With new variables £ and r), (26) becomes 

v -^=f^2^+E), (27) 
V2 

where 

£ = — = i<p(0 — At 4- r)|, 
V 2 

9 = — !^(0 + At + F)}. (28) 
V 2 

Obviously, £ and r] are related with v(l, t) and i(l, t) by 

the curve of Fig. 5 45° to the right. This is shown in Fig. 
6. In this relation, it is apparent that \dg/d<p\ <1 in the 
region where the resistance is positive (/z(F)>0)» and 
[dg/d<p] >1 where negative (/'(F)<0). 

Fig. 4—The V-1 characteristic of the tunnel diode. 

l ig. 5—The characteristic of the tunnel diode mapped on 
({, n)-plane. 

Fig. 6—The curve of the function g is obtained by rotating 
the £ anti r; axes 45° to the right. 

Let us write the negative resistance as 

p(F) = - (p(F) > 0), 

and define po as 

If 

Po = Min p(F). 
»(v)>o 

Z < po, (29) 

the function g of Fig. 6 is single valued, but if Z>p9, it 
becomes triple valued in some region. 

fhe steady state shows much difference owing to the 
de bias voltage E and the characteristic impedance Z of 
the line. We must, therefore, discuss various cases. 

A. E < vp or E > tv 

The voltage-current characteristic of the tunnel di¬ 
ode is illustrated in Fig. 4. The relation between £ and 
t], therefore, becomes as shown in Fig. 5. Hence, the re¬ 
lation between <p(/) and At+T) is obtained by rotating 

In this case, the curve g has a single intersection with 
i] axis (45° line), and at the point, \dg/d<p\ is smaller 
than unity. Fig. 7 shows the case E<vP, and Fig. 8 
shows the case E>vv. 
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Fig. 7—The bias voltage E is smaller than vp. Fig. 9—When vp<E< W, the steady state takes two steady operat¬ 
ing points alternatively, and self-oscillation can occur. 

Fig. 8—The bias voltage E is larger than Vv. 

Evidently, every sequence {<pn} with arbitrary initial 
value converges to <px as n—>x, where corresponds 
to this intersection. Therefore, v(l, t) tends to zero as 
t—>oo for arbitrary initial condition. From this fact it is 
easily seen that no oscillation can occur in this case. 

B. vp < E < vv 

\dg/d^ is larger than unity at the intersection of the 
curve g with rç axis (unstable). Thus, it is possible for 
various types of self-oscillations to occur. Some typical 
examples are discussed below. 

1) Fig. 9 illustrates the case where the steady state 
takes two alternative values ip^ and <pxm. In Fig. 10 
let 

Z 

- ,P ’ 

z 

"v = iv ’ 

and write three values of $ corresponding to 
y(yv <V <Vr) as respectively (£o is not shown 
in the figure). Put 

= 4 Ui + 6). 
Then, the locus of the point y) in the (£, rç)-plane 
makes a curve by varying y in the interval yv <y <yp. 
The edge points of this curve are (£v*, ^r) and (^i*, yp). 
Let y* be the ordinate of the above mentioned curve cor¬ 
responding to an arbitrary value of %*, which lies in the 
intervals (^p, ^y) and (£v*, Çp*) in common. Also, let £i* 
and £2* represent the values of £i and £2 corresponding 
to y=y*. Thus, it is evident that 

£1* -£* = £*- «2*-

y. 

0 5, 

Fig. 10—The locus of the point (Jm, tj). 

Fig. 11—One steady operating point is on the left positive resistance 
region, and one is also on the right. This is the case called m = l, 
» = 1. 

Fig. 11 shows the result in the case where the bias 
voltage is set at E = V2£*, where £«, (1) and f«/ 21 are 
given by 

1 
= íi* - f =-= {f-“’ 

v2 

1 , 
£j2> 

v2 

Apparently, this steady state is stable. 
If the characteristic impedance of the line is too high, 

it becomes not as in Fig. 11 but as in Fig. 15. 
The voltage V across the tunnel diode, corresponding 

to and £M(2>, are 

= V2£t* = Vzfu“’ + -^Y 
\ V 2/ 

= V2f2* = WfJ2’ + -^Y 
\ V 2/ 

The voltage waveform is a square wave with period IT. 
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Fig. 12— 1 he voltage and the current waveforms in the case 
m = 1, n = 1. The voltage waveform is a square one. 

Fig. 13—An illustration of the effect of the initial condition. 

Fig. 14—The relation between the initial function •edt) and at 
the steady state. For the initial condition the value of 
the steady operating point is whereas for ^oCoi^l-!, the 
value is 

Let the current I through the tunnel diode be tM(1) 

and ixm corresponding to the voltage v«/0 and vx(2\ 
Then the relation 

holds, showing that the current is constant (Fig. 12). 
2) We will now discuss briefly the relation between 

the value of <p(t) at the steady state or «pj2») and 
the initial value (<pn(f) at /=/0). In Fig. 13 two kinds of 
intervals (L and 1^) on the horizontal axis show the re¬ 
lation between the initial value <po(/o) and the value 

at the steady state (<?«/” or ^«Z2»). If for 
<Po(to)^ then ipn—xpx^ for ^o(/o)^Z2. Fig. 14 shows 

these circumstances situating for a half period T. The 
figure for the next half period is obtained by interchang¬ 
ing and <PxM  in Fig. 14. 

It is possible, therefore, to generate square waves with 
the period IT/v (v is an integer larger than 1) by choos¬ 
ing a suitable initial function <p0(f). When the initial 
voltage and the current distributions and ß(x) 
(0<x</) are nearly equal to zero, then 

= 0t = 0 (0 < t < T). 

Hence, the voltage waveform becomes as in Fig. 12 but 
not as in Fig. 14. 

3) It is seen from (27) that the curve is stretched 
along the r] axis with increasing Z. Fig. 15 shows this 
case when the bias voltage is set on near up.2 Fig. 16 
shows the voltage and the current waveforms of this 
case with the period 37'. 

There are two steady operating points on the left side 
oi the characteristic curve in Fig. 15, and one point on 
the right side. This follows from the fact that the bias 
voltage is nearer to Vp than vv. If the bias voltage, there¬ 
fore, is nearer to Vy than vP, the number of the steady 
operating points is two on the right and one on the left. 
The case when Z is higher than that of Fig. 15 is shown 
in Fig. 17 and Fig. 18. 

4) As the characteristic impedance Z becomes higher, 
the number of the steady operating points becomes 
greater. In Fig. 19 the bias voltage is set on near the 
middle point between vP and Vy, and the number of the 
steady operating points are two on the left and three on 
the right. Fig. 20 shows the voltage and the current 
waveforms. 

5) With a suitable bias voltage, the number of the 
steady operating points remain the same as in Fig. 19; 
however, the path from point to point is different, as 
shown in Fig. 21. The voltage and the current wave¬ 
forms are illustrated in Fig. 22. 

6) Let us consider the limit case as Z—♦ x . With very 
high Z, the figure compressed along the rj axis becomes 
as in Fig. 23. Fig. 24 shows its voltage and current 
waveforms. 

The self-oscillation in this case is quite near to the 
relaxation oscillation. In fact, it can be shown that the 
limit becomes the relaxation oscillation, as discussed be¬ 
low. 

In Fig. 25 we have 

DE = BD - ~BE = ~BD - EC = ~BD - 1ÏÊ tan 9, 

and hence 

_ ~BD ~BD 
DE =-=-

1 + tan 6 tan 0 

2 Refer to the Appendix for the method of construction. 
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Fig. 16—The voltage and the current waveforms with period 
3T in the case of Fig. 15. 

Fig. 17—The case w = 3, n = 1. 

Fig. 20—The voltage and the current waveforms with period ST. 

Fig. 21—The number of tu and n is quite equivalent with that of 
Fig. 19. However, the path from point to point is different. 

Fig. 18—The voltage and the current waveforms with period iT. 
Fig. 22—The voltage and the current waveforms show 

many differences from those of Fig. 20. 
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lig. 23—1 he cun e of the function g compressed along the n axis 
when Z is very large. In addition this figure shows the jump con¬ 
dition. 

Fig. 24—I he voltage and the current waveforms of l ig. 23 
approach those of the relaxation oscillation as Z—>°o. 

l ig. 25—A portion of the characteristic curve of 
the tunnel diode on ({, O-plane. 

As it is evident that 

dn 
tan 0 = — = ZfWt + E) = Zffv + E), 

di 

the result is 

—_- 2i ■ 
Zffv + E) y/L/Cf'^ + E) 

where 

BD = - Í, Si = ÃÃ' - CC' = IDE. 

If we write the time needed for the steady operating 
point running from .1 to C as 

St = T = \/2ly/L/C, 

then 

-j 
St ' ILffv + E)’ 

Fig. 26—Arrows show the jumping path 
of the relaxation oscillation. 

IL 
j —i 

i-- ¡ — £ 

l ig. 27— Ihe relaxation oscillation occurs in this circuit. 

I- ig. 28—\\ hen the bias voltage E is set on near the valley point of the 
tunnel diode characteristic, the steady operating points are ob¬ 
served on the negative-resistance region. 

Fig. 29—The voltage waveform of Fig. 28. 

or 

This difference equation may be approximated by the 
following differential equation: 

d? —V 
— -- (31) 
dt lLf\v + E) 

In addition, from Fig. 26 the jump condition is ob¬ 
tained: 

tv —♦ I T, vp —> V'p (F = » + E). (32) 

On the other hand, if C = 0, in Fig. 1, this circuit be¬ 
comes that of Fig. 27. From Kirchhoff's law, 

v=-lL^, i=f(v+E). (33) 
dt 

Therefore, the differential equation of this circuit coin¬ 
cides with (31), and the jump condition with (32). 
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7) When the bias voltage E is set on near the valley 
point of the negative-resistance characteristic, the 
steady operating points are observed in the negative¬ 
resistance region. In this case, several rotations of the 
operating point are observed around the valle)' point, 
as shown in Fig. 28. 

The number of rotations is restricted by the stability 
criterion : 

luf^l |< bL dv
If the number of rotations is too large, the left side of 
the above inequality becomes larger than unit), and 
the steady state will turn out unstable. Fig. 29 illus¬ 
trates the voltage and the current waveforms. I his case 
does not seem to be so stable. 

V. General Conch signs 

Summing up these results, we arrive at the following 
general conclusions. When the bias voltage E is set in 
the negative resistance region (vp<E<Vv), self-oscilla¬ 
tion is observed to occur in the transmission line. If this 
oscillation is observed by the voltage across the tunnel 
diode or the current through it, the oscillation gen¬ 
erally has a staircase waveform. This waveform dis¬ 
plays man)' differences, according to the characteristic 
impedance Z and the bias voltage E. 

If the bias voltage E is set near the middle point be¬ 
tween Vr and Vr, the number of the steady operating 
points on the left positive-resistance region (w) is 
nearly equal to that on the right (w). In the case where 
Z is low, m = 1, n = 1. The voltage waveform is a square 
one, and the current is constant. When Z increases, 

n) becomes greater, and the oscillation approaches 
a relaxation oscillation. 

In general, m is larger than w when E is near to i<f, 
and is smaller when E is near to Vv- There is more than 
one steady state which corresponds to the same m and 
n (except for the case m = l, „ = 1). 

In any case, the period is (m + nYF. Thus, the period 
27’, corresponding to in = 1, n = 1, ma)' be considered as 
the basic period, although it is not the shortest period 
as airead)' seen in Section IV-B, 2). 

VI. Effect of the Parai. lei. Capacitance 
GF THE I t NNEL DlGDE 

In the previous sections we have neglected the paral¬ 
lel capacitance of the tunnel diode. Il the parallel ca¬ 
pacitance Co is considered in the circuit of Fig. 1, (4) be¬ 
comes as follows: 

dv(l, I) 
¡(1, I) = /(r(/, I) + E) + Co- • (34) 

dt 

Therefore, (12) takes the form 

This is a differential-difference equation with the dif¬ 
ference T. 

By the initial conditions (5) and (6), the value of 
0i(f) for —T/l<t <T/2 is given as (16) and (17). Be¬ 
sides, the value of d^O/dt can be determined for 
— T¡Kt <T/I by the equations 

(0 < X < 7). (37) 

If the values of 0i(f) and d<¡>^t)/dt are given for 
— T/2<t<T/2, (35) becomes a first-order differential 
equation of 0,(7) for T/KKÎT/1. Therefore, assum¬ 
ing that 0i(f) is continuous at t=T 2, cßi(t) ma)' be de¬ 
termined for 7 /2 <7 <37 /2. In a like manner, 0i(f) 
may be successively determined for 3772<7<5772, 
5T/2<f<7T/2, • • • . 

Now, setting <p(7) =0,(f - 7’/2), (35) may be written 

dl \ at / 

where 

/ \ 
G[<p(J + —-—) =/(<p(f) — <f(7 + T) + E) 
\ dt / 

1 dip(t) 
-{^1 + T) + v(t)} + Co —- • 
Z dt 

Let us consider this differential-difference equation un¬ 
der the initial function: 

^t) = ^o(f) (0 < f < T), (39) 

where <po(l) is a given function of t for 0<7< I. Hence¬ 
forth, we assume that the initial function and its first 
derivative are continuous for 0</<7. ( learly, this as¬ 
sumption is satisfied if da(x)/dx and dß(x)/dx are con¬ 
tinuous for 0<x</, and dß{x) /dx = 0 at x = 0. 

In order that the solution of this equation has phys¬ 
ical significance, it must be “stable in some sense. It 
seems reasonable for us to define the stability ot the 
solution of (38) as follows. Let <p(t |^„(f)) be the so¬ 
lution of (38) corresponding to the initial function 

< T). The solution ip(t I is said to be 
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stable if we can find a ô = 5(e)>0 for every e>0, such 
that, for any initial function ç>«*(t)(O <t < T) which 
satisfies 

Max I ^>o(O — I < S, 

Max I d<p0(t)/dt - dipn*0)/dt\ < Ô forO < I < T, 

we have 

I At I ^t^ - At I ^*(/)) I < e for t > T. 

If Co = O, (38) takes the form 

G(Al + T), A^t 0) = 0. (40) 

I his equation is called a “degenerate equation,” cor¬ 
responding to (38), and is nothing but the difference 
equation (18). It is already known that (40) has the 
discontinuous periodic solution (staircase waveform) 
under suitable conditions. 

We are now in a position to investigate the following 
problems. 

1) Does the differential-difference equation (38) have 
a periodic solution, and especially, a stable one? If it 
does, how do its waveform and period depend upon the 
value of CA I his problem has practical importance in 
relation to the rise time of pulses when this circuit is 
used as a pulse generator. 

2) In the case where (38) has a stable periodic solu¬ 
tion, which one oi the discontinuous periodic solutions 
of the degenerate equation (40) does the stable periodic 
solution of (38) approach as Co—»0? 

As discussed, three At+T) correspond to one Atf 
when the function g is triple-values. Which one of these 
three is actually selected is a problem which is closely 
connected with the latter problem mentioned above. 

Io establish a complete explanation of all the circuit 
behaviors, it is necessary to investigate these problems 
fully. We shall refrain from doing so, however, but we 
shall indicate the direction of the further approach. 

VII. Synchronization of the Self-Oscillation 

It is well known that self-oscillation may be generally 
synchronized by the external periodic oscillation. The 
same phenomenon w.is seen concerning the self-oscilla¬ 
tion discussed in this paper. The fractional synchroniza¬ 

tion was also observed, but the basic synchronization 
had wider synchronous region. This problem can be 
analyzed by treating the periodic solution of the period 
2tt w of the nonautonomous differential-difference 
equation which is obtained by replacing E+e sin ut 
for E in (38). 

VIII. Use of the Current-Controlled 
Negative-Resistance Element 

When the current-controlled negative-resistance ele¬ 
ment (e.g., p-n-p-n diode, double-base diode, electric 
discharge tube and arc, etc.) is used instead of the tun¬ 
nel diode (voltage-controlled element), the transmis¬ 
sion line must be open at the end x = 0 (Fig. 30). In this 
case, the analysis can be made in the same manner as 
above by interchanging voltage and current, impedance 
and admittance. 

Fig. 30—A circuit using a current-controlled 
negative-resistance element. 

IN Experimentai. Results 

As a transmission line, we used an LC lumped-con¬ 
stant delay line, conventional delay line, coaxial line, 
parallel wires (feeder line for television) and Lecher 
wires. 

Using the LC lumped-constant delay line with Z = 220 
Í2, we observed various types of self-oscillations, m = \, 
2, 3, 4, «= 1, 2, 3. Some of these waveforms are shown 
in Figs. 31-36. We could also observe three modes for 
the case w = l, w = l, corresponding to different initial 
conditions. 

I he effect oi the parallel capacitance of the tunnel 
diotle increases the rise and fall times of ¿i pulse. 

I'igs. 31(a) and 32(a) show steady operating points 
as determined graphically. Bright spots on the V-I char¬ 
acteristic curve of I'igs. 31(b), 32(b) and 33(a) indicate 
those points as they appeared on a cathode-ray tube. 
These waveforms were observed by a 30-Mc synchro¬ 
scope. 

(b) The V-I characteristic ^le voltage waveform. 0.1 (d) The current waveform. 2 
volt/division (vertical). 900 ma/division (vertical). 900 
Msec/division (horizontal). /isec/division (horizontal). 

Fig. 31—The case m—3, „ = 1. (3:1 ) Z = 22O U. 
772 = 450 psec. £ = 0.140 volt. 
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(a) (b) The V-I characteristic. (c) The voltage waveform. 0.1 
volt/division (vertical). 900 
gsec/d: vision (horizontal). 

(d) The current waveform. 2 ma 
/division (vertical). 900 gsec 
/division (horizontal). 

Fig. 32—The case »z = 3, n = 2. [( 2:1 )«=!( 1:1 )1 
Z = 22O St 772=450 gsec. £ = 0.223 volt. 

(a) I'he V-l characteristic. (b) The voltage waveform of the 
fundamental mode (Mode 
1). 

(c) Mode 2. (d) Mode 3. 

Fig. 33— I he th_ee modes of the case z/z = l, zz = 1, corresponding to 
the différent conditions. Z = 220 S2. 772 =450 gsec. E =0.240 volt. 
Each division indicates 0.1 volt (vertical) and 300 gsec (horizon¬ 
tal). 

(a) The case m = 1, n = 1. 
£ = 0.120 volt. 

(b) I'he case m =3. n = 1. 
£ = 0.082 volt. 

(d) I'he case m = l, n = l 
£=0.060 volt. 

Fig. 34—I'he voltage waveforms when the coaxial lines with Z = 75 It 
and T/2 = 13 mgsec is used. Each division indicates 0.1 volt 
(vertical) and 100 mgsec (horizontal). 

(a) £ = 0.133 volt. (b) £ = 0.093 volt. 

Fig. 35—The voltage waveforms with use of the parallel line (feeder 
line for television) with Z = 300 0 and 772=20 mgsec. 0.1 volt 

/division (vertical) and 150 mgsec/division (horizontal). 

(b) £=0.172 volt. 

Fig. 36—The voltage waveforms with use of the Lecher wires with 
Z = 260 tland 772=8.5 mgsec. 0.1 volt/division (vertical) and 
100 mgsec/division (horizontal). 
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X. Remarks 

The self-oscillation discussed in this paper can be ex¬ 
plained as the periodic solution of the linear wave equa¬ 
tion with a nonlinear (negative-slope) boundary condi¬ 
tion. If the nonlinear boundary condition is resistive, 
the problem reduces to a nonlinear difference equation, 
while, if reactive, it becomes a nonlinear differential¬ 
difference equation. 

Many examples represented by this scheme are seen 
in mechanical systems. Table I shows the correspond¬ 
ence between such examples and the circuit considered 
in this paper. From this table, we conclude that this 
circuit is a simulator of almost all stringed and wind 
instruments. 

Appendix 

Method of Constri ction 

In Fig. 37 the curve A'B' is the mapping of the right 
portion AB of the characteristic curve. If we write the 
coordinate of the point .1 as g [^(/) j), that of the 
point A' is (g_ 1 [<?(/) ] g [<p(/) ]). The mirror image of the 
curve CD is drawn for the 45° line, and its intersection 
with the curve A'B' is obtained. When this point is 
shifted horizontally into the right portion of the char¬ 
acteristic, the new point gives one of the steady operat¬ 
ing points of the case m = l, n = 2, provided that the 
shifted point falls in the interval (p, q). If the curve 
A"B", mapped once again, is used instead of A'B', one 
of the steady operating points of the case m = 1, n = 3 is 
obtained. In the same way, the intersection of the 
curve A"B" with the mirror image of the curve CD’, 
the mapping of the left portion CD, gives one of the 
steady operating points of the case w = 2. n = 3. 

TABLE I 

Mathematical Expression Linear Wave 
Equation Nonlinear (Negative-Slope) Boundary Condition 

System Example Distributed 
Constant System Element Position Characteristic 

Electric system Our circuit Transmission line Tunnel diode One edge of the 
line 

Voltage-current 

Mechanical system \ iolin String Coulomb friction Contact point of 
string with bow 

Frictional ton e-
relative velocity 

Fluid system W ater hummer Water duct Valve One edge of the 
duct 

Pressure-flow 

Sound system Wind instru¬ 
ments 

Air duct Lips One edge of the 
duct 

Pressure-flow 

Fig. 37—Steady operating points can be obtained graphically. The 
curve A ’H’ is obtained by mapping the curve AH as shown in the 
figure. 
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1. Générai. 
1.1 Scope 

This standard describes a particular method for 
measuring carrier lifetime, namely, that of photocon-
ductive decay. Lifetime (volume) is defined 1 as: “the 
average time interval between the generation and re¬ 
combination o! minority carriers in a homogeneous 
semiconductor.” Numerous methods for measuring car¬ 
rier lifetime have been described, but this present 
standard concerns itself with the technique which has 
gained most widespread use. Discussion of basic theory 
and reference to other techniques will be found in the 
review paper by Bemski.2

1 his standard concerns measurements on both ger¬ 
manium and silicon, and in particular, describes the 
analysis of nonexponential decays often found in the case 
of silicon measurements. 

I'he smallest lifetime measurable by this method is 
determined by the turnoff time of the light sources as 
described in Section 2.2.1. 'I'he maximum measurable 
lifetime is determined by the diffusion constant D and 
the sample dimensions. Detailed limits for both n- and 
/»-type germanium and silicon are presented in Table 1 
(see Appendix). 

1 IRE Standard on Solid-State Devices, Definitions of Semicon¬ 
ductor Terms, 1960: 60 IRE 28. SI,” Proc. IRE, vol. 48 on 1772-
1775; October, 1960. 

2 G. Bemski, “Recombination in semiconductors,” Proc. IRE 
vol. 46, pp. 990-1004; June, 1958. 

1.2 General Procedure 

In the photoconductive-decay method, a constant 
current is passed through a semiconducting filament 
equipped with ohmic contacts, and the voltage drop 
down the filament is monitored continuously. For a 
short period, excess carriers are deliberately created in 
the body of the filament usually by exposure to visible 
or near infrared illumination, though high-energy elec¬ 
tromagnetic rays or beams oi high-energy particles may 
be used. 

It is not usually desirable to employ exciting rays 
which are too strongly absorbed by the semiconductor, 
for then most of the excess carriers are created near the 
iront surface of the specimen and tend to recombine on 
this surface. A filter made of the same semiconductor as 
the specimen itself is often interposed between the light 
source and the specimen. This eliminates the short¬ 
wavelength nonpenetrating photons, but passes a fair 
proportion of those wavelengths near the absorption 
edge which can be absorbed reasonably uniformly 
throughout the thickness of the specimen. 

In thermal equilibrium, the voltage drop along the 
section of the specimen to be illuminated is Fo for a 
given constant current. When illumination starts, the 
voltage decreases, since additional carriers are being 
provided to support the current. The excess-carrier life¬ 
time can be determined from observations of the change 
in voltage, AF=(70— V) during the period of conduct¬ 
ance buildup; however, it is more useful to study the 
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decay of A F when the light is suddenly turned off. Dur¬ 
ing the latter period excess holes and electrons are pro¬ 
gressively made unavailable lor conduction through re¬ 
combining and trapping processes. 

The two excess populations are equal in density only 
when recombination is the dominant factor. During the 
decay the excess conductivity Act varies as 

Ac « A^ = Am 

* exp [ —//r], (1) 

where Sp and Am are, respectively, the concentrations 
of excess holes and excess electrons, and r is a charac¬ 
teristic time constant. 

For a specimen operated under constant-current con¬ 
ditions, voltage is inversely proportional to conduct¬ 
ance. I fence, for small deviations from thermal-equilib¬ 
rium conditions, Al’ is directly proportional to excess 
conductance but is oi the opposite sign. (Corrections 
for large modulation appear in Section 2.4.2.) Accord¬ 
ingly, the effective measured lifetime, ordinarily called 
the filament lifetime, r/at any instant is given by 

TJ = — Ab [</(AT)/¿/]^' when Ab « Ko (2) 

and by an appropriately modified iorm tor strongly 
modulated conditions. The recombination mechanisms 
which jointly determine ri' will include both volume and 
surface effects. It is necessary to take precautions to 
calculate the surface contribution it volume lifetime is 
to be measured adequately . 

The time scale of decay does not correctly portray 
the lifetime behavior if trapping is serious, either in the 
recombination levels or in separate traps ol poor re-
combinative efficiency. Excess holes and electrons then 
will contribute to the photoconductance in a manner 
which changes as the trapping proceeds. While excess 
carriers of one type are trapped, a corresponding con¬ 
centration of the opposite type is forced to remain in 
circulation; these contribute a long-period tail to the 
photoconductance, which declines slowly as the traps 
finally empty. 

Trapping is most serious at loyv temperatures, but in 
silicon it can be significant at room temperature for 
small light intensities. In these cases it is still often pos¬ 
sible to measure the lifetime corresponding to large ex¬ 
cess concentrations, since traps may tend to become 
saturated. The necessary conditions can be arranged 
either by observing the early stages oi decay’ following 
,m intense Hash of light or by using a weaker light flash 
in conjunction with strong continuous illumination. 

2. Detailed Procedure 

2.1 Preparation of Samples 
2.1.1 Surface Preparation: The surface should be 

sandblasted or ground. This provides a reference sur¬ 
face for which the surface recombination rate of the 

fundamental mode is 

V, = iPD (3) 

where a, b and c are the dimensions of the sample, and 
should be expressed in centimeters if the diffusion con¬ 
stant D is given in cm2/sec. In general, the ambipolar 
diffusion constant, defined by (4), 

(4) 

should be used in the calculation of the surface-recom¬ 
bination rate; hoyvever, this reduces to D,, for strongly 
M-type material and to Dn for strongly /»-type material. 
Only with germanium of higher resistivity than 20 ohm-
cm is it imperative to use D in the form of (4). 

Once the surface-recombination rate v, has been cal¬ 
culated, it is possible to compute the volume lifetime 
tB from the filament lifetime rf, using 

and subject to the restriction that penetrating light is 
employed (see Section 2.2 below). 

2.1.2 Sample Shape and Size: Three standard sizes 
of samples are given in the Appendix. Table I of the 
Appendix gives the maximum values of volume life¬ 
time measurable yvith the different sizes; Table II of 
the Appendix gives the surface-recombination rate 
calculated from (3) and used in (5). If no knowledge oi 
lifetime range is available before the measurement, the 
largest size sample possible should be used. In addition 
to providing a calculable surface effect, sandblasting or 
grinding of the surfaces greatly reduces the importance 
of surface cleanliness and ambient gas. 

2.1.3 Contact Preparation: End contacts should cover 
the entire ends and should not make contact yvith the 
sides of the sample. The contacts should be nonrectify¬ 
ing. This condition should be tested by observing the 
voltage across the sample corresponding to each polarity 
of the constant-current source. If these tyvo voltages 
are within 2 per cent of each other, the contacts can be 
regarded as satisfactory for a lifetime measurement. It 
is recommended that the necessary ohmic contacts on 
germanium be applied by soldering or by plating. In 
the case of silicon it is recommended that the necessary 
ohmic contacts be applied by an ultrasonic soldering 
method. For /»-type silicon pure indium, and for M-type 
silicon, an alloy of 95 per cent tin, 5 per cent antimony, 
gives satisfactory behavior. 

2.1.4 Resistivity Uniformity: The resistivity profile of 
the sample is measured according to presently accepted 
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techniques.3 The lowest resistivity should not differ 
ironi the highest resistivity by more than 10 per cent. 

2.1.5 Photo I oltage: With the sample current set at 
zero any photovoltaic signal should have a peak ampli¬ 
tude less than 1 per cent of the desired photoconductive 
signal. 

2.2 Optical Requirements 

1 he illuminating system is required to deliver a pulse 
of light with a very short turn-off time. An arrangement 
ot mirrors and/or lenses is usually included to collect 
as much of the available light as possible and direct 
this to the front face of the specimen. The inclusion of 
a fdter (made from the same semiconductor as the speci¬ 
men) in the optical path insures that nonpenetrating 
light does not reach the specimen. Since radiation of 
wavelengths longer than the absorption edge does not 
produce free hole-electron pairs, it is only the intensity 
in a wavelength interval immediately around 1.1 u (for 
silicon) or 1.7 /z (for germanium) which determines the 
carrier generation rate in the specimen. The amount of 
this light depends on the type of light source as dis¬ 
cussed below. 

2.2.1 Desired Behavior oj Light Source: Several types 
of pulsed light sources have been used successfully. 
I hese included mechanical choppers, rotating mirror 
systems, short-duration arc sources and electro-optical 
shutters. I he light intensity normally should be main¬ 
tained at a level such that the filament conductance 
changes by less than 5 per cent. When measurements 
are made with larger modulation, it is necessary to fol¬ 
low the procedure of Section 2.4.2 for correcting An and 
r. I he turn-off time of the light sources must be short 
compared with the filament lifetime (light intensity 
down to 10 per cent in 0.2 rf or less). An »-type ger¬ 
manium sample with a = 1.0 cm, f> = 0.4 cm, c = 0.025 
cm, with all surfaces ground or sandblasted may be 
used to test the turn-off time of the pulsed light source. 
I his sample will have a filament lifetime of less than 
about 1 gsec regardless of the bulk lifetime of the ger¬ 
manium used. In the case of silicon, a sample 0.010 cm 
thick would be required to insure a filament lifetime 
less than 1 /zsec. 

In one preferred type of source a capacitor is charged 
to several thousand volts and discharged through a 
spark gap or Xenon flash tube. With a capacitor of 
some 0.01 /zf a bright discharge can be obtained which 
reaches maximum intensity within 0.3 psec and is down 
to less than 5 per cent of this intensity in an additional 
0.5 gsec. I he fast decay of light intensity is necessary, 
for otherwise falsely long lifetimes will be ascribed to 
material in which the rate of carrier recombination is 

See lor example, L. B. Valdes, “Resistivity measurement on 
germanium for transistors," Proc. IRE, vol. 42 pp 420-427' 
February, 1954. 

comparable with the rate of light decay. When measur¬ 
ing a sample with a lifetime of less than 5 jusec, it is pref¬ 
erable to use a smaller capacitor for a shorter pulse 
duration, even though the total available light flux is 
then smaller. A triggered repetition rate of the order of 
20 to 60 cps for the light source will result in a steady-
oscillographic display which is convenient to adjust and 
not fatiguing to the eyes. 

In a different kind of light source, the output of a con¬ 
tinuously operated lamp (usually a tungsten ribbon at 
3000°K) is modulated by a rotating mirror or Kerr cell. 
This form of source is less efficient than a spark gap or 
flash tube in that the heated ribbon is capable of pro¬ 
viding only'- 10 per cent as many photons per square 
centimeter of source per second at 1.1 p. When a mirror 
is rotated fast enough to produce a pulse which decays 
in less than 1 usee, the light intensity at the sample 
may be small. The Kerr cell has the advantage that the 
length and shape of the light pulse can very easily be 
made variable. 

2.2.2 Optical Filtering: I he light is passed through a 
polished filter of the same semiconductor as the life¬ 
time sample with thickness and temperature compara¬ 
ble with that of the sample. The filter is perpendicular 
to the beam and parallel to the sample. Considerable 
displacement of the light occurs if the two are misori¬ 
ented because of the high refractive indices of silicon 
and germanium. A good position for the filter is immedi¬ 
ately in Iront of the specimen. 

2.2.3 Sample Area to be Illuminated : The region sur¬ 
rounding the end contacts is shielded from light. It is 
further recommended that masking strips should be 
placed along the specimen so that only approximately 
the center half of the total width is exposed to light. 
\\ hen measurements are made under these conditions, 
the electric field within the sample should satisfy the 
inequality 

where r is here expressed in microseconds and 

U»Up I «o — pt> I cm2
U = --- (7) 

non,, + paUp volt — sec 

For material which is strongly n-type or /»-type the lat¬ 
ter expression becomes or p„, respectively. 

\\ ith the specimen masked as described, the exposed 
area should be illuminated as uniformly as possible. 

2.2.4 Background Illumination: Occasionally back¬ 
ground light has been used to saturate traps in silicon. 
However, in the general case it is recommended that a 
background light should not be used. The presence of 
traps in a particular sample should be noted and the 
lifetime qualified. (See Section 2.4.1.) 
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2.3 Electric Circuit and Operating Procedure 

The components oi the measuring system to be used 
are shown in Fig. 1. I he current source may either be a 
battery or a hum-free power supply. In series with this 
is a nonreactive low-noise resistor Rl, whose resistance 
must be at least 20 times greater than the sample re¬ 
sistance (so that a constant current is preserved during 
illumination). A multirange micro- and milliammeter is 
desirable for observing the actual current 1.1« and Rl 
will normally be adjustable either continuously or in 
steps. The photoconductive-decay pattern should be 
observed for both polarities oi the constant-current 
source. It is convenient to take the output signal to the 
preamplifier and oscilloscope from the side of the revers¬ 
ing switch remote from the specimen, so that the oscillo¬ 
scope displav is not inverted when the specimen cm rent 
is reversed. When a flash of light occurs, the oscilloscope 
may be triggered either directly from the light source 
or from the rise of the photoconductive signal Al'. It is 
preferable to trigger the scope by the light source, since 
this guarantees that the entire decay can be viewed. 

Fig. 1 Schematic circuit arrangement. 

2.3.1 Precaution: The specimen is to be mounted in a 
metal box which provides adequate electrical shielding. 
All connections between parts oi the system are to be 
made with shielded cables which must be kept as short 
as possible. “Sweep-out” of charge carriers must be ob¬ 
viated by use of a sufficiently small electric field in the 
sample. For specimens oi r<100 Msec , a field oi up to 
0.5 v/cm may be permissible, but a smaller field must 
be used for material of longer lifetime in accordance 
with (6). The criterion of satisfactory field for any speci¬ 
men must finally rest on the observation that the life¬ 
time does not depend on the magnitude or polarity of 
the impressed current. 

2.3.2 Pre-amplifier and Oscilloscope Requirements: 
The requirements for the performance of pre-amplifier 
and oscilloscope should be considered together. The 
more responsive one unit is, the less sensitivity’ is re¬ 
quired of the other. Taken together, they should have 
the following characteristics: 

a) Calibrated vertical deflection sensitivity' of 2 
cm/mv or better. 

b) Vertical gain and deflection linear to within 3 per 
cent. 

c) Rise time not more than 0.2 psec. 

In addition, the oscilloscope should: 

d) Have a calibrated time base correct to 3 per cent 
and linear to within 3 per cent. 

e) Be capable of being triggered by the signal being 
studied or by an external signal. 

f) Be fitted with a reticule marked in centimeter 
squares on the back face (i.e., the lace nearest the 
CRT) on which is marked a curve, the height of 
which above the reticule base line decays ex-
ponentiallv with distance from the left, i.e., y yo 
exp (—x/L). Fig. 2 illustrates this, the curve (a) in 
the figure satisfying the equation y = 6 exp 
(—x/2.5) with x and y in scale divisions. 

Fig- 2. 

2.3.3 Suggested Measurement Procedure: 

1) For reasonably small modulation (see Sections 
2.2.1 and 2.4.2), the photoconductive signal volt¬ 
age AC is proportional to the total number n oi 
excess carriers in a filament. I he mean volume 
concentration oi excess carriers Ah through the al-
fected region of the specimen is of course related 
to n by a simple geometric multiplying factor. 
Under these conditions the time constant oi volt¬ 
age decay tv equals t/, the time constant of excess 
carrier decay. 

2) When illumination has ceased, tJ is defined by the 
rate of decay oi An. I hits 

(l/rf) = - (l/Sñ)(dSñ/dl) = - d(\nSñ)/dl, (8) 

or 

Ah = .4 exp ( — //t/). (9) 

3) The quantity rf need not be constant during a 
decay, and certainly will not be it there are re¬ 
combination processes present for which the re¬ 
combination rate does not vary linearly with the 
local excess carrier density. But in the simple case, 
rf does not depend on Ah, and the decay’ exempli-
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fied by (9) follows a pure exponential when 
higher-order inodes of surface decay have become 
sufficiently attenuated. 

4) I he single time constant of a purely exponential 
photoconductive decay signal is to be measured by 
matching the decay of AU against the drawn ex¬ 
ponential [curve (a)] of l-'ig. 2 on the oscilloscope 
face. I he sequence of operations is as follows: 

a) Using a slow time sweep so that the screen 
width encompasses many lifetimes, the vertical 
shift control is adjusted to coincidence be¬ 
tween the base line of the marker curve and 
base line of the decay itself. 

b) The time base is expanded to produce a decay 
trace similar to that of the marker (using 
either the signal itself or a separate synchroniz¬ 
ing pulse to trigger the oscilloscope), and the 
horizontal shift, vertical amplification, and 
time-base-sweep speed controls are adjusted 
until the decay exactly matches the marker 
curve. 

c) If the decay is pure exponential, the match of 
decay and marker will be equally good when 
the vertical amplification is increased or de¬ 
creased and the horizontal shift moved an 
appropriate amount to left or right. In making 
such a check, take care that no stage of the 
amplification system is driven into nonlinear 
conditions. 

d) If the marker curve is drawn to attenuate by a 
factor of e = 2.718 in L cm, and the trace fol¬ 
lows the same decay when the time base sweep 
is set at Si jusec/cm, then the filament lifetime 
is 

rf = LS\ gsec. (10) 

5) It should be noted that the above procedure re¬ 
quires an oscilloscope for which the time base is 
continuously calibrated. However, many oscillo¬ 
scopes have only a number of fixed calibrated 
sweep rates, the interpolated rates being uncali¬ 
brated. \\ ith such an instrument, proceed as fol¬ 
lows : 

a) Carry out the steps described in 4)-a), -b), and 
-c) in order to verify that the decay is pure ex¬ 
ponential. 

b) I urn the sweep speed to the nearest calibrated 
position, say & jusec/cm. Measure the hori¬ 
zontal distance, say M cm between any two 
points on the decay whose amplitudes are in a 
ratio of 2:1. Then the filament lifetime is 

MS. 
rf = —— = 1.44MSaMsec. (11) 

In 2 

6) From (8) it is evident that in measuring lifetime 
we are measuring the logarithmic decay slope of 
Sñ. I his is simple when rj is constant, for then the 
curve is a pure exponential which has the same 
logarithmic slope throughout. In many experi¬ 
mental cases, however, the logarithmic slope 
changes through the course of the decay, i.e., rf 
is a function of Am. It is still possible to measure 
lifetime, but now the filament must be described 
by a series of pairs of values for rf and Am. 

7) In the general case, then, a lifetime is determined 
from the slope and amplitude of decay at a single 
instant. I his may be done by matching the decay 
rate at a given point to the decay rate of an ex¬ 
ponential marker curve, as in Fig. 2. The two 
curves have identical slopes at a certain amplitude 
(say y = ys) when the sweep speed is S3 jusec/cm; 
thus 

rf = LS^ gsec 

for 

y = y3. Am = Am3 (12) 

but there will be a finite region of the decay, indi¬ 
cated by a pair of arrows, for which the difference 
between the two curves is imperceptible. The 
more strongly r depends on Am, the shorter will 
this region of apparent coincidence be, and the 
more important will it be to measure rf for a num¬ 
ber of values of Am. 

8) I he procedure of Sect ion 7) can be carried out only 
with an oscilloscope of continuously calibrated 
sweep. Using an instrument with only fixed cali¬ 
brated points, it is necessary to adopt the pro¬ 
cedure of Section 5) for any decay, whether pure 
exponential or not. This has the effect of measur¬ 
ing the average logarithmic slope of decay between 
points corresponding with an amplitude ratio of 
2:1. When t is a gradual function of Am, the error 
involved in such a procedure is not large. But r can 
be a rapid function of Am in /»-type silicon, and 
the error involved in taking such a wide range 
average may then be severe. 

9) Even when the lowest mode of bulk and surface 
recombination is purely exponential in decay, 
higher modes will interfere in the early stages. 
1 hen A F will be a rapid function of t at first, ap¬ 
proaching the behavior of the lowest mode as the 
decay proceeds. No measurement of the decay 
slope should be made until the signal has decayed 
to less than 60 per cent of the peak value if half or 
less of the width of the filament is exposed to 
illumination. On the other hand, if more than half 
the entire width of the specimen is illuminated, no 
measurement should be made until the signal is 
less than 25 per cent of the peak value. 
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2.4 Interpretation 

2.4.1 Analysis of Nonexponential Decay: ( )ften, in the 
case of silicon measurements, the decay curve will not 
consist of a single exponential. I hree general cases can 
arise as follows: 

A) Trapping (see Eig. 3). It may be determined 
whether the longer time constant tor the final de¬ 
cay at room temperature is due to trapping, by 
heating the sample to 5O-7O°C and observing 
whether the long time constant disappears. 11 the 
tail does disappear with heating, one has trap¬ 
ping, and a reliable lifetime determination will 
not be possible by the present method. W hen 
trapping is present to no greater extent than 5 
per cent of the total amplitude, a determination 
of lifetime can still be made by matching the ex¬ 
ponential. A steady background light might also 
be used to test for traps, and this is perhaps sim¬ 
pler than the heating of the sample. 

B) The initial part of the decay, representing usually 
less than 40 per cent of the amplitude, should be 
ignored, since it does not represent the true life¬ 
time (see Eig. 4). The initial decay is a function 
mainlv oi higher modes associated with surface 
recombination. 

Fig. 3 Evidence of trapping. 

Fig. 4 Evidence of surface recombination. 

C) In some cases, even after taking under considera¬ 
tion parts A) and B), it still will not be possible to 
match the decay curve to the simple exponential. 
(Eor example, tB is a function of Au in p-type sili¬ 
con.) One can, however, match a portion of the 
curve representing a particular concentration of 
excess carriers, which may be calculated from the 
amplitude as described below. 

2.4.2 Eval nation when Modulation is Finite: 

.4) Relation of carrier and conductivity moil illation to 
signal voltage: As remarked previously, the sample con¬ 
ductance and potential drop change by the same frac¬ 
tional amount in a constant-current circuit ip the modu¬ 
lation is very small. For a finite (but not too large) modu¬ 
lation of carrier concentration, the change Al in volt¬ 
age still can be related to the change in bulk conduc¬ 
tivity. Thus, consider a sample of conductivity <ro, in 
which by illuminating a fraction ß of the width, the con¬ 
ductivity in that fraction is caused to increase to a 
mean value (cro+Aã). I hen, it I o was the normal poten¬ 
tial drop along the illuminated part of the sample 
length, 

_ _ GrQ (AV/VQ 

° ~ 3 1 - (AF/Vo) 
(AF/Fo)<O.l. (13) 

Since ao will customarily be measured on any sample 
prior to a lifetime determination, a given AT can be 
converted into the corresponding Aã. When trapping is 
absent, the relation 

Aã 
— > 

e(n„ + m„) 
Ah < 

lln 

20 
Ao 
20 

(14) 

may be used to go a stage further, and permit the mean 
volume concentration of excess carriers to be deduced 
from the conditions of the measurement. 

Onlv when results of high precision are required is it 
necessary to use (13) rather than the simple limiting 
form for small modulation, 

Aã = (^/^-(AlVEn), (Al7Fo)«1. (15) 
The assumption that an excess carrier will provide 

the same current impulse wherever it is created in a 
sample is only valid if the concentration of such carriers 
is evervwhere small compared with the permanent 
majority-carrier concentration. Thus the preceding dis¬ 
cussion requires that the majority-carrier concentration 
be modulated by not more than 5 per cent. 

Indeed, measurement should not normally be made 
with a modulation anywhere near this large, unless there 
is a specific need to know rB lor a certain excess pair 
density. In the characterization of bulk material, meas¬ 
urements involving very small departures from thermal 
equilibrium are usually most reproducible and, there¬ 
fore, most useful. 

B) Voltage- and carrier-decay coefficients Jor finite 
modulation: W7hen measurements must be made tor 
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more than one per cent carrier-concentration modula¬ 
tion, not only should (13) be used rather than (15), but 
a distinction should also be made between the time con¬ 
stant ol voltage decay rv = —&V(dt/d&V) and the fila¬ 
ment lifetime rf= —&ñ(dt/d&ñ). These two time con¬ 
stants are equal for very small modulation, but for finite 
modulation 

Tf ~ «[1 - (áT/Fo)]. 

The quantity experimentally determined is tv, but by 
using (16) it is a simple matter to obtain rf. The surface 
correction may then be applied to yield the volume life¬ 
time 

rB = [(1 rf) — y,]“1. (17) 

Appendix 

Data are given below for the three standard sample 
sizes : 

Type Length Cross Section 
A 1.5 cm 0.25X0.25 cm’ 
B 2.5 0.5 X0.5 
C 2.5 1.0 X1.0 

The value of the maximum volume lifetime measurable 
lor each oi these sample sizes is given in Table I, and the 
corresponding surface recombination rate v„ used to de¬ 
termine the maximum lifetime is given in Table II. The 
maximum value of lifetime here is set by the condition 

TABLE I 
Maximum Measurable Values of Volume Lifetime rti 

Sample Type A Type B Type C 

/»-type Ge 
„-type Ge 
/»-type Si 
»-type Si 

32 Msec 
64 
90 

240 

125 Msec 
250 
350 
950 

460 Msec * 
950 * 
1340 
3600 

TABLE If 
Surface-Recombination Rati v. 

Sample Tv pe A Tv pe B Type C 

/»-type Ge 
„-type Ge 
/»-tv pe Si 
„-type Si 

32,300 sec ' 
15,750 
11,200 
4,200 

8130 sec -1
3960 
2820 
1050 

2150 sec"1
1050 
745 
279 

that tB should not be larger than 1/^. When this condi¬ 
tion is reached, rf=rB/2 = \/2v„ Thus, rf should not ex¬ 
ceed half the value listed here for each specimen size. In 
the starred cases, it may be desirable to stretch the 
upper limit to 1000 gsec (r/=320 psec for /»-type ger¬ 
manium, r/=490 gsec for «-type germanium), recogniz¬ 
ing that uncertainty in the surface term will have a 
greater effect on the final result. Values of D„ = 101, 
Op = 49 cm’/sec for germanium, and D„ = 35, £>,,= 13.1 
cm- sec for silicon were used in calculating the values 
given in Tables I and II. 

Detection Range Predictions for Pulse Doppler Radar* 
S. A. MELTZERf, senior member, ire, and S. THALERJ, member, ire 

Summary—A mathematical model of sufficient flexibility to 
describe most pulse Doppler radar search systems is constructed and 
used to predict detection ranges. It is applicable to situations where 
thermal noise and/or sidelobe clutter limits detection range. The 
sidelobe clutter is assumed to be statistically similar to thermal noise. 
The model allows the variation of most of the important radar 
parameters. The receiver is assumed to have a number of rectangu¬ 
lar, nonoverlapping range gates followed by narrow-band, Gaussian 
shaped Doppler filters, and then a square-law envelope detector 
followed by a postdetection filter consisting of one or two stages 
having exponential weighting functions. Single scan and cumulative 
probabilities of detection are calculated for both steady and scintil¬ 
lating targets. 

* Received by the IRE, March 18, 1960; revised manuscripts 
received, October 17, 1960 and February 3, 1961. 

f Res. and Dev. Labs., Hughes Aircraft Co., Culver City, Calif. 
t West Coast Missile and Surface Radar Div., RCA, Van Nuvs, 

Calif. Formerly with Hughes Aircraft Co., Culver City, Calif. 

I. Introduction 

ALTHOUGH the literature dealing with the per-
Z-A formance of radar systems is extensive, there 

are only a few 12 treatments of pulse Doppler 
radar systems. The case of a “matched filter” radar has 
been analyzed by Siebert.3 The object of this paper is to 
predict the detection capability of a pulse Doppler 
radar where the Doppler filter bandwidth is much wider 
than the bandwidth of each spectral line in the received 
signal. 

' J. J. Bussgang, I’. Nesbeda, and II. Safran, “A unified analysis of 
range performance of CW. pulse, and pulse Doppler radar," Proc. 
IRE, vol. 47, pp. 1753-1762; October, 1959. 

2 E. J. Barlow, “Doppler radar," Proc. IRE, vol. 37, pp. 340-355: 
April, 1949. 

3 \\ . McC. Siebert, “A radar detection philosophy," IRE Trans, 
on Information Theory, vol. IT-2, pp. 204-221; September, 1956. 
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Unlike those papers which use false alarm probabili¬ 
ties, this paper considers the false alarm rate as one oi 
the fundamental design parameters. (The false alarm 
rate is proportional to the amplitude density oi the 
noise,4 whereas the false alarm probability is propor¬ 
tional to the cumulative probability density ol the 
noise.) Moreover, this treatment introduces a mathe¬ 
matical model of sufficient flexibility to predict detec¬ 
tion ranges for many pulse Doppler radar search sys¬ 
tems. it is applicable to situations where thermal noise 
and/or sidelobe clutter limits detection range. 1'he 
sidelobe clutter is assumed to be statistically similar to 
thermal noise. 1 he model allows the variation of most 
of the important radar parameters. The antenna beam 
shape is assumed to be Gaussian; however, the scan 
speed and beamwidth remain general. The receiver is 
assumed to have a number of rectangular, nonoverlap¬ 
ping range gates, each followed by a multiplicity of 
Gaussian shaped Doppler filters. The number and width 
of gates and filters are left open. The output of the 
Doppler filter is passed through a square-law envelope 
detector followed by a postdetection filter consisting of 
one or two stages having exponential weighting func¬ 
tions. A block diagram of the radar receiver is found in 

Marcum6 has also found in his studies very little differ¬ 
ence in results between linear and square-law detectors. 

Single-scan detection probabilities are computed by 
calculating the probability that signal plus noise (or 
noise plus clutter) exceeds a threshold at the time for 
which the ensemble average of signal plus noise is maxi¬ 
mum. The aforementioned “Monte ( arlo simulation 
indicates that the calculation of the probability of de¬ 
tection at the peak signal-to-noise ratio is an excellent 
approximation. 

The model allows the target either to be steady or to 
scintillate slowly with a Rayleigh amplitude distribu¬ 
tion: that is, the target cross section remains constant 
during the time on target but may vary randomly from 
scan to scan. 

II. Detailed Cau ulatioxs 

.1. Notation 
.1 = amplitude of the received signal 
fc = carrier frequency ol the received signal 
t = time 
T = phase factor 
JC= pulse width 
7’= pulse repetition period 

POST 

DETECTION 

FILTER 

THRESHOLD 

Fig. 1. 

Fig. 1—Block diagram of a pulse Doppler receiver. 

It is assumed that the received signal falls in the 
center of the Doppler filter. However, the power lost 
by not having the signal in the center of the filter be¬ 
comes important only when the filter gain at the cross¬ 
over becomes less than about 2 db. With this degree of 
overlap, the detection range does not change much with 
the frequency of the received signal. 

The square-law envelope detector was selected for 
analysis mainly for mathematical convenience. Never¬ 
theless, on the basis of a “Monte Carlo” simulation of 
the detection process on a digital computer,5 the detec¬ 
tion range with a linear envelope detector is not ap¬ 
preciably different from that of the square-law device. 

»S. Thaler and S. A. Meltzer. “The amplitude distribution and 
false alarm rate of noise after post-detection filtering, Proc. IRE, 
vol 49 pp. 479-485; February, 1961. 

‘ Hughes Aircraft Co., Culver City, Calif., internal rept. 

g(/) = two-way voltage gain of the normalized 
antenna pattern 

0 = antenna scan rate 
Onp = half-power beamwidth of the one-way an¬ 

tenna pattern 
$(/)= signal output of the Doppler filter 
n(t) = noise output of the Doppler filter 
x(t) = component of the noise 
y(/) = component of the noise 
E(t) = signal-plus-noise output of the Doppler filter 
f = frequency 

IKQ) = power spectrum of the noise 
7 = noise power per cycle at the Doppler filter 

input 

6 J. I. Marcum, “A statistical theory of target detection by pulsed 
radar,” IRE Trans, on Information Theory, vol. IT-6, pp. 59-
144; April, 1960. 
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B = noise bandwidth of the Doppler filter 
£7(0 = low-frequency output of the square-law de¬ 

tector 
V(t) = output of the postdetection filter 
A(f) = weighting function of the postdetection 

filter 
To = time constant of the single low-pass post¬ 

detection filter 
J(0 =Signal-to-noise ratio (SNR) after the low-

pass filter 
V„(t) = noise output of the low-pass filter when there 

is no signal present 
N = noise power after postdetection filtering 
/'’=SNR in the Doppler filter 
a = time on target 

Pd = single-scan detection probability 
a = threshold setting 
A'= number of range gates 
D = range-gate width 
Pc = cumulative probability of detection 

F.A.R. = false-alarm rate per Doppler channel 
M = expected number of positive crossings of the 

mean of the noise after postdetection filter¬ 
ing 

Qla) = probability density of the noise amplitude 
after postdetection filtering 

$(«)—^ P e~‘\/2dt. 
V2n J » 

B. Output of the Doppler Filter 

The signal at the receiver consists of a periodically 
pulsed, coherent sinusoid whose amplitude is modulated 
by the antenna pattern as the beam linearly sweeps 
the target and whose frequency differs from that of the 
transmitter by a Doppler shift. It is assumed at this 
point that the received pulse falls completely within 
the range gate and that the target is not scintillating. 
These restrictions will be removed in later sections of 
this paper. This signal can be represented as the prod¬ 
uct of a Doppler-shifted sinusoid 

(1) 

(2) 

A cos (2iyct + 'P), 

a pulsing function 

IF “ 2 mrW n 
- F z . — sin-cos 2?r — t, 
T nie T T 

and an amplitude modulation proportional to the two-
way voltage gain of the normalized antenna pattern, 
assumed to be Gaussian and denoted by g(f), 

g(t) = exp (3) 

where fc is the carrier frequency of the received signal, 
IT is the pulse width, T is the pulse repetition period, 
0 is the antenna scan rate, 0Hi> is the half-power beam¬ 
width of the antenna one-way power pattern, and the 
target is on the peak of the beam at time / = 0. 

If it is assumed that the width of the Doppler filter 
is such that only the center line of the received spectrum 
(along with the modulation sidebands due to the an¬ 
tenna pattern) is passed, the output of the Doppler 
filter, denoted by s(t), is 

A IF I / 0/V I 
*(0 = — exp ¿ - ( — ) 4 In 2^ cos f2rfcl + *). (4) 

1 I WHP/ ' 

This result also assumes that the Doppler filter is wide 
compared to the bandwidth of each spectral line in the 
received signal. It this assumption is not true (4) must 
be modified accordingly. 

1 he output of the Doppler filter also includes noise, 
n(t), and/or clutter. Since the clutter is assumed to be 
statistically similar to random noise, it will merely be 
necessary to study the case where noise alone is present, 
and then to modify the results to account for the clutter. 
The total Doppler-filter output is the sum of signal and 
noise, which is denoted by Eft). 

Eft) = sfl) + nft). (5) 

l he process nft), which consists of white Gaussian noise, 
passed through the Doppler filter, is assumed to be 
stationary and ergodic. Narrow-band noise can be 
represented by7

nft) = xft) cos 2irfct — yft) sin 2irfct, (6) 

where xft) and yft) are independent Gaussian processes 
with zero means and equal variances. It is assumed that 
the center of the Doppler filter is at/r and that the filter 
is Gaussian in shape. Thus, the power spectrum of the 
noise is 

y ir(./) = — [e-(T (/-/«)’> ZB* 4- c-(r(/+A)!)/a->] ' ÇP) 

where B is the noise bandwidth of the Doppler filter 
and y is the noise power per cycle at its input. The aver¬ 
age noise power out oi the Doppler filter is equal to yB. 

^JF 
Eft) = ~~~ SÚ) cos f-irfd + T* 

+ xft) cos 2tr/f/ — yft) sin 2irfct. (8) 

C. Low-Frequency Output of the Square-Law Detector 

The square-law detector is followed by a low-pass 
filter, so the high-frequency output of the square-law 
device will be filtered out. The low-frequency output, 
denoted by Uft), is 

1 

œ = y rr +*2(/)+y2(/)
2.1 IF . i 

H-— L-v(/) cos T + yft) sin 'Fj ; (9) 

7 S. O. Rice, “Mathematical analysis of radar noise,” Hell Svs. 
Tech. J., vol. 24, p. 75; January, 1945. 
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D. Output of the Postdetection Filter 

The output of the postdetection filter, denoted by 
V(t), is 

V(f) = f h(l — T)U(r)dr, (10) 
•z — 00 

where h(t) is the filter weighting function, or impulsive 
response. 

Two weighting functions lor the postdetection filter 
will be considered. The first is assumed to be exponen¬ 
tial. 

I— e~‘"° 0<Z 
lift) = i To (11) 

I 0 0 > I. 

To is the time constant ol the filter. 1 he output of this 
filter, VAf), is 

r ' 1 
7^/) = I — e- (l-T)'T"C(T)dr. (12) 

•z —qq T() 

The second weighting function is obtained by cascading 
two filters, each having an exponential weighting func¬ 
tion. The resulting weighting function is 

1 0 0 > I. 

The filter output, V»(0. is 

F2(0 = f (14) 
•z —x To 

E. The Time Constant of the Postdetection Filter 

The signal-to-noise ratio after the postdetection filter, 
designated by the symbol J(t) will be defined as the 
ratio of the increase in the expected value of the filter 
output when signal is present to the standard deviation 
of the noise fluctuations out of the filter with no signal 
present. 

where Vn(f) is the output of the low-pass filter when 
there is no signal present. 

The notation ( ) indicates the ensemble average of 
the quantity enclosed. The ensemble averages of V„ and 
IV are assumed to be independent of time. However, 
the ensemble average of signal plus noise, (V), is a 
function of time. To simplify future equations, let 
(W), the noise power out of the postdetection filter, 
be denoted by N. The value of the filter time constant 
will be selected to maximize this SNR. 

1. Single. Low-Pass Filter: From (12) and (39) it is 
seen that 

,42 IF2 C 
(Fi(O) = yB -\-I (16) 

2toT2 J -a, 

and 

(7.(0) = yB. (17) 

The value of N^ is given by equation (50). The SNR, 
Ji(Z), is 

23/4^1/2/,’ /. I 
= - e-^lro^dT 

Tq 1/2 d 
(18) 

where F, the SNR in the Doppler filter, is defined by 

F = ■ (19) 
2T’yB 

The SNR at the output of the single low-pass filter, 
J^Z), considered as a function of To and t, takes on its 
maximum value at ro = O.62a and Z = 0.31a. 1 he symbol 
a stands for the time on target defined by 

This maximum value is 

Jt =0 .nB"2a"2F. (21) 

2. Cascaded Low-Pass Filter: From (14) and (39) it 
is seen that 

PIF C ’ 
(F2(0) = yB d-— I (/ - T)e~ l,-r}l,°g2(T)dT. (22) 

2tò2T2 J -x

The value of M is found from (53). The SNR Jilt) >s 

J^i) -- i (Z — T)e-(<-,)/,,g2(T)dT. (23) 
to3/2 J 

J^t) takes on its maximum value for r0 = 0.29a at 
t = 3 2to- The maximum value of the SNR is 

J 2 = 0.84B 1/2a,/2F. (24) 

F. Probability of Detection 
The single-scan probability of detection calculated 

at the instant of time at which the SNR out ol the post¬ 
detection filter is maximum will be denoted by Pn- I he 
event of detection will be said to have occurred if the 
output of the postdetection filter exceeds the threshold 
setting in the threshold device. 1 he detection proba¬ 
bility during the time interval when the output SNR 
is near its peak value can be obtained by making the 
very reasonable assumption that the amplitude statistics 
of the output of the low-pass filter are approximately 
Gaussian. Let the threshold setting be given by a con¬ 
stant a times the standard deviation of the noise fluc¬ 
tuations out of the low-pass filter when no signal is 
present. Then from (21) and (61), the probability of de¬ 
tection for the system having the single low-pass filter 
is 
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'.d setting« is measured 

l961 

(29) 

(30) D 

where 

2) 

3) 

Pd(F) = K PD^X^dx 

2- />«{(! -xyF]]dx. (28) + (K 
o 

-Vi = OMÇB/ay^ (32) 

for the single low-pass filter, and 

(33) 

is the cumulative probability of detection and 
is the single-scan probability of detection for 
the nth scan. 

for the cascaded low-pass filter. Q(a) is graphed for 
each postdetection filter in Figs. 2 and 3, respectively. 

tional to /•’, is exponentially distributed. (This implies 
that the envelope statistics of the target return is 
Rayleigh distributed.) Then the single-scan probability 
of detection, averaged over the target’s scintillation and 
denoted by (PO(F)), is 

G. False Alarm Rate 

An extensive study4 has been carried out on an IBM 
709 to determine the false-alarm rate for the detector 
and postdetection filtering assumed in this paper. It 
■ was concluded that the false-alarm rate (F.A.R) could 
be represented by 

'v ) yield the single-scan probability of 
e case where the pulse train received 

¿ suffers no degradation due to obscuring 
nitter or by straddling of the range gates. 

e, (25) and (26) hold only for a nonscintil-
get. It is not difficult to modify these eq nations 

— these restrictions. 
1. Range Gating: For the purpose of this calculation, 

the following assumptions are made: 

V e 
Vo' 

to 

T he first term in (28) accounts for the return pulse being 
completely within the range gate; the second term ac¬ 
counts for the effect of its straddling the leading edge 
of the first gate or the trailing edge of the A'th gate; 
and the third term accounts for its straddling the 
boundary between two gates. Thus, for a nonscintillat¬ 
ing target, the single-scan probability of detection for 
the system having the single low-pass filter is found by 
combining (25) and (28), and the probability of detec¬ 
tion for the system having the cascaded low-pass filter 
is found by combining (26) and (28). 

2. Target Scintillation: The case of slow scintillation 
that is, when the cross section remains constant dur¬ 

ing the time on target but may vary randomly from 
scan to scan will be considered here. We will assume 
that the radar cross section, which is directly propor-

3. Cumulative Probability of Detection: Let the cumu¬ 
lative probability of detection at the nth scan be de¬ 
fined as the probability that the target has been detected 
at least once by the nth scan. Then the cumulative 
probability of detection is given by 

e " Po(yF) dy. 
0 

D > IF, (27) 

where IF is the pulse width and D the gate width. Eq. 
(19) shows that the SN R, is proportional to IF-’. Thus, 
the probability of detection averaged over all possible 
reception times oi the received pulse train within a 
pulse repetition period, denoted by ̂ ^F), is 

tion period). 

It is further assumed that 

’ S. O. Rice, “Mathematical analysis of random noise," Bell Svs. 
Tech. J., vol. 24, p. 55; Eqs. 3.3 14; January, 1945. 

D If\ IF 
T - -f) W + 2 --
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The receiver has K nonoverlapping range gates, 
each of time duration D. 
I he relative time of reception of pulses within a 
range gate does not alter during the on-target 
period. 
From scan to scan, the reception of the ptdse train 
will commence with equal probability- anywhere 
within the interval between pulses (pulse repeti-

v\M<»f the postdetection filter 
aiK* (64) are utilized 

^o^6 / °f detection for the system 

xxO ' ja- 0.84B*«a,/«F) 
1 a--*?- >• (26) 

t (1 + 2.22Æ)*« / 

r a o A,^(«) F.A.R. = ——, (31) ew 
where M is the expected number per second of positive 
crossing of the mean of the noise out of the postdetection 
filter, Q is tne probability density of this noise ampli¬ 
tude, and « is the threshold level, measured from the 
mean output in standard deviations of the noise out of 
the postdetection filter. The above formula holds in the 
region where false alarms are relatively rare, i.e., much 
less than one false alarm during the time on target. 
Rice’s8 formula for Gaussian noise for the expected 
number of positive crossings of a threshold is the same 
form as (31). 

Explicit expressions for M have been derived in 
Appendix IV. If these expressions are evaluated for the 
optimum time constants for the respective postdetection 
filters, it is found that 

0.55 
M2 =-

a 
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BT,“ 4 55 

B T • 8 06 

IO'5
e - NOISE BANDWIDTH OF 

DOPPLER FILTER 
T,- TIME CONSTANT OF 

THE SINGLE POLE 
FILTER 

0(0>'04l 

THRESHOLD-STANDARD DEVIATIONS FROM THE MEAN 

Eig. 2—Amplitude distribution after postdetection filtering 
(square-law detector, single-pole filter). 

Eig, 3—Amplitude distribution alter postdetection filtering 
(square-law detector, double-pole filter). 

III. Detection Range Predictions 

The system parameters in conjunction with the radar 
range equation can be used to calculate the SNR in 
the Doppler filter. Denoting this SNR by F [refer to 
(19)], we have 

p„(WT)gii!x1íl 
F = ------— ’ (34) 

(\nY(D / T)kT ERR^ 

where 

Plv = average transmitter power 
IF = transmitted pulse width 
T= pulse repetition period 
Go = antenna axial gain (one-way) 
X = carrier wavelength 
ã = mean target cross section 
L = real system losses (plumbing, radome, atmos¬ 

pheric attenuation) 
Z> = time duration of the range gate 
k — Boltzmann’s constant (1.38X10-23 joules per 

degree Kelvin) 
Fe = effective noise temperature of the receiver in 

degrees Kelvin 
B = noise bandwidth of Doppler filter 
R = range. 

The range at which the value of F is unity is denoted by 
Ro-

V P^W/^G^iCV^ 
Ro — —— - (3a) 

L(4ir)3(D/T)kTEB J 

Thus it follows that 

In the sidelobe clutter region, the only modification 

to the detection theory is that Ro must be modified to 

I /’.„(IT DGCX'iL I 1/4
Ro = < - ,-- ,7 (3/) 

l(4^)3[C + (D DkTEli]' 

where C is the clutter power alter Doppler filtering. 
The single-scan probability of detection as a function 

of range is computed from (28) and (29), or from (28) 
alone, depending on whether the target is slowly scin¬ 
tillating or nonscintillating. I hese equations require as 
an input either (25) or (26), depending on the type ol 
postdetection filter. A new input equation would be 
required lor tvpes ol postdetection filters not covered 
in this paper. The relationship between the radar param¬ 
eters and the range is given by (35) and (37). I he cumu¬ 
lative probability of detection as a function of range is 
found from (30). These computations require the speci¬ 
fication of the following parameters: 

1) Time on target (a), determined from (20). 
2) Doppler filter noise bandwidth (Ö). 
3) Number of range gates (A-). 
4) 'Transmitter duty factor (W/T). 
5) Range-gate duty factor (D/T). 
6) Initial range separation between target and inter¬ 

ceptor (Ri). 
7) Threshold setting (a), determined from (31) and 

Figs. 2 and 3. 
8) The range at which the signal-to-noise (or noise¬ 

plus-clutter) ratio in the Doppler filter equals 
unity (Ro), determined from (35) and (37). 

9) Change in range between scans (AR). For a col¬ 
lision course, the change in range between scans, 
AR, equals the product of range closing rate and 
scan time. 

Because of the complicated form of (28) required to ac¬ 
count for range-gate straddling and eclipsing by the 
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Fig. 4—Single-scan probability of detection (square-law 
detector, single-pole Idler). 1 ig. 5 Cumulative probability of detection of a scintillating target 

(square-law detector, single-pole filter). 

Fig. 6—Cumulative probability of detection of a nonscintillating 
target (square-law detector, single-pole filter). 

transmitter of the received signal, it was found neces¬ 
sary to program these equations for a computer. 

Once the false-alarm rate per Doppler channel has 
been specified, (31) and (32) or (33) enable one to cal-
cidate the numerical value of Q(a), the probability 
density of the noise after postdetection filtering, required 
to give that false-alarm rate. big. 2 or 3 is then used to 
yield the appropriate value of a. the threshold setting. 
I hese figures contain plots of the amplitude distribution 
of the noise after postdetection filtering vs a, the thresh¬ 
old setting, for four different ratios of predetection-to-
postdetection bandwidth. In most cases, it is necessary 
to interpolate between these curves to determine the 
appropriate value of a. Typical results obtained by using 
this detection model are graphed in Figs. 4-6. Graphs 
of results for the cascaded postdetection filter have 
been omitted since this filter provides less than 1 db 
improvement in performance. 

Appendix I 

LoW-bREQUENCY NOISE POWER SPECTRI M Ol'T OE 
the Square-Law Detector 

It is seen from (9) that if no signal is present, the low-
frequency noise out of the detector, denoted by n0(t), is 

n^t) = | [v2(Z) 4- /(/)]. (38) 

The correlation function of n»(t) is designated R(r). 
By definition. 

^V)x(l + r)) = (y(t)y(t + r)) = yBp(r) (39) 

where p(r) is the normalized correlation function. 
Further, since .v and y are independent Gaussian proc¬ 
esses, 

(x2(l)x2(J + t)) = (y2(t)y2(l + r)) 

= (vB)2[l + 2p-(r)| (40) 

from yvhich it follows that 

= {n0(l)n0(t + r)) = (yß)2[l + p2(r)]. (41) 

I sing (6) and (7), we can easily shoyv that 

p(r) = e“"»2'2. (42) 

Representing the low-frequency- power spectrum of the 
noise out of the detector by N(f), we have 

/X 11 + er -’bV2] cos l^rdr. (43) X 

This equals 

-V(/) = (yBp i , ; MJ) + —=— e-A»®’ 
V2 B (44) 
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I VÇf) \2N(f)df N = 

Var vd/) = ([VdO - (FdO)]s>- (54) 

(46) '2̂ rdr. 

Tl)g(Tl)g(T2)}dT¡dTl. (55) • ! p2o2
(47) 

TO 

Thus, 

p—r (i—Tj )/ro^— « (f—rj)/ ro 

(48) 

It is evident that 

(49) 
B 

AttIPtO assuming that HO, 0 = 
0 

Ï! = OW J + 

4/Vln 2 r i 
L 2 a 

4r(iVhi 2/_ a 

We replace (51) 2 

4r,i\'ln 2 a 

1 
A 2 — 

(52) 

Integrating (52) and assuming that 4tt/32To2»1, we get 

Win 2 r 1 (59) (53) 4rnx/ln 2/_ ? a 

where Y(f), the filter frequency response function, is the 
Fourier transform of the filter weighting function. 

We make the substitution x = r2+ri and interchange the 
order of integration in (56) to obtain 

Bv use of (44), the noise power, -V», out of the cascaded 
low-pass filter is 

Integrating equation (49) and 
»1, we get 

The value of (I’d/)) is found from (16). It can easily be 
seen, bv means of (39) and (40), that 

Noise Power Out of the Postdetection Filter 

It can be shown that the noise power out of the post¬ 
detection filter, denoted by N, is equal to 

For reasons that will become apparent in the next sec¬ 
tion, it will be convenient to compute the following 
integral : 

by its Maclaurin’s series in x, integrate using the defini¬ 
tion of p(x) given by (42), and assume that 4ttB2to2»1. 
Thus, we obtain 

Using (44) and (48), the noise power, .V lt out of the single 
low-pass filter is given by 

I 1 = wr i + — 

Appendix 111 

Standard Deviation oe the Flucti ations of 
Signal with Noise Out of the Post-

detection Filter 

.1. Single Low-Pass Filter 

fhe output of the single low-pass filter, FdO. is given 
by (12). The variance of I’dO is equal to 

B. Cascaded Low-Pass Filter 

The weighting function oi this filter is given by (13). 
The frequency response function of this filter is the 
square of that for the single low-pass filter. Thus, 

1 

“(df. 
■ + VÍ 

I (r+s)C/r0+<H-O 2a2/32ru2j n 2 

2B^\n 2 

Var FdO = , ^(1. D-
To2

In ila:p{x)dx ( 5 g) 

I 1 .. A 
• <5(0+ ■ ' “[-df. 
I ’ y/2B * 

i- i* / \ A ar FdO = -

TO 

HO, s) = 

1 /4/v'ln 2 
- + T 
2 \ a 

ç— (r+s)t Irn^— a~ (r+*)2/3-riC In 2 

2 Vin 2 

.1. Single Low-Pass Filter 

The exponential weighting function is given by (11). 

rx 1 

1 I 

2Bt» I 
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By combining (57), (59), (50) and (17), we have 

1 
(.y B)’ 

Uf) = (66) 
4/Vfn 2 

(60) 
Defining a 

To = 0.62a results in 1 
e-^'^df, (67) 

0 
+ 2.12E. (61) 

it is clear that 

Mt = (68) 
X=1J 

Integrating (67), 

(69) (yB)-
Ti)(l — r2)e-('-rt>/roe-((-rj>/ro 

Tu 
Substituting (69) into (68) and assuming that 

(62) 
ÁlcB2T^ » 1, (70) But this equals 

we get 

(63) 

(64) 
(yB)' 

Wf) = .-wp/ÎB1 (72) 

When we define 

1 
(73) 

it is clear that 

■-2/Í- din r2(x) 
Mt = (74) 

ÖÄ K 

(65) 
Integrating (73), we get 

1 X 
r»(x) = 

XCkIFtJ J _ 2 

1 
-4>| 
2 

A. Single Low-Pass Filter 

Using (44) and (48), it is found that 

where M is the expected number of crossings per second 
and L(f) is the power spectrum (excluding the de com¬ 
ponent) of the noise. In the case of the output of the 
postdetection filter, the amplitude density of the noise 
process deviates from the Gaussian only in the tails 
of the distribution. It will be of interest to compute 
(65) for the noise out of the postdetection filter. 

B. Cascaded Low-Pass Filter 

By use ot (44) and (51), it is seen that 

Substituting (75) into (74) and assuming equation 
(70), we get 

9 S. O. Rice, “Mathematical analysis of random noise,” Bell Svs. 
Tech. J., vol. 24, pp. 54-55; January, 1945. 

Evaluating (60) for / = r0/2 and 

Var (0.31a) 

•\/2ß(l + 4iry-ro2) 

Combing (59), (63), (53), and (17) and setting / = 3/2r„ 
and To = 0.29a yields 

Var E2(0.435a) 

v „ .. (yB)2 dH(r, s) 
\ ar I ■_.(/) = -

ir i — <i. 

to2 drds 

A, - <^o(0>2 1

Appendix IV 

Positive Crossing of the Mean of the Noise 
Process oct of the Postdetection Filter 

It can be seen from Rice9 that the expected number 
per second of positive crossings of the mean of a Gauss¬ 
ian process is given by 

r i 
— + 

L 2 

1 
^(X) = -

2r„ 

1 
Mt = -

2ttt« 

—-—-= 1 + 2.22F. 
A 2 - (Po(/))2

0.671/W2
-V, =-

^TTo)1'2

B. Cascaded Low-Pass Filter 

1 he output of the cascaded low-pass filter is given 
by (14). I he value of (U2(/)) is given by (22). It can easi¬ 
ly be seen, by means of (39) and (40), that 

Var PiW 

- (Po(/))2

a \ 

2roy/ln 2/_ 

VX 

SV2tcBtu2

4 a/ iraF 
- - ■ 2f/ro+a2/8ro‘ In 2 
2to\Z1d 2 

2B2 ó In r,(X) 

7T dX 
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Low-Level Garnet Limiters* 
F. R. ARAMSf, senior member, ire, M. GRACES, member, ire, 

AND S. OKWITf, senior member, ire 

Summary—S- and L-band low-level passive limiters preselec¬ 
tors using polished single crystals of narrow line-width yttrium-iron-
garnet have been developed. The S-band limiter employed unsubsti¬ 
tuted YIG and has an insertion loss of 0.6 db, a limiting threshold of 

26 dbm, and a dynamic range greater than 30 db. 
The L-band limiter used specially grown gallium-substituted 

YIG crystals, which, when ground into spheres and polished to a high 
finish, exhibited extremely narrow line widths. The L-band limiter 
had an insertion loss of 1.1 db, a limiting threshold of —21 dbm, and 
a dynamic range greater than 25 db. A tuning range from 1120 to 
1305 Me was obtained. Data on frequency sensitivity and SWR are 
given and indicate that such limiters have a high off-band rejec¬ 
tion and a fair power-handling capability. A leading-edge spike of 
0.1-^sec duration was observed. 

The decline of the various components of the magnetic suscepti¬ 
bility tensor can be used to construct other novel types of limiters. 
The operation of three such devices electronically-tunable pre¬ 
selectors, and cavity-type and comb-type limiters—will be described 
and experimental data given. 

1. Introduction 

FOR a long time there has existed a need for a 
microwave limiter which would protect micro¬ 
wave receivers against overload and burnout. In 

addition, requirements exist for microwave power level¬ 
ers which eliminate power output variations in micro¬ 
wave power sources and in systems. Such limiters should 
preferably be passive and phase-distortionless. This 
paper discusses such limiter devices employing single 
crystals of unsubstituted and gallium-substituted yt¬ 
trium-iron garnet as nonlinear elements. Limiters have 
been developed for L and S bands which have exceed¬ 
ingly low-limiting levels. 

II. Nonlinearity in Ferrites 

Experiments had shown that nonlinear effects ap¬ 
peared in ferrites at power levels only about 1 per cent 
of the level predicted by the simple saturation theory. 1,2 

The main resonance line decreases in amplitude and 
broadens as the power level is increased. An additional 
rather broad absorption peak appears usually at a 
value of applied static magnetic field, (HJ lower than 

* Received by the IRE, November 30, 1960; revised manuscript 
received. May 23, 1961. This work was supported in part by the 
Dept, of Defense. It was presented at the 1961 Internad. Solid-State 
Conf., Philadelphia, Pa., February 16, 1961. 

t Airborne Instruments Lab., Div. of Cutler-Hammer, Inc., 
Melville, L. I.. N. Y. 

Í Airtron, Inc., Morris Plains, N. J. Formerly with Airborne In¬ 
struments Lab., Div. of Cutler-Hammer, Inc., Melville, L. L. N. Y. 

1 R. W. Damon, “Relaxation effects in ferrimagnetic resonance," 
Rev. Modern Phys., vol. 25, pp. 239-245; January, 1953. 

2 N. Bloembergen and S. Wang, “Relaxation effects in para- and 
ferrimagnetic resonance," Phys. Rev., vol. 93, pp. 72-83; January, 
1954. 

that required for the main resonance. This latter absorp¬ 
tion has been called the subsidiary resonance. 

The above effects have been explained by Suhl.3-4 The 
decline of the main (uniform precessional) resonance is 
due to the excitation within the ferrite medium of z-
directed spin waves at the same frequency as the driv¬ 
ing-signal frequency. The appearance of the subsidiary 
absorption peak involves the parametric excitation ol 
non-z-directed spin waved near one hall the driving¬ 
signal frequency. These spin waves can be thought oi as 
spatial disturbances in the normally uniform ferrite 
magnetization that propagate as plane waves through 
the medium. As the RF magnetic field is increased be¬ 
yond an often sharply-defined critical level, the para¬ 
metric coupling to these half-frequency spin waves in¬ 
creases, so that a subsidiary absorption peak will occur 
that increases with increasing signal level. 

Thus, a limiter can be constructed in which the fer¬ 
rite is placed in a coaxial line or waveguide, and the 
magnetic field is biased to an optimum value below 
resonance. Such subsidiary-resonance limiters have 
been investigated at X-band by Soohoo5 and I ebele.6

For certain combinations of signal frequencies, ferrite 
geometry, and saturation magnetization, the range oi 
magnetic field in which the subsidiary’ instability can 
occur extends through the main resonance. The coinci¬ 
dence of the subsidiary and main resonances is a condi¬ 
tion particularly favorable to low-level limiting because 
at resonance maximum energy transfer occurs between 
the input signal and the spin-magnetization vector. I his 
is shown by a calculation of the critical RI’ magnetic 
field (h.riA at which nonlinearity' sets in:3

SUSIE 
(1)47T.1/, 

where 

A7/ = line width of uniform precessional resonance, 
SIR: = line width of spin wave having wave-number 

k, 
4tt3í, = saturation magnetization, 

0 = angle between IE and the direction of propa¬ 
gation of the half-frequency spin waves. 

3 H. Suhl, “Nonlinear behavior of ferrites at high microwave 
signal levels," Proc. IRE, vol. 44, pp. 1270-1284; October, 1956. 

4 H. Suhl, “ Theory of ferromagnetic resonance at high signal 
powers," J. Phys. Chent. Solids, vol. 1, pp. 209-227; January, 1957. 

6 R. F. Soohoo, “Power limiting using ferrites,” 1958 IRE 
National Convention Record, pt. 1. pp. 36-47. 

6 G. S. Uebele, “Characteristics of ferrite microwave limiters," 
IRE Trans, on Microwave Theory and Techniques, vol. MTT-
7, pp. 18-23; January, 1959. 
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For regions of limiting described in this paper, the func¬ 
tion gtß) approaches unity,3 which is its minimum value. 

Single-crystal yttrium-iron-garnet (VIG) is particu¬ 
lar!} suited to low-level limiting, since it has a very 
narrow resonance line width, a narrow ML, and a sat¬ 
uration magnetization of about 1800 gauss. 

LeCraw, Spencer, and Porter7 have demonstrated 
that for a single-crystal YIG sphere, the line width im¬ 
proves directly with the surface polish. LeCraw and his 
co-workers obtained resonance line widths as low as 
0.52 oersted at 9200 Me by polishing the sphere to a 
surface finish of better than 0.1 p. 

Experimental verification of (1) for the limiting 
threshold under coincidence of the main and subsidiary 
absorption peaks was also obtained.8 This coincidence 
occurs when 

2.V,4rJf„ > — > .V,4r3/„ (2) 
7 

where 

/=signal frequency in Me, 
7 = 2.8 Me per oersted 

(The definition for 7 used here differs by lit 
from the 7 used in the References, where it is 
defined in terms of the angular frequency.) 

N, = transverse demagnetizing factors for spheroid 
( = AL = .V„). 

For a YIG sphere (M = ATt = |), having 4ttJ/, = 1800 
gauss, (2) yields lower- and upper-frequency limits of 
1680 to 3360 Me, respectively. Spencer, et al.* ob¬ 
served nonlinear effects in the frequency range from 
1600 to 3200 Me with a limiting level at 2200 Me in rea¬ 
sonable agreement with (1). These measurements were 
recently extended by Rossel.9

A general plot of (2) for various spheroidal geometries 
is shown in Fig. 1. For example, for low-level limiting 
(coincidence of subsidiary and main resonance) at L 
band, a YIG disk with Nz = 0.670 and Nt = 0.154 will 
have optimum operation near 1200 Me, and a theoreti¬ 
cal operating range from 860 to 1720 Me. 

The practical use of single-crystal YIG as a low-level 
and low-loss passive limiter was first demonstrated by 
DeGrasse. 10 He used two crossed-strip-transmission-line 
half-wave resonators oriented at right angles to one 
another to obtain maximum decoupling between reso¬ 
nators. \Ve have based some of our work on this same 
circuit arrangement. 

R. C. LeCraw, E. G. Spencer, and C. S. Porter, “Ferrimagnetic 
line width in yttrium iron garnet single crystals,” Phys. Rev., vol. 110. 
pp. 1311-1313; June, 1959. 

8 E. G. Spencer, R. C. LeCraw, and C. S. Porter, “Ferromagnetic 
resonance in yttrium iron garnet at low frequencies,” J. A bbl. Phys 
vol. 29, pp. 429-430; March, 1958. 

9 F. C. Rossel, “Subsidiarv resonance in the coincidence region in 
yttrium iron garnet," J. Appt. Phys., vol. 31, pp. 2273-2275; De¬ 
cember, 1960. 

10 R. \\. DeGrasse, “Low-loss gyromagnetic coupling through 
single-crystal garnets,” J. Appt. Phys., vol. 30, pp. 155-156; Suppl. 
April, 1959. 

Fig. 1—Frequency region for low-level limiting as a function of ferrite 
geometry for YIG. 

Fig. 2—S-band low-level limiter. 

HI. 5- Band Limiter 
An S-band limiter (with the top ground plane re¬ 

moved) is shown in Fig. 2. The strip-transmission-line 
resonators are open circuited at each end, so that there 
is an RI' magnetic-field maximum at their centers, 
where the resonators cross. A 0.020-inch-diameter 
single-crystal 'S IG sphere is placed between the strips at 
their crossover point and biased to ferrimagnetic 
resonance (uniform precession of the spins). The reso¬ 
nators will then be coupled through the off-diagonal 
component of the susceptibility tensor. This process can 
be visualized in the following manner. 

1'he driving RF magnetic field in the input resonator 
will fan out the spin magnetization vector. The vector 
will precess about the de magnetization and in turn will 
induce an RF magnetic field in the output resonator. 
Thus, essentially all the RF energy is coupled through 
the IG sphere, which can be considered a miniature 
microwave resonator with a very high unloaded Q. For 
a bandwidth lySU) of 1 Me, yields an unloaded Qof the 
order of 3000 at ó-band. Such a miniature high Q reso¬ 
nator has many other potential applications in micro¬ 
wave circuits: electronically tunable preselector, filter, 
and panoramic receiver. 

I'he single-crystal YIG resonator is coupled to and, 
therefore, loaded down by the strip-transmission-line 
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resonators. This explains why the device has a 3-db 
bandwidth of approximately 70 Me instead of a band¬ 
width of about 1 Me. In fact, our theoretical investiga¬ 
tion of the device has been based on an analysis of a 
three-resonator filter for minimum insertion loss. 11 This 
analysis shows that for minimum insertion loss, the 
input and output couplings should be tight, while the 
coupling to the center resonator (the YIG sphere) 
should be relatively loose. The resonators have been 
substantially reduced in width in the region where the 
VIG sphere is located in order to increase the RF mag¬ 
netic field. 

The transmission characteristic for the S-band limiter 
is shown in Fig. 3. The insertion loss is 0.6 db and the 
limiting threshold is —26 dbm (3 //"’)• The dynamic 
range is greater than 30 db. The power output actually 
drops several db from its threshold limiting value. (This 
characteristic can be changed to a slightly rising output¬ 
power slope, if desired, by changing the coupling co¬ 
efficients.) The limiting threshold level, where the spin 
precession angle “sticks,” is cpiite pronounced. This is 
seen more clearly when the YIG sphere is placed in a 
microwave transmission cavity and insertion loss is 
measured as a function of input power. The dissipative 
part of the magnetic susceptibility %" can be computed 
from this measurement. Fig. 4 is a plot of the decline in 
x" as a function of power level. The correlation of the 
measured values to the theoretical curve is very good. 
The VIG sphere used for the above measurements 

had a line width AH = (1.37 oersted measured at 5200 

Fig. 3—Transmission characteristic of 5-band limiter. 

Fig. 4—Magnetic susceptibility of VIG and Ga-YIG spheres 
as a function of input-power level. 

11 J. Taub and B. Bogner, “Design of three-resonator dissipative 
band-pass tillers having minimum insertion loss,” Proc. IKE, vol 
45, pp. 681 687; Mat , 1957. 

Me. The de magnetic field is adjusted to uniform pre-
cessional resonance, that is, a signal frequency of 2000 
Me would correspond to 715 gauss, ( are must be taken 
in adjusting the magnetic field to ensure that it is not 
biased to one of a number of magnetostatic modes’2 in 
the YIG sphere that have higher insertion loss and, 
apparently, higher limiting threshold. 

Although the limiting characteristic (Fig. 3) was 
measured at 2000 Me, we have obtained similar per¬ 
formance at frequencies between 1850 and 3400 Me by 
substituting other resonators and readjusting the 
coupling parameters and the magnetic field. 

IV. L-Band Limiter 

As Fig. 1 indicates, for low-level limiting at 1200 Me 
using pure YIG, an oblate ellipsoid of revolution is re¬ 
quired, having jV, = 0.670 and 2V, = 0.165. However, to 
fabricate such an ellipsoid with a diameter oi about 
0.030 inch with an optical finish is difficult. A disk was 
therefore chosen to approximate the ellipsoid. 

To achieve the lowest line width possible, YIG disks 
were X-ray oriented, cut with the hard axis [100] per¬ 
pendicular to the plane of the disk, and then polished. 

Line width and decline of magnetic susceptibility as a 
function of frequency and power level were measured 
for three disks of various thickness-to-diameter ratios. 
These measurements showed that the line width in¬ 
creases rapidly as the frequency is decreased, being 40 
oersteds at 1200 Me. The increase is caused by the YIG 
disks not being completely saturated at these low fre¬ 
quencies, as well as edge effects. 1'1 Limiting at low power 
levels was not obtained. 

Another approach is the use of a sphere (easy to 
polish) having a reduced saturation magnetization, 
whose value can be determined from (2). Thus, using a 
narrow line-width material with a saturation magnetiza¬ 
tion of 1000 gauss, a limiter with a theoretical operating 
range from 950 to 1900 Me can be constructed. 

Experiments had been reported on decreasing the 
saturation magnetization of YIG by’ gallium substitu¬ 
tion. 14 The line width remained narrow, increasing 
linearly with decreasing saturation magnetization in a 
1:1 ratio. 

Single crystals of Ga-YIG, having a saturation mag¬ 
netization of 980 gauss and a Curie temperature of 
206°C, were obtained from Microwave Chemicals Labo¬ 
ratory . Several spheres of this material were ground and 
polished to a Linde A finish. Measurements of the 
polished spheres indicated a very narrow line width 
(0.72 oersted measured at 5200 Me), and low-level limit¬ 
ing was successfully obtained. 

12 R. L. Walker, “Magnetostatic inodes in ferromagnetic reso¬ 
nance," Phys. Rev., vol. 105, pp. 390 399; January, 1957. 

13 R. C. LeCraw, private communication. 
11 E. G. Spencer and R. C. LeCraw. “Line width narrowing in 

gallium substituted yttrium iron garnet," Hull. Am. Phys. Snr., Ser. 
II, vol. 5, p. 58; January 27, 1960. 
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A plot of the magnetic susceptibility as a function of 
power level that has the same sharp break as pure YIG 
is shown in Fig. 4. The decline has the P~ XI- dependence 
predicted by Suhl. 

An L-band limiter with an adjustable permanent mag¬ 
net is shown in Fig. 5. The measured value for the limit¬ 
ing-threshold power level was —21 dbm (8 gw), which 
was lower than expected. The operating band over 
which limiting was measured extended from 1000 to 
1500 Me. The results in an Z-band crossed-resonator 
limiter are shown in Fig. 6. An insertion loss of 1.1 db 
was obtained at the center frequency (1305 Me). The 
0.2-db and 3-db bandwidths for fixed magnetic field are 
8 and 43 Me, respectively; SWR is 1.06 at center fre¬ 
quency. 

Fig. 5—¿-band limiter (shown with adjustable permanent magnet). 

The output-power vs input-power characteristic is 
shown in Fig. 7, and indicates a dynamic range greater 
than 25 db. 1'he SWR is also plotted as a function of the 
input-power level. The reflected portion of the incident 
power increases sharply as the input power is raised. 
The remainder of the input power is dissipated in the 
spin waves within the garnet. 

Above limiting threshold, instabilities within the fer¬ 
rite give rise to oscillations believed to be in the kilo¬ 
cycle region. In response to fast-rising pulses, the limiter 
exhibits a leading-edge spike about 0.1 /xsec long, caused 
by the finite build-up time of the spin waves that result 
in limiting action. 

A simple method of tuning the limiter was investi¬ 
gated, that is, capacitively loading the ends of the half¬ 
wave resonators with shorting plungers and by opti¬ 
mizing the magnetic field. Measurements showed a lin¬ 
ear increase in limiting threshold and insertion loss with 
decreasing frequency (Fig. 8); a tuning range of 190 Me 
was obtained. It is possible to devise other tuning 
methods in which the insertion loss is essentially inde¬ 
pendent of frequency. 

Fig. 7—Transmission characteristics of ¿-band limiter. 

Fig. 6—Operating characteristics of ¿-band limiter Fig. 8 -Tuning characteristics of ¿-band limiter. 
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V. Electronically Tunable 
Limiter-Preselector 

Another interesting type of limiter has been operated 
in which the resonators were replaced by nonresonant 
transmission lines terminated in open circuits a quarter¬ 
wave from the YIG crystal. Thus, the principal fre¬ 
quency-determining parameter is the magnetic resonant 
frequency of the sphere, and is determined by the ap¬ 
plied magnetic field. 

By varying the magnetic field, an electronically tun¬ 
able limiter-preselector was obtained. The test results 
(using an inferior sphere) were: 

Frequency tuning range 2000 to 3400 Me 
3-db bandwidth 20 Me 
Threshold limiting level —20 to —25 dbm 
Insertion loss 4.4 db 

Insertion loss can be reduced by sacrificing threshold 
limiting level. 

VI. Other Limiting Configurations 

In the limiters described, the k' component of the off-
diagonal element of the ferrite susceptibility tensor 15 is 
used to couple two normally-decoupled orthogonal 
resonators. However, all of the x and k elements in the 
susceptibility tensor are dependent on the RF power 
level and can be used for the design of other limiters. 
Two methods for obtaining limiting that use other ele¬ 
ments of the susceptibility tensor in appropriate micro¬ 
wave structures are the cavity limiter and the comb 
limiter. 

A. Cavity Limiter 

A cavity limiter has been operated that uses the se¬ 
lectivity of a high-Q single-tuned resonator and the x' 
component of the diagonal element of the susceptibility 
tensor. The operation of this limiter is as follows. 

A quarter-wave resonator is (Fig. 9) tuned to a fre¬ 
quency/o- A ferrite sample is placed on the center con¬ 
ductor near the shorted end of the resonator where the 
RF magnetic field is maximum. The de magnetic field is 
oriented at right angles to the RF magnetic field and 
adjusted to a field strength slightly less, or greater, than 
that required for uniform precession at cavity frequency 
fu- A. reactive component will be introduced into the 
cavity circuit by the ferrite that will retune the cavity 
to a new resonant frequency /i. The cavity, with RF 
power levels below P„h, will pass a band of frequencies 
centered about f\ with a minimum of insertion loss. 
However, when the RF signal is increased above the 
critical threshold, the decline in the reactive component 
X will detune the cavity and thereby increase its inser-

15 The susceptibility tensor is given by 

~X -j“ 0" 
jx X 0 
.0 0 1. 

where x — x'~jx" and k = k' —jn". 

FERRITE SPHERE 

Fig. 9—Slab-line single-tuned cavity power limiter. 

tion loss at frequency/i. 
An experimental cavity limiter using this technique 

was constructed in slab-line (Fig. 9). I'his limiter in¬ 
corporates a single-crystal IG sphere with a resonance 
line width of about 1 oersted. The limiting characteristic 
is a plateau similar to that in Fig. 6. The measured char¬ 
acteristics are: 
Center frequency 2590 Mi-
Threshold limiting level —20 dbm 
Insertion loss (low-level) 2 db 
Dynamic range 20 db 

The insertion loss of the limiter can be minimized by 
using high-Ç microwave circuits, and operating the fer¬ 
rite at a compromise de magnetic field. In this way the 
magnetic losses are small but the reactive component is 
high enough to sufficiently detune the cavity from its 
unperturbed resonance. 

The power level at which limiting occurs (once a fer¬ 
rite material has been selected) can be varied by moving 
the ferrite axially along the center conductor to regions 
of lower or higher RF magnetic-field strength. 

B. Comb Limiter 

A limiter has been operated that uses the inherent de¬ 
coupling between two adjacent quarter-wave TEM-
mode resonators. The garnet spin system is then used as 
an RF power-level-dependent coupling element between 
the two resonators (Fig. 10). This configuration has the 
advantages of compactness and ease in cascading. Fur¬ 
thermore, it is of special interest when used in con¬ 
junction with a traveling-wave maser amplifier, where 
the comb-type slow-wave structure has found wide 
application. 1617

The measured characteristics of a comb limiter are: 
Center frequency 2638 Mi-
Threshold limiting level —15 dbm 
Dynamic range 25 db 
Insertion loss 10 db 

16 R. \V. DeGrasse, E. O. Schulz-DuBois, and H. E. D. Scovil, 
“Three level solid-state traveling wave maser," Bell Sys. Tech. J.. 
vol. 38, pp. 305 334; March, 1959. 

17 S. Okwit, F. Arams, and J. G. Smith, “Electronically tunable 
traveling-wave masers at L and S Bands," Proc. IRE. vol. 48, pp. 
2025-2026; December, 1960. 
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The comb limiter that was fabricated is an experi¬ 
mental model for testing feasibility, and it is believed 
that better performance can be obtained. The comb 
limiter uses the dissipative part of the diagonal or off-
diagonal elements of the susceptibility tensor, or a 
combination of these elements depending upon the posi¬ 
tioning of the garnet sphere in plane A with respect to 
the comb fingers (Fig. 10). The garnet sphere used for 
this experiment was the same sphere used for the cavity 
limiter. 

APPLIED MAGNETIC FIELD 

Fig. 10—Comb limiter (coupl ng not shown). 

VU. Conclusions 

The use of a polished single-crystal YIG of narrow 
line width in 5-band and L-band low-level-limiter pre¬ 
selectors has been investigated. 

The S-band limiter uses unsubstituted YIG and has 
an insertion loss of 0.6 db, a limiting threshold of —26 
dbm, and a dynamic range greater than 30 db. 

The L-band limiter uses specially grown gallium¬ 
substituted YIG crystals. When ground into spheres 
and polished to a high finish, these crystals exhibit ex¬ 
tremely narrow line widths. The L-band limiter has an 
insertion loss of 1.1 db, a limiting threshold of —21 
dbm, a dynamic range greater than 25 db, and a tuning 
range from 1120 to 1305 Me. Detailed data on fre¬ 
quency sensitivity and SWR indicates that such limit¬ 
ers have high off-band rejection and fair power-handling 
capability. A leading-edge spike of about 0.1 gsec dura¬ 
tion was observed. 

The decline of the various components of the mag¬ 
netic-susceptibility tensor can be used to construct 
other ty pes of limiters. The operation of three of these 

the electronically-tunable preselector, the cavity 
limiter, and the comb limiter has been described and 
data on experimental models given. 

The Silicon Cryosar* 
For four years members1 of our labora¬ 

tory have been studying electrical charac¬ 
teristics of silicon-alloyed p-n junction di¬ 
odes at a very wide range of temperatures, 
i.e., from 1.9°K to 600°K. During this re¬ 
search on the silicon diode, negative-resist¬ 
ance characteristics have been found in the 
forward direction of the diodes at 4.2°K. As 
the result of this research, the silicon cryosar 
has been developed independently of the 
study of the germanium cryosar reported by 
McWhorter and Rediker.2 The main differ¬ 
ence between these two cryosars is that, in 
the germanium cryosar, negative resistance 
is observed only when the germanium crystal 

- Received by the IRE, May 8, 1961. 
1 II. Izumi, "Tiie Temperature Dependence of the 

Electrical Characteristics oí the Silicon Alloyed Junc¬ 
tion," Refits. Elec. Commun. Lab.. N.T.T., vol, 7, pp. 
123-132: April. 1959. 

H. Izumi, "The Electrical Characteristics of the 
Silicon Alloyed Junctions at Very Low Temperature." 
Refits. Elec. Commun. Lab.. N.T.T., vol. 7, pp. 339-
344; September, 1959. 

'A. L. McWhorter and R. II. Rediker. “The 
cryosar -a new low-temperature computer compo¬ 
nents. "Proc. IRE,vol. 47, pp. 1207-1213; July,1959. 

has compensated impurities; on the other 
hand, the silicon cryosar shows negative-re¬ 
sistance characteristics with uncompensated 
impurity silicon crystals. 

The silicon cryosar is constructed from 
one silicon wafer whose thickness ranges 
from 0.05 mm to 0.3 mm, and from two con¬ 
tacts, which are ohmic at room temperature; 
attached to both surfaces of this wafer. The 
resistivity of the silicon wafers investigated 
ranged from 0.1 to 1000 R-cni at room tem¬ 
perature. To form the ohmic contacts, an-
timony-doped gold is alloyed for «-type 
silicon and aluminum plate, or gallium-
doped gold is alloyed for /»-type. 

At room temperature, the silicon cryosar 
has good conductivity for both directions of 
current flow; however, at a temperature 
lower than 10°K, its conductivity becomes 
quite low at small applied voltages. Fig. 1 
shows the dc-voltage-current characteristics 
of the silicon cryosar at 4.2°K. 

As shown in this figure, the dc-voltage-
current characteristics of the silicon cryosar 
at 4.2°K are divided into four regions. In the 
first region, the silicon cryosar shows high 
ohmic resistivity up to the breakdown volt¬ 

age. In the next region, the current increases 
very rapidly during a small increase in the 
voltage. In the third region, remarkable 
negative-resistance characteristics are 
shown: namely, the voltage decreases to a 
small value. In the final region, the cryosar 
again shows low positive-resistance charac¬ 
teristics. 

With regard to dynamic characteristics 
of the silicon cryosar, negative resistance has 
been observed by the following methods. 
First, when rectangular voltage was applied 
to the silicon cryosar through a high re¬ 
sistor, relaxation oscillations were observed. 
Second, when high-frequency sinusoidal 
voltage was applied to the silicon cryosar 
through a moderate-value resistor, it was 
observed by the voltage-time curve that the 
terminal voltage of the silicon cryosar de¬ 
creased suddenly in each half cycle of the 
voltage. 

b ig. 2 shows the waveforms of the re¬ 
laxation oscillation. In this figure the ap¬ 
plied-voltage form is shown in the upper 
curve. The center curve shows the terminal 
voltage of the silicon cryosar, ami the lower 
curve is the current waveform of the circuit. 
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Current in mA 
Fix. 1 -The dc-voltaRe-current characteristics of the 

silicon cryosar. I is tile high-impedance region, Il 
is the current-increasing region, 1II is the negative-
resistance region, and IV is low-impedance posi¬ 
tive-resistance region. O is the normal direction, 
and X is the reverse direction of current flow. 

Fig. 2—Three traces illustrate the voltage-time curve 
of the relaxation oscillation. The time scale of the 
figure is 1 psec per large division. The vertical scale 
for the upirer trace (the applied voltage) is 20 volts 
per large division; for the center trace (the ter¬ 
minal voltage), 10 volts per large division and, for 
the lower trace (the current through the circuit), 
10 volts, i.e., 2 ma per large division. 

Fig. 3--Two curves indicate the voltage-time curve 
of the switching action of the silicon cryosar. The 
vertical scale for the lipper curve (the applied) 
waveform) is 100 volts per large division and for 
the lower curve (the terminal voltage of the cryo¬ 
sar), SO volts |>er large division. Tire time scale is 
1 a sec per large division. 

The repetition frequency of this oscillation 
is determined mainly from the charging 
speed of the capacitance of the silicon cryo¬ 
sar (about 100 ppf) through a series re¬ 
sistor. The discharging speed through the 
negative resistance of the silicon cryosar is 
less than 0.1 psec. 

When the high-frequency sine wave 
(about 300 kc) is applied through a resistor 
to the silicon cryosar from the low-imped¬ 
ance source, the terminal voltage of the 
cryosar initially increases sinusoidally. How¬ 
ever, at the breakdown voltage it falls sud¬ 
denly to some low value due to negative re¬ 
sistance. This shows that the cryosar switches 
from the OFF to the ON state. 

Fig. 3 shows these voltage changes vs 
time. 1'he waveform of the terminal voltage 

of the silicon cryosar is shown in the lower 
curve of the figure, and the upper curve 
shows the applied voltage. As can be under¬ 
stood from this figure, the silicon cryosar 
switches bilaterally because two alloyed elec¬ 
trodes are the same, and the device is sym¬ 
metrical with respect to both directions of 
current flow. The switching time is about 
50 mpsec, and a maximum-minimum ratio of 
a voltage as high as 7 is obtained in the op¬ 
timum case. Higher switching speed can be 
expected by reducing the inductance of the 
circuit. 

The author wishes to thank N. Inoue and 
K. Matano for measuring the electrical char¬ 
acteristics and A. Kobayashi for helpful dis¬ 
cussion of these phenomena. 

H. Izumi 
Elec. Commun, l.ab. 

N ippon Telegraph & Telephone Public Corp. 
Tokyo, Japan 

Noise Figure and Stability of 
Negative Conductance Amplifiers* 

Van der Ziel' has considered the overall 
noise figure of a negative conductance pre¬ 
amplifier connected through an ideal trans¬ 
former to a conventional receiver assuming 
that the output conductance of the preampli¬ 
fier, g, —ga, (Van der Ziel's notation is used) is 
positive. He considers two cases; a) The 
turns ratio « is one. He assumes the “high 
gain" condition g.—g.z and shows that an 
overall excess noise figure gj/g,/ may be at¬ 
tained. b) I he turns ratio is controllable. 
Here he assumes that the preamplifier out¬ 
put conductance w2(g, — ga) is of such value 
as to minimize the receiver noise figure and 
shows gr/g,/ may again be attained. 

It is the purpose of this note to consider 
the same problem from a different point of 
view, namely, to drop the requirement g»>ga 
and to optimize g, in a way to be described 
below. This procedure leads naturally to a 
consideration of stability, and suggests a 
quantitative definition of stability which 
can then l)e introduced into the equations. 
The results are: 1) For a given stability, 
neither the high gain assumption nor the as¬ 
sumption in case b) is optimum, and the 
optimum g. may lie greater than or less than 
grt. 2) Low noise figure and high stability 
cannot be simultaneously attained. In par¬ 
ticular. the lowest possible overall excess 
noise figure gr/gd, (which is also the noise 
measure and optimum noise measure of the 
preamplifier2) is attained with the preampli¬ 
fier exactly at the verge of oscillation. 

If the exchangeable gain3 of the pream-

* Received by the IRK. June6, 1961. 
1 A. Van der Ziel, “Note on the noise figure of 

negative conductance amplifier," Proc. IRK. (Corre¬ 
spondence) vol. 48, p. 796; April, I960. 

2 P. Penfield. Jr., “Noise in negative-resistance am¬ 
plifiers," IRK Trans, on Circi it Theory, vol. CT-7, 
pp. 166 170; June, I960. 

3 II. A. Haus and R. B. Adler, “An extension of the 
noise figure definition," Proc. IRK, vol. 45, pp. 690 
691. May, 1957. 

plitier and the receiver are denoted by Aei 
and Ae2 and the exchangeable noise figures3 

by Fei and Fe>, the overall noise figure may 
be written F= Fei + (Fe» — 1)/-4ei, where 
Fei = 1 +gz/g«, Fe2= 1+A +N„o(g,—ga)/N 
+g„»N/(g,-gd). ^ei =g./(g.—g./), and 
N=l/»2. Combining them, we get a general 
equation for F: 

F - 1 = (l/g.)h + A(g. - ga) + g„.N 
+ JUg. - ga)’/N]. (1) 

The independent variables are A’ and g, and 
there are no restrictions on g„ At this point 
it is convenient to define a stability factor. 
S, as follows: S=gi/gd+gPgd — l. where gi 
is the load conductance seen by the pre¬ 
amplifier. If S is equal to or less than zero, 
the preamplifier is unstable and the more 
positive 5 is, the farther is the system from 
instability. Since g; = Ng, where g, is the input 
conductance of the receiver we have 

5 = Ngi/gd + g,/gd - 1, (2) 

and thus, for given g„ the larger N, the 
greater the stability. I he minimum value of 
the noise figure, regardless of stability, is of 
fundamental interest. This is determined by 
minimizing (1) with respect to both g. and 
N by the conventional method, and the re¬ 
sult is that for N=0 and ga = g. (high gain) 

(F - l)w,g. - fo/ga, (3) 

which is in agreement with the conclusion 
of Van der Ziel and the more general con¬ 
clusion of Penfield.2 It should be noted that 
this lowest possible noise figure is obtained 
at the expense of stability, for [see (2)] S is 
equal to zero. Thus, if ga should become 
larger by an infinitesimal amount, or if 
either g« or g; should become smaller by an 
infinitesimal amount, the system would os¬ 
cillate. In practice then, this lowest possible 
noise figure is not attainable. Furthermore, 
the question of the sign of g.—ga has not 
really been touched upon in this degenerate 
case. What is required is an expression for 
noise figure as a function of 5 rather than N, 
in which g, has been optimized. (The corre¬ 
sponding value of g, will be designated as 
(g.)opl)-

In principle, this could be done by solv¬ 
ing (2) for AT and substituting this value into 
(1) followed by minimization with respect 
to g,. I he resulting expressions are rather 
unwieldy. Useful equations are obtained as 
follows. The optimum value of g* for arbi¬ 
trary N is obtained from (1). 

(g.)opt 

— Sd2 4~ &dN(l — A)/R„o 4- gn»N2/RnOt (4) 

where t = gr/gd- This is inserted in (1) and 
(2) giving 

(F - 1),. = 2[gd̂ (/ - A)/N + F„og.. 
+ KxoW/N«]1'2 + A - igeR^/N, (5) 

5 + 1 = Ngi/gd + (g.)opt/ga- (6) 

Since low noise figure is associated with 
small values of N, it is useful to write (4)-(6) 
in the limit of small N. 

(g.)opt = gd + Ng'/2, (7) 
(F - 1)„ = t + (N/galk,,. - (g')’F„0/4], (8) 

5 = N(a + g'/2)/ga, (9) 
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where g' = (t —A)/R„«. Eq. (9) can l>e sub¬ 
stituted into (7) and (8): 

te,).« = g.( + Sg^/Ugi + ¿m, (io) 
(F -

= t + S(gn. - (g'YR^/igi + g'/2). (11) 

The quantities g', g>+g72 and 
— are important. It can be 

shown that if I is less than the optimum ex¬ 
cess noise figure of the receiver (and this is 
the only case of interest) the last quantity 
above is positive, g' may be positive or nega¬ 
tive since A may be either positive or nega¬ 
tive and R„o is always positive. g> —g'/2 must 
be positive in this first order expansion. This 
is not a severe restriction and if necessary 
can be removed by carrying out a higher or¬ 
der expansion. 

Eq. (5) may be easily evaluated for large 
5, i.e., large n, and the resultant noise figure 
is 1 +.4 +2(7?„og„») 1/2 which is just the noise 
figure of the receiver. Thus, as the stability 
varies from zero to infinity the overall noise 
figure varies from 1 +t to the noise figure of 
the receiver. 

Alan C. Macpherson 
U. S. Xaval Res. Lab. 

Washington, I). C. 

Tunnel-Diode One-Shot and 
Triggered Oscillator* 

A note by Kaenel1 describes an ex¬ 
tremely simple and useful one-tunnel-diode 
flip-flop. This circuit requires a bidirectional 
ptdse which may not be available. A purpose 
of this note is to point out that an identical 
circuit with modified bias will produce the 
required pulse. 

\\ ith the use of a supply voltage slightly 
higher or lower than that used for a bistable 
operation, the circuit becomes monostable. 
If a bias condition is selected such that the 
resistive load line intersects the character¬ 
istic tunnel-diode curve at a voltage below 
that for peak current, as shown in Eig. 1, 
and a positive spike is applied at point A, 
shown in Eig. 2. the circuit delivers a posi¬ 
tive pulse followed by a negative overshoot, 
as shown in Fig. 1. By selecting a higher bias 
voltage (and using a negative trigger spike), 
the circuit delivers a similar but inverted 
pulse, as shown in Fig. 3. This negative pulse 
has a larger overshoot and is, therefore, 
preferable as a driver for the flip-flop de¬ 
scribed by Kaenel. 1

The switching action of the circuit will 
not be discussed, as the switching of tunnel 
diodes has been described before, and the 
locus of the operating point of the diode is 
shown by the arrowed lines in Figs. 1 and 
3, point 5 being the stable operating point. 

\\ hen two of these circuits are capaci-

* Received by the IRE, June 7, 1961. 
1 R. A. Kaenel. “One-tunnel-diode flip-flop,” 

Pnoc. IRE (Correspondence), vol. 49. p. 622, March, 
1961. 

Fig. 2—Tunnel-diode one shot. 

tively coupled, an oscillator is obtained; 
however, this oscillator requires an initiat¬ 
ing pulse. The typical oscillator circuit is 
shown in Fig. 4. This oscillator has two 
stable states. One is a stable de state, and the 
other is a stable ac state where the circuit 
is in a stable oscillation. 

As bi the above discussion of the one 
shot, this circuit can be biased in a low-volt¬ 
age or high-voltage state. Fig. 1 shows the 
low-voltage biasing condition. We see that 
both diodes then have a stable point at 5. 
When both diodes are in this stable condi¬ 
tion, the oscillator is in its de state. If a 
positive trigger pulse is applied at point A, 
the voltage Fi will be as shown in Fig. 1 for 
the case of the one shot. The sudden jump oí 
V, from T down to IF is transmitted to 
point H by the capacitor C. This causes V«, 
the voltage across diode D¡, to rise suddenly, 
and the same one-shot action takes place in 
the right-hand side of the circuit. As F; 
jumps downward from T to IF, it triggers 
the left side through capacitor C. Therefore, 
the one-shot action takes place alternately 
on each side, and a stable oscillatory state 
exists (ac state). 

The triggered oscillator can be returned 
to its de state from its ac state by grounding 
point A for a time not less than one period 
of the oscillator. An additional condition is 
now imposed on the biasing of the diode 
which is that I,,>U/R (see Fig. 1). If this 
limitation does not exist, it is possible for 
the current through L\ to be greater than Ip 
when point A is removed from ground, in 
which case the oscillator will continue in its 
ac state. After point A is ungrounded, the 
operating point of Di moves to point 5, and 
the oscillator is back in its de state, as Dt 
returned to point 5 during the period A was 
grounded. 

The high-voltage case is identical in 
principle to the low-voltage case, except that 

the oscillator can now be turned off by plac¬ 
ing point A at a potential greater than 5 
(see Fig. 3) for at least one period of the os¬ 
cillator. 

One possible application of the triggered 
oscillator is as a memory unit, as it has two 
stable states and produces an ac signal for 
nondestructive readout. 

T. W. Flowerday 
I). I). McKibbin 

Lockheed Missiles and Space Div. 
Palo Alto, Calif. 

A Tunnel-Diode Slot Transmission 
Amplifier* 

A negative conductance waveguide 
transmission type amplifier has been built 
and operated at 2.7 kMc. The amplifier con¬ 
sists of a tunnel diode mounted within an 
S-band waveguide endplate slot. In opera¬ 
tion the slot assembly behaves as a guide-
to-guide coupler with reflection and trans¬ 
mission coefficients greater than unity. It is 
believed that this is the first description of a 
tunnel-diode microwave amplifier in which 
a resonated slot or linear electromagnetic 
radiator provides coupling to the source and 

* Received by the IRE, June 2, 1961. This work 
was supported in part by AF Cambridge Res. Ctr. 
under Contract No. AF 19(604)3508 at Hughes Air¬ 
craft Co., Culver City. Calif. 
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load conductances as well as the distributed 
capacitance and inductance necessary to 
maintain resonance. 

The construction details of the device 
are shown in Fig. 1. The endplate contain¬ 
ing the slot is fabricated in two pieces which 
are separated by a 0.025 inch mylar insu¬ 
lator. This construction provides microwave 
continuity between the tunnel diode and the 
slot while simultaneously permitting an 
appropriate de potential to be maintained 
across the diode. In order to prevent oscil¬ 
lations from occurring in the biasing circuit, 
a small resistor (not shown in the figure) is 
connected between the insulated plates near 
their common perimeter. When the device 
was used as an endplate guide to guide 
coupler, it was necessary to place an addi¬ 
tional mylar sheet between the split face of 
the endplate and one waveguide flange in 
order to prevent the biasing circuit from be¬ 
ing shorted. 

Fig. I—Tunnel-diode slot amplifier. 

In the transmission experiment a tune¬ 
able passive endplate slot was inserted into a 
waveguide system which had been provided 
with adequate input and output isolation. 
The slot was then tuned to resonance and the 
transmitted power level was noted. After the 
passive endplate slot was removed it was 
observed that the transmitted power was 
essentially unchanged. The endplate slot 
containing the tunnel diode was then in¬ 
serted into the waveguide system and the 
transmission gain was measured by intro¬ 
ducing sufficient attenuation to produce the 
same transmitted power as before. Trans¬ 
mission gains of 8, 16 and 21 db have been 
obtained in the neighborhood of 2.7 kMc; 
a 3 db bandwidth of 21 Me was observed 
for the amplifier which exhibited a center 
frequency gain of 16 db. The diodes used in 
the experiment were Hughes Aircraft Com¬ 
pany’s experimental point contact Gallium 
Arsenide tunnel diodes with peak currents in 
the neighborhood of 1 ma, capacitances less 
than 1 pf, and negative resistances of ap¬ 
proximately 300 ohms. 

The purpose of the experimental program 
was to determine the feasibility of obtaining 
amplification from the elements of a wave¬ 
guide slotted antenna; consequently no noise 
figure measurements have yet been at¬ 
tempted. The endplate slot was selected for 
this experiment because of its geometrical 
simplicity and the fact that its properties 

are related in a known way to those of slots 
cut in the broad wall of a waveguide. The 
results obtained to date indicate that the 
development of a multiple element amplify¬ 
ing array is feasible. 

During the course of the investigation 
it was observed that the diode slot config¬ 
uration could be adjusted to the condition 
of oscillation. Under this condition the oscil¬ 
lator wotdd lock onto a signal removed in 
frequency by several megacycles from the 
natural oscillation frequency. This lock on 
oscillator effect produced apparent signal 
gains in excess of 40 db over a 2 Me band¬ 
width. The diode slot system acting as a 
combined microwave source and antenna 
element produced radiated power levels of 
35 dbm. The power level attained was lim¬ 
ited by the characteristics of the diode which 
was selected to match the radiation resist¬ 
ance of the slot. 

Melvin E. Pedinoff 
Electro-Sonic Systens, Inc. 

Los Angeles, Calif. 

Neural Analogs* 
The present vogue of indiscriminately 

equating “neural analogs” to biological 
neurons is as popular as it is erroneous. With 
a very few exceptions, most of the analogs 
proposed so far are vastly different from 
the biological original. The creators of these 
devices and systems rarely take the trouble 
to point out these differences, and, in some 
instances, they appear to be unaware of the 
essential properties of the neuron. In the 
recent papers by Hawkins’ and by Brain 1 

a number of misconceptions continued to be 
propagated. 

First, a clarification on anatomy is in 
order. An abstracted schematic of a neuron 
is shown in Fig. 1. Axons, the output trans¬ 
mission lines of neurons, branch out into 
many fine fibers which terminate at synap¬ 
ses. They do not become dendrites, as 
stated by Hawkins. Dendrites are the con¬ 
verging branched cell inputs and are integral 
with the cell body.2 The input signals to a 
cell are due to axons of other cells which 

Fig. 1—Simplified representation of a neuron. 
A =axons. 5«synapses, and D =dendrites. 

* Received by the IRE, February 2, 1961. 
1 J. K. Hawkins, “Self-organizing systems—a review 

and commentary,” Proc. IRE, vol. 49, pp, 31-48; 
January, 1961. 

A. E. Brain, “The simulation of neural elements 
by electrical networks based on multi-ai»erture mag¬ 
netic cores," Proc. IRE, vol. 49, pp, 49-52; January, 
1961, 

2 F. Brink, Jr.. “Excitation and conduction in the 
neuron," in “Handbook of Experimental Psychology," 
S. S. Stevens, Ed.. John Wilev and Sons, Inc., New 
York, N. Y„ pp. 50-93; 1951. 

either make synaptic connection with the 
dendrites of the given cell or which synapse 
directly onto the cell’s body, as shown. 

Second, a correction must be made to 
Hawkins’ statement of the function of a 
synapse. He states that a synapse transmits 
an attenuated impulse between one neuron 
and another. This is true only for a minute 
fraction of the synapses which have been in¬ 
vestigated. The majority of synapses do not 
transmit electrical events at all. Rather, the 
axon spike (pulse) stops at the synapse 
where it triggers a chemical release mecha¬ 
nism. After diffusion across the synaptic 
boundary, the chemical (acetylcholine) 
initiates a new and different electrical event 
in the dendrite or at the cell body, depend¬ 
ing on its location. The new electrical signal 
is not a spike; rather it is a long-lasting, low 
potential signal which then flows slowly and 
with attenuation.3

It is there, at the neuron’s inputs, that 
the functions are continuous-variable, 
graded, and decremental in contrast to the 
discrete-variable, lossless axon signals. Thus 
the logics of a neuron begin to get very com¬ 
plex. These input properties are practically 
never included in analog descriptions. But 
it is precisely their intricate functions which 
play an important part in signal processing. 
A convincing summary of this complexity is 
given by Bullock.4

All of the so-called “adaptive” systems 
which have been constructed employ a 
“synapse” whose transmission varies with 
use. Although there is some neurophysio¬ 
logical evidence for variable synaptic trans¬ 
mission,6 it is at best incomplete and con¬ 
troversial. There is no clear evidence that in 
intact tissue repeated transmission en¬ 
hances the probability of future transmis¬ 
sion. Also, it has been shown that a particu¬ 
lar synapse may produce either excitatory 
or inhibitory effects at various times de¬ 
pending on the instantaneous signal en¬ 
vironment in a cell.6

In his review, Hawkins points out that it 
sometimes has been taken into account 
that immediately after firing, the neuron’s 
threshold briefly becomes infinite (absolute 
refractoriness). It should be pointed out 
that the exclusion of this parameter in a 
model is a most serious omission. Since it 
appears that the principal business of 
nerve-net functions involves time-varying 
interactions, such threshold changes must 
play an essential role. At least as important 
is another threshold change which is not 
mentioned at all. Immediately following the 
absolute refractory period is the so-called 
relative refractory phase, an essentially ex¬ 
ponential decay toward resting threshold.’ 
This decay has a time constant which is 
quite long compared to axon-spike durations 

* J. C. Eccles, “The Physiology of Nerve Cells," 
The Johns Hopkins Press, Baltimore, Md., 270 pp.; 
1957.' 

< T. H. Bullock, “Neuron doctrine and electro¬ 
physiology," Science, vol. 129, pp. 997-1002; April 17, 
1959. 

5 J. C. Eccles and A. K. McIntyre, “The effects of 
disuse and of activity on mammalian spinal reflexes," 
J. Physiol., vol. 121, pp. 492 516; September, 1953. 

« S. W. Kuffler and C. Eyzaguirre, “Synaptic in¬ 
hibition in an isolated nerve cell," J. Gen. Physiol., vol. 
39, pp. 155-184; September, 1955. 

7 I. Tasaki, “Nervous Transmission,” Charles C 
Thomas, Springfield, III., 164 pp.; 1953. 
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and repetition rates; hence, it plays an im¬ 
portant part in modifying signal processing 
in the neuron. An example of the signifi¬ 
cance of this parameter is described in an 
auditory model by Guttman, van Bergeijk, 
and David.8

Brain implies in his paper that he has 
devised a “comprehensive" simulation of 
neural elements. Since he includes even 
fewer parameters than those mentioned by 
1 lawkins, the simulation is still more remote. 
Brain has it that the strength of an output 
signal depends on the previous history of 
the neuron. Such is certainly not the case in 
nature where with few exceptions the out¬ 
put is all-or-none, and to a first-order ap¬ 
proximation has constant amplitude and 
duration.’ 

I he biological nerve cell operates as an 
exceedingly complex element. The fact that 
it is a highly nonlinear det ice with a large 
number of time-varying parameters makes it 
very flexible. Neural modeling is tempting 
and interesting because abstracting even 
just a few properties permits a demonstra¬ 
tion of a rich variety of behavior. 

1 here has been a sharp increase in 
neural modeling activity during the last few 
years, and it is important to point out that 
two distinct philosophies are involved. One 
school seeks to make its “neurons” simulate 
biological function as closely as possible. 
1 he emphasis is on small scale and physio¬ 
logically accurate modeling. Input-output 
relationships are made to be consistent with 
what is known of the biological parameters. 
The intent is to study closely the probable 
information-processing functions of neurons, 
and in so doing, to elucidate further the 
operations of the biological svstem. 

In the second group of modelers (by far 
the most populous) the idea is to explore the 
“adaptive and large-scale behavior of many 
quasi-neural elements randomly connected. 
Little care is taken to simulate neural prop¬ 
erties accurately or fully. The intent seems 
to be titillation rather than elucidation. 
Since these abstractions are generally very 
imprecise, obviously incomplete, and fre¬ 
quently in error, little relevance to physio¬ 
logical nervous systems should be inferred. 
Above all, anthropomorphism is unwar¬ 
ranted. 

L. D. Harmon 
Bell Telephone Labs., Inc. 

Murray Hill, X. J. 

14 N. Guttman, et al., “Monaural temporal masking 
investigated by binaural masking.’ J. Acous. Soc. 
Am., vol. 32, pp. 1329-1336; October. 196(1. 

9 E. D. Adrian, “The Mechanism of Nervous Ac¬ 
tion. Electrical Studies of the Neurone," University 
of Pennsylvania Press. Philadelphia. Pa., 103 pp.; 

Author’s Comment 10

We are indebted to Dr. Harmon for gal¬ 
lantly volunteering to unravel the fascinat¬ 
ing complexity of the biological neuron 
system, and admire his dedication to its 
simulation down to the last detail. The 

19 Received by the IRE, March 20. 1961. 

single-minded tenacity and stoicism of the 
purist will always command respect, but I 
would draw a parallel between the present 
state of affairs in regard to “learning ma¬ 
chines (adaptive pattern-recognition sys¬ 
tems which process numerous input signals 
simultaneously in a statistical manner) and 
the status of “flying machines" at the end of 
the nineteenth century. Is it not true that 
man's progress in the construction of poten¬ 
tially useful flying machines, as distinct from 
interesting scientific curiosities, is measured 
from the time he ceased to be obsessed with 
the flapping wings so vital to the birds he 
took for a model? 

Surely the crux of the mimerons differ¬ 
ences of opinion so prevalent in the field of 
learning machines lies in basic motivation. 
I he investigation of the detailed mechanism 
by which a man remembers, recognizes, and 
extracts generalities out of myriad simul¬ 
taneous-data samples is assuredly a laud¬ 
able enterprise, but is it any the less so to 
seek to construct a useful machine to perform 
in a similar manner? It does not follow that 
the machine must be an exact model in 
order to function satisfactorily The purist 
has no monopoly of virtue, and the unre¬ 
pentant urchin who persists in draggling his 
worm where the water is muddiest fre¬ 
quently catches bigger fish than the “exact 
copy," dry-fly man. 

I he word “useful” has been stressed 
because it has a significant influence on the 
philosophical attitude being brought to 
bear on the problem. Reduced to its lowest 
terms, it is virtually synonymous with “a 
commercial proposition." It is perhaps un¬ 
fortunate, but no matter how high their 
motivation, machine builders sooner or later 
must face the fact that unlimited funds are 
not available for the construction of large, 
expensive, scientific gimmicks. In the pres 
ent instance, in considering machines which 
function by simultaneous statistical sam¬ 
pling, onesoon findsoneself glibly postulating 
systems containing upwards of a thousand 
identical basic building blocks, plus periph¬ 
eral equipment. With these boundary con¬ 
ditions, simplification to the highest degre 
possible is mandatory. 

W ith regard to Dr. Harmon’s objection 
to the use of the word “comprehensive," I 
would merely observe that the four primi¬ 
tive operations 

1) addition of signals, 
2) absolute inhibition of signals passing 

through one or more connections by 
signals in a controlling channel, 

3) control on an all-or-none basis by a 
threshold level, and 

4) a weighted connection which can have 
its value changed in the “learning” 
phase of operation, 

have been made available in compatible 
components, and that these functions seem 
to be adequate to satisfy the majority of de¬ 
scriptive models. The circuits given were not 
intended to constitute an exhaustive list, 
but rather to be illustrative of the versatil¬ 
ity of arrangements using carrier-operated 
multi-aperture magnetic cores. Thus, should 
a time-dependent threshold with exponential 
decay be desired, a gated carrier supplied to 
Big. IL with a little ingenuity, might very 
well satisfy the requirement. Big. 6 is. of 

course, only part of the story; its output is 
taken along with similar connections to a 
threshold unit of the all-or-none kind. 

As for the need for a weighted connec¬ 
tion which can have its value permanently 
modified in the learning phase of operation, 
I have no doubt of its usefulness in enhanc¬ 
ing the discrimination of pattern recogni¬ 
tion machines. With regard to its relevance 
to human neural operation, I would ask 
whether anyone has succeeded in finding a 
plausible mechanism which does not make 
use of permanently modified connections to 
explain the retention of human memory 
through sleep and anesthesia, for 50 years. 

A. E. Brain 
Applied Physics Lab. 

Engrg. Div. 
Stanford University 
Menlo Park. Calif. 

On Self-Organizing Systems* 
The recent review by Hawkins1 repre¬ 

sents one possible approach to self-organiz¬ 
ing systems that should prove useful. By re¬ 
garding nervous systems as self-organizing 
it should be possible for physical scientists 
and biological scientists interested in this 
area to engage in a fruitful exchange of 
ideas. The Hawkins article, unfortunately, 
illustrates a danger in this approach. In 
undertaking to relate the nervous svstem to 
self-organizing systems an author must as¬ 
sume the responsibility of familiarizing him¬ 
self with at least the elementary informa¬ 
tion available in both the physical and bio¬ 
logical facets of the problem. Hawkins has 
failed to do so, at least with regard to biol¬ 
ogy-

Harmon points out some of the errors in 
the Hawkins paper; and there are numerous 
additional errors made by Hawkins. Bor 
example, it is stated that the arrival of 
about ten nearly simultaneous impulses will 
fire a neuron. In fact, the number of pre-
synaptic spike impulses required to fire a 
neuron varies tremendously from one type of 
junction to another with a minimum of one 2 

and an undetermined maximum. Related 
to this error is the statement that each neu¬ 
ron is connected to 102 to IO3 other neurons. 
This property also is tremendously variable 
with a minimum near one3 and a maximum 
that may be of the order of IO3.4 We are also 
told that “long neurons tend to transmit at 
a higher speed than short ones." One of 
the earliest established facts in electro¬ 
physiology, however, was that the activity 

* Received by the IRE. April 13, 1961. 
U. K. Hawkins, “Self-organizing systems—a re¬ 

view and commentary,” Proc. IRE, vol. 49, pp. 31-
48:January, 1961. 

2 T. II. Bullock, “Properties ot a single synapse in 
the stellate ganglion of squid," J. Neurophysiol., vol. 
11, pp. 343-364; 1948. See especially, p. 348. 

3 A. A. Maximow and W. Bloom, “Textbook of 
Histology," W. B. Saunders Co., Philadelphia, Pa., 
pp. 188-190; 1952. 

4 D. A.’Sholl, “The Organization of the Cerebral 
Cortex," John Wiley and Sons, Inc.. New York, N. Y., 
pp. 57 58; 1956. 
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of neural processes of various diameters in 
a compound nerve could be distinguished by 
virtue of the fact that speed of conduction 
over the same distance varies by an order of 
magnitude.5 Thus, conduction velocity 
varies with diameter, not length. Length 
may be correlated with diameter, but the 
correlation is low, and the primary relation¬ 
ship is between diameter and conduction 
velocity. 

Other statements simplify matters to 
the point of being misleading. It is men¬ 
tioned that “the alpha rhythm is sometimes 
regarded as a scanning mechanism.’’ The 
evidence indicates that the alpha is prob¬ 
ably the summation of fluctuations of cer¬ 
tain of the analog voltages referred to by 
Harmon.6 Although these local fluctuations 
will residt in changes of threshold in the 
neurons involved, a network scanning 
mechanism becomes improbable. These same 
fluctuations in analog voltage have also been 
proposed as a possible basis for short-term 
memory as an alternative to the recircula¬ 
tion of signal sequences mentioned by 
Hawkins.7 The distributed memory concept 
referred to is by no means established. The 
experiments mentioned in which “memory” 
is tested following cortical extirpations are 
difficult to interpret; the deficits in per¬ 
formance following these extirpations may 
be the result of losses in information han¬ 
dling capacity rather than any losses of stor¬ 
age capacity per se. 

Harmon also criticizes the designers of 
adaptive systems for the incorporation of 
alterations of “synaptic" transmission in 
their models. His statement, “There is no 
clear evidence that in intact tissue repeated 
transmission enhances the probability of 
future transmission” is entirely unwar¬ 
ranted. Much of the evidence that repeated 
transmission does alter the probability of 
future transmission is cited in recent re¬ 
views89 of the role of the central nervous 
system in learning. Although it has not 
been established with certainty that these 
alterations of probability of transmission 
take place at the synapse, evidence of 
synaptic changes as a result of use and dis¬ 
use is mounting. 1011

Errors such as the ones mentioned above 
decrease the value of Hawkins’ paper to 
physical scientists by conveying to them in¬ 
correct or outdated concepts. 1 n the cases of 
the biological scientist, they plant a seed of 
doubt as to the accuracy of the remaining 
information contained in the paper. 

1’. D. Coleman 
Dept, of Physiology 

The Johns Hopkins University 
Baltimore, Md. 

4 T. C. Ruch and .1. F. Fulton, “Medical physiol¬ 
ogy and biophysics," W. B. Saunders Co., Phila¬ 
delphia, Pa., pp. 71 73; 1960. 

' .1. F. Field, Ed., “Neurophysiology," in “Hand¬ 
book of Phvsiology," American Physiological Society, 
Washington. D. C., sect. 1, pp. 293 295; 1959. 

’ B. D. Burns, “The electrophysiological approach 
to the problem of learning," Can. J. Biochem. and 
Physiol., vol. 34, pp. 380-388; 1956. 

* V. E. Hall, Ed., “Annual Review of Physiology,” 
Annual Reviews, Inc., Palo Alto, Calif., vol. 23, pp. 
451 484; 1961. 

9 Field, op. cit., pp. 1471 1499; I960. 
” E. De Robertis, “Submicroscopic morphology 

and function of the synapse," Exp. Cell Research, 
Slippl. 5, pp. 347-369; 1958. 

11 E. De Robertis, “Submicroscopic morphology of 
the synapse." Internat. Rev. Cytol., vol. 8, pp. 61-96; 
1959.' 

Stable Low-Noise Tunnel-Diode 
Frequency Converter* 

A simple nonlinear resistance frequency 
converter can be represented by the equiva¬ 
lent circuit of Eig. 1(a)1, provided all image 
and sum frequencies are short circuited, and 
the amplitude of the local oscillator voltage 
is much greater than the sum of the ampli¬ 
tudes of the voltages at the signal and inter¬ 
mediate frequency. In practical positive non¬ 
linear resistances, the conversion conduct¬ 
ance g, must always be less than the average 
conductance go-1 If, however, the incre¬ 
mental value of the nonlinear resistance is 
negative for some voltages, then gc may 
equal or exceed go.2

Fig. 1 -Equivalent circuit of simple nonlinear resist¬ 
ance mixers. Currents and voltages to the left 
of port 1 are at the signal frequency/,, those to the 
right of port 2 are at the intermediate frequency/. 
(4 =fi +ft.o; fLO = local oscillator frequency.) (a) 
Ru=Hc. (b) g<, =gr. (»» “generator current, g„ = 
generator conductance, go = average conductance ot 
nonlinear resistance,* gc«conversion conductance 
of nonlinear resistance,1 gz, =load conductance.) 

For the case gr =go, the equivalent circuit 
of the converter reduces to Fig. 1(b). The 
conversion gain Gr (i.e., the ratio of the IF 
output power to the available signal power) 
is then simply 

Gc = 

If the input 
equal, Gc approaches unity as g»/gr ap¬ 
proaches zero. In this case, any thermal or 
shot noise sources in the nonlinear resistance 
will be completely mismatched from both 
input and output, so that the converter can 
be represented by a lossless, noiseless, 
matched four-terminal frequency translation 
network. 

We are attempting to approach the per¬ 
formance of the ideal converter described 
above by using tunnel diodes as nonlinear 
resistances. An initial broadband converter 

(1) 

and output impedances are 

* Received by the IRE. May 17. 1'161. 
1 E. W. Herold, “Frequency mixing in diodes." 

Proc. IRE. vol. 31. pp. 575-581 ; October. 1943. 
K. K. N. Chang, G. II. Heilmeier and II. J. 

Prager, “Low-noise tunnel-diode down converter hav¬ 
ing conversion gain," Proc. IRE. vol. 48, pp. 854-
858: May. I960. 

— Me, f, =30 Me) had unity con¬ 
version gain, a radiometer noise figure of 
2.5 db,3 and was stable with input VSWR's 
exceeding 10:1 varied through all phases. 

It is of interest to note, that both the 
minimum radiometer noise figure and the 
minimum conversion loss of a broadband 
positive resistance frequency converter 
(image frequency termination equals signal 
frequency termination) must exceed 3 db? 
Also, for the tunnel diode used in our con¬ 
verter, (loRAmin was about 1.2 (Zo=dc cur¬ 
rent through diode, R.i = magnitude of nega¬ 
tive resistance at bias point). The noise 
figure at high gain of a tunnel diode amplifier 
using this diode would exceed 3.5 db,5 while 
the noise figure at high gain of a system using 
the converter together with the best com¬ 
mercially available 30-Mc IF amplifier 
(NF =0.7 db) would be only 2.9 db. 

F. Sterzer 
A. Presser 

Electron Tube Div. 
RCA 

Princeton. N. J. 

* Passive circuit losses in front of the converter, 
amounting to 0.5 db are not included in the quoted 
gain and noise figure. These losses were due to the local 
oscillator input circuit and an IF rejection filter, and 
can, in principle at least, be eliminated by more care¬ 
ful design. 

4 E. W. Herold, R. R. Bush, and W. R. Ferris. 
“Conversion loss of diode mixers having image fre¬ 
quency impedance," Proc. IRE, vol. 33, pp. 603--609; 
September, 1945. 

5 M. E. Hines and W. W. Anderson. “Noise jkt-
formance theory of Esaki (tunnel) diode amplifiers," 
Proc. IRE. vol. 48. i». 789; April, I960. 

Thin-Film Cryotrons* 
Ou page 1568 of the paper by the above 

title, Smallman, et al.,1 state that “the in¬ 
duced current in a tin (film) loop without a 
ground plane rapid!) fell off to a very low 
value in a fraction of a second" (our italics). 
On page 1571, they state that “residual re¬ 
sistance is present in many no-ground-plane 
cryotrons, and it is significant that the addi¬ 
tion of a ground plane completely eliminates 
it . . .” (our italics). 

Hasty reading of these remarks might 
lead the reader to suppose that unshielded 
crossed-film cryotrons do not always become 
superconducting, and cannot be used reli¬ 
ably to store circulating currents. We feel 
sure that Smallman, et al., did not mean to 
imply this. In the development by one of 
the authors, together with Bremer, of the 
unshielded crossed-film cryotron, which was 
published last year,2 we found effects of 
the type mentioned by Smallman, et al., 
when our devices were subjected to a field 

* Received by the IRE, September 23, I960; re¬ 
vised manuscript received, November II, 1961. 

• C. R. Smallman, A. E. Slade, and M. L. Cohen. 
“Thin-film cryotrons." Proc. IRE, vol. 48, pp. 1562-
1582; September, I960. 

2 V. L. Newhouse and .1. W. Bremer, “High-speed 
superconductive switching element suitable for two 
dimensional fabrication." J. A ppi. Phys., vol. 30, pp. 
1458-1459; September, 1959. 
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somewhat larger than that of the earth, di¬ 
rected at right angles to the film surface. 
Such fields can sometimes arise accidentally 
if ferromagnetic materials, such as steel 
clamps for instance, are used near the dewar. 
The magnetic field of the earth, however, 
did not affect the performance of our un¬ 
shielded crossed-film cryotrons to any ap¬ 
preciable extent, nor did it prevent us from 
storing currents in unshielded cryotron cir¬ 
cuits for several hours. In this connection, 
Crittenden, et al. 3 report that current has 
been stored in unshielded tin and indium 
film circuits for many hours. Xo mention is 
made in their paper of any precautions to 
exclude the earth’s magnetic field. 

It may therefore be concluded that un¬ 
shielded tin and indium crossed-film cryo¬ 
trons, persistors, etc. may be operated in the 
earth’s magnetic field. Fields which are 
large enough to cause trouble may be can¬ 
celled out or screened out by any of the well-
known methods. A method which is par¬ 
ticularly suitable for work on superconduc¬ 
tors is that of operating the circuits inside a 
cup of spun lead, placed in the liquid helium. 
This causes the lead to become supercon¬ 
ducting and expel most of any stray mag¬ 
netic fields present. 

V. L. Newhouse 
H. H. Edwards 

Appl. Phys. Seel.. Research Lab. 
General Electric Co. 
Schenectady, X. Y. 

3 E. C. Crittenden, Jr., J. N. Cooper, and F. \V. 
Schniidün, “The 'persistor’—A superconducting mem¬ 
ory element,'’ Proc. IRE, vol. 48, pp. 1233-1246; 
July, 1960. 

Are Electronics Engineers 
Educated?* 

Webster defines engineering as “the art 
of designing, building, or using engines and 
machines, or of designing and constructing 
public works or the like.’’ The concession is 
further made that engineering may be di¬ 
vided into the particular fields, within each 
of which the basic definition must be inter¬ 
preted. One should logically expect, there¬ 
fore, that a graduate of a good engineering 
school, with a degree in engineering, should 
be an engineer—“one who is versed in or 
practicing any branch of engineering.” But 
is this really the case? 

One needs only to attend any of the en¬ 
gineering conventions, symposia, section or 
professional group meetings to discover that 
there is an appalling lack of understanding 
among many of our younger engineers as to 
the things really important to “the art of 
designing.” At these affairs, intelligent and 
sincere young men proudly describe their 
analyses, developments, and achievements. 

♦ Received by the IRE, February 7. 1961 ; revised 
manusetipt received, March 23, 1961. 

In many cases, original work has been done, 
and its author truly displays a good back¬ 
ground of prior work. But too often the dis¬ 
sertation is a rediscovery of work already 
done, or describes hardware of marginal 
usefulness, and clearly demonstrates a lack 
of understanding of many things basic to 
engineering—“the art of designing.” 

In this situation is a reason why we have 
problems with missile reliability, circuit 
complexity, operational utility, high cost, 
or even engineering management. In this, 
the era of the cost-plus-fixed-fee contract, 
there is but slight financial incentive for in¬ 
dustry to genuinely emphasize engineer 
training. If a young man must spend an ex¬ 
tra several months researching the field to 
select the best components, or redesigning 
after the catastrophic field test, this is 
equally profitable to the company. Xot only 
is the salary paid fully reimbursed, but a 
contribution to overhead helps further to 
retire the facility, even if no fee is earned. 
Engineer demand often places a company 
in the position oi assigning engineers project 
responsibilities far beyond their training or 
experience. The senior, capable people have 
long since been removed from such mundane 
details as selecting the best relay, and now 
either revolve in the world of the “system” 
block diagram, the curtained offices and the 
policy meetings; or else, tiring of the gambit, 
have become independent consultants or 
launched their own companies. The public 
teat succors many a “research” program 
that, stripped of equations, is nothing more 
nor less than a learning curve for engineers 
who have not yet mastered “the art of de¬ 
signing.” 

In a profit-oriented company (and there 
are many such companies which refuse all 
but fixed-price contracts and are choosy 
about these), we have a similar situation, 
but for another reason. In these cases, the 
company cannot afford a plethora of engi¬ 
neers in the futile belief that somehow quan¬ 
tity will make up for quality, nor can it al¬ 
ways afford the salary that competence de¬ 
mands. The company selects the best talent 
it can afford, trains it themselves, and 
piously hopes through all sorts of induce¬ 
ments to keep it around. But in these cases, 
the engineer soon finds himself with a work 
load which is some exponential function of 
his performance; the better job he does, the 
more he is assigned, until eventually he, 
too, cannot devote the time really required 
for “the art of designing” and must take 
chances and make guesses. 

It is easy to find reasons, but hard to 
lind excuses for this situation. Basically, the 
heart of the problem is engineering educa¬ 
tion. W ith a few notable exceptions, our en¬ 
gineering schools are not teaching, and never 
have taught, “the art of designing.” They 
have taught “the science of analyzing.” 
Throughout the average university cur¬ 
riculum. the emphasis is on analysis rather 
than synthesis. Given a circuit, what does it 
do? Yet the first task usually expected of 
the engineer is: given the specification, pro¬ 
duce the design. The Laplace transform, 
important though it is, is of no help in de¬ 
ciding which of a dozen makes of capacitors 
to specify for a particular problem, or in 
hacking through the jungle of transistor 
and diode-type numbers. How many of our 

university catalogs today list courses dealing 
with what might be called “component 
sources,” or, “who makes what, how good 
is it, how much does it cost, what are the 
quantity and OEM discounts, and how is 
it specified and bought?” How many new 
engineers even know where to look for prod¬ 
uct information beyond the magazine ad¬ 
vertising? How many professors teach the 
perils of ground loops or excessive heater¬ 
cathode potentials; what are the best 
printed-circuit base materials; the relative 
merits of eyelets and plate-through; what 
constitutes a good solder connection; what 
plugs can be counted on to give trouble; 
where solid wire is preferable to stranded; 
and so on? How many engineering schools 
have test laboratories equipped with tem¬ 
perature and altitude chambers and random-
and-sine vibration-testing equipment? How 
many show stroboscopic films of the jelly-
like behavior of “rigid” components vibrat¬ 
ing above their resonant frequencies? How 
many electronics engineers are taught in 
school the difference between a coarse and a 
line thread, the hole size for a 4-36 screw, or, 
for that matter, the resistor, capacitor or 
diode color code? How many students get 
any appreciation of the cost of components 
as they learn their function? How many new 
graduates know the effects of stray fields 
from a transformer? How many know the 
practical side of what to expect from para¬ 
sitic oscillations, even in pulse circuits, VR 
tubes, and Zener diodes, and how to avoid 
them? How many know what a MIL speci¬ 
fication is? How many know how to make 
by themselves a limited patent search, or 
even of the existence of the Patent Gazette? 
All of these matters and painfully many 
more are, in general, left to industry to 
teach, or for the student to find out for him¬ 
self, like sex—and to carry the analogy fur¬ 
ther, often the hard way as he watches his 
creation cremated on the launch pad. To the 
extent that industry is unable to do this 
training, unreliability is naively built into 
the design. 

It is unfair to criticize education for sins 
of omission without recognizing its side 
too. Just where, in a four-year or six-year 
curriculum is there time for such mundane 
but necessary things, especially in view of 
the accelerated progress in the past twenty 
years? Certainly one should not drop the 
course in Laplace transform in favor of these 
things. Where does the school obtain quali¬ 
fied professors with practical (and success¬ 
ful) design experience, and how can they be 
motivated to teach such subjects ade¬ 
quately, with altruistic indifference to the 
salary received? How can the expense of en¬ 
vironmental test equipment be fitted into 
the budget? And. after all, should an aca¬ 
demic institution of “higher learning" teach 
the things that are really- “lower learning”? 
Of course these are legitimate questions, but 
they do have answers. 

W hile adequate finance may not be a 
panacea, it is certainly a necessary remedy 
to part of the problem. The schools than can 
afford modern equipment anti adequate 
salaries, and who have working arrange¬ 
ments with nearby industry for laboratory 
training and summer employment sessions, 
are turning out the best engineers. Summer 
periods are an indoctrination into “things 
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practical,” so essential to “the art of design¬ 
ing." It is to the advantage of both industry 
and the taxpayer to give generous financial 
support for such needs. Better engineers will 
ultimately result, and the investment will 
be returned many fold. 

Additions to engineering curricula of 
recpiired courses dealing with these practical 
subjects are needed, even if at the expense of 
fewer hours of student leisure. Existing 
courses need greater emphasis on synthesis 
—working from specifications—not simply 
in class-A amplifiers or emitter followers, 
but in digital and RF systems and a host of 
more complex subjects. The practical side 
should be taught along with the theory. The 
student should commit to memory the 
standard values of 5 per cent and 10 per 
cent resistors and be required to use these 
in his designs, and recompute performance 
in a tolerance (and temperature) analysis. 
His problem sets should require detailed 
component selection and specification of 
critical part locations and lead lengths, hole 
sizes, types of plugs for interconnections, 
and so on. Grading could be on how his de¬ 
sign would probably withstand tempera¬ 
ture, humidity, vibration, shock, corrosion, 
and whether it would be economical and 
reliable. Perhaps most of all, the student 
should be instructed to locate alternate units 
already commercially available that might 
satisfy the basic requirements so that he 
will know whether, in fact, he should be de¬ 
signing such a unit at all except for practice. 

We write about engineers who cannot 
spell, write, or speak in public, and so on, 
but these things may be secondary to “the 
art of designing." Such deficiencies are eas¬ 
ily tolerable in a man who can turn out a 
solid, producible, economical, trouble-free, 
profitable, and useful product. The archives 
are full of scholarly technical reports on proj¬ 
ects long deceased because of poor design. 

Only with practical training, in school, 
government or industry, and preferably all 
three, can it truly be said that the engineer 
is educated and is “one who is versed in or 
practicing any branch of engineering -the 
art of designing.” 

R. \\. Johnson 
I'he R. W. Johnson Co. 

Anaheim, Calif. 

A Note on Sugai’s Class of Solutions 
to Riccati’s Equation* 

In this correspondence, it will be shown 
that the solution of Riccati’s differential 
equation can be found from the solution of 
two associated Bernoulli equations provided 
the coefficients of the Riccati equation sat¬ 
isfy certain relationships to be specified later. 
This work generalizes the technique pre-

♦ Received by the IRE, March 27, 1961. 

sented by Sugai1 in a recent note. It is ac¬ 
complished by using a more general trans¬ 
formation of the dependent variable than 
that used by Sugai. In this note, the notation 
of Ince2 is used. 

The Riccati differential equation reads 

dv 
/ + ^y2 + <fry + x-0. (1) 
dx 

I'he transformation proposed here is 
given by 

c,W(x) + ciGWd y(x) =-• (2) 
c3(x)r (.r) + Ci(x)r(x) 

where the prime denotes differentiation with 
respect to .v. Substituting the expression for 
y(x) in (2) into (1), it is seen that v(x) 
satisfies the following second-order equation: 

n"Qt - (Qi + QW)' - Q^’ - = 0, (3) 

where 

Qi = CtCt — c-c, 0 
Qt = Cid — cíe, — cid — ciftd — eix 
Q. — C|C/ — Ct Ct T ClCi — Cl Ci 

— (cic, + cicid — 2cic^ — 2c3cix 
Qi = tic/ — c/c» — cid — CtCid — c.?x-

Eq. (3) will be a linear second-order equation 
if the condition 

Qi + Qi = 0 (4) 

can be enforced. This condition leads to 
either one of the following two Riccati 
equations: 

, 0 / ci cA 
Ci 4-Ci2 + ( </>- Ja 

Ci \ Ci Ci I 
+ Ci + Czx = 0 (5a) 

ci- — ci- (* + — f-’k 
Cl \ Ct Ct) 

+ Cl - Ciÿ = 0. (5b) 

These equations reduce to Bernoulli's equa¬ 
tion, which can be solved in closed form,’ 
if in (5a) the condition 

Ci = — exx (6a) 

is met, or if in (5b) the condition 

Ci = Ctd (6b) 

is met. Thus (5a) or (5b) reduces to Ber¬ 
noulli’s equation and Ct or Ci can be deter¬ 
mined in closed form. 

The condition given in (6a ) is satisfied by 
the first transformation given by Sugai in 
(4) of his paper. The second given in (6b) is 
satisfied by the transformation given by 
Sugai in (5) of his paper. 

Now the problem has been reduced to 
solving the following differential equation : 

On" - Qif' - Qtr = 0. (7) 

The fact that (1) is equivalent to a second-
order linear equation is well known.4 Hence, 
in order to benefit from the transformation 
in (2), one requires that Qi must also vanish 

1 I. Sugai, “A new exact method of nonuniform 
transmission lines," Prík:. IRE, vol. 49, pp. 627-628; 
March, 1961. 

2 E. L. Ince, “Ordinary Differential Equations," 
Dover Publications, Inc., New York, N. V., pp. 23-
25; 1956. 

’ Ibid., pp. 22, 24. 
* Ibid., p. 23. 

subject to either the condition in (6a) or 
(6b). 'I'he vanishing of subject to (6a) and 
(6b) is given in (8a) and (8b), respectively. 

+ cixd + c,2 = 0 (8a) 

Ci Ci — CtCi — ^0 — - } CiCj 

—Ci2x^ — Cj2 = 0. (8b) 

It is noted that (8a) is a Riccati equation in 
either c, or Ci. and (8b) is a Riccati equation 
in either ct or ci, and thus, it is of little value 
to specify d, tf. X- However, at this point it 
is convenient to point out the results of 
Sugai’s work. It is seen by substitution in 
(8a) that if one lets 

Ci = 0, a = — X- Ci =1, Ci = </>, (9a) 

which are the conditions in Sugai’s trans¬ 
formation given in (4) of his note, then one 
deduces the condition given in (8) of his 
note. If one lets 

Ci = 1, Ci “ — <t>, c, = 0, Ct = d- (9b) 

then one has the transformation suggested 
by Sugai in (5) of his note. In this case one 
deduces the condition in (9) of his note. 

New relationships can be derived from 
the generalized transformation defined in 
(2) through the study of (8a) and (8b). The 
study will be facilitated by rewriting (8a > 
and (8b) in the following forms, namely: 

, (id 

(Ct ci d\ 
d-+-- ) y = 0 (10a) 

Ci Ci C\f 

Thus it is seen that (10a) and (10b) are 
Bernoulli’s equations in terms of y and d. 
respectively. The solution of an equation of 
the form 

dz 
- + ?1(xh‘ + qMz = 0 
dx 

is also a solution of the equation’ 

Thus, for example, in (10a), one can specify 
Ci and Ct in any convenient manner, and 
since ( 10a) can be solved in closed form, the 
functional relationship between d, d, x 
necessary to obtain a solution of (1) by 
these techniques can be found. The co¬ 
efficients Ci and Ci are now determined by the 
conditions specified in (5a) and (6a). 

Thus, it has been shown that the solution 
of a Riccati equation can be found by solving 
two Bernoulli equations provided d< d- x and 
the auxiliary coefficients are related as in 
(10a), (5a) and (6a), or ( 10b), (5b) and (6b). 

David C. Stickler 
Antenna Lab. 

Dept, of Elect. Engrg. 
The Ohio State University 

Columbus. Ohio 
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A New RMS Describing Func¬ 
tion for Single-Valued 
Nonlinearities* 

Klotter1 and Prince2 have at one time 
or another proposed various unconventional 
describing functions, but these have not 
found widespread use because they do not, 
in general, provide the accuracy of the con¬ 
ventional describing function. The present 
authors have also looked into a number of 
other describing functions based on mini¬ 
mizing the average value of error between 
the fundamental of the output of the non¬ 
linearity for a sine-wave drive and the abso¬ 
lute value of error, etc. Of course, it is ap¬ 
parent that as the linear element of the 
closed loop tends toward a perfect low-pass 

filter, the error of the conventional describ¬ 
ing function tends towards zero. It is pos¬ 
sible, however, that an unconventional de¬ 
scribing function could provide better ac¬ 
curacy for many practical systems since per¬ 
fect filtering is unrealistic. 

I'he authors propose that for single¬ 
valued, instantaneous nonlinearities, a pos¬ 
sibly superior describing function is ob¬ 
tained by equating the mis value of the 
equivalent output sine wave of fundamental 
frequency to the rms value of the actual 
nonsinusoidal output of the nonlinear ele¬ 
ment in response to a sine-wave drive. 1'his 
might be justified on an equivalent energy 
basis. The definition is thus, 

11 cu ii/t 
! I [/(/•. sin e) |2rfe i 

A_ ! frA 

i f ’(E sin e^de I 
I 2ir J » 

(1) 

* Received by the IRE, March 23, 1961. 
1 K. Klotter, “An extension of the conventional 

concept of the describing function," Proc. Symp. 
on Nonlinear Circuit Analysis, Polytechnic Imt. 
of Brooklyn, Brooklyn, N. V., vol. 6; 1956. 

2 L. T. Prince, Jr., “A generalized method for de¬ 
termining closed-loop frequency response of nonlinear 
systems," Trans. A1EF., pt. 2, vol. 73 (A pplications 
and Industry) pp. 21 7 224; September, 1954. 

where 

E sin 9 input to the nonlinearity 

f(E sin 9)^ output of the nonlinearity. 

For instantaneous nonlinearities, the phase 
shift through the element will be zero. Con¬ 
sider the nonlinearity shown in Fig. 1. There, 

[i2(e — a) + kia 
/(e)= h-ie 

ki(e + a) — kia 

(e > «) 
( — a < e < a) 
(e < — a). 

For the relay with dead band, the rms de¬ 
scribing function (1) becomes 

Ae<(
t 2 .I/2 r 
17 77 L 

4). » 
and the conventional describing function is 

4 .1/ 
TT E 

TABLE I 

N L. G(i) Method 
Predicted 

Amplitude of 
Oscillations 

Percent¬ 
age 
Error 

Predicted 
Period of 

Oscillât ions 

Percent¬ 
age 
Error 

> / : 

10 

5(5+l)2

5 

Describing Function 

Proposed rnu DF 

Experimental 

Describing Function 

Proposed rms DF 

Experimental 

6.30 

6.80 

6.70 

7.45 

7.75 

8.12 

5.95 

1 .49 

8.25 

4.55 

6.28 

6.28 

6.38 

10.90 

10.90 

11 .20 

1 .67 

1 .67 

2.68 

2.68 
5(5+1)’ 

2 

sb + l)< 

Describing Function 

Proposed rms DF 

Experimental 

1.55 

4.75 

4.70 

3.19 

1 .06 

15.70 

15.20 

3.29 

3.29 

* . 
10 

5(5+1)2

Describing Function 

Proposed rms DF 

Experimental 

6.35 

7.07 

6.89 

7.85 

2.61 

6.28 

6.28 

6.38 

1 .67 

1 .67 

5 

SÜ+1 )’ 

Describing Function 

Proposed rms DF 

Experimental 

7.15 

7.07 

7.60 

5.92 

4.60 

10.90 

10.90 

10.80 

0.925 

0.925 

2 

5Í5+1P 

Describing Function 

Proposed rm- DF 

Experimental 

4.45 

4.95 

4 .65 

4.30 

6.45 

15.60 

15.60 

15.70 

0.636 

0.636 

For this nonlinearity, (1 ) becomes! 

E.„ = \k-P + — (kd - kJ) 
( IT 

[ a a / a’"] 

+ - k^k, - k.) /i - £ 

a2 / 2 a \) 1,2

(E>a), (2) 

which is somewhat more complex than the 
conventional describing function for the 
same nonlinearity 

2 
N = kt + — (k, - W 

[a / a2 a 1 
-¿V'-» + si" 1 y J 

An analog computer study' of a number 
of systems has been made to establish an 
initial feeling for the accuracy of the rms 
describing function. Two nonlinearities have 
been considered: 1) saturation or limiting 
for which the rms describing function is a 
special case of (2), and 2) the perfect relay, 
a special case of (3). The linear elements in¬ 
volved are of the third, fourth and fifth or¬ 
der. As might be anticipated, the conven¬ 
tional describing function improves as the 
filtering becomes heavier, but the rms de¬ 
scribing function presents a significant im¬ 
provement for the lower-order cases. A 
block diagram of the configuration is shown 
in Fig. 2 and the results are summarized in 
Table I. Work is proceeding on the applica¬ 
tion of this new describing function to non¬ 
single-valued nonlinearities. 

Thanks are due I). C. Fosth for analog 
computer programming. 

J. E. Gibson 
K. S. Prasanna-Kumar 

Control and Information Systems Lab. 
School of Elec. Engrg. 

Purdue University 
Lafayette, Ind. 
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A Proposed Test of the Constancy 
of the Velocity of Light* 

Einstein's definition of simultaneity and 
also all accurate measurements that have 
ever been made of the velocity of light are 
based upon the assumption that the reflec¬ 
tion (by a mirror that is at rest in the ob¬ 
server’s frame) of a light signal which is 
traveling over <» return path occurs pre¬ 
cisely at the half time for the journey. Be¬ 
cause the one-way velocity of light has never 
been accurately measured,1 this assumption 
has never been subjected to a direct test. 
Stated in another way, it is postulated that 
the observer's relative space is isotropic to 
the propagation of light; and this is the 
underlying and untested assumption upon 
which the special theory of relativity rests.* 
Recent developments have raised serious 
questions as to the validity of this postu¬ 
late.I believe, therefore, that it is highly 
desirable for a direct test of Einstein’s con¬ 
cept of simultaneity and of his second postu¬ 
late to be made at this time, especially since 
such a test now appears possible with mod¬ 
ern techniques. 

I offer, by way of example, that two 
identical maser-controlled clocks, each fash¬ 
ioned to store information on video tape or 
some similar device accurate to one thou¬ 
sandth of a microsecond, can be first syn¬ 
chronized, while together, by means of 
identical marker signals on the two tapes, 
and then can be transported to locations 
about 18.6 miles apart. The two clocks are 
hereby stationed 100 microseconds apart by 
light signal, so that the velocity of light can 
be timed accurately one-way to ±one mile 
per second. Selected marker signals at sta¬ 
tion A are arranged so as to fire a strobe light 
toward station B, and the tape at station A 
is marked electronically to indicate each fir¬ 
ing. The light signal is detected at station B 
by a photocell, which marks tape B and si¬ 
multaneously fires a second strobe light 
toward station A. The receipt of the return 
signal is recorded by a photocell, which com¬ 
pletes the cycle. Other cycles can be per¬ 
formed as needed. 

Upon the assumption that light is some 
unspecified form of wave propagation, the 
velocity of the solar system in the universe 
should produce a first-order effect of V/C 
on the time required for light to pass in the 
two directions, when the light signal and 
the vector V are parallel. This effect equals 
the time difference in the two directions di¬ 
vided by the total time; i.e., 

h - t, V At 
h + h ” c t ’ 

To this end, the apparatus should be ori-

* Received by the IRE, March 20. 1061. 
1M. Ruderier, “Relativity: blessing or blind¬ 

fold?" Paoc. IRE (Correspondence), vol. 48, pp. 
1661 1662; September, 1960. 

2 II. Dingle, “A possible experimental test of 
Einstein's second postulate," Nature, vol. 18.1, p. 
1761 ; lune, 1959. 

3 H. Dingle. “Relativity and electromagnetism: an 
epistemological appraisal." Phil. Sei., vol. 27, pp. 233 
253; July, 1960. 

3 P. M. Rapier. “Comments on the article, 'Rela¬ 
tivity and the mechanical engineer,' " (by B. D. Mills, 
Jr.). Meeh. Engrg., vol. 82. pp. 91-92: August, I960. 

ented so that at some time during the day it 
is tangent to our probable orbit about the 
supergalactic center, located in Virgo. In 
this case, V should be on the order of 1000 
miles per second, and should hence be easily 
detectable. However, if Einstein’s postulate 
is correct, or if light behaves ballistically, 
there will be a null effect and relative space 
will have been proved isotropic to the propa¬ 
gation of light. I n this event, a separate, but 
similar experiment would have to be con¬ 
ducted to decide between Einstein’s postu¬ 
late and the ballistic-like considerations 
which have been introduced by Prof. 
Dingle.2

Pascal M. Rapier 
Newtonian Science Foundation 

Richmond. Calif. 

Notes on the Structure 
of Logic Nets* 

I NI RODUCTION 

The purpose of this note is to present an 
elementary approach to a theory of the role 
of structure in logic nets and to give exam¬ 
ples of some simple applications. We are 
primarily, although not exclusively, inter¬ 
ested in “cellular" or “honeycomb" struc¬ 
tures which have a) approximately the form 
of three-dimensional regular lattices, b) 
a uniform type of elementary component in 
a single lattice, and c) simply connected 
elementar)' components, i.e., components 
connected only to adjacent components, or 
possibly, if located on the periphery, to 
“system" inputs or outputs. Such structures 
are termed “peripheral access lattices" or 
simply PAL’s. The composite structure and 
its behavior, observed at the peripheral con¬ 
nections, is referred to as macrostructure 
while its constituent elementary components 
are referred to as microstructures or micro¬ 
components. We are especially concerned 
with the range of possible macroscopic be-
havior for nets having a fixed basic structure 
but some variability in microscopic behavior. 

Variability and the Basic 
Theorem of Composite 

Structures 
Let N represent the number of different 

possible modes of behavior of a multistable 
logic structure. Variations in behavior are 
presumed to correspond to different possible 
quasi-stable states in which the structure 
may exist, according to its past history, 
treatment or conditioning. 

If a macrostructure consists of an as¬ 
sembly of n microstructures, then the num¬ 
ber of different system-states equals the prod¬ 
uct of all component state numbers, and 
thus, obviously. 

(D A macro <( J J (Amicro).. 

* Received by the IRE. February 7,1961; revised 
manuscript received, March 17, 1961. 

The equality applies if, for every different 
arrangement of microstates, the macrostruc¬ 
ture responds differently, as observed at its 
periphery. If we define 

C = log- AT, (2) 

then, from ( 1 ), 
n 

Cmacro < Z2 (Cmicro)<- (3) 

C may properly be called the equivalent 
structural information content and is numer¬ 
ically equal (if an integer) to a minimum 
number of binary digits required to specify, 
identify, or describe the behavior or response 
function of a structure. 

Maximum Capacity of Binary Devices 

For a unilateral device having m binary 
inputs and n„ binary outputs, which are 
functionally dependent on the inputs, 

C s 2" 'n,, (4) 

The equality applies to a structural unit 
capable of assuming any describable func¬ 
tional dependence of the output pattern on 
the input pattern and is essentially the di¬ 
mensionality of the associated “truth table" 
or generalized Venn diagram. Such a device 
is termed a “universal" computer. For exam¬ 
ple. a unit having two inputs anti one output 
as shown 

0-A"(a b) 

has a maximum structural capacity of 4 bits. 
If it has such capacity it must be capable of 
performing as an “and gate," “or gate,” 
“nor gate," “exclusive-or-gate" and all such 
possibilities (16 in all) including such things, 
usually considered somewhat trivial in the 
logical design of computers, as A' =0, X=l, 
X = a, X = ã, X =b, or X = b. With n, = 1 and 
»„ = 2 the maximum capacity is likewise 4 bits. 

Minimum Size of Universal 
Binary Machines 

If a binary macromachine consisting of a 
number of identical binary microcompo¬ 
nents is to be universal, then from (3) and 
(4), 

n > 2<• (5) 

As an example of the implications of this 
result, consider the structure shown in Fig. 
1 where a microcomponent is presumed to 
be located at each vertex. If the components 
are universal elements, (Gnuro). =4 bits and. 
hence, 

u A0 
ZZ (Cmicro)i = 240 bits. 

But, 

2^'Na = 26-6 = 384 bits. 

Thus, it is fundamentally impossible for 
this macrostructure to be universal. In other 
words, there are apparently some response 
functions which can be described for N, =6 
and N„=6 but which cannot be realized 
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Fis. 1. 

with this internal structure and connectiv¬ 
ity regardless of how we may choose the 
behavior of the (binary) internal compo¬ 
nents. I his particular type of structure has 
a number of interesting special properties 
and has been the subject of further inten¬ 
sive study. 

The Closure Rule 
A useful theorem in dealing with logic 

nets is based on the assumption that there 
are no loose ends, i.e., every input connec¬ 
tion to a microcomponent is either a periph¬ 
eral input to the macrosvstem or the output 
of some niicrocoinponent and that every 
output of a microcomponent either termi¬ 
nates as an input to some microcomponent 
or as a peripheral output of the macrosys¬ 
tem. Then, by counting internal connec¬ 
tions, 

22 »i - A7, = 22 — N,. 
W hen .V, and N, are much less than^n, and 
22”o(/e., many more “internal’connections 
than læripheral connections), this reduces to 

fa) = oi„‘, (7) 

where <»,> and <»„> are respectively 
the average number of inputs and outputs 
per microcomponent. 1 nder these condi¬ 
tions, this might suggest, for example, that 
a net partially composed of microcompo-
nents for which «¡ = 2 and«„=l might lie 
completed with approximately an equal 
number of components for which n, = 1 and 
»„ = 2: 

-Y(a) 
a — 0 

‘ F(j). 

Fig. 2. 

Another class oí structures of interest is that 
corresponding to a simply connected lattice 
of closest-packed spheres; for such a lattice, 

"i + na = 12 (8) 

for every component except those on the 
periphery. Therefore, from the modified 
Closure Rule (7) 

(»<) = (h,) = 6. (9) 

If we let n¡ = n„=6, for every component, 
£„¡„„-384 bits/component as shown pre¬ 
viously. 

Possibilities and Probabilities 

Various workers have concerned them¬ 
selves with calculating and describing theo¬ 
retical constraints on macrosystem behavior 
when the constituent microcomponents are 
constrained in certain special ways. As yet, 
there has appeared very little analysis in¬ 
volving structural contraints as well. As a 
simple example, it is probably well-known 
that .in assembly exclusively comprised of 
any number of “and-gates’ and “or-gates,” 
and haxing just two peripheral inputs («, ft) 
and one peripheral output [Afa, ft)] can 
behave macroscopically only in the trivial 
ways. .Y«0, X =a, or A" = 6 or else either as 
an “and-gate” or as an “or-gate.” W hat may 
not have been demonstrated is that, if the 
trivial responses are structurally impossible 
and ¡I the microcomponent response func¬ 
tions are chosen at random with />nna = />or 
= J then the macros)stent response prob¬ 
abilities are likewise /\,,<i=Por= T This re¬ 
sult is a direct consequence of De Morgan’s 
theorem. This type of analysis of a logic net 
is directly analogous to the basic aims of 
physical statistics or statistical mechanics. 

The model shown in Fig. 2 represents a 
machine for which AT,=3,and N„ = 3. Hence, 
C<23. 3 = 24 bits. The machine represented 
actually achieves the theoretical maximum 
capacity of 24 bits (approximately 16,000,-
000 different response functions) using just 
24 switches (in addition to a fixed section of 
“nor” elements) and, hence, has a total 
microcapacity of just 24 bits. Furthermore, 
if for each bistable component, Pop™, = Pao« 
= i, then the probability of occurrence of 
each possible response function is the same 
and this machine is, therefore, “structurally 
homogeneous.” 

Robert M. Stewart 
Space Electronics Corp. 

Research and Advanced Techniques Lab. 
Glendale, Calif. 

Suppression of Emission from Por¬ 
tions of Barium-Activated Tungsten 
Dispenser Cathodes and Adjoining 
Electrodes* 

It is often desirable to suppress the emis¬ 
sion from portions of cathode surfaces in 
order to generate electron beams of special 
shape and also to prevent electron emission 
from cathode supports and from auxiliary 
electrodes in close proximity to the cathode. 
Both objectives are difficult to achieve be¬ 
cause most metals become activated by 
cathode evaporation and migration prod¬ 
ucts. 

A technique1 has been developed to sup¬ 
press the electron emission from portions of 
barium-activated tungsten dispenser cath-
odes2 5 and from hot tungsten and molyb¬ 
denum surfaces close to such dispenser or 
oxide-coated cathodes. The technique con¬ 
sists in carburizing the areas to lx1 rendered 
nonemitting by completely immersing the 
part to be treated, save for necessary masks, 
in finely divided graphite powder and heat¬ 
ing for 5 to 15 minutes at a temperature in 
the range 1500 to 1800°C in an atmosphere 
of hydrogen. Carbides of molybdenum and 
tungsten are formed at the treated surfaces 
for depths of some tens of microns. 

The emission from barium-activated 
dispenser cathodes is reduced by this 
process by two or more orders of magnitude 
in the usual operating range of these cath¬ 
odes (e.g., 900 to 1200°C. The lower limit 
can be further reduced if the cathode 
evaporation rate is sufficiently small.) That 
the inhibition of emission arises solely from 
the presence of the carbide layer can be 
demonstrated by grinding the emitter sur-

* Received by the IRE, June 29, 1961. 
1 R. Levi, “Carburization of dispenser cathodes,” 

U. S. Patent No. 2,972,078; February, 1961. 
2 H. J. Lemmens, M. J. Jansen, and R. Loosjes, 

“A new thermionic cathode for heavy loads,” Philips 
Tech. Rev., vol. 11, p. 341-350; June, 1950. 

3 R. Levi, “New dispenser type thermionic cath¬ 
ode,” J. A ppi. Phys., vol. 24, p. 233; February, 1953. 

’ R. Levi, “Improved impregnated cathode,” J. 
A ppi. Phys., vol. 26, p. 639; May, 1955. 

5 P. P. Coppola and R. C. Hughes, “A new pressed 
disjænser cathode," Proc. IRE, vol. 44, pp. 351-359; 
March, 1956. 
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face down to a depth exceeding that of the 
carbided region, whereupon the full emis¬ 
sion density of the cathode is recovered. 
This presents another possibility, in addi¬ 
tion to masking, for selective carburization 
of cathode surfaces. The inhibition of emis¬ 
sion from dispenser cathodes persists for 
times of the order of 103 to 10* hours, the 
higher values applying at lower cathode 
temperatures. Return of emission coincides 
with complete disappearance of the carbide 
layer from the surface of the cathode. 

In the case of thin adjoining electrodes 
of tungsten and molybdenum, provided 
that embrittlement is not a serious concern, 
carburization to a depth comparable to the 
electrode thickness yields negligible emis¬ 
sion relative to that from barium-activated 
tungsten6 or molybdenum7 surfaces for 
times much longer than those observed in 
inhibited dispenser cathodes. Since the 
evaporant from these dispenser cathodes is 
constituted of Ba and BaO,6-8 carburized 
tungsten and molybdenum electrodes in 
close proximity to oxide-coated cathodes 
will also exhibit emission suppression, pro¬ 
vided that they attain a temperature ap¬ 
proaching that of the cathode.. 

The carburization technique has been 
applied successfully to the generation of 
hollow beams and to the suppression of 
emission from cathode supports and aux¬ 
iliary electrodes such as beam focusing 
electrodes, disk-shaped grids, accelerating 
anodes, and guard electrodes. Cathodes con¬ 
taining beam focusing or guard electrodes 
can be prepared as a single solid structure. 
A notable success has been the elimination 
of emission from molybdenum end hats in 
magnetron cathodes. 

R. Levi 
Philips Metaionics 
Mt. Vernon, N. Y. 

E. S. Rittner 
Philips Laboratories 

Irvington-on-Hudson, N. Y. 

6 E. S. Rittner, R. II. Ahlert, and W. C. Rutledge, 
“Studies en the mechanism of ojieration of the 
L-cathode (I)", J. Appl. Phys., vol. 28, pp. 156 166; 
February, 1957. 

7 E. S. Rittner and R. H. Ahlert, “Thermionic 
emission from barium-activated molybdenum," J. 
Appl. Phys., vol. 29, pp. 61-63; January, 1958. 

M E. S. Rittner, W. C. Rutledge, and R. H. 
Ahlert, “On the mechanism of operation of the 
barium aluminate impregnated cathode," J. Appl. 
Phys., vol. 28. pp. 1468-1473; December, 1957. 

Transmission Line Model* 
In the consideration of transmission line 

problems, a type of line can be hypothesized 
which has some interesting characteristics, 
and which may be used also in theoretically 
studying radio-wave transmission through 
various homogeneous isotropic media. Some 
radio engineers have found the procedures 
hereafter described to be more convenient 
in the handling of wave transmission prob-

♦ Received by the IRE, March 27, 1961. 

lems through these media than the use of 
field theory. 

This hypothetical transmission line is of 
the coaxial type, is infinitely long, uses con¬ 
ductors having zero resistance, and the re¬ 
gion between conductors is a vacuum; also 
the ratio of the inner diameter of the outer 
conductor to the outer diameter of the inner 
conductor is chosen as equal to ein (that is, 
535.5). (In further discussion, the rational¬ 
ized mks system of units is employed.) From 
conventional coaxial-line formulas for the 
fundamental transmission mode, certain 
properties of the line may be computed. 
When computed thereby, the capacitance 
per meter length is found to be the same as 
the permittivity of free space (or 8.85 X10 12 

farads per meter), the inductance per unit 
length is found to be the same as the perme¬ 
ability of free space (or 1.257 X IO*6 henries 
per meter), and the characteristic impedance 
of the line is found to be the same as the in¬ 
trinsic impedance of free space (or 376.7 
ohms, resistive). Moreover, the propagation 
velocity of a radio wave along the line is the 
same as that of light in a vacuum. Phase 
changes in voltages and currents, with time, 
along the line, resemble those occurring in 
the respective counterpart electric and mag 
netic fields during the passage of a plane 
radio wave through free space, and the wave 
is not attenuated during transmission along 
the line. Thus, the accessible end of this long-
coaxial line provides a two-terminal electri¬ 
cal network which simulates in several ways 
the transmission of a plane radio wave 
through free space. 

This hypothetical line may be used in 
various calculations involving radio-wave 
transmission through homogeneous iso¬ 
tropic media other than free space. To this 
end, let it be supposed that the space be¬ 
tween the line conductors is completely 
filled with the particular substance under 
consideration, rather than being evacuated. 
Moreover, let it be assumed that the per¬ 
mittivity, permeability and specific conduc¬ 
tivity of the material to be examined are 
known quantities at the frequency of inter¬ 
est. Then, the capacitance, inductance, and 
conductance per unit length of the filled line 
may be readily calculated. It is pointed out 
that the line conductance per unit length is 
numerically the same as the specific con¬ 
ductivity of the material filling the line, in 
mhos per meter. 

From data on the capacitance, induct¬ 
ance and conductance per unit length of the 
line, when filled with the chosen medium, 
conventional coaxial-line formulas for wave 
transmission may then be used to determine, 
for the medium of interest, such quantities 
as wave-propagation velocity, attenuation, 
and intrinsic impedance. This follows, since 
the electromagnetic field within the line is 
confined entirely to the substance filling the 
line, and does not enter the perfectly con¬ 
ducting coaxial members. 

This hypothetical line will now be used, 
illustratively, to determine certain electro¬ 
magnetic properties for plane waves in sea 
water at frequencies less than 106 cycles 
(1 Me). Initially, sea water is considered to 
have the same permeability as free space; a 
specific conductivity of 4 mhos per meter; 
and a permittivity of 7O8X1O-'2 farads per 

meter, or for the latter quantity, 80 times 
that of free space. From such data, the in¬ 
ductance, capacity and conductance per unit 
length immediately follow for the “sea 
water” line, as already explained. In this 
case, it is also noted that the susceptance of 
the shunt-capacitance path in a unit length 
of line is only 0.11 per cent of that of the 
conductance thereof at a frequency of 106 

cycles; hence, the admittance of a unit 
length of line may be considered the same as 
the conductance thereof at frequencies less 
than just cited, or 4 mhos per meter. This 
allows further simplification of coaxial-line 
formulas for the problem at hand. 

Accordingly, certain electromagnetic 
properties of plane waves in sea water may 
be computed as follows: 

a = KE’) 
^O.O173v7a (1) 

«I = |^O.OO281 —J vT“ (2) 

3162 VI 
s = — -= 3162 4/ — (3) 

y/a + 4.45/- IO"’ ’ a 

where a is the wave attenuation, in decibels 
per meter; f is the frequency, in cycles per 
second; a is the specific conductivity, in 
mhos per meter; v is the wave velocity, 
in meters per second; n is the intrinsic im¬ 
pedance, in ohms; and j is the operator, 
yj — 1. Certain reference material1 may be 
helpful to others who wish to derive the 
above equations. 

It should be remembered that the for¬ 
mulas shown above are somewhat re¬ 
stricted; that is, they are applicable at fre¬ 
quencies less than 10® cycles and with a sea¬ 
water specific conductivity not appreciably 
less than 4 mhos per meter. For example, at 
a frequency of 2X104 cycles (20 kc), and 
with sea water having a specific conductivity 
of 4 mhos per meter, the above formulas 
show that the attenuation is 4.9 db per 
meter, the propagation velocity is 223,600 
meters per second, and the intrinsic im¬ 
pedance is 0.199 Z45° ohms. 

The formulas shown above are identical 
with those deduced by field theory under 
similar restrictions, and have been known 
for decades. However, many practicing radio 
engineers are more adept in using trans¬ 
mission line theory and equations than in 
employing field theory. Hence, the trans¬ 
mission line model approach to solution of 
such problems is suggested as being helpful. 

J. D. Wallace 
U. S. Naval Res. Lab. 
Washington 25, D.C. 

1 The equations cited follow substitution in, and 
permissible simplification of, the appropriate trans¬ 
mission line equations shown in the handbook, “Ref¬ 
erence Data for Radio Engineers," Internat!. Tele 
phone and Telegraph Corp., New York, N. Y., 4th 
ed.. p. 552; 1956. The expression for a of (1), is de¬ 
duced from the expression for a in the handbook cited, 
but the unit of (1 ) is decibels per meter, whereas in the 
handbook, the unit is nepers per meter. The jj of (2) 
is arrived at from the expression for Zo in the hand¬ 
book. In (3), v is actually the ratio of 2r/ to 0, the ex¬ 
pression for 0 being given in the handbook. In substi¬ 
tuting in the handbook equations, the term R, the 
line resistance per unit length, is taken as zero in value, 
for the line conductors have no ohmic loss. 
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Antenna Siting Tests at 3480 and 
9640 Me on a 173-Mile Tropo¬ 
spheric Scatter Path* 

During the past three years, scatter 
propragation measurements have been car¬ 
ried out at 3480 and 9640 Me over a 173-
mile path in southern England using trans¬ 
mitters situated at Start Point, Devon. In 
addition to the usual propagation measure¬ 
ments made at W embley, Middlesex, which 
have been reported elsewhere,1-2 the signal 
at each frequency was recorded for a short 
period at an unfavourable site 1.5 miles from 
the Wembley terminal. This site, at Kenton, 
Middlesex, was shadowed by Harrow-on-
the-Hill at a distance of 1.8 miles. The angu¬ 
lar path distances, 0, of the Start Point-
Wembley and Start Point-Kenton paths 
were respectively 26 and 54 milliradians. The 
5-band signal was recorded simultaneously 
at the two receiver sites for about 10 days 
during June, 1959, while a similar period of 
recording was carried out at .V band in 
January, 1960. In all cases, the signal level 
was measured in terms of the half-hourly 
median value of the system transmission loss 
estimated from low speed pen records of the 
received transmission. The antennas used on 
the transmitters and receivers were 8-foot 
paraboloids. The median value of the decibel 
difference in level at Wembley and Kenton 
was, at both 5 and X band, about 16 db, 
very close to the value predicted by Norton, 
et al.,3 on the basis of the angular distance of 
the paths. Following a suggestion by D. Wil¬ 
liams, of SRDE, these measurements have 
now been examined in more detail and it is 
the purpose of this note to describe briefly 
the results. 

An analysis was carried out to see how 
the difference in signal levels measured at 
the two sites varied as a function of the sys¬ 
tem transmission loss, L, of the Start Point-
Wembley path. This is illustrated for 5 
and X band respectively in Figs. 1 and 2. 
The graphs were obtained by grouping the 
data for each frequency according to the 
value of L, a grouping interval of 1 db being 
used. Each of the points through which the 
curve is drawn represents the arithmetic 
mean of the measured db differences in 
level lying within one interval; the second 
curve in each figure gives the number of 
measurements available to average in each 
case. The plot of average difference in level 
against L is seen to be very similar at the 
two frequencies. At the higher signal levels 
there is a region where the difference is 
fairly constant and of the order of 20 db; as 
L increases a point is reached at which the 
average difference starts to fall and beyond 
this decreases at an approximately constant 

* Received by the IRE, April 7, 1961. 
1 B. C. Angell, el al., “Propagation measurements 

at 3,480 Mc s over a 173 mile path," Proc. I EE, vol. 
105, pt. B. suppl. no. 8, pp. 128 142; 1958. 

2 G. V. Geiger, N. D. La Frenáis, and W. J. Lucas, 
“Propagation measurements at 3,480 and 9,640 Mc/s 
beyond the radio horizon," to be published in Proc. 
IEE. 

3 K. A. Norton, P. Rice, and L. E. Vogler, “The use 
of angular distance in estimating transmission and 
fading range for propagation through a turbulent at¬ 
mosphere over irregular terrain," Proc. IRE, vol. 43, 
pp. 1488 1526; October, 1955. 

Fig. I Average difference in system transmission loss for Kenton and Wembley at .S’ Band. Curve 1—average 
transmission loss difference. Curve 2 number of measurements available for averaging. 

Fig. 2 - Average difference in system transmission loss for Kenton and Wembley at .V Ban 4. Curve 1— average 
transmission loss difference. Curve 2 -number of measurements available for averaging. 

rate (0.7 db/db at 5-band and 0.8 db/db at 
A' band). It is interesting to note, that the 
transition level from a constant to a decreas¬ 
ing difference occurs at both 5 and A' band 
at about 12 or 13 db above the median 
value of the signal for the time of the year 
in which the respective measurements were 
made. The spread of the measurements 
within each interval of L, as measured by 
their standard deviation, did not appear to 
vary significantly with level; the average 
value of the standard deviation was about 
2.6 db at 5 band and 3.2 db at X band. 

In periods when the transmission loss 
was high, the Kenton signal occasionally fell 
below the receiver noise level and the result¬ 

ing loss of information undoubtedly led to an 
underestimate of the average difference at 
the higher values of !.. The points at which 
the loss of information started to become 
significant corresponded to values of L of 
about 150 and 156 db at 5 and A band, re¬ 
spectively. It seems probable that, if full in¬ 
formation were available, the difference 
curves in each case would level off to a con¬ 
stant value of perhaps 10 or 11 db. These re¬ 
sults are of some practical interest. In a 
scatter system it is the lower excursions of 
the median level which are of primary im¬ 
portance since these determine the system 
reliability. In the event of being forced to 
accept an antenna site somewhat poorer 
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than desired, the above results suggest that 
the actual deterioration in performance may 
be several db less than might be expected 
from the theories. 

During the propagation program, the 
amplitude distribution of the S-band signal 
was examined over a large number of periods 
varying in duration from 5 minutes to 1 
hour. In general, it was found that the dis¬ 
tribution was similar to that of a Rayleigh 
vector plus a coherent component, the dis¬ 
tributions on the whole approaching the pure 
Rayleigh case and, therefore, presumably 
the propagation approaching pure scatter, 
at the lower values of the median signal 
level. It is interesting to note that, if it is 
assumed that in the experiments described 
above, the difference between the Kenton 
and Wembley signals tends to a constant 
value of about 10 db, then the 9 dependence 
of the received power at low levels is about 
9^ rather than 9 given by Norton, Rice, 
and Vogler.3

N. D. La Frenáis 
W. J. Lucas 

The General Electric Co. Ltd. 
Central Research Laboratories 

Hirst Research Centre 
Wembley, England 

suits are indicated by the plot points. The 
constants used here were obtained by the 
usual curve-fitting techniques and are n = 2, 
K = 4.I, a =0.92, /?„=10.7 millohms and 
Zo = 0.056. A better fit to the curves can be 
obtained by using a more elaborate expres¬ 
sion for R,,. However, (2) does provide a 
fairly close fit over much of the region of in¬ 
terest such that more elaborate forms of (2) 
are required to account for the curvature 
near the value of normal resistance. How¬ 
ever, this region of operation often is not im¬ 
portant. In the following discussion it is not, 
so that (2) suffices here. 

Eq. (2) may be used to obtain the gate 
current vs gate voltage characteristics, 
which are the output characteristics of the 
cryotron. The equation that represents these 
characteristics can be obtained from the re¬ 
lation e g = iaRç, where e a is the gate voltage. 
The use of this equation results in 

to = ÍgK(qÍg + ic — h>Y 
0 < K(ai0 + ic - GY < R» 

= 0 (aie + ic — 7o) <0 
= icRn K(aia + ic - 6)" > Ro. (3) 

A plot of (3) is shown in Fig. 2. An inspec¬ 
tion of the results indicates that linear opera¬ 
tion of this device similar to that of vacuum 
tubes and transistors is feasible. Several 
troublesome features of this operation, such 
as the thermal hysteresis effect, require fur¬ 
ther investigation. 

In a paper entitled “The Controlled 
Superconductor as a Linear Amplifier,'’ 
which is to be published in a forthcoming 

On the Linear Circuit Aspects 
of Cryotrons* 

In a recent paper Cohen' has presented 
an expression for the gate resistance of a 
cryotron in the transition region. It was as¬ 
sumed that the gate resistance is a linear 
function of the gate and control currents. 
His expression is of the form 

Ra = K(aia -f- ic — Io), (1) 

where R,, is the gate resistance, ic, is the gate 
current, ic is the control current, and K, a, 
and Io are constants that depend upon the 
device configuration. Such an expression is 
quite adequate for many applications. How¬ 
ever, at times it may be desirable to have a 
more accurate expression for the cryotron 
characteristic. The expression proposed here 
has the same form as ( 1 ) except that, in order 
to account somewhat for the nonlinearities 
present, it is raised to some power. That is 

Ro — K (aie + ic — Iu)“ 
0 < K(aio + ic - GY < R* 

= 0 
= R, 

(aie, + ic — Io) <0 
K(ai0 + ic - GY > R.. (2) 

where R„ is the normal resistance of the gate. 
This expression has been matched with 

some experimental results,2 and they are 
both plotted in Fig. 1. The experimental re-

* Received by the IRE, April 12, 1961. 
1 M. L. Cohen, “Thin film cryotrons -Part III,’’ 

Proc. IRE, vol. 48, pp. 1576 1582; September, I960. 
2 G. Parkins, “A ('ryot ron Equivalent Circuit,” 

M.S. Thesis, Drpt. of Elec. Engrg., New York Uni¬ 
versity, New York, N. Y.; 1959. 

CONTROL CURRENT, ic (ma) 

Eig. 1—Gate resistance vs control current, 
with gate current as a parameter. 

Fig. 2—Cryotron output characteristics. 

issue of the IRE Transactions on Com¬ 
ponent Parts, the authors develop further 
the above-mentioned ideas. In addition, the 
authors also derive linear equivalent circuits 
for controlled superconductors as well as ex¬ 
pressions for the gain and efficiencies of 
cryotrons under various conditions of linear 
operation. 

P. M. Chirlian 
V. A. Marsocci 

Dept, of Elec. Engrg. 
Stevens Inst. Tech. 

Hoboken, N. J. 

A Method for Determining the Base 
Voltage and Contact Resistance of 
a Conductivity-Modulated Diode* 

The transient behavior of semiconductor 
diodes is influenced by several parameters 
including junction voltage, carrier lifetime, 
base conductivity, and contact resistance. 
The time rate of decay of an impressed 
voltage across a diode may be observed by 
biasing the diode in the forward direction, 
suddenly opening the circuit, and observing 
the decay of the injected charge carriers 
with a cathode ray oscilloscope. Such an os¬ 
cilloscope trace of the voltage decay in a 
p-i-n junction structure is diagrammed in 
Fig. 1. 

Time 

Fig. 1—Voltage decay curve. 

Before the switch is opened, the voltage 
across the device is the sum of the junction 
voltages, the base voltage, and the voltage 
developed at the diode contacts. After the 
switch is opened, the base and contact volt¬ 
ages decay with essentially a zero time con¬ 
stant resulting in the initial vertical portion 
of the scope trace. The rest of the trace is 
associated with the transient currents re¬ 
sulting from EMF’s developed at the n-i 
and i-p junctions due to nonequilibrium con¬ 
centrations of charge carriers in the junc¬ 
tions. The linear portion of this part of the 
trace which is associated with the funda¬ 
mental mode of charge carrier decay is char¬ 
acteristic of the charge carrier lifetime.1'2 
Preceding the linear portion of the curve, 

* Received by the IRE, March 3, 1961. 
1 B R. Gossick, “Post-injection barrier electro¬ 

motive force of p-n junctions,” Phys. Rev., vol. 91, 
pp. 1012-1013; August, 1953. 

2 S. A. I.ederhandler and L. .1. Giacoletto, “Meas¬ 
urement of minority carrier lifetime and surface effects 
in junction devices," Proc. IRE, vol. 43, pp. 477-483; 
April, 1955. 
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there is generally a steeper slope which may 
be attributed to the higher modes of decay3 

and which may not always be distinguish¬ 
able from the infinite slope associated with 
the IR component of the voltage, depending 
on the frequencies of the higher modes and 
the time constant of the scope. 

The contact resistance of a diode is gen¬ 
erally deduced from the ohmic portion of the 
diode impedance by calculating base resist¬ 
ance from the material constants and sub¬ 
tracting from the total ohmic component. 
However, this is not possible in a conduc¬ 
tivity-modulated diode since the base re¬ 
sistance depends on the injection level of the 
current carriers. 

For a p-i-n diode operated in the con¬ 
ductivity-modulated state, both the con¬ 
ductivity of the base region and the carrier 
density in the base region are exponentially 
increasing with applied voltage at the same 
rate. The resid t is that the base voltage is 
relatively independent of current for these 
high levels of carrier injection.4 Therefore, 
the dynamic change in voltage with current 
in the region of high-level injection is a 
direct measure of the contact resistance of 
the device. To determine this dynamic 
impedance in a particular silicon p-i-n diode 
with a 25-mil-wide base, the ohmic compo¬ 
nent of the voltage-time trace—that is, the 
quantity Vin shown in Fig. 1—was meas¬ 
ured at several current levels and plotted 
against the current, as shown in Fig. 2. 

Fig. 2—“Resistive" component (I'ir) of voltage 
drop across diode vs forward current. 

The higher modes of decay of the in¬ 
jected carriers, which may not be distin¬ 
guishable on the scope trace from the IR 
component of the voltage, are assumed to 
have negligible amplitude. Were the ampli¬ 
tude of the higher inodes to be appreciable, 
the error introduced by this assumption 

would affect the base voltage only, and not 
the contact resistance, since the contact 
resistance is determined from the slope of 
the curve, and the base voltage from the 
zero-current intercept. 

The conductivity-modulated state of the 
diode, i.e., constant base voltage, is shown 
in Fig. 2 to exist above a current load of 
about 0.3 ampere. The slope of the current¬ 
voltage cune in this region is determined 
by the contact resistance of the device, and 
represents a resistance of 0.09 ohm. 

An extrapolation of the high-level-injec¬ 
tion portion of the current-voltage curve to 
the voltage axis gives the base voltage. 
Assuming equal resistance at each of the two 
contacts, a specific contact resistance of 
0.0032 ohm cm2, anil a constant base voltage 
under conditions of high-level injection of 
0.064 volt were obtained. 

Since the slope of the conductivity-
modulated portion of the I-Vin curve repre¬ 
sents the contact resistance, decreasing the 
area of the contacts should result in a pro¬ 
portionate increase in contact resistance. 
Consequently, the diode was lapped to half 
its original area and the I-Vm data were 
again taken. The value of contact resistance 
calculated from the new curve was 0.17 ohm, 
which is consistent with the reduction of 
contact area within the limits of experimen¬ 
tal error. 

J. M. Swartz 
H. C. Gorton 

Battelle Memorial Inst. 
Columbus, Ohio 

Receivers with Zero Intermediate 
Frequency* 

An interesting note was published in 
these Proceedings on the above subject.1 A 
zero-IF (or homodyne) receiver is one in 
which output is delivered from the first de¬ 
tector or mixer directly at video, or zero IF, 
rather than at a finite intermediate fre¬ 
quency. The note showed that noise has been 
considered a major problem in the use of 
zero IF, and that modern mixers and oscil¬ 
lators have reduced this problem consider¬ 
ably. It is obvious that further improvement 
is possible by preceding the mixer by low-
noise RF amplification. 

An experimental zero-IF receiver was set 
up some years ago by Dr. Charles E. Chase, 
Jr., of the M.I.T. Lincoln Laboratory. With 
sufficient low-noise RF gain before the mixer-
a poor mixer noise figure is unimportant. 
Such a receiving system was tried, using an 
RCA experimental A-1038 S-band low-noise 
traveling-wave tube as an RF amplifier. The 
experimental system is shown in Fig. 1. Two 

* D. T. Stevenson and R. J. Keyes, “Measurement 
of carrier lifetimes in germanium and silicon," J. 
Appl. Phys., vol. 26, pp. 190-195; Feburary, 1955. 

‘ M. B. Prince, “Diffused p-n junction silicon 
rectifiers,” Bell Sys. Tech. J., vol. 35, pp. 661-684; 
May. 1956. 

* Received by the IRE, March 16, 1961. The re¬ 
search reported in this note was supported by the 
Dept, of the Air Force under AF Contract No. AF 
33(600)39852. 

1 .1. C. Greene and J. F. Lyons, “Receivers with 
zero intermediate frequency," Proc. IRE, vol. 47, 
pp. 335-336; February, 1959. 

traveling-wave tubes were used in cascade, 
and the output fed into a balanced mixer 
with the local oscillator operated at the sig¬ 
nal frequency. The mixer output was fed 
into a video amplifier with balanced input. 

If the mixer in a zero-IF system is per¬ 
fectly balanced, it operates as a perfect 
multiplier, and interfering signals farther 
from the stalo frequency than the video 
bandwidth are rejected. In practice, how¬ 
ever, the balance between the two crystals 
in the balanced mixer is not perfect; conse¬ 
quently, the rectified components at the two 
crystals do not cancel out and there is detec¬ 
tion of signals, to some extent, occurring 
anywhere in the input pass band. 

Fig. 1—Zero-IF receiver test apparatus. 

■Frequency (Mepa) 

Fig. 2—Rejection of interfering 
signals by zero-IF receiver. 

Although it is possible to balance the 
output of the crystals at video to cancel in¬ 
terfering signals by perhaps 60 db at some 
particular frequency, the balance is fre¬ 
quency dependent. Fig. 2 shows the relative 
amplitude of received signal as a function of 
frequency, for optimum balance of the above 
setup over a range of frequencies. The rejec¬ 
tion is approximately 40 db. over a range of 
several hundred Me, using a standard bal¬ 
anced mixer. For comparison, in a typical 
superheterodyne system (with an unbal¬ 
anced mixer) it was found that the inter¬ 
fering signal was rejected by 90 db except 
at the image, where rejection was only 30 db 
(and this rejection was due to the TR-tube 
bandwidth). However, while noise-figure 
measurements were being made, it was ob¬ 
served that interference from nearby radars 
was considerably less with the zero-IF re¬ 
ceiver than with a similar heterodyne IF re¬ 
ceiver of the same over-all gain. This was 
probably due to the greater ease of shielding 
the zero-IF receiver. 

With the two traveling-wave tubes, 
having a combined gain of about 45 db, the 
over-all noise figure, measured with a 
fluorescent-tube noise source, was 10.8 db. 
This is the same as the noise figure of the 
first tube, within experimental error (±0.2 
db). Thus, the mixer noise contribution was 
negligible. With a single traveling-wave 
tube, the noise figure was 17.7 db; because of 
insufficient gain before the mixer, the video 
noise contribution of the latter was excessive. 
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It was believed that the relatively poor 
balance of the balanced mixer was caused by 
warping of the diaphragm. A new mixer was 
therefore ordered which used a heavy wedge-
shaped member instead of the relatively 
flimsy diaphragm. Although this mixer was 
expected to have considerably better balance 
than the old one, the results were not ap¬ 
preciably different. 

If the bandwidth preceding the traveling¬ 
wave tube were restricted by a tunable nar¬ 
row-band filter, then the problem of inter¬ 
fering signals would be considerably reduced. 
It is also advisable to restrict the input 
bandwidth since arbitrary received signals 
over the wide input bandwidth of the 
traveling-wave tube can be expected to add 
rms-wise if they occur at the same time, and 
a total signal can be produced in the 
traveling-wax e tube large enough to reduce 
seriously the effective dynamic range of the 
tube. Even with the super-heterodyne, it is 
helpful to incorporate a tunable filter before 
the receiver to reduce interference from 
other radars. 

\\ ith the zero IF, one has the possibility 
of a simpler system configuration than with 
the superheterodyne. In a pulse Doppler 
radar, the IF strip, synchrodyne, reference 
oscillator, and IF coherent detector, and any 
of the specialized power supplies are ex¬ 
changed for the traveling-wave tubes and 
their specialized power supplies. This ex¬ 
change did not appear warranted at the 
time, in view of the relatively advanced 
state of design of the former elements. I low-
ever, with further advances in the traveling¬ 
wave tube art, the zero-IF radar may prove 
to be simpler and easier to maintain. 

With the present availability of traveling¬ 
wave tubes with noise figures as low as 3 db, 
the use of zero-IF receivers would be more 
interesting now and should receive con¬ 
sideration. 

M. D. Ri Bix 
The Mitre Corp. 
Bedford. Mass. 

Fig. 1—Schematic of a beam frequency standard. 

tainty in the cesium-beam frequency stand¬ 
ard of about four parts in 10 12. It should be 
possible to reduce the error resulting from 
the externally generated fields by the use of 
a superconducting magnetic shield. It was 
shown by Meissner, in 1933, that the mag¬ 
netic field in a superconductor is zero, and 
comparatively recently, it has been shown 
that as long as the magnetic field is well 
below the critical value, a superconductor 
liehaves as a perfect magnetic shield.1 How¬ 
ever, at the current state of the art, a lower 
limit of about 10 s gauss is set by problems 
in making an entire closed surface super¬ 
conducting. 

At present, it is not easy to estimate just 
how much improvement could be obtained 
by the use of a superconducting shield in an 
atomic beam machine which requires a small 
magnetic field to maintain space quantiza¬ 
tion of the magnetic dipole moment; how-
ever, in the case of a molecular beam ma¬ 
chine using an electric dipole transition, it 
should reduce the small magnetic perturba¬ 
tions to a completely negligible value. 

The author wishes to express his appre¬ 
ciation to R. Beehler and C. Snider, of the 
National Bureau of Standards, for providing 
a means for making a rough experimental 
check on the shielding effects of a super¬ 
conductor, and to the I . S. Army Signal 
Corps for supporting work on the develop¬ 
ment of a molecular beam frequency stand¬ 
ard. 

F. S. Barnes 
Elec. Engrg. Dept. 
Univ, ol Colorado 

Boulder. Colo. 

1 .1. Babiskin, “Magnetic proi>erties of a hollow 
sujxTconducting lead sphere,” Phys. Rev.. vol. 85, 
pp. 104 106; January, 1952. 

A Magnetic Shield for Beam 
Frequency Standards* 

The accuracy of the present cesium-beam 
atomic frequency standards is limited at 
least in part by the uncertainty and the in-
homogeneties in the magnetic C-field region 
of the machine (see Fig. 1 ). This uncertainty 
in the magnetic field arises from two sources: 
1) the inability to generate the known uni¬ 
form magnetic field required to maintain 
spatial quantization, and 2) the inability 
to shield out the magnetic field generated by 
the earth and the environment. 

At present, with mu-metal shields it is 
possible to reduce this uncertainty over the 
length of the interaction region to about ±2 
milligauss, which corresponds to an uncer-

A Monopulse Instrumentation 
System* 

In a conventional RF sum and difference 
amplitude-sensing monopulse direction 
tinder, the tracking error relative to the 
beamwidth caused by extraneous phase 
shifts is (See Appendix) 

ó 
£ = — sin (1) 

where 5 is the differential phase shift before 
the comparing hybrid and is the phase 
shift after the comparing hybrid. (A similar 
expression applies to phase-sensing systems 
for amplitude precomparator and phase 
post-comparator unbalance.) 

Since error and reference signals are 
processed in similar but not identical re¬ 
ceivers, the differential phase shift causes 
boresight shift or imposes unduly small 
limits on ô, particularly in multiple-pole, 
narrow-band IF amplifiers. Because of these 
errors, a method of instrumentation was 
evolved which eliminates this source of 
errors. 

In the system shown in Fig. I, the out¬ 
puts of two elementary antennas are com¬ 
pared in a conventional hybrid to form dif¬ 
ference (A) and reference (-) array out¬ 
puts. I'he difference output, which repre¬ 
sents a pointing error signal, is modulated 
and recombined with the reference output. 

Fig. 1 Block diagram of the monopulse 
instrumentation system. 

l'he resultant signal is of the form: 

R = .1 (cos 0 + sin 0 sin wn)/) cos wrl. (2) 

For small error angles: 

R = .1(1 + 0 sin <amt) cos uct- (3) 

Thus, the resultant is readily seen to be 
amplitude modulation whose phase-sensitive 
amplitude is proportional to directional 
error. Ihe boresight error, due to parasitic 
phase shift, is shown by (1 ). 

I he receiver output is an audio voltage 
proportional in amplitude to the error signal. 
This phase of audio voltage changes 180° 
upon crossing zero error. This voltage is 
readily phase compared with the local audio 
modulation oscillator to pro\ ide a de output 
for the servo. 

Signal processing de\ ices may be very 
broad-band without affecting system sensi¬ 
tivity and, hence, may be made to produce 
little or no random phase shift. The critical 
narrow-band IF amplifier is eliminated as a 
cause of errors, since reference and error 
signals undergo the same phase shift in it. 

Systems of this type have been built in 
the laboratory and have exhibited identical 
results with the usual monopulse system but 
without sensitivity to phase shifts in the 
narrow-band amplifiers. Such systems are 
easy to align and are stable under extremes 
of environment. 

Appendix 
Derivation of (1) is as follows: 

.1 (0,1) = sin (k + 0) cos 'd'd 

where Ä=offset angle, 0 = error angle. 

* Received by the IRE, May 1, 1961. * Received by the IRE, April 17, 1961. 

B(9. t) = sin (k — 0) cos (uj 4- i) 
= sin Ik — 9) (cos a + j sin ó) cosœ,Z. 
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Here, A (6, t) and B(0, I) are the ampli¬ 
tude responses of the antenna elements. 

& = A — B — [sin (9 + k) — cos i sin (k — 6) 

— j sin ó sin (£ — 0)[ cos uA 

= 2 £sin’ ^2^ s*n cos 0

+ 2 cos* sin 9 cos k 

— i sin ó sin (k — 9) J cos wr/. 

L = A + B 

= — 2 sin2 sin 9 cos k 

-f- 2 cos2 sin 9 sin k 

+ j sin ó sin (k — 9) cos wj. 

For many applications, ¿=45° (i.e., 
crossover is at the half-power point) and 
sin ¿=cos fe = V2/2. Further near the null, 
9« I and ««1, hence, 

° o sin 9 = 9, cos 9 = 1 
o 

sin (k — 9) = y/'l/l 

and sin á = S, cos ô = 1. 
With these approximations, 

a = >/2 [(4) +e -¿T-]“5"'' 
= V2 ^9 — cos uj. 

£ = (y) 9+ 1 4-JyJcOSWe/ 

o 
= \/2 cos urt. 

If A is phase detected with respect to S, . 
after a phase shift of 

Aa, = V2 9 cos /-sin 

Thus, the output voltage Aac is reduced 
by the factor cos (which is usually negli¬ 
gible), and an extra error 5/2 sin is added. 
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A Traveling-Wave Maser Using 
Chromium-Doped Rutile* 

An X-band traveling-wave maser ampli¬ 
fier which differs in two respects from previ¬ 
ously12 reported traveling wave masers has 
been operated. 1) It is the first time to our 
knowledge that chromium-doped rutile3 has 
been used as the paramagnetic material for 
traveling-wave masers. 2) Appreciable gain-
per-unit length with a very large tunable 
bandwidth has been obtained without the 
use of any external slowing structure. 

The structure that was employed is 
shown in Fig. 1. Standard size X-band wave¬ 
guide is used with dielectric tapers leading to 
and from the active material. The cross-
sectional dimensions of the active material 
are 0.074 inch by 0.150 inch leading to a 
cutoff frequency of 3 kMc. The small cross 
section is used because of the large dielectric 
constant of rutile, 131 for E field perpen¬ 
dicular, and 256 for the E field parallel to 
the C axis at 4.2°K. The pump frequency is 
coupled to the system through a F section 
and is coupled to the active material by the 
same dielectric tapers used for the signal fre¬ 
quency. The pass band of the structure is 
thus limited only by how well one can match 
into a waveguide filled with a material of 
high dielectric constant. 

Amplification was observed at different 
frequency intervals from 8 to 10 kMc. At 
certain frequencies, due to reflections at the 
dielectric tapers and junctions, cavity Q's 
between 100 and 1000 were observed. The 
amplifier at these frequencies exhibited the 
larger gains and narrower bandwidths which 
are indicative of cavity operation. The large 
reflections, and hence the cavities, can be 
eliminated by known matching procedures. 

Some of the characteristics of the ampli¬ 
fier operating at a signal frequency of 8.44 
kMc with a 35.85-kMc pump frequency in 
a magnetic field of 4.4 kilograms are shown 
in Fig. 2. The gain of 2.4 or 3.8 db with a 
bandwidth of 20 Me is for an active material 
length of 0.75 inch and a rutile-chromium 
content of 0.07 per cent. This corresponds to 
a gain of 5 db per inch at 4.2°K. The meas¬ 
ured gain at 1.4°K was 6 db or 8 db per inch. 
These values compare favorably with the 
calculated values of 3.2 db at 4.2°K and 9.6 
db per inch at 1.4°K. The calculated values 
were based on a slowing factor 5=15, N 
= 0.54 (where N is the number of free-space 
wavelengths) and magnetic Q’s of —90 and 
— 30 at 4.2 and 1.4°K, respectively. It 
should be noted that this maser was operated 
using only one ion per unit cell.3 An amplifier 
can make use of the two ions per unit cell 
and thereby increase the gain in db per inch 
by a factor of two. 

♦ Received by the IRE, April 19, 1961. This work 
is partially supported by the U. S. Army Signal Corps, 
under Contract No. DA 36-039-SC-87386. 

1 R. W. DeGrasse, E. O. Schulz-du Bois, and H. E. 
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Fig. 1—A traveling-wave maser with no 
external slowing structure. 

FREQUENCY (IN mC) 

Fig. 2—Normalized power curve for the traveling¬ 
wave maser with and without pump power. 

The inversion ratio which is defined as 
the ratio of transmitted power with saturat¬ 
ing pump power to transmitted power with¬ 
out pump power both expressed in decibels, 
was —1.24 and —0.6 at 4.2 and 1.4°K, 
respectively. By assuming equal relaxation 
times, the theoretical value of the inversion 
ratio is —1.13. The experimental value com¬ 
pares favorably at 4.2°K but is surpris¬ 
ingly low at 1.4°K and is probably due to 
cross relaxation effects. 

Fifty milliwatts of pump power was re¬ 
quired for saturation. At a signal power out¬ 
put of 30 gw or —15 dbm, the gain of the 
amplifier is reduced to one half the maxi¬ 
mum value. This value of 30 gw can be com¬ 
pared with the 6 ^w observed for a ruby 
traveling-wave maser at Bell Laboratory. 1 

The power level at which the amplifier sat-
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urates is in agreement with a spin-lattice 
relaxation time of a few msec. Previous re¬ 
sults using pulse techniques gave 2.4 msec. 

In an attempt to increase the inversion 
ratio, the pump frequency was increased to 
70 kMc. However, because of insufficient 
power the pump transition could not be 
saturated and only small gains for X-band 
signal frequencies were observed at 1.4°K. 
Gains of 3 db were observed in the 22-24 
kMc range with the same structure. 

This amplifier using chromium-doped 
rutile as the paramagnetic material should 
be a useful device in future systems because 
of its very large tunable bandwidth and 
simple structure. To realize this potential, 
isolation should be incorporated in the struc¬ 
ture. 

The authors wish to acknowledge the 
help of M. Heller for assistance in construct¬ 
ing the equipment, and H. Lewis, for his 
helpful technical discussions. 

E. S. Sabisky 
H. J. Gerritsen 

RCA Labs. 
Princeton, N. J. 

Shaping of Distributed RC 
Networks* 

In the study of integrated single crystal 
and evaporated film circuits, attempts to 
make adequate inductance have met with 
only limited success. Therefore it becomes 
necessary to pay more attention to the pos¬ 
sible uses of resistance and capacitance. In 
“solid” circuitry, resistance and capacitance 
will generally occur in distributed form, so 
that new properties may appear which are 
not realizable in conventional lumped cir¬ 
cuitry. Distributed RC networks have been 
discussed in previous literature. 1-4 I'he 
form which has been generally considered is 
illustrated in Fig. 1 and may be represented 
by the circuit element of Fig. 2. Johnson 4 

analyzed the straight distributed network, 
for the particular application of vacuum-
tube phase-shift oscillators, and set up a de¬ 
sign theory taking the grid capacitance into 
account. In this context only the voltage 
transfer characteristic was of interest. 1'he 
analysis showed that with the use of un¬ 
tapered distributed networks, voltage at¬ 
tenuation factors as low as 8 should be real¬ 
ized at the frequency for phase reversal, and 
it was also concluded that in the limit of 
steep tapering the attenuation should ap¬ 
proach unity. These results indicate a con-

* Received by the IRE, April 14, 1961. 
1 C. K. Hager. “Network design of microcircuits," 

Electronics, vol. 32, pp. 44 49; September, 1959. 
* C. K. Hager, “Distributed parameter networks 

for circuit miniaturization," Proc. Electronic Compo¬ 
nents Conf., Philadelphia, Pa.; May 6-8, 1959. 

3 C. Holm, “Distributed Resistor Capacitor 
Networks for Microminiaturization," Royal Radar 
Establ., Malvern, England. RRE Tech. Note No. 
659; 1959. 

4 R. W. Johnson, “Extending the frequency range 
of the phase-shift oscillator," Proc. IRE, vol. 33, pp. 
597 603; September, 1945. 

siderable improvement over the more con¬ 
ventional untapered 3-section RC phase¬ 
shift network, for which the open-circuit 
voltage-attenuation factor is 29 at the fre¬ 
quency for a 180° phase shift. 

Fig. 1—Linear-distributed RC network. 

—-—www--—-, 

Fig. 2 Circuit representation of 
distributed network. 

In “solid" and evaporated film circuits, 
the active network elements will be transis¬ 
tors and, in this case, it is appropriate to 
consider current transfer functions with net¬ 
work loads of the order of 1000 ohms. An in¬ 
vestigation of shaped networks is being car¬ 
ried out, with initial emphasis on the realiza¬ 
tion of current phase reversals with small at¬ 
tenuation. 1'he network was treated as a 
tapered transmission line, and solutions were 
obtained in closed form for the case of expo¬ 
nential shaping, in which the RC product 
per unit length is invariant with position 
along the line. Thus, with the origin of X at 
the input 1 of the network, we have 

/?(.r) = Rotm‘ ohms/unit length. 

C(x) = Coe farads/unit length. 

Solution of the line equations for such a net¬ 
work leads to the following Z-parameters: 

2«2 sinh — 
2 

Z|2 — 

Z22 — 

where 

R^"‘L_ 
yL 

2a- sinh -
2 

R„-,emL 2
= Zn

2a2 sinh -
2 

-, — x m- + 0, 

a2 = jwRoCo, 

Ro, Co and ni are previously defined, 

o> = 2ir X frequency, 

L = network length. 

\\ riting 

R0C0 — To = — » 
wo 

we may then use 

wR,.Co = — = U 
Uo 

as a relative frequency parameter. I'he curve 
of Fig. 3 was calculated from the relation 

where 7\ is the current transfer function 
lor the particular values, 

m = — 5, 

I. - 1 cm. 

Ro = 105ohms/cm. 

load = Zz, = 500 ohms. 

Fig. 3 Polar plot of current transfer function of a 
distributed RC network, m = —5, L = 1 cm, R» 
= KF ohms cm, and =500 ohms. 

From this curve, it may be seen that for 180° 
phase change, U = 18 anti the current is at¬ 
tenuated by a factor of about 6, i.e., 16 db. 
Further trial calculations indicated that 
this was much better than could be obtained 
with a “straight” network. However the ex¬ 
pression for Ty is too complicated to be 
easily optimized by analytical means. 

Several 10-section lumped component 
analogs have been built, and current and 
voltage attenuations were measured at the 
frequency for phase reversal. The theoretical 
calculations for the above example were first 
checked, and the agreement was fairly good 
in that phase reversal occurred at ¿7=20 
with a current attenuation factor of 7. Fur¬ 
ther measurements indicated the existence 
of an optimum m-vaiue depending on the 
Ro/Zi. ratio. Measurements on open-circuit 
voltage transfer provided direct comparison 
with a straight distributed network and the 
normal 3-section RC phase-shift network. 
I he network with m = +5 gave an attenua¬ 
tion factor of 4.5, while the “straight" dis¬ 
tributed network and the 3-section network 
give attenuation factors of 12 and 29, re¬ 
spectively. It is apparent that shaped dis¬ 
tributed networks can offer considerable 
improvement over the more conventional 
forms. By using the lumped analog to pro¬ 
vide feedback from collector to base of a 
common-emitter transistor amplifier, it was 
possible to obtain oscillations up to 500 kc. 
Furthermore, the particular component 
values used in the feedback circuit were of 
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the same order as the maximum values 
which may be realized in the practical dis¬ 
tributed networks used in micro-circuitry. 
With suitable design, it shoidd be possible 
to obtain oscillations well into the megacycle 
range. 

In order to gain a fuller understanding 
of the characteristics of the shaped net¬ 
works, the voltage and current transfer func¬ 
tions together with the input and output im¬ 
pedances are being computed for a variety of 
shapes and loads, and the results so ob¬ 
tained will be reported elsewhere. It should 
then be possible to set up a design procedure 
for optimum use of the networks. The ex¬ 
perimental data obtained so far indicate new 
ways of designing “solid" oscillators and 
selective amplifiers, and it is hoped to do 
this using a wafer of silicon with distributed 
capacitance provided by a reverse-bias p-n 
junction. The advantage of using depletion 
layer capacitance, rather than an evaporated 
dielectric system, lies in the possibility of 
tuning by means of the junction bias volt¬ 
age, and also in the fact that the low di¬ 
electric loss is maintained up to very high 
frequencies. 
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Proposed Technique For Modu¬ 
lation of Coherent Light* 

A technique for the modulation of the 
coherent-light output of a ruby laser has 
been proposed1 at the Millimeter Wave Re¬ 
search Laboratory, Purdue University, 
Lafayette, Ind. This technique makes use of 
the Stark effect in the ruby itself. By apply¬ 
ing a strong electric field to the ruby, the 
energy levels involved in the laser action 
can be shifted, with the shift dependent 
upon the strength of the applied field. This 
results in a frequency shift of the coherent-
light output. If the applied field is a strong 
microwave signal, then the resultant output 
will be frequency modulated. 

The required field strength of a reason¬ 
able frequency deviation is difficult to cal¬ 
culate, but may be determined experimen¬ 
tally. An estimate of the order of magnitude 
of the required field may be obtained from a 
consideration of the Stark shift of an iso¬ 
lated hydrogen atom. Von Hippel2 gives the 

* Received by the IRE, June 15, 1961. 
1 Application for patent. “Frequency modulation 

ot coherent light." submitted to Purdue Res. Found.: 
March, 1961. 

2 A. Von Hippel. “Dielectrics and Waves," John 
Wiley & Sons, Inc., New York, N. V.; 1954. 

equation for the frequency as 

3e0A 
V, = --nE « 1.93 X 10* nE 

2ir»ie 

where 

eo = permittivity of free space 
h = Plank's constant 
m = electronic mass 
e = electronic charge 
« = principal quantum number 
E = field strength in v/m. 

For the chromium ions in ruby, n=3, and 
hence, 

», ~ 5.29 X 104£. 

For a field strength of 105 v/m, a frequency 
shift of 

», ~ 5.29 X 10’ 

or 0.18 cm -1 is obtained. This is a large 
enough frequency deviation to be observed 
with a good interferometer. Higher field 
strengths will, of course, result in larger 
deviations. 

A problem which arises is the pump 
efficiency. In order to obtain the required 
high field strengths at microwave frequen¬ 
cies, the ruby will have to be placed in a 
waveguide or a microwave cavity. Thus 
sufficient light will have to be focussed on 
the ruby from a source external to the 
cavity. Since, at present, rather high energy 
is required from the pump source, difficul¬ 
ties may be encountered in achieving laser 
action in configuration. 

The frequency modulated light may be 
converted to amplitude modulated light by 
passing it through a Fabry-Perot etalon 
which will act as a band-pass filter. The out¬ 
put of the etalon may then be detected by a 
photosensitive envelope detector. 

The relaxation oscillations which have 
been observed in ruby lasers may make any 
form of modulation difficult. However, it is 
assumed that the problem of achieving con¬ 
stant output over the pulse period can he 
solved. 

A. K. Kamal 
S. D. Sims 

Millimeter Wave Res. Lab. 
School of Elec. Engrg. 

Lafayette, Ind. 

A Generalization of “Mutual 
Information”* 

As usually defined, “mutual information" 
relates to two random variables, say x and 
y; their mutual information l(x:y) is the 
amount of information that one random 
variable gives about the other, i.e., the in¬ 
formation X and y have in common. It can 
be expressed as 

f(x:y) = //(x) - ZZ(x I y) (1) 

* Received by the IRE, April 26, 1961. 

in terms of the entropy and conditional en-
tropy (equivocation) of x. With the help of 
T ig- L we can find the mutual information 
of three random variables, i.e., the amount 
of information common to, say, x, y, and z: 

Kx:y.z) = I(x:z) - Z(x:z| y) 

= Z(y:z) - Z(y:z|x) 

- Z(x:y) - I(x:y I z), (2) 

in which the last term, for example, is the 
average conditional value of (1). The last 
line of (2) says that the information z has in 
common with both x and y is that part of the 
information common to x and y which is not 
independent of z; this relation bears a close 
resemblance to ( 1 ). Eq. (2) can also be writ¬ 
ten in the symmetric form 

Z(x:y:z) = ZZ(x) + ZZ(y) + ZZ(z) - ZZ(y, z) 

- II(x, z) - H(x, y) + ZZ(x, y, z) (3) 

which is reminiscent of the familiar Z(.v:y) 
= ZZ(.v) + ZZ(y)-ZZ(x, y). 
The mutual information of n random vari¬ 

ables xi, • • • , x„ similarly turns out to be 

Zfxu • • ■ :x„) = Zfxñ • • • :x,_i) 

— Z(xi: • • • :x„_i I x„), (4) 

which can be expressed in a symmetric form, 
like (3), as the sum of all entropies of a 
single variable minus the sum of the entro¬ 
pies of all pairs plus the sum of the entropies 
of all triples, etc. With the aid of Fig. 1, we 
can also show that H(xi, • • • , x») is the 
sum of all entropies of a single variable 
minus the sum of the mutual informations 
of all pairs plus the sum of the mutual in¬ 
formations of all triples, etc. 

(a) (b) 

(e) (f) 
Fig. I -Relationships among the entropies and mutual 

informations of x, y and z. The designation of the 
central triangle as I(x:y:z) can be justified by 
noting, for example, that Z(x:v, s)=Z(x:v) 
+Z(x:i)-Z(x:y:s). 
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Note added in proof: It has just come to 
the author's attention that this generaliza¬ 
tion, though presented somewhat differ¬ 
ently, appears in Fano1 and McGill.2 The 
present exposition, however, may help to 
clarify the idea. 

N. M. Blachman 
Sylvania Electronic Defense Labs. 

Mountain View, Calif. 

1 R. M. Faro, “The Transmission of Information,’’ 
Massachusetts Institute of Technology Press, Cam¬ 
bridge, and John Wiley and Sons, Inc., New York, 
N. Y„ sec. 2.12, pp. 57 59; 1961. 

2 W. J. McGill, “Multivariate information trans¬ 
mission,” IRE Trans, on Information Theory, 
vol. IT-4, pp. 93-111; September, 1954. 

By increasing k, the coupled poles pA, pg, 
Pa*, po* move along the lines drawn in Fig. 2. 

Magnifying the region around ju0, it can 
be shown that Pa, pg poles lie on a circle 
centered in pi, with radius 

(5) 

at a distance uo/4Q from the J axis (Fig. 3). 

If we now feed the line from a constant 
current source, we find on the resonator 
either a flat or a double-peaked frequency 
response, depending on the factor k. 

Good agreement with (5) has been ob¬ 
served in practice for bandwidths up to 
40 per cent.2

A. Susini 
F. A. Ferger 

Accelerator Res. Div. 
CERN-European Organization 

for Nuclear Research 
Geneva, Switzerland 

2 F. A. Ferger and A. Susini, “Wide Band Imped¬ 
ance Matching by the Root-Locus Method. Applica¬ 
tion to the Design of a Higli Power Radio-Frequency 
System for an FFAG Accelerator." CERN Rept. 
No. 60-41; October. 1960. 

Fig. 1. 

“A Broad-Band Termination for IF 
Coaxial Lines”* 

Referring to Stull's note,1 we would like 
to inform you that a similar problem has 
been approached and solved in a different 
manner at CERN, Geneva, Switzerland. 

In connection with the construction of an 
electron accelerator, the question arose con¬ 
cerning feeding a cavity resonator through a 
nearly lossless transmission line (Fig. 1). 

Starting from the transfer impedance 
function 

Z« cos --— -J- jZ, sin --
Jwo 2 2 

with 

any/L/C S 

S2 + — s + wo2

and developing the sine and cosine functions 
into an infinite product, it is possible to find 
easy expressions for sine and cosine functions 
in the neighborhood of s^ju» (w0 being the 
resonant frequency of the quarter wave¬ 
length line and of the resonator). Then 

cos --= 
jan 2 
3 IT 

sin 7-= 
jun 2 

“(i2 + "o2) 
4woz

(3) 

Introducing (3) into (1) and solving Zr by 
means of the root-locus method, we find Zr 
to be characterized by 4 poles pA, pu, Pa*, pu* 
in the vicinity of juo. The actual position of 
these poles is a function of what we call the 
coupling factor k : 

(4) 

* Received by the IRE, April 6, 1961. 
1 K. S. Stull, “A broad-band termination tor IF 

coaxial lines,’ Proc. IRE, vol. 49, pp. 365 366; 
January, 1961. 

Tracking and Display of Earth 
Satellites* 

There are several errors in the above 
titled article.1 A list of the typographical 
errors follows: 

(2) for y should read: 

y = aVl — e2 sin E 

(8) for C should read: 

C = Fx/(W2 + 

The line immediately following (15) 
should read : 

"... for e <0.1, produces errors not 
greater than 1 .... ” 

Slack and Sandberg derived equations 
for a satellite subtrack. They considered the 
special case for a circular orbit to reduce the 
equations to a presentable form. I disagree 
with their method of reduction. I also ques¬ 
tion several points in their derivation. 

In the first step in the derivation, the 
equations of motion for a set of axes whose x 
member coincides with the semimajor axis 
of the satellite’s elliptic path are trans¬ 
formed to a new set of axes in the same orbi¬ 
tal plane whose x member passes through 
the point of maximum latitude. This is a 
rotation through an angle called ß. The 
statement is then made that since w = 90°— ß, 
this transformation can be written in terms 
of w, the argument of the perigee. I fail to 
see why the point of maximum latitude was 
used since the transformation in terms of w 
can be performed directly. It actually may 
be more convenient to make this transfor¬ 
mation through the angle o> rather than 
90° — u. In this case, the x member of the 
new set of axes would pass through the 
ascending node. 

* Received by the IRE. February 14, 1061. 
1 F. F. Slack and A. A. Sandberg, “Tracking and 

display of earth satellites,” Proc. IRE, vol. 48. pp. 
655-663; April, I960. 
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In the third transformation, the equa¬ 
tions of motion (referred to a set of axes fixed 
in space and with the x and y members in 
the equatorial plane) are fixed to a rotating 
earth by rotation through the angle y+uct. 
The authors neglected defining y. Obviously 
it is the angle from x" to x'" at time t = 0, 
bul no f = 0 is defined. Since the expression 
for the eccentric anomaly is written in terms 
of t — Tp, tiie transformation must be 
through the angle y+u,(t — Tr). Now, when 
t=Tp, y is the angle from x" (fixed in space) 
to x"' (the reference axis in the equatorial 
plane—presumably Greenwich). The use of 
t — Tp leads to changes in (13), (14), (16), 
(17) and (21). 

Besides the typographical error in (8) 
for C, there are three other errors in these 
equations. The following are the correct 
expressions for </>, a, and p: 

<f> = — y — tan 
[k, + k^ 
(G + G) 

a = — y — tan 
(kt + kt) 
hït+gï 

kt
P = y — tan 1 — • 

k. 

It will be noted that some simplification 
of the equations given by the authors is pos¬ 
sible. Specifically: 

A = D 
B = F 
C = G 

& = e + 90° 
a = <t>-90° 
p = P + 90°. 

The authors considered a special case as 
an example. A circular orbit (c = 0) was 
chosen and then it was assumed that w = 0, 
Tp=0, and 7=0. However, when a circular 
orbit is assumed, w and T,, no longer have 
any meaning. This indeterminancy can be 
eliminated if the constants are evaluated 
before any assumptions are made. One 
would expect that the magnitude constants 
(A, B, C and H) are independant of u as e 
approaches zero. It is easily shown, neglect¬ 
ing higher-order terms in e, that: 

C = eay/1 — sin2 i sin2 a 
II = a sin i 
9 = 7 + w - 90° 
<p = — 7 T œ —• 90° 
p = 7 — 90° — tan-1 (cos i tan w) 
r = œ - 90°. 

Hence, to a first-order approximation, 
A, B, and II are functions of the semi-major 
axis and the inclination of the orbit only. If 
a circular orbit is assumed, C = 0 regardless 
of the value of ai. 1'he authors have implied 
that it is necessary to assume w=0 to eval¬ 
uate these constants for the special case. 
Actually, no assumptions are necessary to 
evaluate these constants for even the gen¬ 
eral case. 

In order to get a simple illustrative ex¬ 
ample, one can certainly assume, quite arbi¬ 
trarily, that the perigee is at the ascending 

node (therefore w = 0). There is no need to 
assume ^ = 0 since all the equations are now 
in terms of t—Tp. We can again, quite arbi¬ 
trarily, assume a value for 7. The authors 
have chosen to use 0° which fixes the refer¬ 
ence axis to the longitude where the point 
of maximum latitude occurs. 

When one assumes that œ = 0 and 
7 = 0, the phase angles have the following 
values: 0= -90°, 0= -90°, 5 = 0, t= -90°, 
a =—180°, ^=-90°, P=0. The last three 
are incorrectly given in the article. 

It is only necessary to calculate two of 
the subtrack equations given by the authors 
since a spherical earth has been assumed. 
(This is a valid assumption since only a 1 
per cent accuracy is desired.) Instead of cab 
culating the subtrack in cartesian coordi¬ 
nates, one can just as easily calculate the 
subtrack in spherical coordinates: X and 0, 
where Í2 is measured from x"’. 

X = sin 1 —— 
R 

if = cos 
R cosX 

The error corresponding to a 1 per cent 
accuracy in the cartesian subtrack equation 
would be about one-half degree. 

A. Van Gelder, Jr. 
Kearfott Div. 

General Precision, Inc. 
Little Falls, N. J. 

High-Level Microwave Detector 
Using Avalanche Injection* 

A semiconductor diode has been built 
which has interesting properties as a large-
signal microwave detector. At 9350 Me, 
rectified voltages up to 12 vacross 200 ii have 
been obtained with input power ranging 
from 1 to 3 w. In addition, at somewhat 
lower input power, some of these diodes 
have delivered more rectified power than 
was available from the microwave source. 
Crude measurements at very low levels indi¬ 
cate that these diodes are not useful for 
small-signal applications. This may be be¬ 
cause of the large noise associated with 
breakdown. 

The avalanche-injection microwave 
(AIM) diode was constructed by placing 
the point of a tungsten whisker in the bot¬ 
tom of an etchpit in a silicon die of 0.2-ohm-
cm resistivity. An ohmic contact was pro¬ 
vided by lightly alloying from a thin, 
vacuum deposited layer of Au-0.6 per cent 
Sb before plating with nickel for soldering. 
This assembly was installed in a 1N23 pack¬ 
age. The thickness of the silicon between the 
bottom of the etchpit and the ohmic con¬ 
tact was 10 g and the radius of the tungsten 
point was approximately 2 g. 

Microwave rectification is poor when the 
point is biased negative with respect to the 
semiconductor (back direction) and for this 

• Received by the IRE, May 1, 1961. 

reason the back characteristic is not pre¬ 
sented here. The I-V characteristic of a 
typical diode in the forward direction as 
taken from an oscilloscope trace is shown in 
Fig. 1. Gunn’s1 treatment of rectification 
and avalanche at a current constriction leads 
to a static characteristic closely resembling 
Fig. 1 below the breakdown current. Ac¬ 
cording to his theory, the nearly flat part of 
the characteristic just below breakdown is 
due to the onset of drift velocity saturation. 
The saturation current density is given by 
Jo =qNd Kg, where q is the electronic charge, 
Nd is the donor density, and Vd. is the satu¬ 
ration drift velocity. Gunn gives an experi¬ 
mental value of 8.5 X106 cm/sec for Vd.. Us¬ 
ing this value along with our value of 
2.5X10“/cm3 for Nd, a value of 34X10’ 
amperes is obtained for Jo. If we assume that 
the current just below breakdown in Fig 1. 
is Jo A, where A, the contact area, is about 
10 -6 cm2, a value of 35X10’ amperes is 
obtained for Jo. 

The entire negative-resistance region 
can be understood qualitatively in terms of 
the a va lanche- inject ion theory of Gunn 1 

which postulates that minority carriers from 
the avalanche are injected into the drift 
region. Gunn1 and Gibson and Morgan 2 

have developed a quantitative theory for 
the low-voltage branch of the negative¬ 
resistance region which is in agreement with 
our data. 

Rectification measurements were made 
on commercially available microwave recti¬ 
fier diodes as well as on AIM diodes using a 
pulsed microwave source and an oscillo-
scopic display. The commercial diodes de¬ 
liver only about 3 v or 40 mw to a 200-ohm 
load, presumably because of their poor back 
characteristics, while about half of the AI M 
diodes delivered 10 v or J w to the same 

VOLTAGE (volts) 

Fig. I—Static characteristics of the avalanche-injec¬ 
tion microwave diode. 

AVAILABLE MICROWAVE POWER (wottj) 

Fig. 2— Rectification characteristics of the avalanche 
injection microwave diode at 9350 Me with the 
bias at 16 v and the video load at 200 it 

1 J. B. Gunn, “High electric field effects in semi¬ 
conductors," Progress in Semiconductors, vol. 2, pp. 
213-247; 1957. 

- A. F. Gibson and J. R. Morgan, “Avalanche in¬ 
jection diodes," Solid Slate Electronics, vol. 1, pp. 
54-69; March, 1960. 
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load, and an occasional diode has delivered 
12 V or 0.7 w. 

For the AIM diodes, the dependence of 
rectified power on available microwave 
power for fixed tuning and bias depends 
strongly on the bias. The data plotted in 
Fig. 2 were obtained at a bias about 3 v be¬ 
low the breakdown voltage. Note that the 
rectified voltage undergoes a change of 
polarity at the discontinuity. There is a 
range of power input, in this case front 
about 1 to 3 w, in which the output is nearly 
independent of the input. Just below this, 
the curve is broken to indicate uncertainty 
in the measurements due to distortion of the 
pulse shape as observed on the oscilloscope. 
A small fraction of the AIM diodes showed 
power gain as mentioned above. In this case 
tuning and bias were critical and the power 
input was in the 30- to 50-mw range. This 
effect is undoubtedly related to the negative 
resistance, and of course, the sum of the bias 
power and the input microwave power ex¬ 
ceeds the rectified power. 

H. M. Day 
A. C. MacPherson 

U. S. Naval Res. Lab. 
Washington, D. C. 

Coherent Generation of Microwave 
Power by Annihilation Radiation 
of a Prebunched Beam* 

Coherent electromagnetic power at the 
100-mw level has been produced in the milli¬ 
meter region by the creation and annihila¬ 
tion radiation of a tightly bunched 0.8-Mev 
electron beam. The creation-radiation proc¬ 
ess, as in beta emission, results from the sud¬ 
den creation of a charge moving at a con¬ 
stant velocity. The annihilation-radiation 
process, on the other hand, is similar to the 
radiation associated with the two-quanta 
annihilation process in quantum theory.1

In the experiments performed, a pre¬ 
bunched beam enters the structure through 
a small hole and travels a distance of several 
wavelengths before impinging on a flat con¬ 
ducting surface, as shown schematically in 
Fig. 1. The resulting radiation is trans¬ 
mitted through a coaxial horn and then into 
detection and measuring devices. 

Fig. 1-—Schematic oí assembly used with a metal 
target (tellurium courier). 

The performance of the device is based 
on the following considerations: Assume that 
an infinitely long beam is incident normal 
to the surface of a conducting material. If 
the conducting surface is infinite in extent, 
its effect on the electromagnetic fields can 
be adequately accounted for by replacing the 
surface with an image beam traveling in the 
opposite direction to the electron beam. The 
resulting power radiated per unit solid angle 
is 

v- W»2 ft1 sin* e 
~ 8 J (l'-^ cos2 ef (

where r;o= 120rr is the free-space impedance. 
Tn is the beam-harmonic current, ti — v/r is 
the ratio of beam velocity to the velocity of 
light, 0 is the angle between the direction of 
motion of the beam and the point of observa¬ 
tion, and finally the summation in (I) ex¬ 
tends over the harmonics of the beam. 

To find the total power radiated, (1) is 
integrated over the solid angle. Due to the 
special geometry used, the power expression 
must be integrated over 4tt steradians. The 
resulting power in terms of the radiation re¬ 
sistance is 

P = L <2) 

where R„, the radiation resistance, is given 

« 
Thus, for a 0.8-Mev beam, the radiation re¬ 
sistance is 140 ohms. Furthermore, the radia¬ 
tion resistance is independent of frequency, 
a fact of paramount importance with regard 
to operation in the submillimeter region. 

Experimentally the radiation resistance 
was measured in the frequency range 30-40 
kMc. The results are shown in Fig. 2, where¬ 
in the radiation resistance exhibits a seem¬ 
ingly random variation with frequency. This 
is partly due to the presence of a vacuum 
glass seal which introduces a dispersive ele¬ 
ment into the system. In addition, the beam 
length is comparable to a wavelength. 

The fact that the beam is of finite length, 
and that it enters the structure through a 
hole whose size is small compared to a wave¬ 
length, introduces a new element into the 
problem. It can be shown that for the above 
conditions the total power radiated is about 
twice that calculated for the case of simple 
beam annihilation.2 The added power comes 
from beam-creation radiation at the en¬ 
trance hole. Thus the total radiation resist¬ 
ance for a 0.8-Mev beam is of the order of 
280 ohms and takes into account both crea¬ 
tion and annihilation radiation. 

Effects of beam scattering at the target 
surface have been largely neglected. How¬ 
ever, there is experimental evidence which 
indicates that the intense localized heating 
at the point of impact affects the power 
level. 

For wavelengths below two millimeters, 
conventional waveguides become lossy. Also 
mode interference problems preclude the use 

Fig. 2 Radiation resistance as a 
function of frequency. 

GOU6AU TRANSMISSION LINE 

Fig. 3—Proposed optical-electronics method of gen¬ 
erating coherent electromagnetic power by crea¬ 
tion-annihilation radiation. 

of such wat eguides below one millimeter. In 
this region optical techniques become useful 
and the creation-annihilation scheme is 
ideally suited for such applications. A 
schematic of a proposed optical creation¬ 
annihilation device is shown in Fig. 3. The 
dimensions of the device are several orders 
of magnitude larger than a wavelength. An 
optical-type Goubau transmission line is 
used to transmit the power to the detector. 

Finally, coherence conditions require 
that the bunch size be smaller than a wave¬ 
length. However, the creation-annihilation 
radiation phenomenon depends to a large 
extent on the nature of the beam at two 
points in space, namely the point where the 
beam enters the structure and the point 
where it is annihilated.3 Therefore, the 
bunches do not have to retain their tightness 
over a long distance of interaction as in 
Cerenkov and other devices. Hence the co¬ 
herence requirement on the beam is that its 
bunches be pointwise tight. This obviates 
the problems involved in preserving the 
bunches over long distances, and hence 
lower-energy beams can be used. This im¬ 
proves the over-all efficiency of the system. 
Also, since the radiation resistance is ex¬ 
pected to remain invarient with frequency, 
the power yield in the submillimeter region 
should be appreciable. 

In conclusion, the authors wish to thank 
Prof. P. D. Coleman for his support and in¬ 
terest in the problem, and for making avail¬ 
able the Rebatron on which the above-men¬ 
tioned experiments were conducted. 

B. W. Hakki 
H. J. Krumme 

Ultramicrowave Group 
University of Illinois 

Urbana, Ill. 

♦ Received by the IRE, June 19, 1961. 
•W. Heitler, “The Quantum Theory of Radia¬ 

tion,” Oxford University Press, London, Eng., 1953. 

J B. W. Hakki and H. J. Krumme, “Coherent Gen¬ 
eration of Annihilation Radiation by a Tightly 
Bunched Megavolt Electron Beam,” presented at 
Conf, on Electron Device Research, Troy, N. V.; 
June, 1961. 

3 G. A. Askar'yan, “Pulsed coherent generation of 
millimeter radiowaves by non-relativistic electron 
bunches,” Soviet Phys. J ETP (Letter), vol. 3, pp. 
613-614; November, 1956. 
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WWV and WWVH Standard 
Frequency and Time Transmissions* 

Lhe frequencies of the National Bureau 
of Standards radio stations WWV and 
WWVH are kept in agreement with respect 
to each other and have been maintained as 
constant as possible with respect to an im¬ 
proved United States Frequency Standard 
(USFS) since December 1, 1957. 

The nominal broadcast frequencies should 
for the purpose of highly accurate scientific 
measurements, or of establishing high uni¬ 
formity among frequencies, or for removing 
unavoidable variations in the broadcast fre¬ 
quencies, be corrected to the value of the 
USFS, as indicated in the table below. The 
corrections reported have been arrived at by 
means of improved measurement methods 
based on LF and VLF transmissions. 

fhe characteristics of the USFS, and its 
relation to time scales such as ET and UT2, 
have been described in a previous issue,1 to 
which the reader is referred for a complete 
discussion. 

The WWV and WW\’H time signals are 
also kept in agreement with each other. Also 
the}' are locked to the nominal frequency of 
the transmissions and consequently may de¬ 
part continuously from UT2. Corrections 
are determined and published by the U. S. 
Naval Observatory. The broadcast signals 
are maintained in close agreement with UT2 
by properly offsetting the broadcast fre¬ 
quency from the USFS at the beginning of 
each year when necessary. This new system 
was commenced on January 1, 1960. A re¬ 
tardation time adjustment of 20 msec was 
made on Decernber 16, 1959; another re¬ 
tardation adjustment of 5 msec was made 
at 0000 UT on January 1, 1961. 

WWV Frequency with Respect to 
U. S. Frequency Standard 

1961 
May Parts in 10 ,0t 

I 
2 
3 
1 
5 
6 
7 
8 
9 
in 
i i 
12 
I I 
14 
1 5 
16 
i 7 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 : 
31 

-150.5 
-150.3 
- 149.7 
-149.4 
-149.6 
-149.8 
-149.9 
— 149.9 
-149.9 
-149.8 
-149.9 
-150.0 
-150.3 
-150.6 
-150.3 
-150.2 
-150.I 
-150.0 
-149.6 
-149.8 
-149.8 
-149.6 
- 149.5 
-149.7 
-149.6 
-149.3 
— 149.6 
-149.7 
—149.6 
- 149.8 
-150.6 

t A minus sign indicates that the broadcast fre¬ 
quency was low. The uncertainty associated with 
these values is ±5X10 u. 

♦ Frequency adjusted 
1900 UT. 

-1 X10 1’ on May 30 at 

National Bureau of Standards 
Boulder, Colo. 

♦ Received by the IRE, June 26, 1961. 
1 Refer to “National Standards of Time and Fre¬ 

quency in the United States," Proc. IRE, vol. 48. 
pp. 105-106; January, I960. 

Self-Educating Machines for 
Recognition and Classification of 
Patterns* 

The direct reading of characters (letters 
or numbers) by a machine has found many 
applications. It is rather easy to do when the 
characters are taken from a given well-re¬ 
stricted set. This leads, for instance, to the 
automatic recognition of account numbers 
on bank checks. \\ hen the machine is asked, 
on the other hand, to recognize letters as well 
as the trained human eye does, the problem 
becomes a very complex one. It has been 
suggested, with some success, that a ma¬ 
chine which would have the possibility of 
classifying a great number of input patterns 
into a small number of output classes should 
not be worked out to its final details at the 
designing stage and, in particular, should 
not rigidly provide automatically a classi¬ 
fication of the patterns chosen a priori. In¬ 
deed, when the number of input patterns 
becomes very large the implementation of a 
given classification at the drawing-board 
level may become quite unwieldy. One may 
hope for a machine which can train itself just 
like the human eye does, provided it is pos¬ 
sible to tell the machine when its classifica¬ 
tion is in error. Such machines are made of 
an array of input sensing elements, which 
transform the input pattern laid on them 
into an input signal in a one to one corre¬ 
spondence with the pattern. This input sig¬ 
nal is transformed into an output which is in 
a one to one correspondence with the classi¬ 
fication desired. The output is not only used 
as an output; it is also fed back into a mem¬ 
ory device where the desired correspondence 
between the input patterns and the output 
classification has been stored. If the com¬ 
parison with the memory is satisfactory, the 
machine is read} for the next input pattern. 
If it is not satisfactory, the machine trans¬ 
forms certain of its inner parameters (values 
of certain circuit elements) in such a way 
that the incorrect result will become less 
probable when, in the future, the same in¬ 
put pattern shall occur. 

The first point one must make is that 
the memory device mentioned does indeed 
contain the drawing-board classification 
which was deemed unwieldy. The only ad¬ 
vantage gained is that, possibly, the classi¬ 
fication in the memory can be changed at 
will. This, indeed, provides a very large ver¬ 
satility. One may visualize a machine, for 
instance, which classifies aerial photographs 
in certain classes. The classification desired 
may depend then on the intended use of the 
photographs at a given time. 

The machines in existence today, to my 
knowledge, have however a very important 
drawback. Xot all possible classifications 
can be learned and some classifications, 
while learnable, may necessitate a great 
number of self-adjustments (a great number 
of pattern trials) before they are learned. 
Indeed, most of the literature on the subject 
is on the mathematics of the restrictions in¬ 
volved and one may wonder why the au¬ 
thors of such articles are so delighted with 
the shortcomings of their own proposals. 
Such shortcomings are not inherent to the 

* Received by the IRE. April 25, 1961. 

problem and it is rather easy to propose ma¬ 
chines which do not have any. All that is 
necessary, for instance, is for the input sig¬ 
nal, in a one to one correspondence with the 
input pattern, to move a magnetic memory 
tape. The motion of the tape will place a 
location of the tape under an output reading 
head which is in a one to one correspondence 
with the input signal. The output reading 
will be fed back to the memory device de¬ 
scribed before and compared with the de¬ 
sired output. If this output is not proper, the 
location on the tape just read will be moved 
by the machine to a location under an eras¬ 
ing and printing head where the desired 
output will be printed on the tape. In this 
manner, any possible classification can be 
learned and can be learned within the small¬ 
est number of trials (equal to the number of 
different input patterns used). In practice, 
the memory device could be the tape itself 
thus eliminating all but the sensing raster, 
the mechanism moving the tape, and the 
output reading head. A library of tapes 
would provide the versatility, and duplica¬ 
tion (by just duplicating such tapes) would 
be quite easy. 

P. A. Clavier 
Aeronutronic Div. 

Ford Motor Co. 
Newport Beach, Calif. 

On Parametric Amplification in 
Transistors* 

A mode of parametric amplification us¬ 
ing transistors was proposed by Vodicka 
and Zuleeg, 1 2 who reported on a converter 
circuit which the}' say provides very high 
gain by a combination of mixing and para¬ 
metric amplification. Their basic circuit, 
without bias connections, is shown in Fig. 1. 
The circuit was reconstructed in this lab¬ 
oratory and the gain reported by Vodicka 
and Zuleeg was reproduced. However, we 
did not find the reported stability. Also, we 
differ on some of the theoretical consider¬ 
ations presented. 

The principle of operation of the circuit 
is as follows; I he oscillating transistor pro¬ 
vides the pump frequency, and its emitter 
the nonlinear impedance, for parametric 
amplification of an incoming signal. There¬ 
fore, the power level of the difference fre¬ 
quency at the input terminals may be higher 
than that of the input signal. If this differ¬ 
ence frequency is much smaller than the 
cutoff frequency of the transistor, additional 
gain is available from the transistor at the 
output terminals. 

The circuit is apparently a two-frequency 
oscillator. Redrawing Fig. 1 for high fre¬ 
quencies as Fig. 2, we can immediately see 

* Received by the IRE, March 21. 1961. 
1 V. W. Vodicka and R. Zuleeg. “Transistor opera¬ 

tion beyond cut-off frequency," Electronics, vol. 56. 
pp. 56 60; August. I960. 

? K- Zuleeg and V. W. Vodicka. “Parametric am¬ 
plification properties in transistors," Proc. IRE 
(Correspondence), vol. 48. pp. 1785 1786; October. 
1960. 
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INPUT 

Fig. 1—The ac portion of the circuit proposed by 
V. \\ . Vodicka and R. Zuleeg. 

that the circuit is a Hartley oscillator which 
will oscillate .it a frequency determined by 
the butterfly, as pointed out by the authors. 
For low frequencies, Fig. 3 is the equivalent 
circuit. This is the case for a difference fre¬ 
quency of a few megacycles. As is apparent 
from Fig. 3, the circuit can also oscillate at 
a low frequency mostly determined by 
LdCd- However, due to the small amount of 
feedback at the difference frequency fa, 
conditions are not very favorable for low-
frequency oscillation. 

Favorable conditions at the butterfly 
frequency allow oscillation to occur at ft,, 
beginning at fairly low bias currents. Due 
to the unfavorable conditions at low fre¬ 
quencies, oscillation will occur for fn only 
over a fairly narrow' current range, i.e., in 
the neighborhood of maximum power gain? 
I he circuit components are such that unity 
loop gain at Jn can be obtained only near 
the power gain maximum. 

If the current and collector voltage are 
set such that the loop gain is not quite suf¬ 
ficient for low-frequency oscillation, a nar¬ 
row-band high-gain amplifier for fa is the 
result. (The transistor is, of course, oscillat¬ 
ing meanwhile at /¿.) 

The circuit mixes an input signa! at the 
frequency fs with ft. to result in a signal 
at the difference frequency/o, which is then 
amplified by the high-gain amplifier. It is 
apparent that the greater part of the high 
gain results ntt from parametric amplifica¬ 
tion but from the narrow-band low-fre¬ 
quency amplifier. This amplifier is operating 

1 As is well known, the power gain varies with the 
current and has a maximum for drift transistors. The 
magnitude of the power gain maximum increases with 
increasing collector voltage. 

Fig. 3 The basic circuit for low frequencies. Cj ad¬ 
justs the feedback for both high and low frequen¬ 
cies and is very important for low frequencies. 

Fig. 4—Conversion gain as a function of emitter cur¬ 
rent, with collector voltage as a parameter, for a 
2N12O4 micro-alloy diffused-base transistor. With 
the 1 kU load in the circuit, oscillation occurs at 
fl) above 52-db voltage gain. 

far below' the transistor’s cutoff frequency, 
and, as the low-frequency oscillatory condi¬ 
tions are approached, the gain becomes ex¬ 
tremely large. 

According to the above arguments, the 
maximum gain need not necessarily occur at 
the point where the input impedance be¬ 
comes real, as was suggested by \ odicka and 
Zuleeg.1 We have found that the input im¬ 
pedance of a 2X1204 micro-alloy diffused 
transistor is real for /e = 0.5 ma. However, 
the maximum gain occurs at It:~~ ma, 
which coincides with the maximum in power 
gain-

Since the high gain is mostly achieved 
by use of a narrow-band amplifier, the sta¬ 
bility is mainly controlled by the properties 
of the amplifier. As can be seen from Fig. 4, 
a high gain is extremely dependent upon 
both voltage and current. If a compromise is 
made to lower gain, the stability is im¬ 
proved accordingly. 

I se of harmonic mixing (in order to ex¬ 
tend the frequency limit) results in a worse 
gain stability for two reasons. l irst, the 
difference frequency easily drifts out of the 
narrow band of the low-frequency amplifier. 
Second, due to the lower pump power at the 
harmonics of ft., reasonable gain is obtained 
only on the brink of low-frequency oscilla¬ 
tion, when the third or fourth harmonic 
is used. 

Summarizing the characteristics of the 
proposed circuit, we can say that it acts as 
an oscillator, mixer, and low-frequency am¬ 

plifier. I he resulting gain is mainly due to 
the narrow-band low-frequency amplifier 
rather than to parametric amplification. 

|. Lindmayer 
C. Wrigley 

Sprague Electric. Co. 
North Adams, Mass. 

Author’s Comment* 

Our brief letter was not meant to furnish 
all the answers for ihe circuit’s operation, 
but rather to point out the possibilities of 
parametric operation of drift transistors, 
which have useful, inherent, nonlinear re¬ 
actances of capacitive and inductive nature. 
We are grateful for the measurements re¬ 
ported which substantiate the performance 
of the circuit in general. It is felt that one of 
the preferred modes of the circuit operation 
does indeed consist of parametric variation 
of the input capacitance of the transistor to 
produce down-conversion (mixing) with 
little or no conversion loss. The necessary 
pumping frequency (local oscillator) is here 
supplied by the transistor itself through the 
butterfly to the emitter. The additional gain 
required is supplied by the transistor itself. 

Since the specific transistors used in this 
circuit, and their characteristics, e.g., very 
low base-resistance, high drift field, small 
emitter capacitance, are of utmost signifi¬ 
cance, we would like to point out certain 
properties of the devices investigated in con¬ 
junction with the circuit. 

Although the oscillator circuit can be 
identified as a Hartley type, there is an im¬ 
portant deviation in the form of an induct¬ 
ance placed between emitter and base termi¬ 
nals. By proper choice of this L fora certain 
transistor, a broad-band tuning will occur. 
Fig. 5(a) is the normal characteris¬ 
tic of a transistor under de bias. Fig. 5(b) 
is the characteristic outside of this band, 
and Fig. 5(c) is the same characteristic at the 
center of this tuning range with constant 
RF power from a separate local oscillator. 
Diode mixing with this type of character¬ 
istic has been discussed in the literature? 
The conditions under which the character¬ 
istics exist in the tuned range [Fig. 5(c)] are: 

1 ) Presence of nonlinear resistance and 
capacitance. 

2) Presence of RF-power at the funda¬ 
mental or the higher harmonic. 

The expected electrical performance 
would be: 

1 ) Down-conversion or mixing with low-
conversion losses when the conduct¬ 
ance approaches zero and possibly 
with conversion gain, if very low' or 
slightly negative I F-conductance can 
be achieved. 

2) Greatly reduced noise figures. 

We are still investigating several other 
closely related modes in the transistor, the 
most important of which is the transit time 
and the negative impedance occurring in 
the circuit. 

4 Received by the IRE, May 1, 1961. 
4 R. V. Pound. “Microwave Mixers,” McGraw-

Hill Book Co., Inc., New York, N. V., p. 92; 1948. 
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<«) 

(b) 

(c) 
Fig. 5—P-N-P Hughes experimenta! transistor No. 

311-41. (a) DC emitter-to-base characteristic with 
no RF power applied, (b) DC emitter-to-base 
characteristic with RF power at 240 Me. (c) DC 
emitter-to-base characteristic with RF power at 
360 Me. Scales: Vertical /e in 2 ma per division. 
Horizontal — F,/, in 0.1 volt per division. 

The circuits, as used, exhibited a low 
stability in the region of 200 Me but became 
stable at frequencies above 400 Me. For 
example, operation at 500 Me produced a 
shift of 2000 cycles in 24 hoursand approxi¬ 
mately 2-db variation at 40-db conversion 
gain The possibility of the circuit operating 
as a two-frequency ost ilia tor is not excluded 
and can occur at certain settings. This would 
not necessarily explain the high gain, as the 
feedback, via the emitter capacitor which 
represents approximately 8000 ohms react¬ 
ance at 2 Me, would be facing the inductor 
Li which has a reactance of ) an ohm at 2 
Me. 

We have found that maximum gainsand 
the best stability are in the lower current 
region between 1 J and 2 J ma where the best 
noise figure is also available. The maximum 
bandwidth achieved up to now was approxi¬ 
mately 1 per cent at 500 Me. 

We hope that within the near future we 
will be able to present a definite answer as to 
the transistor action in this mode of opera¬ 
tion. 

V. W. VODICKA 
Advanced Development 

Lenkurt Electric Co., Inc. 
San Carlos, Calif 

R. Zuleeg 
Semiconductor Div. 
Hughes Aircraft Co. 

Newport Beach. Calif. 

Multiple Burst Detection* 
Peterson and Brown1 have demonstrated 

the potency of cyclic codes when used for 
error detection. In particular, they have 
proven that a cyclic code capable of correct¬ 
ing a single burst of length b bits in a block 
of n bits can be used to detect two bursts of 
b bits in the same block. 

Telephonic data transmission tests have 
shown that bursts of errors are not dis¬ 
tributed according to Poisson's law. The 
bursts themselves tend to occur in clusters. 
Multiple bursts of errors within a block oc¬ 
cur much more often than would be the 
case with a Poisson distribution. 

There exists a class of cyclic codes which 
can correct any t bursts of maximum length 
b in a block of (2*—1)6 bits. The number of 
check digits required is no greater than bkt. 
From the work of Peterson and Brown, this 
code can alternatively be used to detect any 
2t bursts of length b in a block of length 
(2*—1)6. The following theorem provide; 
the basis for this assertion. 

If P(x) is such that the cyclic code, 
whose feedback shift register (FSR) has 
P(x) as its characteristic polynomial, is ca¬ 
pable of correcting any element of the set S 
of error polynomials in a block of n bits, 
then the cyclic code whose FSR has P(xb) 
as its characteristic polynomial is capable 
of correcting any error polynomial in a 
block of bn bits of the form 

6-i 
E x^dx") (1) 
• -0 

where cdx) represents any element of 5. 
The theorem can be proven by consider¬ 

ing two different error polynomials in the 
class of (1) and demonstrating that division 
by Pfx0) yields different remainders. 

For two such polynomials E(x) and 
E'(x) we can write 

E(x) = E ^.(x*) I—0 

= PW E ̂ qdxk) + E ^.(x4) 
»—0 i—0 

♦Received by the IRE, April 3, 196!; revised 
manuscript received. May 1, 1961. 

1 W. W. Peterson and D. T. Brown, “Cyclic codes 
for error detection," Proc. IRE, vol. 49. pp. 228-.’35; 
January, 1961. 

E'tó = E -Ti/Gr4) 

6-1 6-1 

= P^) E X'q,'(xh) + E vr/fx4). (2) 
*•“0 

Since (2) must hold term by term: 

üW = P^q^) + n(xk), 
«/(x4) = W^'Cr4) + r/fx4), (3) 

for any i. 
But ri(xh) = ri\xh) implies edxb') =e,'(xl‘) 

since all edx) and e¡'(x) have been selected 
from 5. 

It follows that 
6-1 6-1 
E x'r^x*) = E x'r/ix4) >-0 ,-0 

implies E(x) = E'(x), and this completes the 
proof of the theorem. 

Now, if a Bose-Chaudhuri2 polynomial 
Pbc(x) is used, we can correct any / errors 
in a block of 2* —1 bits with no more than 
kt check bits. From the theorem, it follows 
that, with Pbc(x1’), we can correct any t 
bursts of maximum length 6 bits in a block 
of 6(2*—1) bits. The number of check bits 
is at most bkt. There are other patterns 
which can be corrected by Pacix*), and if 
it is used solely for correcting the t bursts its 
efficiency is low for practical values of k, 
b, and t, The value of a Pbc(xP) code is prin¬ 
cipally in its qualities as an error detector 
because the decoder needed for error cor¬ 
rection is too complex for most practical 
purposes. As an error detector, the Pbc(^) 
code can detect any 2t bursts of maximum 
length 6 in a block of length (2* —1) b bits. 
The number of check digits required is at 
most bkt. There is no minimum “guard 
space’’ required between the bursts. 

Francis Corr 
Centre d’Etudes et Recherches 

IBM Corp. 
Nice, France 

2 R. C. Bose and D. K. Ray-Chaudhuri, “A class 
ol error-correcting binary group codes,” Informa¬ 
tion and Control, vol. 3. pp. 68-79; March. 1060. 

An Analytical Expression for 
Describing the Write Process in 
Magnetic Recording* 

This note describes analytically the writ¬ 
ing process, including self-demagnetization, 
in magnetic recording on a thin magnetic 
material. The expression developed enables 
one to determine the magnetization in the 
recording medium after writing, in relation 
to the geometry of the recording head, the 
variation of the gap field strength with time, 
and the hysteresis of the magnetic medium. 
It avoids the use of any linearization process 
and such terms as trapezoid magnetization 
function, transition length, etc. 

* Received by the IRE, May 9, 1961. 
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Fig. 1 — Typical magnetic-recording system. 

Fig. 1 shows a typical magnetic recording 
head. In longitudinal recording (such as in a 
magnetic-tape, disk, or drum) one is con¬ 
cerned only with the x component of the 
held, Ht. For 0 = ir/2 and at a distance yo 
from the head, 11, has been shown to be1

(1) 

assuming the gap field strength is a 
known function of time t. 

Consider any point on the magnetic ma¬ 
terial, say point -4 in Fig. 1. At Z=0, point 
A is located at x«; at time t, the point has 
moved to 

x = Xo + ef, (2) 

where v is the surface velocity of the mate¬ 
rial directly below the recording head. Sub¬ 
stituting (2) into (1), we have 

II, 

2(xo + */) — 

At some time t, point -4 will experience some 
maximum field II,mM which determines the 
maximum magnetization for point A. I his 
maximum, of course, is the point at which 

dll, 
-= 0 and 
DI 

DVI, 
- < 0. 
¿M2

Substituting this value of t into (3), the 
value of locates point P on the 
hysteresis loop, as shown in Fig. 2. 

When the material is moved away from 
the head, the magnetization at point .4 de¬ 
creases, as described by the material's minor 
hysteresis loop, and reaches, at point P' 
( Fig. 2), a value of M, corresponding to zero 
energizing field. The final value of M/ will 

1 O. Karlqvist, “Calculation of the magnetic field 
in the ferromagnetic layer of a magnetic drum,” 
Stockholm Tek. HogskolaHS-llandlittgar, no. 86, pp. 
I 28; 1954. 

Fig. 2—Typical magnetization behavior. 

be somewhat less than this due to self-de¬ 
magnetization—a process well described by 
Bayer.2

This procedure can be extended to other 
points in the material and a complete de¬ 
script ion of the magnetization in the tape can 
thus be obtained after the writing process. 

T. C. Ku 
Development Lab. 

General Products Div. IBM Corp. 
Endicott, X. Y. 

2 R. G. Bayer, “A Theoretical Model for Self-
Demagnetization,’’ submitted for publication in J. 
A ppi. Phys. 

A Potential Microwave Computer 
Element* 

In recent years there has been a search 
for some means of performing logic and com¬ 
puting operations at speeds reaching the 
microwave range using other than pulse 
operation. This communication is concerned 
with a bistable oscillator frequency script 
system of the form proposed by Edson,1 but 
employing a tunnel diode as the active 
element. 

One form of bistable oscillator, Fig. 1, 
consists of the connection in series of two 
parallel-tuned circuits and a nonlinear nega¬ 
tive conductance. In this circuit, free oscilla¬ 
tion can occur at either of the frequencies/i 
or/2 associated with the two tuned circuits. 
Due to the nonlinearity, simultaneous oscil¬ 
lation at/i and /j cannot occur. The circuit, 
therefore, is bistable and the frequency of 
oscillation indicates its state. Switching be¬ 
tween states is effected by the injection of a 
sufficient number of cycles of current large 
enough in amplitude and sufficiently close 
in frequency to the frequency to which the 
circuit is to be switched. 

Fig. 2 shows a bistable oscillator which 
is more suited to high-frequency operation. 
The bistable oscillator consists of a doubly 
resonant, quarter-wave trough line with the 
tunnel diode connected across the ends of 

♦Received by the IRE. April 17. 1961; revised 
manuscript received, May 2, 1961. 

> W. A. Edson, “Frequency memory in multi¬ 
mode oscillators." IRE Trass, os Circvit Theory. 
vol. CT-2, pp. 58-66; March. 1955. 

Fig. I - Equivalent circuit of negative-conductance 
bistable oscillator, indicating method of switching. 

Fig. 2—The trough-line bistable oscillator. 

the two inner conductors. Advantages of the 
device are its relatively small size, simplic¬ 
ity, low cost, low power consumption, and 
relative freedom from shielding problems. 
An experimental model demonstrates stable 
oscillation frequencies of 250 Me and 375 
Me. Experiments established that the device 
could be switched from one frequency state 
to the other, but no measurements of switch¬ 
ing speed have yet been made. To obtain 
some idea of the switching speed to be ex¬ 
pected, measurements were made with an 
oscillator of the form in Fig. 1 having reso¬ 
nant frequencies of 600 kc and 735 kc. I he re¬ 
sults are illustrated in Fig. 3. Assuming 
that the curve for certainty of switching lies 
close to that for a switching probability of 
0.9, a time of the order of 10 cycles of switch¬ 
ing frequency is necessary to effect switching 
when the oscillator is forced by a signal one¬ 
tenth the unloaded output amplitude of an 
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Normalized Injection Signal Voltage 

Unloaded Oscillator 
Output Amplitude 

Notes: Vj « Voltage of 
injection signal 
Voltage of minimum 
amplitude of 
continuous wave to 
accomplish switching 

Probability of switching 
A-.9 
B-.5 
C- I 

Fig. 3—Illustration of switching uncertainty. 

identical oscillator. The results suggest that 
a useful fan-out ratio can be obtained with a 
switching time of about 10 cycles of switch¬ 
ing frequency. 

Bistable oscillator logic operation car. be 
based on the majority principle. That is, if 
m equal amplitude, in-phase, inputs of fre¬ 
quency ft and n equal amplitude, in-phase, 
inputs of frequency ft are simultaneously 
applied to the bistable oscillator as switch¬ 
ing signals, the final frequency of the oscil¬ 
lator is/ or ft depending on whether m or n. 
respectively, is the greater integer. Both 
AND and OR logic circuits are realized by 
injecting two input signals and a continuous 
frequency bias signal, which are all of the 
same amplitude, into a bistable oscillator. 
If the bias frequency is f,, an output of fre¬ 
quency ft is obtained from the oscillator 
only when both inputs are of frequency ft 
(AND circuit); if the bias frequency is ft, 
an output of frequency/ is obtained when 
either of the inputs is of frequency/ (OR 
circuit). In the COMPLEMENTATION 
logic circuit (output of ft for input of ft, and 
vice versa), the single input signal is applied 
via a phase-reversing transformer to the bi¬ 
stable oscillator together with two continu¬ 
ous frequency bias signals, one of each of the 
frequencies / and /. Due to the phase shift, 
concellation between the input and the bias 
signal of the same frequency occurs, and the 
output frequency is then determined by the 
other bias signal. Satisfactory operation of 
these three logic circuits is obtained only if 
all inputs, including frequency biases, are 
of nearly equal amplitude and, when of the 
same frequency, of essentially the same 
phase. 1 he bistable oscillator is a bilateral 
device, but unidirectional transmission of 
information has been accomplished by using 
Goto’s2 three-beat clock bias principle. 
\\ ith the bistable oscillator, suitably-
phased square-wave bias is applied to each 
tunnel diode, causing unidirectional How to 
occur in a network of logic elements. 

Assuming that 10 cycles of switching 
frequency is the order of time necessary to 
change the state of the bistable oscillator, 
it follows that to obtain a switching time of 
1 nsec a bistable oscillator with characteris-

2 E. Goto, “The parametron, a digital computing 
element which utilizes parametric oscillation." Proc. 
IRE. vol. 47. pp. 1304 1316; August. 1959. 

tic frequencies of the order of ten kMc would 
be required. 

Advantages of the bistable oscillator are: 
its regenerative property, coupled with its 
nonlinearity, results in a self-contained unit 
with an essentially constant output ampli¬ 
tude; logic can be performed with short 
switching times and a useful fan-out ratio; 
and the availability of simple high-fre¬ 
quency constructional techniques and ex¬ 
tremely small tunnel-diodes offer small size, 
low power, and low cost. These advantages 
make the bistable oscillator a potentially 
useful microwave logic element. 

R. W. Covch 
A. F. Rashid 

R. SPENCE 
Radio Communication Lab. 

Research Div. 
General Dynamics/Electrouies 

Rochester, N. Y. 

pair of vertices. Hence the short plajer can 
play and win where possible without knowl¬ 
edge of the chosen vertex pair. Such a strat¬ 
egy is not possible for the cut player. 

By duality5 it is possible to characterize 
those graphs with two distinguished vertices 
in which the cut player, playing second, can 
win against all strategies of the short player. 
The remaining graphs are those on which 
the player playing first can win against all 
strategies of the other player. These graphs 
differ from those previously discussed by 
only one branch, and the winning strategies 
are correspondingly similar. 

A. Lehman 
Systems Research Center 

Case Inst. Tech. 
Cleveland, Ohio 

5 All of the results hold for matroids. If the graph 
is not planar, the matroid dual still exists. Thus the 
roles of the cut and short player are dual locally (i.e„ 
with respect to a given vertex pair), but not globally. 

A Solution to the Shannon 
Switching Game* 

In a recent paper1 a description is given 
of a resistor version of the Shannon switch¬ 
ing game. A graphical version is as follows. 
Two players designated “cut" and “short" 
are presented with a finite unoriented-
branch linear graph in which two of the ver¬ 
tices are distinguished. The cut player, in his 
turn, deletes one of the branches of the 
graph, his object being to sever all paths be¬ 
tween the two distinguished vertices. The 
short player alternates moves with the cut 
player. In his turn he makes an unplayed 
branch invulnerable to deletion, his object 
being to connect the two distinguished ver¬ 
tices by an invulnerable path. Both players 
have complete information. The game pro¬ 
ceeds until one of the players reaches his 
goal. 

It can be shown by an involved argument 
in matroids2 that the short player can win 
against all possible strategies of the cut player 
(the cut player playing first) if and onlyif the 
graph contains two disjoint cospanning3 

trees connecting the distinguished pair of 
vertices. The short player can win using a 
strategy of “repairing" any play (deletion) 
of the cut player on one tree by a play on the 
remaining tree. The play in general is not 
unique, and the strategy need not win in a 
minimum number of plays. It has one re¬ 
markable feature. There exist two disjoint 
cospanning trees4 which span all vertex pairs 
which can be spanned by any tree pair. The 
two-tree strategy of the short player played 
with respect to this tree pair will win where 
possible, and is independent of the chosen 

* Received by the IRE, May 8, 1961. 
1 M. Minsky, “Steps toward artificial intelli¬ 

gence," Proc. IRE, vol. 49, p. 23; January, 1961. 
1 II. Whitney, "The abstract projærties of linear 

dependence,” Am. J. Math., vol. 57, pp. 507 533; 
1935. 

3 Two trees are cospanning if they connect the 
same set of vertices. 

4 More properly two forests—these trees need not 
be connected. 

The Wide Tuning Range of 
Backward Traveling-Wave 
Parametric Amplifiers* 

I n a recent paper, Straus1 discussed the 
tuning range of backward traveling-wave 
parametric amplifiers. He has shown that 
the TEM mode of operation described by 
Breitzer and Sard2 can be modified to pro¬ 
vide a wider tuning range. The analytical 
and graphical examination of Straus gives a 
clear demonstration of the way of extending 
the tuning range, and also provides a satis¬ 
factory explanation of the experimental re¬ 
sults of Breitzer and Sard.2 Nevertheless, 
the scheme of Straus actually does not fully 
cover the maximum tuning range, and it is 
different from the mechanism used in our 
earlier reported work for achieving wide 
tuning ranges.3 In fact, it is possible to ex¬ 
tend still further the tuning range of elec¬ 
tronically tunable parametric amplifiers 
in many different ways. 

Fig. 1 shows a typical w-d diagram of 
the loaded transmission lines of a backward 
traveling-wave parametric amplifier. The 
PQ branch belongs to the pump. The P,Q. 
and PiQi branches belong to the signal and 
idler which propagate in the same trans¬ 
mission line. It is assumed that the periodic 

* Received by the IRE, May 12, 1961; revised 
manuscript received. May 19, 1961. 

1 T. M. Straus, “Tuning range of the backward 
traveling wave parametric amplifier." IRE Trans, 
on Microwave Theory and Techniques (Cone 
spondence), vol. 9, p. 95; January, 1961. 

2 D. I. Breitzer and E. W. Sard, “Low frequency 
prototype backward-wave reactance amplifier," 
Microwave J., vol. 2, pp. 34 37; August, 1959. 

3 II. Hsu, “Letter to Editor," dated September 23, 
1959. Microwave J., vol. 3, p. 14; January. I960. 

II. Hsu, “Backward Traveling-Wave Parametric 
Amplifiers," presented at Internat). Solid-State Cir¬ 
cuits Conf., Philadelphia, Pa., February 10 12. I960, 
and at the Internat!. Congress on Microwave Tubes. 
Munich, Germany, June 7 11, 1960. 

H. Hsu, “Wide-Band Electronically Tunable 
Parametric Amplifiers." GE Co.. Syracuse, N. Y.; 
November, 1959. (unpublished) 
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loading of parametric diodes occurs at inter¬ 
vals of a. 

The conditions for backward traveling¬ 
wave parametric amplification are 33

Wp = Wj + ü>», (1) 

ft, = ßi - ß.. (2) 

In order to satisfy (1) and (2), the sets 
of points (P, P„ Pi) and (Q, Q., Qi) in Fig. 1 
are linked by the dotted curves which are 
parallel to the a-ß curve of the signal and 
idler transmission line. Graphically, we can 
determine P, for example, from P. and Pi, 
and vice versa. 

I n Fig. 1. the positions of Pi and Qi are 
chosen such that the idler frequency is very 
close to the cutoff frequency, and thus the 
idler frequency is essentially constant over 
the whole tuning range. As is shown in Fig. 
1, the signal-frequency tuning range (P„ QQ 
is larger than 2:1. The tuning range can also 
be extended further by properly shaping 
the ai-ß curve of the pump (PQ)- Fig. 2 
shows a tuning range (P.QQ of about 3:1 
when the pump characteristic approaches 
that of a TEM mode. In Figs. 1 and 2, the 
signal, idler, and pump frequency bands are 
still separated from each other. Conse¬ 
quently, the limitations on the tuning range 
imposed by the condition of separation of 
these frequency bands, as discussed by 
Breitzer and Sard2 and Straus,1 are no longer 
severe in the schemes of Figs. 1 and 2. In 
fact, there is considerable freedom in the 
choice of circuit parameters, such as the 
relative phase velocities of the transmission 
lines; and the tuning range can be extended 
further. 

I'he schemes of Figs. 1 and 2 have sev¬ 
eral additional advantages. We have chosen 
an at Pi and Q, to be equal. Thus, the re¬ 
quired pump and signal tuning ranges 
(Aw,, and Aw,) are equal, i.e„ 

= Aw.. (3) 

The TEM mode of operation2 requires a pro¬ 
portional change in the pump and signal 
frequencies. Thus 

Aw,, = (wp/w,)- Aw,. (4) 

In the modified TEM mode,1 Aw,, is smaller 
than the value of (4), but still higher than 
the value of (3). Thus, the fractional change 
in the pump frequency (Aa,/w,) is reduced 
in the scheme of Figs. 1 and 2. Furthermore, 
we can now raise w,, and w,, such that the 
fractional change in pump frequency be¬ 
comes smaller. This results in simpler and 
possibly faster electronic tuning. The noise 
figure is also better due to the higher w,/w. 
ratio. 

In the construction of Figs. 1 and 2, the 
points Qi actually lie in the second Brillouin 
Zone.3 Thus, Qi is identical to Q¡' (Fig. 1) 
of the first Brillouin Zone. The sets of points 
Q„ Qi’, and Q correspond to the parametric 
amplification of the backward traveling 

4 P. K. Tien. “Parametric amplification and fre¬ 
quency mixing in propagating circuits," J. Appl. 
Phys., vol. 29. pp. 1347-1357; September, 1958. 

4 L. Brillouin. “Wave Propagation in Periodic 
Structures,” Dover Publications, Inc., New York, 
N. V.; 1953. 

Fig. 1 Graphical illustration of the wide tuning 
range of backward traveling-wave parametric 
amplifiers. 

Fig. 2—Graphical illustration showing a 
further extended tuning range. 

waves of the signal (Q,) and idler (Q,’) by 
a forward pump wave (Q). This type of 
operation is of particular physical signifi¬ 
cance because it is a typical microwave 
analogy of the Umklapp process described 
by Peierls.6

The fact that the idler frequency re¬ 
mains essentially constant is characteristic 
of the schemes of Figs 1 and 2, but these 
figures are not the only choice. We have 
achieved various types of parametric inter¬ 
actions with an essentially constant idler 
frequency in other schemes. For example, 
it is possible to provide separate idler cir¬ 
cuits with a constant idler frequency. It is 
also possible to operate the idler near the 
cutoff frequency of the pump circuit when 
a loaded waveguide is used. 

With an essentially constant idler fre¬ 
quency, the signal tuning range is a func¬ 
tion of the phase velocities of the pump 
(v^„), signal (vp.) and idler (vp¡). From (1) 
and (2), we obtain 

By comparing (5) with Fig. 2, for exam¬ 
ple, we see that the enhanced tuning range 
is a result of varying t^> while keeping r*. 
and Vpp nearly constant. From (5) or the 
corresponding graphs reported earlier,3 the 
effect of the variations of the phase veloci¬ 
ties on the tuning range can be calculated. 
The result serves as a guide in the design of 
the microwave structures. 

H. Ilsu 
S. Wanuga 

Electronics Lab. 
General Electric Co. 

Syracuse, X. Y. 

4 R. E. Peierls. “Quantum Theory of Solids,” Ox¬ 
ford University Press. Oxford. England: 1955. 

Correction to “Negative Resistance 
in Transistors Based on Transit-
Time and Avalanche Effects”* 

The authors would like to make the fol¬ 
lowing correction to the above paper.1

The very last factor (exp iar) in (5) 
should be changed to ( 1 exp iar). 

The authors wish to thank O. Gandhi of 
Philco for bringing this error to their atten¬ 
tion. 

R. A. Pt’CEL 
H. Statz 

Research Div. 
Raytheon Co. 

Waltham, Mass. 

* Received by the IRE, April 26, 1961. 
' II. N. Statz and R. A. Pucel, “Negative resist¬ 

ance in transistors based on transit-time and ava¬ 
lancheeffects," Proc. IRE (Correspondence), vol. 48, 
pp. 948-949; May. I960. 

Correction to “Communications 
Satellites Using Arrays'’* 

In the above paper.1 the author would 
like to make the following corrections. In 
Table I, the figures for Stabilized Dish are 
reversed. I'he power for I) =60 feet should 
be 22.4 mw and the power for 120 feet 
should be 5.6 mw. 

In addition, the cylindrical array of 
Fig. 3 does not produce exact reinforcement 
as the following analysis shows. Referring 
to Fig. 1 of this letter where half of a cylind¬ 
rical array with an odd number of elements 
is depicted, let the elements be spaced uni¬ 
formly along the projected plane aperture. 

e ■ <Z • t! k) .in « 
Fig. 1—Half of cylindrical array. 

* Received by the IRE, May 22, 1961. 
1 R. C. Hansen, “Communications satellites using 

arrays," Proc. IRE. vol. 49, pp. 1066-1074; June, 
1961. 
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Suppose also that the connecting line lengths 
are adjusted to compensate exactly for the 
cylindrical surface at broadside 0 = 0. Using 
the symbols of the figure, the phase cor¬ 
rection 7,,“ for the nth element at broadside 
is given by 

7»° = r - V t7 - (1) 
The actual departure 7,, of the nth element 
from the plane aperture is given by 

7» = 7»° sec e. (2) 

The phase error for the nth element as a 
function of incidence angle 9 is then and 
is given by 

X = (2w/X)(sec0 — l)(r - vr2 - «M*)- (3) 

For small n and for half-wave effective spac¬ 
ing, this is approximated by 

X — (»i2irX/4r)(sec 9 — 1). (4) 

Here r is the cylinder radius. The angular 
factor varies as follows: 

0 = 0 15 30 35 40 45 
(sec0 —1)=0 0.035 0.155 0.221 0.305 1.00 

Fora practical example, take a frequency 
of 8 Ge and a diameter of 2 feet. Table I 
gives the maximum phase error in radians 

TABI,E 1 

n Total 
Elements 0=30° 0=45c

2 
4 
6 
8 
10 

5 
9 
13 
17 
21 

0.06 
0.24 
0.54 
0.96 
1 .50 

0.38 
1 .56 
3.48 
6.18 
9.66 

for two scan angles. Note that n is half the 
total number of elements minus 1. Xow if 
the correction is chosen to be exactly half¬ 
way between 7,,0 at broadside and 7"”'1 at 
0>iuut, maximum and equal phase errors occur 
at 9 = Oandat 0=0,„„x,and these phase errors 
are just half of those given in the table. Sil¬ 
ver2 shows that a maximum quadratic phase 
error of 0.79 radian (X/8) gives a gain loss of 
0.25 db; a phase error of 1.58 (X/4) gives a 
gain loss of 1.0 db. For the synchronous 
example in the original paper, the cylindrical 
array is satisfactory. To check the two-term 
approximation of (4), the ratio of the th:rd 

term to the second term was examined and 
found to be less than 0.1 for n = 10 (corre¬ 
sponding to 21 elements). Thus, the ap¬ 
proximation is quite good up to a full quad¬ 
rant. 

In the equatorial synchronous (station¬ 
ary) satellite case, coverage requirements 
limit the number of elements and hence 
limit available directivity. It should be men¬ 
tioned that active Van Atta systems should 
offer major advantages for long-distance 
space communications where narrow beam¬ 
widths, and thus high directivities, could 
be realized. 

Norwood has recently pointed out that 
the decrease of effective aperture away from 
broadside of the passive array could be com¬ 
pensated by using an element factor which 
increased away from broadside.3

R. C. Hansen 
Electronics Lab. 
Aerospace Corp. 

Los Angeles, Calif. 

2 S. Silver, “Microwave Antenna Theory and De-
sign,* M.l.T. Rad, Lab. Ser., McGraw-Hill Book Co., 
Inc., New York, N. Y., vol. 12, p. 191 ; 1949. 

• V. T. Norwood, “A Versatile Reflector Design for 
Passive Satellite Use,* URSI IRE Spring Meeting, 
Georgetown University, Washington, D. C.; May 
14. 1961. 
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of parametric amplifiers and ferrite devices. 
In 1960 he joined the staff of the Depart¬ 
ment of Electrical Engineering at the Poly¬ 
technic Institute of Brooklyn as a part-
time Instructor. 
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Bernard Jaffe was born in Brooklyn, 
N. Y„ on November 28, 1923. He received the 
B.S. degree in ceramic engineering from the 

New York State Col-

B. Jaffe 

lege of Ceramics at 
Alfred University, 
Alfred, N. Y„ in 
1948. 

From 1948 to 1955, 
he worked on ceramic 
dielectrics and on 
ferroelectric ceramic 
transducer materials 
at the National Bu¬ 
reau of Standards in 
Washington, D. C. 
Since 1955. he has 

been working on piezoelectric ceramics at 
the Electronic Research Division of Clevite 
Corporation, Cleveland, Ohio, where he is 
head of the Electro-Ceramic Section. 

Mr. Jaffe is a member of the American 
Ceramic Society and of the Institute of 
Ceramic Engineers. 

Sanford A. Meltzer, for a photo and 
biography, please see page 532 of the Febru¬ 
ary, 1961, issue of these Proceedings. 

Jin-ichi Nagumo (M’60) was born in 
Tokyo, Japan, on October 14, 1926. He re-
received the Kogaku-Hakase degree in ap-

J. Nagumo 

plied physics from 
the University of 
Tokyo, Japan, in 
1954. 

From 1953 to 
1959, he was an As¬ 
sistant Professor of 
applied mathematics 
at the Keio Uni¬ 
versity, Tokyo, Ja¬ 
pan. Since 1959 he 
has been an Assistant 
Professor of applied 

physics at the University of Tokyo; since 
1948 he has been working mainly on the the¬ 
ory of nonlinear oscillations, nonlinear cir¬ 
cuit theory and nonlinear electronics. 

Dr. Nagumo is Vice-Chairman of the 
Professional Group on Nonlinear Circuit 
Theory of the Institute of Electrical Com¬ 
munication Engineers of Japan. 

Seymour Okwit (A’55, SM’61) was born 
in New York, N. Y., on August 31, 1929. He 
received the B.S. degree in physics from 

S. Okwit 

Brooklyn College, 
N. Y., and the M.S. 
degree in applied 
mathematics and 
physics from Adel¬ 
phi College, Gar¬ 
den City, N. Y., in 
1952 and 1958, re¬ 
spectively. He is pres¬ 
ently working toward 
the Ph.D. degree in 
mathematical phys¬ 
ics, Adelphi College, 
Garden City, N. Y. 

From 1952 to 1954, he was in the armed 
forces assigned to the detection division of 
the Chemical and Radiological Laboratories 
of the Army Chemical Center, Edgewood. 
Md., where he did extensive development 
work on instrumentation for the detection 
and analysis of the poisonous “G nerve 
gases. Detection instruments upon which he 
has worked include an infrared scanning 
system and a system utilizing microwave 
spectroscopy. He was associated with the 
radar department of Arma Corporation. 
Long Island, N. Y., from 1954 to 1955, 
where he was concerned with boresight on 
monopulse antennas. He joined the Airborne 
Instruments Laboratory, a division of Cut¬ 
ler-Hammer. Inc., Melville. N. Y., in 1955, 
as an engineer in the Department of Elec¬ 

tronics, where he was concerned with the 
design and development of RF, IF, and 
microwave components and systems. Since 
1958, he has been responsible for, and has 
performed considerable theoretical and ex¬ 
perimental work on solid-state devices such 
as low-loss circulators, low-level ferrite lim¬ 
iters, and cavity and traveling-wave masers. 
At present, he is a Section Head in the Ap¬ 
plied Electronics Department at AIL, and is 
directing programs in the development 
of advanced solid-state devices including 
masers, parametric amplifiers, and novel fer¬ 
rite components. 

Max J. Schuller (M’60), fora photograph 
and biography, please see page 840 of the 
April, 1961, issue of these Proceedings. 

Masamichi Shimura was born in Tokyo, 
Japan, on April 5, 1936. He received the 
Kogakushi degree in applied physics from 

the University of 
Tokyo in 1960. 

He is now a stu¬ 
dent in the postgrad¬ 
uate course and is 
engaged in studies of 
nonlinear electronic 
circuits under the di¬ 
rection of Assistant 
Professor J. Nagumo 

M. Shimura 

Samuel Thaler (A’42-M’6O), for a photo 
and biography, please see page 532 of the 
February. 1961, issue of Proceedings. 
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Books 
Transistor Circuit Analysis, by Maurice V. 
Joyce and Kenneth K. Clarke 

Published (1961) by Addison-Wesley Publishing 
Co.. Inc., Reading, Mass. 438 pages+11 index »ages 
+xiv pages+5 pages answers to problems. Ulus. 
61X9*. $10.75. 

From the large influx of technical books 
dedicated to the theme of tutoring the engi¬ 
neer on the fundamentals of transistor cir¬ 
cuitry, it is refreshing to review a book that 
is so well prepared and presented as “Tran¬ 
sistor Circuit Analysis,” by M. V. Joyce and 
K. K. Clarke. 

The book is orientated in an academic 
flavor with suggested reference reading and 
circuit problems at the end of every chapter. 
The over-all concise preparedness of the text 
is obviously derived from the academic 
teaching background of the authors, the 
late Maurice V. Joyce and Kenneth K. 
Clarke, associated with the Electrical 
Engineering Department of the Polytechnic 
Institute of Brooklyn. The text provides a 
continuous development of junction tran¬ 
sistor circuitry which woidd benefit the 
electrical engineer attempting to establish 
himself in the semiconductor electronics 
field It definitely serves as an excellent 
textbook for the undergraduate electrical 
engineer engaged in the study of semicon¬ 
ductor electronics during his senior year 

l he first several chapters describe the 
junction transistor circuit characteristics 
and then expand these into the circuit 
equivalent Tee and the Hybrid and the 
well-known Hybrid-Pi circuit model. The 
transistor then is treated in its three basic 
circuit modes of operation (common base, 
common emitter, and common collet tor), 
and the pertinent characteristics and circuit 
parameters are analyzed. The following six 
chapters (4-9) provide an excellent presen¬ 
tation of transistor low freqeuncy small sig¬ 
nal amplifiers, power amplifiers, power 
regulators, broad-band amplifiers, and nar¬ 
row-band amplifiers. It is felt that in the pres¬ 
entation of the high-frequency equivalent 
circuit a broader expansion into the char¬ 
acteristics of the Hybrid-Pi equivalent cir¬ 
cuit woidd have been beneficial. Perhaps an 
entire chapter should have been dedicated 
to transistor high-frequency characteristics. 

Chapter 8 presents an extensive analysis 
into broad-band transistor amplifiers with 
excellent coverage on the gain bandwidth 
tradeoff and feedback techniques to attain 
this end. The chapter also has an excellent 
presentation on the analysis of the fre¬ 
quency response of the emitter follower cir¬ 
cuit. The last part of Chapter 8 deals with 
the subject of transistor distributed ampli¬ 
fiers. 

Chapter 9 expounds on the character¬ 
istics of transistors in band-pass, and it is 
interesting to note that the authors concen¬ 
trate their effort on the analysis of the 
transistor characteristics as applied to the 
circuit rather than dealing with an extensive 
dissertation into the characteristics of the 
associated passive elements. Chapters 10-14 
deal with the subject of transistors being 
employed as switches. The reviewers feel 

that an incorporation of the junction tran¬ 
sistor being treated as a stored charge device 
would have aided many engineers in their 
understanding of the fundamental concepts 
of transistor switching theory. The majority 
of the circuit examples analyzed in the text 
are very much the “state-of-the-art” tech¬ 
niques. Chapter 15 gives an up-to-date pres¬ 
entation of circuit characteristics of nega¬ 
tive resistance devices such as the tunnel 
diode and the “PNPX” junction transistor. 
The final chapter, Chapter 16, goes into the 
analysis of employing transistors in the con¬ 
ventional sine wave oscillator usage. It is 
felt that the high-frequency oscillator equiv¬ 
alent circuit could have been expanded upon 
and perhaps one network analysis example 
given. 

This book is definitely recommended for 
the transistor circuit engineer to serve him 
as an excellent circuit reference guide. It 
should prove to be very popular with the 
engineer embarking into the semiconductor 
electronics field for obtaining a complete 
tutorial background on semiconductor cir¬ 
cuitry. The book should especially become 
popular with the undergraduate electrical 
engineer as a textbook for transistor elec¬ 
tronics during his senior year at college. 

J. T. Lynch 
J. J. Kakew 

Burroughs Corp. 
Paoli, Pa. 

IRE Dictionary of Electronic Terms and 
Symbols (Compiled from IRE Standards) 

Published (1961) by the Institute of Radio Engi¬ 
neers, 1 E. 79 St., New York 21. X. Y. 221 pager+ 
4 index pages+x pages. Ulus. X9¡. $5.20 members: 
S10.40 nonmembers. 

During the past two decades the IRE has 
issued over eighty IRE Standards, covering 
the vast multitudes of fields represented 
within the IRE Standardization structure. 
These Standards have been divided approxi¬ 
mately equally between Standards on Defi¬ 
nitions of Terms anti Standards on Methods 
of Measurements. There have also been 
Standards issued on graphical and letter 
symbols. Prior to 1949 these were issued as 
separate pamphlets. Currently each Stand¬ 
ard, as issued, appears in the I’koceedixgs 
OF the IRE. 

This Dictionary fills the long-felt need 
for a compilation of the Definitions Stand¬ 
ards under one cover, together with asso¬ 
ciated letter and graphical symbols. It in¬ 
cludes the definitions contained in 37 IRE 
Standards dealing with electronics termi¬ 
nology and symbology. Thus all Standards in 
effect as of December, 1959, have been com¬ 
bined in this one volume. Knowing the 
mass of material put out by the IRE, this 
reviewer was frankly surprised that it was 
possible to get it all in such a compact 
volume (225 pages). Yet they are all there, 
some 3700 terms, plus live IRE Standards 
dealing with letter and graphical symbols. 

This Dictionary has one definite ad¬ 
vantage over other contemporary works, at 

least with respect to IRE definitions, in that 
it does not take liberties with printed defini¬ 
tions or notes, but reproduces them ver¬ 
batim. In other works, modifications are 
frequently encountered and occasionally the 
notes are incorporated into the definition, 
whereas they are intended to be explanatory 
or complementary. This Dictionary, there¬ 
fore, preserves the purity of the original 
IRE context. 

The reader should find the inclusion of 
graphical and letter symbols of particular 
value, especially in those fields where a pro¬ 
fusion of competing, and often confusing, 
symbols exists. In particular, the semicon¬ 
ductor area is well delineated in both re¬ 
spects. This will prove of great assistance to 
the novice in this important field, helping 
him to understand the fine distinctions in 
usage conveyed by the various combinations 
of capital and lower-case symbols and sub¬ 
scripts. Possibly a perusal of the remainder 
of the graphical symbols will convert some 
readers to a proper usage of the capacitor 
and relay symbols! 

This book will be indispensable to any¬ 
one having occasion to deal with legal ter¬ 
minology in the electronics field, as well as to 
the practicing engineer who wants a handy 
source of authoritative definitions. It is to 
be hoped that having established this prec¬ 
edent the IRE will follow at reasonable 
intervals with either supplements or new 
editions, adding the later material contin¬ 
ually generated in this fast-moving tech¬ 
nology. 

R. F. Shea 
General Electric Co. 

Knolls Atomic Power Lab. 
Schenectady, N. V. 

Printed Circuits—Their Design and 
Application, by J. M. C. Dukes 

Published (1961 ) by Macdonald & Co.. Ltd.. 1ft 
Maddox St.. London, W. 1. England. 196 pages + 12 
index pages +xii pages+ 11 bibliography pages+9 
appendix pages. Ulus. 5IX8J. 40s. net. 

The widespread interest in new ways of 
fabricating electronic hardware, as indicated 
by the large development effort, has resulted 
in many published papers. This situation has 
created a problem for the practicing engi¬ 
neer who wishes to stay abreast of the 
capabilities and limitations of the many 
competing approaches. The book by Mr. 
Dukes goes a long way toward solving the 
problem for the field of printed circuit tech¬ 
niques. 

The book starts with an introduction 
which includes a brief historical review and 
a classification system for printed circuit 
techniques. The author makes a valiant at¬ 
tempt to define the term “printed circuit." 
He concludes that it is a poor term but that 
it is too commonly used to bear substitution. 

The book is broken up into two main 
parts: the first on Manufacture and the 
second on Design and Application. In the 
first part a separate chapter is devoted to a 
description of each of the following classes 
of techniques: the direction deposition of a 
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metallic circuit on a bare insulating surface, 
the controlled removal of metal from a pre¬ 
viously metallized surface, and methods 
which combine the formation of the sub¬ 
strate and the detailed circuit wiring. The 
second class covers the most popular tech¬ 
nique now employed for printed circuits, 
that is, the etched-foil technique. An addi¬ 
tional chapter in the first part is devoted to 
these topics: components for printed cir¬ 
cuits, automatic assembly machines, dip 
soldering, and protective coatings. 

The part on Design and Application pre¬ 
sents information on the preparation of the 
circuit layout, and a good review is given of 
materials for use in printed circuits such as 
ceramics, laminates, and the conducting ma¬ 
terials. There is also a discussion of printed 
component parts including coils, resistors, 
capacitors, switches, and commutators for 
use at low and medium frequencies. The last 
two chapters deal with strip transmission 
lines and printed microwave components. 
The author is obviously “at home" in these 
two chapters since it is in this area that he 
has made original contributions. The strong 
emphasis on microwave components is quite 
proper because of the increasing importance 
of high speed circuits, of both the analog and 
digital types, coupled with the need for 
small size and low cost components and 
systems. 

A generous number of references (173) to 
British and American literature is provided. 
It is easy to find sources of more detail 
on any of these items discussed. The book 
is thoroughly cross-referenced. Although 
the author’s experience is British, many of 
the examples include American products. 

Two minor weaknesses are apparent. 
Only a little over one page is devoted to the 
rapidly developing field of microminiaturi¬ 
zation and slight mention is made of the 
problems of handling transistors in the 
printed circuit production process. One small 
irritation is the use in the text of figure 
numbers that are condensed oxer those used 
to identify the figures themselves. 

The author describes the book as “a 
first primer on manufacturing techniques,” 
and he achieves this objective for the field 
of printed circuits. The book is recom¬ 
mended to the system and equipment de¬ 
signer who is looking for a general under¬ 
standing of the problems and techniques of 
circuit fabrication and for anyone entering 
the field needing references to detailed in¬ 
formation. 

Thomas A. Prugh 
Dept, of Defense 

Washington. D. C. 

Line Waves and Antennas, by Robert 
Grover Brown, Robert A. Sharpe, and 
William Lewis Hughes 

Published (1961) by the Ronald Press Co., 15 E. 
26 St., New York 10, N. Y. 261 pages 4-3 index pages 
4-v pages 4-27 appendix pages, lllus. 61X91. $10.00. 

This book, written by professors at Iowa 
State University and Oklahoma State Uni¬ 
versity, is intended as an introductory text 
in the general area of electric energy propa¬ 
gation. The first six chapters present a good 
practical treatment of transmission lines 
including pulse transmission and reflection. 

Smith charts are used in the analysis to 
determine input impedance, line length or 
load impedance when two of the quantities 
are known. 

I'he next fixe chapters treat guided 
xvaxes, wave propagation and waxeguide 
circuit elements with heavier mathematics 
involving Maxwell's equations and the vari-
ous waveguide modes. The discussion of 
lossy wave propagation deals with lossy 
dielectrics, poor conductors and skin effect 
problems. 

The last three chapters briefly cover 
electromagnetic wave radiation, dipole an¬ 
tenna radiation and antenna systems. 

There are eight appendixes, covering 
reference material and handbook informa¬ 
tion such as transmission line, parameters, 
characteristics and charts, vector analysis, 
phase and group velocities and the scatter¬ 
ing matrix. 

The text is in the second person class¬ 
room vernacular. In the more difficult areas 
the authors make assumptions which lead 
to appropriate solutions, thus avoiding 
tedious proofs. Numerous problems are left 
for the student to solx'e. The term “current 
flow,” which used quite often, is redundant 
since current is a flow of electrons or ions. 
The directional antenna patterns for broad¬ 
side and end fire arrays on page 238 are 
drawn with the same shape, which is untrue. 

The authors haxe written a very usable 
text for classroom instructions with excel¬ 
lent descriptive material and a minimum of 
complex mathematics. The brevity of the 
presentation keeps the size of the book 
small ; hence the instructor will be called on 
more often to amplify the text and help the 
student with his problems. 

Carl E. Smith 
Cleveland Institute of Electronics 

Cleveland, Ohio 

Time-Harmonic Electromagnetic Fields, 
by Roger F. Harrington 

Published (1**61 ) by McGraw-Hill Book Co., Inc., 
330 W. 42 St., New York 36, N. Y. 446 pages 4~8 
index pages+xi pages 4-2 bibliography pages 4-24 ap¬ 
pendix pages. Ulus. 6J K**«. $13.50. 

In essence this book is divided into four 
parts. The first part reviews some of the 
basic concepts which are needed for the ap¬ 
plication of the theory of steady-state elec¬ 
tromagnetic waves and fields to the solution 
of problems in electromagnetic engineering. 
The second part deals with certain bound-
ary-value problems selected from the theory 
of waveguides, cavity resonators, antennas, 
and scattering which can be handled simply 
by the matching of well-known solutions of 
Maxwell’s equations. The third part intro¬ 
duces the reader to variational and per-
turbational methods of treating waxeguide 
discontinuities, diffraction, and loaded cav¬ 
ity resonators. And the fourth part provides 
the reader with an exposition on microwave 
networks. 

The book is easy to read and probably 
pleasant to teach from. Its subject matter 
is selected to place in evidence some of the 
more common mathematical methods used 
in electromagnetic engineering. At the end 
of each chapter there are problems which 
illustrate and augment the material in the 
text. The topics discussed in the book are 

timely, but not especially new. Indeed, sev¬ 
eral other books and monographs that cover 
the same ground haxe been on the market 
for a number of years. However, in general, 
these other books are intended to satisfy 
the rather sophisticated tastes of the active 
researcher, whereas the present book is de¬ 
signed to serve as a senior or first-year 
graduate text for electrical engineering stu¬ 
dents. 

Unfortunately, the author has neglected 
to provide the reader with an adequate 
bibliography of original papers. As a result 
it becomes difficult for the reader to track 
down the subject matter to its original 
sources if he limits himself to the few foot¬ 
note references that the book contains. Al¬ 
though this detracts from the scholarship 
of the book, it can be remedied by having 
the instructor supply the missing informa¬ 
tion. 

This reviewer enjoyed reading the book 
and considers it a xvorthxvhile contribution 
to the educational literature of electromag¬ 
netic engineering. 

Charles H. Papas 
Calif. Inst. Tech. 

Pasadena 

Theory of Microwave Valves, 
by S. D. Gvozdover 

Published (1961) by Pergamon Press, Inc.. 122 
E. 55 St., New York 22, N. Y. 450 pages 4-5 index 
pages 4-xiii pages 4-6 reference pages 4-25 appendix 
pages. Ulus. 61 X9J. S12.5O. 

The scope of this book can be most easily 
conveyed by repeating here the table of con¬ 
tents: 

1) Elements of electrodynamics of 
cavity resonators 

2) Static characteristics of the plane 
diode 

3) Alternating voltage applied to a 
plane diode; basic formulae of micro¬ 
wave electronics 

4) Electronics of the plane diode when 
the influence of space charge is 
negligible 

5) Application of the total-current 
method to the analysis of the plane 
diode 

6) The influence of transit effects on 
noise in a plane diode 

7) Amplification of high-frequency sig¬ 
nals by a triode 

8) General theory of single circuit 
klystron oscillators 

9) Theory of the reflex klystron 
10) Introduction to the theory of the 

multi-cavity magnetron 
11) I'he theory of traveling-wave tubes. 
12) Noise in the electron beam; the 

sensitivity of trax'eling-wave tubes 

The technical lexel of the book is gen-
erally high, and some previous acquaintance 
with the fundamentals of electrodynamics is 
assumed of the reader. Graduate students 
in electrical engineering or physics should 
encounter no serious difficulty in reading 
this book. 

The major part of the book is dexoted 
to a very thorough and detailed presenta¬ 
tion of the theory of the plane diode. The 
reviewer knoxvs of no other single reference 
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work in which so much of the detailed anal¬ 
ysis of the plane diode has been compiled. 
In the chapter on static characteristics, we 
are given not only the usual multivelocity 
analysis of the space-charge limited diode, 
but also a compilation of detailed single¬ 
valued velocity analyses for almost all con¬ 
ceivable cases of electron How between 
parallel planes. In the ac analyses, the 
equivalents of the Llewellyn-Peterson equa¬ 
tions and coefficients are derived. In the 
noise analyses, the usual single-valued veloc¬ 
ity assumptions are made. 1'he analyses of 
reflex klystrons, magnetrons, and traveling¬ 
wave tubes are essentially standard and 
equivalent to those found in main graduate 
level texts and require no special continent. 

Because of its limited scope, this book 
will probably not be very useful as a text for 
a formal course in microwave tubes. It 
should, however, be useful as a rather com¬ 
plete reference on transit-time effects in 
microwave diodes. 

C. \\. Barnes 
Stanford Research Inst. 

Menlo Park. < alif. 

Lectures on Communication System Theory, 
Elie J. Baghdady, Ed. 

Published (1961) by McGraw-Hill Book Co., Inc., 
330 W. 42 St., New York 36, N. V. 603 pages4-13 
index pages 4-xii pages 4-bibliography by chapter. 
I11U8. 6J X9J. S12.5O. 

Models, analytical techniques, repre¬ 
sentations for signals and channels, as well 
as coding and detection rules—all appropri¬ 
ate to the design of a single communication 
link—characterize the material covered in 
this book. It has grown from a set of notes 
used in a special two-week summer session 
on “Reliable Long-Range Radio Com¬ 
munication" offered in August, 1959, at 
MIT. Most of the material is based on pa¬ 
pers written by the chapter authors and 
published over the past few years in the 
Proceedings of the IRE and Transac¬ 
tions of IRE Professional Groups. It is 
the Editor's contention that the book should 
serve as a reference book for practicing 
engineers as well as a textbook for stu¬ 
dents at the senior or graduate level. Non-
uniform quality of coverage, absence of exer¬ 
cises, and the necessity for considerable out¬ 
side reading to extract the full flavor of the 
subject matter contribute to making the 
latter view of the Editor bonier on wishful 
thinking. This book does not appear to be 
suitable as an undergraduate text. On the 
other hand, practicing engineers and so¬ 
phisticated graduate students can benefit 
from this book prov ided they are appraised 
of both its many excellent features and its 
important shortcomings. An attempt at 
providing this balanced assessment follows. 

The introductory chapter presents a 
realistic picture of the role of mathematical 
models in the design of communication sys¬ 
tems and also sets the stage for the four 
main dix usions of the book. The first short 
division (Chapters 2, 3, and 10) is concerned 
with statistical notions and techniques for 
the analysis and representation of linear 
systems and signals. It is worth noting that 
Chapter 2 presents a refreshing approach 
to probability concepts and their relevance 

to the way in which probability distribu¬ 
tions are measured and utilized in communi¬ 
cation system design. A more complete ap¬ 
preciation of R. M. Lerner’s Chapter 10 
on signal representation by sums of elemen¬ 
tary signals may be obtained by reference 
to his paper.1

The second principal division empha¬ 
sizes the characterization of linear time¬ 
variant dispersive channels. Chapter 4 
serves to motivate the work of this section, 
while Chapters 5 and 6 delve into the details 
of channel characterization for relatively 
rapid channel fluctuations. Canonical de¬ 
scriptions of the linear time variant channel 
are given in Chapter 6. Long-term vari¬ 
ability and its implications in design are 
examined in detail in Chapter 20. 

The third and largest of the four main 
divisions is devoted to methods for over¬ 
coming multiplicative and additive dis¬ 
turbances introduced into the transmission 
channel. Diversity techniques for combating 
fading are discussed in Chapter 7. Statistical 
decision theory is presented in a lucid man¬ 
ner in Chapters 8 and 9. Chapter 11 is con¬ 
cerned with signal design to combat additive 
noise, both Gaussian and impulsive. Chapter 
12 is an excellent treatment of functional 
receiver design to overcome both multipli¬ 
cative and additive disturbances. Coding 
and tiecoding and pre- and post-decision 
feedback for error control in digital trans¬ 
mission are treated with precision and clar¬ 
ity in Chapters 13 and 14. Noise character¬ 
ization and minimization in receiving sys¬ 
tems receive adequate attention in Chapters 
15-17. Chapter 19, on analog modulation, 
concludes this section. 

Application of the above theory to com¬ 
munication system design is the avowed 
purpose of the final section of the book. This 
materializes only in the form of a philosophy 
for design. A more detailed discussion of 
Rake (even beyond that in the fundamental 
paper of Price and Green2) might have pro¬ 
vided a more concrete illustration of the 
results obtainable with the application of the 
theory espoused. The concluding chapter, 
covering present trends, is appropriately 
authored by R. M. Fano, who I am sure has 
been teacher and counselor to many of the 
authors. Professor Fano advocates overlap¬ 
ping membership in the computing and 
communication fraternities to bring the 
present promises of digital communication 
to fruition. 

The significant shortcomings of the book 
are fourni in Chapters 7 and 19. Chapter 7 
is, by ami large, a rewrite by the editor of 
D. G Brennan’s excellent paper.3 Unfor¬ 
tunately, the sharpness of the original is 
dulled in “translation.” Chapter 19, on 
analog modulation, as presented does not 
integrate well with the close-knit subject 
matterand crispness of the remainder of the 
text. Secondly, the exposition is fuzzy and 
can mislead the unwary. For example, the 

1 R. M. Lerner. “The representation oí signals," 
IRE Trans. on Circuit Theory, vol. CT-6, pp. 
1.97-216; May, 1959. 

5 R. Price and P. E. Green, Jr., “A communica¬ 
tion technique for multipath channels." Proc. IRE, 
vol. 46. pp. 555-570; March. 1958. 

3 D. G. Brennan. “Linear diversity combining 
techniques," Proc. IRE. vol. 47. pp. 1075-1102; lune. 
1959. 

discussion of “manageable bounds’’ on the 
error associated with us ng the “quasi-sta-
tionary” response of a linear network to an 
F M signal is even more obscure than the 
Editor’s original paper on this subject.4 In 
this regard, he invokes a very powerful 
theorem on asymptotic expansions to arrive 
at his bounds. After a search and study of 
the pertinent literature on this subject 
(Erdelyi, Hardy, Knopf, Bromwich, and 
DeBruijn) this reviewer is unable to verify 
the existence of such an unrestricted theo¬ 
rem. I he treatment of residual distortion in 
FM is not given in a useful form. Discussion 
of Chaffee’s FM receiver with feedback is 
trivial. References at the end of the chapter 
are inadequate. I he most glaring omission 
is the absence of references to the classic 
papers of Crosby (experimental) and Rice 
(theoretical) on noise in FM systems. 

Despite the above criticisms, the book 
can be recommended. In particular it should 
be useful to the communication system 
designer interested in gaining insight into 
how statistical communication theory can 
contribute to the design of modern com¬ 
munication facilities. 

M. R. Aaron 
Bell Telephone Labs. 

Murray Hill, N. J. 

1 I-.. .1. Baghdady. “Theory oí low-distortion re¬ 
production oi FM signals in linear systems," IRE 
Trans, on ( irci it Theory, vol. CT-5, pp. 202 214; 
September. 1958. 

Electronic Drafting Handbook, by 
Nicholas M. Raskhodoff 

Published (1961) by The Macmillan Co., 60 Fifth 
Ave.. New York 11, N. Y. 233 pages 4-7 index pages 4-
xiii pages4-159 appendix pages. Ulus. 6J X9L $14.75. 

There was a time, not too many years 
ago, when a mechanical draftsman could 
turn to electronic drafting without requir¬ 
ing much, if any, additional training. Not so 
today. The impressive growth in the com¬ 
plexity of electronic circuitry, the birth of 
printed circuitry, and the broadening of the 
standardized graphical symbology have all 
contributed to making electronic drafting a 
highly specialize field requiring special 
skills. 

The author has prepared a handbook 
that is more than just a reference guide for 
draftsmen and designers working in the 
electronics field. It is eminently suited to 
students preparing for a career in electronic 
drafting and design. It will also be of con¬ 
siderable value as a reference text for engi¬ 
neering students majoring in electronics. 

The book is divided into four parts. Part 
1, Basic Electronic Information, contains 
brief descriptions, as well as pictures, of 
practically all of the electronic and mechan¬ 
ical components used in electronic equip¬ 
ment. Also included in this section is a 
chapter on such materials as the more com¬ 
mon alloys and plastics. All of this informa¬ 
tion in Part 1 has been thoughtfully ar¬ 
ranged in alphabetical order to facilitate 
reference. 

In Part 2, General Electronic Drafting 
Techniques, the author describes general 
drafting room practice, including the use of 
templates and other drawing tools. A chap-
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ter on mechanical design, dealing with the 
layout of components on a chassis, or rack; 
space and cooling considerations; and other 
design criteria also forms part of this section. 

Part 3, Special Electronic Drafting Tech¬ 
niques, is the most comprehensive part of 
this book so far as drafting information, as 
such, is concerned. Included are chapters on 
Schematic Diagrams. W iring or Connection 
Diagrams, W iring Harness Drawings, Out¬ 
line Drawings, Printed Circuits, Industrial 
Electronic Drawings, Graphical Represen¬ 
tation, and Checking Electronic Drawings. 
In the chapters on schematic and wiring 
diagrams, the author has drawn heavily— 
and wisely, we feel, on the American 
Standards Association standard Y14.15 for 
his illustrations. This standard reflects in¬ 
dustry’s coordinated opinion of what infor¬ 
mation such drawings should contain, and 
how they should depict this information. 
The chapter on Printed Circuits contains 
considerable design information on this com¬ 
paratively new and radically different ap¬ 
proach to electronic wiring. It might have 
been well to include in this chapter reference 
to the printed circuit processes described 
later on page 288. 

In Part 4, Reference Information, the 
author has gathered together such strictly 
reference information as: Abbreviations, 
Symbols, Designations, Tube Basing Dia¬ 
grams, Copper W ire Data, Transistor Types, 
Screw Sizes, etc. Also included is a digest of 
the General Specifications for Military Elec¬ 
tronic Equipment. 

I'he material in this book is well organ¬ 
ized. thus making the book readily adapt¬ 
able to classroom use. The information is 
up-to-the-minute, and the data, for the 
most part, is from authoritative sources. 
The art work in the illustrations, of which 
there is an abundance, is excellent. It is too 
bad, though, that someone did not caution 
the draftsman preparing the illustrations on 
pages 136-140 to use the standard resistor 
symbol which the author illustrates on page 
277. And while we are touching on the 
shortcomings of this book we should also 
mention that while the author, in Chapter 8 
and Appendix A, gives due credit to the mili¬ 
tary and ASA as sources for the symbols he 
has shown, he has overlooked giving similar 
credit to the IRE. The Institute has done 
considerable work in this field over the years. 

These are, however, small faults in a 
book that is in all respects an excellent treat¬ 
ment of an important subject. Mr. Ras-
khadoff is to be commended for giving us a 
book that is authoritative, comprehensive, 
and what may seem strange for a text 
book—readable. 

R. T. Haviland 
Sperry Gyroscope Co. 

Great Neck, N. Y. 

Electronics, by Paul M. Chirlian and 
Armen H. Zemanian 

Published (1061 ) by McGraw-Hill Book Co.. Inc.. 
330 W. 42 St.. New York 36. N. V. 327 pages+7 in¬ 
dex pages+xii pages. Illus. 61 X9J. S8.75. 

Now that many topics of electronics 
such as circuit theory, feedback, and modu¬ 
lation have become well-developed fields of 
study, about all that is left to electronics is 

a stud}' of the physical electronics of active 
det ices and the development of their equiv¬ 
alent circuits. It is in recognition of this 
shift of emphasis that “Electronics,” by 
Chirlian and Zemanian, is limited to the 
physical electronics of tubes and transistors 
together with a development of their equiva¬ 
lent circuits. 

The book is intended as a one-quarter or 
one-semester upper division college text¬ 
book for electrical engineering or science 
students. The first chapters discuss electron 
ballistics, electron emission, Child’s Law. 
and the vacuum diode. Then follow chapters 
on semiconductor physics and the semicon¬ 
ductor diode. A brief chapter on gaseous 
conduction indicates that this subject is 
considered of decreasing importance. 

Using the physical electronics of the 
earlier chapters, the characteristics of 
vacuum tubes and transistors are next de¬ 
veloped. The remainder of the text deals 
with the graphical and linear circuit analysis 
of vacuum tube and transistor circuits. 
The chapter on graphical analysis efficiently 
combines the vacuum tube and transistor 
analysis and contains standard material on 
bias, load lines, and distortion. The final 
chapters discuss linear equivalent circuits 
at a level assuming familiarity with three-
terminal network theory. 

Ihe text has the strong point of inte¬ 
grating vacuum tube and transistor analysis 
so that neither one is predominate. It also 
takes advantage of modern courses on circuit 
theory now commonly taught to electrical 
engineers. It does not pretend to do more 
than furnish a background for understand¬ 
ing the characteristics of vacuum and semi¬ 
conductor devices and obtaining their 
equivalent circuits. To following courses 
must fall the task of developing linear am¬ 
plifier theory, pulse and trigger circuitry, 
etc. 

The text is extremely well furnished with 
problems; without a thorough sampling the 
student will miss a good share of the value 
of the text. As an example, the 67 problems 
at the end of the chapter on linear equivalent 
circuits introduce the concepts of frequency 
response, cathode and emitter followers, the 
grounded grid amplifier, and the impedences 
and gain of a feedback amplifier; none of 
these appears as subjects in the text. I he in¬ 
structor using this text should use the prob¬ 
lems as a springboard for additonal dis¬ 
cussion. 

Reading of the material on emission and 
semiconductor physics leaves one with a 
feeling of frustration not entire!} the fault 
of the authors. As a practical matter the} 
have assumed that the reader has no knowl¬ 
edge of thermodynamics including statis¬ 
tical mechanics. How much better it will be 
when electrical engineers can approach phys¬ 
ical electronics with such a background. 

One can always find a number of matters 
with which to quarrel. Chapter 1 does not 
take advantage of the modern field back¬ 
ground of the college student. I he text also 
does not clearly relate the practical physical 
world to the ideal one under discussion. 
Examples are in assuming a uniform field 
between two parallel plates and then using 
the results of this analysis to find the path 
of an electron just missing the edge of one 
plate. In the Child's Law derivation the 

basic assumption made is that the slope of 
the potential curve is zero at the cathode. 
It is more fundamental to take the assump¬ 
tions as zero initial velocity at the cathode 
and an emitter electron supply greater than 
the space current; from these one can de¬ 
duce that the initial slope must be zero. 

The final chapter on piecewise-linear 
equivalent circuits is certainly useful from 
the standpoint of obtaining a given V-I curve 
for modeling a system on an analog com¬ 
puter. But for analyzing the behavior of a 
circuit including a nonlinear element the 
necessary information is often more easily 
obtained from the segmental approximation 
to the curve than from a complex network 
of diodes, resistors, and voltage and current 
sources. 

W. R. Hill 
University of Washington 

Seattle 

Progress in Semiconductors, Vol. 5, 
A. F. Gibson, F. A. Kroger, and 
R. F. Burgess, Eds. 

Published (1961) by John Wiley and Sons. Inc.. 
440 Park Avenue South, New York 16, N. Y. 315 
pages+vii pages. Ulus. 6J X9J. SI 1.00. 

The primar}' purpose of this annual series 
of volumes is to permit the specialist in a 
particular area to keep abreast of activities 
in the various aspects of semiconductors 
without the need of sifting through the 
massive literature in the field. We have come 
to expect that this series will do so within 
the fairly obvious limitations of a series 
which consists of a single book of reasonable 
size per year. The present volume is no ex¬ 
ception. In general the papers are critical 
reviews of seven fields. In several cases, ver}’ 
recent work has been included by the ex¬ 
pedient of additions made in proof. Compre¬ 
hensive bibliographies are included with 
each article. 

In " I'he Electrical Properties of Semi¬ 
conductor Surfaces,” T. B. Watkins begins 
with a ver}’ brief historical outline, followed 
by a discussion of a surface model with pri¬ 
mar}’ emphasis on germanium. Results of 
basic theoretical calculations are presented, 
followed by discussions of the measurement 
techniques used in surface studies and the 
applications of surface properties. 

In “The Absorption Edge Spectrum of 
Semiconductors," T. P. McLean gives a re¬ 
view of the theoretical analysis of both di-
rect and indirect transitions. After a discus¬ 
sion of the experimental methods used in 
making measurements, the properties of the 
absorption edge of both germanium and sili¬ 
con are presented in detail. Brief references 
to work on other materials are given in the 
historical review w hich opens the paper and 
in the concluding summary. 

“Magneto-Optical Phenomena in Semi¬ 
conductors" are discussed by B. Lax and S. 
Zwerdling. Detailed discussions of magneto¬ 
absorption, Zeeman effect of excitons, mag¬ 
neto-absorption of impurities, Faraday ef¬ 
fect and magneto-plasma effects—both 
theoretical and experimental—are followed 
by a brief description of the experimental 
techniques used in making the measure¬ 
ments. In this fast-moving field any sum-
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mary is soon out of date, but an extended 
note added in proof brings the survey well 
into 1960. 

“Indium Antimonide” by T. S. Moss is a 
concise survey of this material from prepa¬ 
ration to applications. Detailed considera¬ 
tion is given to band structure, optical prop¬ 
erties, photo effects and electrical proper¬ 
ties. Applications of this material utilizing 
its photo-response, magnetoresistance and 
Hall characteristics are discussed in some 
detail. Potential applications as a low tem¬ 
perature diode and transistor are briefly 
mentioned. 

“The Chemical Bond in Semiconductors” 
by E. Mooser and \\. B. Pearson is a dis¬ 
cussion of the intricate relationships between 
the chemical bond and material properties 
of semiconductors. A theoretical discussion 
of “Thermal Conductivity of Semiconduc¬ 
tors” is given by J. Appel. R. R. Haering and 
S. Mrozowski discuss “The Band Structure 
and Electronic Properties of Graphite 
Crystals” with particular emphasis on the 
relationships between these phenomena. 

In sum, the present volume continues 
the tradition of this series in presenting 
timely topics for those interested in the field 
fo semiconductors. The writing is good ami 
the book is highly recommended. 

W. M. Bullis 
Texas Instruments, Inc. 

Dallas. Tex. 

Essentials of Dielectromagnetic 
Engineering, by H. M. Schlicke 

Published (1961 ) by John Wiley and Sons, Inc., 
440 Park Avenue South, New York 16. N. V. 221 
pages 4-6 index pages+xxii pages 4-5 bibliography 
pages4-8 appendix pages. Illus. 6X9J. $9.50. 

The purpose of this book is to furnish 
essential facts on magnetics and dielectrics, 
more particularly on high p and e materials, 
and serves as a guide to engineers in solving 
practical problems with actual available 
materials. 

Chapter 1 deals with idealized dielectric 
and magnetic materials strongly susceptible 
to electric and/or magnetic fields such as 
high dielectric ceramics ami ferrites and 
their effect on circuit elements. The funda¬ 
mental relationships for practical calcula¬ 
tions of electrical, magnetic, electromechan¬ 
ical and transmission line parameters are 
presented in a concise manner. The numer¬ 
ical examples, comparative tables and nomo¬ 
grams are very illustrative. 

Chapter 2 is a brief non-mathematical 
discussion of ferrimagnetism (ferrites) and 
ferroelectricity (titanates) with typical 
materials mentioned only. 

Chapters 3-5 are concerned with various 
classes of applications such as lumped re¬ 
active circuit elements (Chapter 3), dis¬ 
tributed parameter effects (Chapter 4!. ami 
finally, a few selected applications are pre¬ 
sented connected with nonlinearity, non¬ 
reciprocity ami losses of i hese materials 
(Chapter 5). 

It is neither a physics nor a solid-state 
book. The material and discussion of dielec¬ 
trics and magnetics are restricted to the basic 
phenomena and their applications as a re¬ 
active circuit element, rather than to fields 
of applications. Therefore, it does not pre¬ 

sent details about a number of fields such as 
amplifiers, computer and memory applica¬ 
tions. The bibliography could have been 
more complete in connection with some 
topics. 

In general, this book is intended to aid 
engineering thinking in the realm of dielec¬ 
tric and magnetic materials. The presenta¬ 
tion of the various conceptional areas along 
with actual material data and typical nu¬ 
merical examples makes this book very use¬ 
ful for the practicing electronics engineer 
and the student intending to enter this field. 

Ciiari.es F. Pulvari 
Catholic University of America 

Washington, D. C. 

Radio Waves in the Ionosphere, 
by K. G. Budden 

Published (1961) by Cambridge University Press, 
American Branch. 32 E. 57 St., New York 22, N. Y. 
509 pages 4-13 index pages 4-xxiv pages 4-13 bibliog¬ 
raphy pages4-2 appendix pages 4-5 pages index of 
symbols. Ulus. 6» X9J. $18.50. 

W ith the publication of this extensive 
text on “the mathematical theory of the re¬ 
flection of radio waves from stratified ionised 
layers” (the author’s subtitle), it can be 
said, really for the first time, that an ade¬ 
quate collection of books treating the iono¬ 
sphere now exists.1 As any author must do in 
writing a book of this kind, Dr. Budden has 
drawn heavily on the work of many authors 
published in the periodical literature. But he 
has himself contributed much to that liter¬ 
ature and is eminently qualified to collect it, 
interpret it, and fill in the gaps. 

After two c hapters of introductory ma¬ 
terial, the book is organized according to 
the following topical outline: 

Propagation in a homogeneous isotropic 
medium 

Propagation in a homogeneous aniso¬ 
tropic medium; magneto-ionic theory 

Properties of the Appleton-Hartree 
formula 

Definition of the reflection and trans¬ 
mission coefficients 

Reflection at a sharp boundary 
Slowly varying medium; the \\ KB solu¬ 

tions 
Ray theory for vertical incidence when 

the Earth’s magnetic field is neglected 
Ray theory for oblique incidence when 

the Earth’s magnetic field is neglected 
Ray theory for vertical incidence when 

the Earth’s magnetic field is included 
Ray theory for oblique incidence when 

the Earth’s magnetic* field is included 
I'he general problem of ray tracing 
I'he Airy integral function and the 
Stokes phenomenon 

Linear gradient of electron density 

1 Notably this book and the following: 
S. K. Mitra, “The Upper Atmosphere, Second Edi¬ 

tion," The Asiatic Society, Calcutta, 713 pp.; 1952. 
J. A. Ratcliffe, Ed., “Physics of the Upper At¬ 

mosphere," Academic Press, Inc., New York, N. Y., 
586 pp.; 1960. 

J. A. Ratcliffe, “The Magneto-Ionic Theory and 
Its Applications to the Ionosphere,’’ Cambridge Uni¬ 
versity Press, American Branch, New York, N. Y., 
206 pp.; 1959. 

K. Rawer, “The Ionosphere, " Noord hoff (German 
Edition); 1953. Ungar (English Edition); 1956. 

11. Bremmer, “Terrestrial Radio Waves," Elsevier 
Publishing Co., Amsterdam, Netherlands, 343 pp.; 
1949. 

Various electron density profiles when 
the Earth's magnetic field is neglected 

Anisotropic media, coupled wave equa¬ 
tions, and the WKB solutions 

Applications of coupled wave-equations 
The phase integral method 
Full wave solutions when the Earth’s 

magnetic field is included 
Numerical methods for finding reflection 

coefficients 
Reciprocity 

In the author’s words, it is inevitable 
that some topics are omitted, though that 
hardly seems possible after viewing the 
scope of the coverage. But he points out that 
he does not treat horizontal gradients, ir¬ 
regularities, reflection from cylindrical struc¬ 
tures such as meteor trails and field-aligned 
ionization, wave interaction, and earth¬ 
ionosphere waveguide mode theory. Dr. 
Budden states that the last named topic is 
a large one and would fill a book itself. J. R. 
Wait has recently made a pretty good start 
in that direction by publishing fifty pages 
on this subject.2

In this reviewer's opinion, the author 
should have made the effort to restrict him¬ 
self to conventional and easy to write and 
say symbols. The Fraktur which he has 
used is particularly unsatisfactory from this 
point of view. 

Dr. Budden has organized and edited his 
book very well indeed, and it is indexed and 
referenced in a very complete yet uncom¬ 
plicated manner. Given a copy of the book 
to leaf through, any experienced student of 
the ionosphere will quickly see that this is a 
book he can ill afford to be without; but if 
the publisher’s out-of-print record with 
J. A. Ratcliffe's monograph on the magneto¬ 
ionic theory is any example, he is likely to 
find himself without it. 

M. G. Morgan 
Dartmouth College 

Hanover, N. H. 

-J. R. Wait, “Terrestrial propagation of verv-
low-frequency radio waves," J. Research NBS, Pt. D, 
pp. 153-204; March-April, I960. 

Scientific Russian, by James W. Perry 
Published (1961) by Interscience Publishers, Inc., 

250 Filth Ave., New York 1. N. Y. 476 pages+9 index 
pages+xxvi pages+62 vocabulary pages. Ulus. 
6¡ X9¡. S9.50. 

I eachers and students of scientific 
Russian will welcome the second edition of 
Professor Perry’s “Scientific Russian.” There 
are many texts available for the teaching of 
scientific Russian, but none is more thorough 
and comprehensive than Professor Perry’s 
work. Even for the intense short course 
where a briefer text may be almost manda¬ 
tory, the availability of a comprehensive 
grammar of scientific Russian isa great help 
to both student and teacher. 

Professor Perry has made many improve¬ 
ments in this new edition Emphasis on 
cognates will be found particularly helpful. 
Updating of the reading exercises will in¬ 
crease student interest and the clearer type 
face will make easier the task of learning 
to recognize unfamiliar characters. 

S. D Browne 
Mass. Inst. Tech. 

Cambridge 
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Electrical Noise, by W. R. Bennett 

Published (1960) by McGraw Hill Book Co., Inc., 
330 W. 42 St., New York 36, N. V. 270 pages +9 index 
pages+viii pages-{-bibliography by chapter. Ulus. 
61 X9J. $10.00. 

This is an excellent book that should 
find wide use as a textbook for undergradu¬ 
ate courses dealing with the physics and 
mathematics of electrical noise and the role 
of noise in communication systems. It is 
recommended reading for the expert as a 
simple and masterful summary of the field. 
Throughout the book the emphasis is on the 
physical sources of noise and on the experi¬ 
mental determination of the quantities dis¬ 
cussed. Thus, for example, the concept of 
spectral density is expressed as a reading of 
a specified meter in a specified circuit. 
Fundamentals for analyzing basic sources 
of noise are covered, and methods of design 
are stressed. 

The book starts with a discussion of the 
general properties of noise. Useful defini¬ 
tions, such as ideal band-pass transmit¬ 
tance, white noise, and noise bandwidth, 
are introduced. 

A discussion of distributions of noise¬ 
wave amplitudes is then presented. The way 
in which this subject is introduced is in 
keeping with the book’s emphasis: a brief 
description is given of the measurement of 
distributions by means of a level distribu¬ 
tion recorder. Among the distributions dis¬ 
cussed and physical examples given are the 
Gaussian, Rayleigh, and Poisson distribu¬ 
tions. 

The noise in vacuum tubes is treated at 
considerable length, yet unnecessary and 
tedious mathematical detail are avoided. 
The treatment of transistor noise is to be 

particularly commended for its clarity and 
conciseness. A lucid presentation is given of 
noise in electromagnetic radiation with ap¬ 
plication to maser noise. One chapter is de¬ 
voted to noise-generating equipment, an¬ 
other to noise measurements. In the design 
of low-noise equipment the previously de¬ 
veloped theory is applied to the analysis of 
various important amplifiers, such as the 
cascode amplifier and the transistor ampli¬ 
fier. 

A treatment of the concept of noise meas¬ 
ure is given, showing how it applies to low-
gain amplifiers and negative-resistance am¬ 
plifiers. The last two chapters deal with 
somewhat more sophisticated mathematical 
methods of noise analysis, and their applica¬ 
tion to noise in communication systems. 
Noise in amplitude, phase, frequency, and 
pulse modulation systems is treated suc¬ 
cinctly and clearly. Each chapter contains 
an extensive bibliography. 

This is a book with a judicious choice of 
content and mathematical tools for dealing 
with it. The excellent method of presenta¬ 
tion is best characterized by the author's 
own words: “The intent is not to tantalize 
the reader by referring too often to methods 
beyond our scope and at the same time not 
to exhaust him by exploring irrelevant dif¬ 
ficulties.” 

Hermann A. Haus 
Mass. Inst. Tech. 

Cambridge 

RECENT BOOKS 

Berman, Arthur I., The Physical Principles 
of Astronautics. John Wiley and Sons, 

Inc., 440 Park Ave., New York 16, N. Y. 
$9.25. Designed to furnish an exposition 
of the basic principles of astronautics at a 
level suitable for a wide technical audi¬ 
ence, and for use as an adjunct text in 
astronomy and mechanics at an inter¬ 
mediate level. 

Dummer, G. W. A. and Robertson, J. M„ 
Eds., British Miniature Electronic Com¬ 
ponents and Assemblies Data Annual 
1V61-62. Pergamon Press, 122 E. 55 St., 
New York 22, N. Y. S15.00. The first vol¬ 
ume in an annual series containing concise 
data on miniature components, and in¬ 
formation on the effect of potting resins, 
shock and vibration, and temperature 
overload. 

Legros, Roger and Martin, A. V. J., Trans¬ 
form Calculus for Electrical Engineers. 
Prentice-Hall, Inc., Englewood Cliffs, 
N. J. $12.00. The first half of the book 
considers the basic properties of Fourier 
series, Fourier integrals and Laplace 
transforms; the second half considers the 
application of transform methods to linear 
circuits. 

Liller, William, Ed., Space Astrophysics. 
McGraw-Hill Book Co., Inc., 330 W. 42 
St., New York 36, N. Y. $10.00. Con¬ 
cerned with astronomical ami astrophys¬ 
ical problems investigated from above the 
atmosphere: a compilation of lectures de¬ 
livered at the University of Michigan in 
1959-1960. 

Marshak, R. E. and Sudarshan, E. C. G., 
Introduction to Elementary Particle Phys¬ 
ics. Interscience Publishers, Inc., 250 
Fifth Ave., New York 1, N. Y. S4.50. 
Eleventh in a series of “Interscience 
Tracts on Physics and Astronomy,” 
R. E. Marshak, Ed. 

Scanning the Transactions-

Have you heard? In an industry which annually pro¬ 
duces several billion dollars worth of communication equip¬ 
ment, it is perhaps appropriate to take note here of the re¬ 
markable device which, in a sense, is the cause of it all. We 
refer to the human ear, and to the phenomenon of hearing 
which enters into so many facets of the communications field. 
Human hearing is indeed phenomenal. Nerves can scarcely 
carry 1000 pulses per second, and yet we can hear to 18,000 
cycles per second and beyond. With the assistance of a 
physiological automatic-volume-control mechanism, we can 
perceive an almost painful sound containing 1012 times as 
much energy as the weakest discernible sound. The trained 
ear can make remarkably good guesses about the pitch of a 
tone, and a favored few persons have authentic absolute pitch. 
An especiallx attentive ear can act as a wave analyzer in 
identifying the primary constituents of a complex tone or 
noise. The ear has a poor memory for loudness. On the other 
hand, it has a remarkable ability for picking out one desired 
conversation from amongst a babble. If the ear has an im¬ 
pressive range of capabilities, so must the audio and com¬ 

munications engineers who deal with it. For it has been 
pointed out that the worker in this field is involved with elec¬ 
tric circuit theory, vibration theory, electronics, music, psy¬ 
chology, medicine—and to top it off, architecture. (R. A. 
Long and V. Salmon. “Current research in communications 
acoustics.” IRE Trans, on Audio, March-April. 1961.) 

The future of radar—the phased array? If radar system 
capabilities have increased tremendously during the last 
20 years, so have the severity of radar system requirements. 
In World War II it was generally sufficient to determine the 
range, height and azimuth of the target. Today, in addition 
to dealing with range and resolution requirements of a totally 
different order of magnitude, it is necessary to determine 
many other factors, such as path, velocity, acceleration, and 
what kind of target it is. The time has long since passed 
when we could rely solely on increasing the power of a radar 
to give the performance improvement needed. During the 
past decade attention has turned more and more to other 
techniques for getting more energy on the target, by either 
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playing with the type of pulse which is transmitted, playing 
with the method of beam formation, or tinkering with the 
received signal. In looking to the future of radar and which 
of the numerous techniques appears most promising, it ap¬ 
pears that the electronically steered phased array offers the 
brightest promise. I'he basic principle involves feeding power 
to a large number of individual radiators with complete con¬ 
trol of the phase for each element. This leads to a highly 
flexible system which can generate an extremely high-power 
beam by viture of the fact that it draws upon a large number 
of smaller power sources. Indeed, the phased array appears 
to be the only technique available today for coping with the 
demands of the space age, (J. S. Burgess, “The future of 
radar,” IRETraxs. ox Military Electroxics, April. 1961.) 

Viewing antennas as information processors is leading 
to an interesting change in antenna design philosophy 
which may have fundamental implications for the future. 
Oxer the past few years the emphasis has been shifting from 
synthesizing patterns. Instead, the antenna is coming to be 
regarded as an information processing device, requiring the 

application of modern information theory concepts to their 
design and to the optimization of their performance. In this 
context, the primary design objective is to maximize the 
information or data rate. This places the various parameters 
of the antenna system in a new light and suggests the adop¬ 
tion of unconventional techniques for obtaining unusual 
performance. Among the techniques under investigation are 
novel nonlinear methods of processing the outputs of the 
individual elements of an array. In radar applications various 
kinds of time, frequency or space coding suggest themselves 
as a means of improving data rate. One can envision, for 
example, a self-adaptive antenna system which by means of 
its computer will automatically adjust the intensity of a 
scanning beam in such a way as to give greater illumination 
to a target and less to its surroundings. W hatever the direc¬ 
tion these investigations take us, we are certain to hear a 
good deal more about signal processing antennas in the 
future. (G. O. Young and A. Ksienski, “Signal and data-
processing antennas.” IRE Traxs. ox Military Elec¬ 
troxics, April, 1961.) 

Abstracts o f I R E Transaction s_ 

The following issues of Transactions have recently been published, and 
are now available from The Institute of Radio Engineers, Inc., 1 East 79 
Street, New York 21, N. Y., at the following prices. The contents of each issue 
and, where available, abstracts of technical papers are given below. 

IRE Libraries „ 
Sponsoring Group Publication . and °?" Members „ „ Members Colleges 

Audio AU-9, No. 2 $2.25 $3.25 $4.50 
Automatic Control AC-6, No. 2 2.25 3.25 4.50 
Circuit Theory CT-8, No. 2 2.25 3.25 4.50 
Communications Systems CS-9, No. 2 2.25 3.25 4.50 
Education E-4, No. 2 2.25 3.25 4.50 
Electron Devices ED-8, No. 3 2.25 3.25 4.50 
Industrial Electronics IE-8, No. 1 2.25 3.25 4.50 
Military Electronics MIL-5, No. 2 2.25 3.25 4.50 
Product Engineering 
and Production PEP-5 No. 2 2.25 3.25 4.50 

Audio 
Vol. AU-9, No. 2, 
March-April, 1961 

The Editor’s Corner—Marvin Camras (p. 
33) 

PGA News- William Hide (p. 35) 
Current Research in Communications 

Acoustics R. A. Long and V. Salmon (p. 37) 
Despite the appeal of the visual arts, all 

persons turn naturally to sound for the rapid, 
thorough, and precise transmission of both 

practical and esthetic information. Communi¬ 
cations acoustics deals with this flow of acous¬ 
tic information, and with controlling noise that 
might interfere with it. 

Acoustical Measurements on a Home 
Stereo Installation —John K. Hilliard (p. 41) 

This paper describes a two-way 500-cycle 
crossover loudspeaker system using the infinite 
baffle principle. A 300-cubic-foot volume is 
used. Two identical systems are spaced 15 feet 
apart for stereo reproduction. 

A description of the living-room architec¬ 
tural acoustics is included. There are no paral¬ 

lel walls or surfaces, and the splay of the side 
walls is a minimum of one inch per foot. Re¬ 
verberation decay charts are provided for dif¬ 
ferent frequencies to indicate the effect of the 
splayed walls. Sine wave and warble tone 
curves are shown and sine wave single-fre¬ 
quency levels are plotted for the width and 
length of the room. 

Intermodulation Distortion Meter Employ¬ 
ing the Hall Effect—A. C. Todd, J. N. Van 
Scoyoc, and R. P. Schuck (p. 44) 

This paper presents a method of measuring 
intermodulation distortion produced by a non¬ 
linear system operating in the audio-frequency 
spectrum. The design of the measuring device 
is based upon the Hall principle. Transistorized 
circuitry is used throughout. Both the cir¬ 
cuitry employed and the theory of operation 
are discussed. The instrument is simple to oper¬ 
ate and permits the measurement of intermodu¬ 
lation distortion at any frequency on a point-
by-point basis within the range of 400 to 20,000 
cps. Distortion measurements may be made in 
two ranges; zero to one per cent and zero to five 
per cent. 

Third-Order Distortion and Cross Modula¬ 
tion in a Grounded Emitter Transistor Ampli¬ 
fier Helmut Lotsch (p. 49) 

The nonlinear modulation characteristic of 
a transistor is approached by the first terms of 
a Taylor-series formula and the output voltage 
is calculated for a suitably-chosen ac-input 
voltage. For higher frequencies and different 
working points, the influence of the diffusion 
capacity and the emitter admittance are illus¬ 
trated by experimental results. It is shown that 
—as in electronic tubes—the third-order distor¬ 
tions (harmonic distortion, distortion of modu¬ 
lation, alteration of the degree of amplitude 
modulation, degree of cross modulation) are 
closely connected, but unlike the situation in 
electronic tubes, the distortions disappear at a 
special working point. The influence of the base 
resistance and the internal resistance of the sig-
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nal source are discussed in relation to the ap¬ 
pearance of this zero point and the frequency 
dependence. 

In an Ri' amplifier a transistor is modu¬ 
lated, for example, only by a part of the reso¬ 
nant circuit voltage because of the low input 
resistance in a grounded emitter circuit. Al¬ 
though this voltage transformation is ac¬ 
counted for, the transistor is inferior to the elec¬ 
tronic tube with respect to cross modulation. 
To reduce the cross modulation in a transistor 
RF stage, two possibilities are described for cor¬ 
recting the distortions with a fixed or controlled 
working point using a predistortion or a push-
pull modulation. In this case the different in¬ 
fluences of a resistance in the base lead, or of a 
resistance blocked for HF but not for LF in the 
emitter lead, are discussed. 

Contributors (p. 59) 

Automatic Control 

Vol. A(-6, No. 2, May, 1961 
Foreword (p. 95) 
The Issue in Brief (p. 96) 
On a Property of Optimal Controllers with 

Boundedness Constraints II. L. Groginsky 
(p. 98) 

This paper deals with a theory for optimal 
control systems designed to operate a plant of 
known characteristics. It is assumed that only 
limited changes in the system characteristics 
can be effected by the control variables at the 
designer's disposal. 

It is shown that within the assumed limita¬ 
tions for a wide class of inputs and systems and 
for a certain class of measures of the system 
performance, an optimal system behaves as a 
relay or switched system during the transient 
period and as a continuous system during pe¬ 
riods in which the input is reproduced iden¬ 
tically. A procedure is described for determin¬ 
ing the switching times during the transient 
period in terms of the permissible measure¬ 
ments. 

A Minimal Time Discrete System -C. A. 
Desoer and J. Wing (p. Ill) 

A sampled-data control system with a plant 
having real poles and limited input is consid¬ 
ered. The plant forcing function which will 
bring the system to equilibrium in a minimum 
number of sampling periods is desired; this 
function is called an optimal strategy. 

To implement this particular optimal strat¬ 
egy, we define a surface in state space called the 
critical surface. It is shown that this optimal 
strategy will be generated by the following pro¬ 
cedure: at the beginning of each sampling pe¬ 
riod, the distance 0 from the state of the sys¬ 
tem to the critical surface is measured along a 
fixed specified direction; if 0>1 (or < — 1), 
then the forcing function for that sampling pe¬ 
riod is 4-1 (or — 1) ; if Í0 <1, then the forcing 
function is 0. For a third-order plant, it is 
shown that the critical surface has certain 
properties which lead to a simple analog com¬ 
puter simulation. 

Theory and Design of High-Order Bang-
Bang Control Systems -M. Athanassiades and 
O. J. M. Smith (p. 125) 

A complete analysis and design is presented 
of a nonlinear controller to minimize the re¬ 
sponse time of a limited input plant whose 
transfer function has N real roots. 

The design procedure is based exclusively 
on the concept of the switching hypersurface 
of the system in 2V-dimensional state space and 
on the concept of the “distance function” from 
the state point to the switching hypersurface. 

The linear and nonlinear transformations 
performed by a nonlinear computer upon the 
error and its time derivatives, in order to gen¬ 
erate the optimal amplitude limited input to 
the plant, are described in detail, and proper¬ 
ties of the switching surfaces, which are sub¬ 

sets of the switching hypersurface. are also de¬ 
scribed. 

Model Feedback Applied to Flexible Boost¬ 
er Control—G. E. Tutt and W. K. Waymeyer 
(p. 135) 

The fundamental control problems in the 
design of flexible space vehicle boosters center 
around the control of an aerodynamically un¬ 
stable airframe in a dynamic wind shear (jet 
stream) environment. This paper presents a 
feedback model approach to this design prob¬ 
lem which shows promise. This system does not 
adapt to body bending, but instead is contrived 
to ignore it. 

A conventional attitude control system is 
assumed in which rigid body control considera¬ 
tions have been used to design the control 
loops. A model of the plant (airframe rigid 
body dynamics) is derived. The attitude and 
rate feedbacks are now synthesized by a combi¬ 
nation of actual and model rate and attitude. 
Bending and similar dynamic effects are fil¬ 
tered from the actual attitude and rate signals 
as required, and the information thus rejected 
is supplied from the mode) of the plant. It is 
readily shown that the performance of this sys¬ 
tem in response to commands is substantially 
identical in all important respects to the origi¬ 
nal rigid body system. 

Terminal Control System Applications 
R. K. Smyth and E. A. O'Hern (p. 142) 

This paper deals with certain theoretical 
extensions of earlier work on terminal control 
techniques and their application to an aircraft 
landing system. The case considered is of a sys¬ 
tem having a second-order response from alti¬ 
tude rate command to altitude rate. The termi¬ 
nal time equations for this case are developed 
together with the various closed-loop weight¬ 
ing functions by transform methods. From the 
terminal equations developed, the terminal 
controller equations are synthesized for a two-
condition terminal controller which controls 
altitude and altitude rate at the terminal 
(touchdown) time. The mechanization of these 
terminal controller equations are presented. 

The flight test results of the terminal con¬ 
trol system using the system developed in this 
paper are described briefly. A comparison be¬ 
tween flight test and simulation results is in¬ 
cluded. 

A Parameter Perturbation Adaptive Con¬ 
trol System—M. J. McGrath, V. Rajaraman, 
and V. Rideout (p. 154) 

Theoretical and simulator studies of some 
new forms of a parameter perturbation self-
adaptive system are presented in this paper. 
Here, the response of the control system is sub¬ 
tracted from that of a reference model to ob¬ 
tain the error signal. As in the previous studies, 
the controllable parameters of the system are 
sinusoidally perturbed. Somewhat different 
methods of processing the perturbation and 
error signals have been employed to obtain the 
parameter control signal which is used in the 
automatic optimization of the control system. 

Computer studies are made with both ran¬ 
dom and deterministic input signals and pa¬ 
rameter disturbances. The results are compared 
with the analytical results. 

Adaptive Servo Tracking -A. I. Talkin (p. 
167) 

This paper describes a self-adapted 
sampled-data radar tracking loop. The track¬ 
ing loop may be considered to be a low-pass 
filter with a variable bandwidth. The loop is 
designed to adapt rapidly to changes in the in¬ 
put signal by monitoring both the apparent 
error and the loop output. 

Results show a mean tracking error 25 34 
per cent less than that of a comparable linear 
system, at a receiver SNR of 10 db. 

Transfer-Function Tracking and Adaptive 
Control Systems—C. N. Weygandt and N. N. 
Puri (p. 162) 

In an adaptive system in which the plant 

parameters are varying, it is necessary to track 
or measure the plant parameters. Two separate 
schemes are proposed for tracking the transfer 
function of a multi-order system. 

The first scheme is based on perturbing the 
normal process with small amplitude sinus¬ 
oidal perturbation signal consisting of differ¬ 
ent frequencies. The tracking system is a 
closed-loop system. 

The second scheme does not depend upon 
perturbation signal, but does require knowledge 
of the form of the transfer function of the sys¬ 
tem. It is more suitable for tracking systems 
which have a number of first-order lag units 
connected in tandem. 

Precision of Impulse Response Identifica¬ 
tion Based on Short Normal Operating Rec¬ 
ords R. B. Ken and W. II. Surber, Jr. (p. 
173) 

An identification scheme is presented for 
estimating in a short time the impulse response 
of a system from normal operating records. 

Maximum-likelihood estimates of the im¬ 
pulse response are discussed, and a “suffici¬ 
ency” criterion on the input signal is defined 
based upon the expected integrated squared 
difference between the actual and estimated 
impulse responses. Examples of sufficient and 
insufficient test signals are given in terms of a 
“sufficient record length” criterion. Experi¬ 
mental results illustrating this latter criterion 
are presented. 

The time variation of the system param¬ 
eters sets an upper bound on the useful record 
length. Some preliminary results relating this 
time variation to the useful record length are 
also presented. 

Some Techniques of Linear System Identi¬ 
fication Using Correlating Filters W. W. Lich¬ 
tenberger (p. 183) 

Random signals and cross-correlation can 
be used to determine the impulse response of a 
system. If, instead of a random testing signal, 
one is employed which has certain properties 
similar to the random signal, a linear filter may 
be constructed which performs the necessary 
cross correlation. No multiplication is involved, 
and the output is a continuous function of time. 
Thus, a single filter obtains the impulse re¬ 
sponse for all values of time. A disadvantage of 
this method is that in a practical situation, 
there is usually a great amount of noise pres¬ 
ent. This “noise” consists mostly of process 
actuating signals since the measurements must 
be made “on fine.” 

A Modified Lyapunov Method for Non¬ 
linear Stability Analysis—I). R. Ingwerson (p. 
199) 

The Lyapunov stability criterion deals with 
arbitrarily small disturbances. A generalization 
of the original theorem which applies to arbi¬ 
trarily large and arbitrarily small disturbances, 
and to intermediate conditions as well, is given 
in this paper. 

In contrast to the success that has been 
achieved in advancing the theoretical concepts 
of stability by this method, little has been ac¬ 
complished in the way of formulating practical 
means for applying them to specific problems. 
A method which is easily applied to many of 
the systems encountered in automatic control 
and which has given good results for numerous 
examples is presented here. 

A Mean-Weighted Square-Error Criterion 
for Optimum Filtering of Nonstationary Ran¬ 
dom Processes -K. Sahara and G. J. Murphy 
(p. 211) 

A procedure for use in the design of a phys¬ 
ically realizable time-invariant linear system 
for optimum filtering of a nonstationary ran¬ 
dom process in the presence of nonstationary 
random noise is presented. The criterion used to 
measure system performance is a mean-
weighted square error. 

It is shown that the use of this generalization 
of the mean square-error criterion leads to a 
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generalization of the Wiener-Hopf integral 
equation. A technique for solving this modified 
Wiener-Hopf integral equation is presented, 
and the application of the theory is illustrated 
in an example of the optimum synthesis of a 
missile interception system. 

A General Performance Index for Analyt¬ 
ical Design of Control Systems Z. V. Rekasius 
(p. 217) 

A performance index which enables one to 
specify the desired response of the optimum 
system in terms of the differential (‘quation 
describing the response of an ideal model is pro¬ 
posed. 

A simple straightforward procedure of cal¬ 
culating this performance index is outlined in 
the paiær. This procedure consists of solution 
of a set of linear algebraic equations. Simulta¬ 
neous solution of these algebraic equations 
yields the value of performance index in terms 
of gain and time constants of the actual system. 
It is then a simple matter to calculate the nu¬ 
merical values of the free gain and time con¬ 
stant parameters for the optimum system (i.e., 
to minimize the performance index). The pro¬ 
cedure of optimization is illustrated by means 
of an example of a third-order system. 

Stability of Servomechanisms with Friction 
and Stiction in the Output Element P K. 
Bohacek and F. B. Tuteur (p. 222) 

Servomechanisms with friction in the out¬ 
put element are often observed to oscillate, 
even though the Bode diagram indicates sta¬ 
bility. This paper investigates the conditions 
for this instability and the type of oscillation 
that can occur. It finds that an overdamped 
system with a lag equalizer is stable if 
L<2C/C—1, where L is the lag ratio and 
C = static friction + Coulomb friction; with a 
lag-lead equalizer it is stable if 

2C 
\ + a/b C -T 

where a/b is the ratio of the two zeros of the 
network. Experimental results that correlate 
with the theory are also included. 

Sensitivity Considerations for Time-Vary¬ 
ing Sampled-Data Feedback Systems J. B. 
Cruz, Jr. (p. 228) 

A synthesis procedure for linear time-vary¬ 
ing sampled-data feedback systems is de¬ 
scribed. The plant and compensators are cb.ar-
acterized by transmission matrices first intro¬ 
duced by Friedland. Part of the specification 
involves a deviation or error matrix for the 
time-varying plant and an allowable deviation 
matrix tor the closed-loop system. Noise con¬ 
siderations are also included. Using a technique 
analogous to that of Horowitz which was orig¬ 
inally used for fixed multivariable continuous 
control systems, the digital compensator trans¬ 
mission matrices are derived. The correspond¬ 
ing time-varying digital compensators are real¬ 
ized by means of zero-order hold circuits, 
switches, resistors, and adders. An example 
using a digital computer simulation is included. 

Direct Cycle Nuclear Power Plant Sta¬ 
bility Analysis -D. Buden and R. F. Miller (p. 
237 

A power plant with a heat exchanger such 
as a nuclear reactor substituted for the conven¬ 
tional chemical interburners in a jet engine will 
cause a considerable change in dynamic j>er-
formance. The instantaneous power generated 
by the heat source is not the same as the in¬ 
stantaneous power delivered to the turbine. 
The basic control problems are analyzed using 
fixed control parametersand partial derivatives 
around a given operating point. A mathe¬ 
matical criterion is developed and correlated 
with power plant test data. 

An understanding of the inherent limita¬ 
tions of combining a reactor, or any heat ex¬ 
changer having a thermal lag. with a basic jet 
engine makes it possible to devise a means of 

control. The introduction of an effective opera¬ 
tional speed control makes it possible to operate 
a complete power plant under any desired con¬ 
dition. 

Circuit Theory 

Vol. CT-8, No. 2, June, 1961 
Optimum Design of Single-Stage Gyrator-

RC Filters with Prescribed Sensitivity—I. M. 
Horowitz (p. 88) 

The design of low-frequency filters by 
means of RC feedback around active elements 
has long been known. The advent of the transis¬ 
tor has renewed interest in this field and has 
necessitated a more exact synthesis procedure. 
This is because in the classical design the active 
element is assumed to be an ideal voltage am¬ 
plifier with infinite input impedance, zero out-
put impedance and zero reverse transmission. 
The transistor satisfies the dual ideal assump¬ 
tions to a considerably lesser degree than the 
vacuum tube. The sensitivity of the transistor 
parameters to temperature also requires more 
attention to be paid to the effect of parameter 
variations on the filter response. 

The paper extends the classical theory in 
several directions: 

1) A synthesis procedure is developed in 
which the finite input and output impedances 
and reverse transmission of the active element 
are taken into account in an exact manner 

2) The freedom that exists is used to opti¬ 
mize the synthesis so as to permit design with 
a “least active” element. 

3) Expressions are developed for the sensi¬ 
tivity of the filter to the four low-frequency ac¬ 
tive parameters and to the passive parameters. 
It is presumed that the design specifications in¬ 
clude a statement of the extent of active and 
passive parameter variation and the tolerances 
on the filter response. The procedure for satis¬ 
fying such specifications is an integral part of 
the design procedure. 

4) Under the constraint of fixed source and 
load impedances and desired parameter insensi¬ 
tivity, the design achieves maximum gain. 

An example which includes all the above 
features is worked out in detail. 

The principal limitations of the design pro¬ 
cedure are: 

1) It is restricted to a transfer function of 
second degree so that if sharper cutoffs are 
needed, several basic sections must be used, 
separated by isolating stages. 

2) It is best suited to achieve low-pass or 
moderate band-pass characteristics. 

Power Conversion with Nonlinear React¬ 
ances E. Della Torre and M. D. Sirkis (p. 95) 

Mixing of several frequencies in any non¬ 
linear reactance having a characteristic that 
can be represented by a power series is consid¬ 
ered. The purpose of this paper is to cite the 
importance of the nature of the nonlinearity in 
mixing processes occurring in nonlinear react¬ 
ances. Power relationships are derived, and 
limitations imposed by a finite degree of non¬ 
linearity are considered. Restrictions on the 
source frequencies are found, and it is shown 
that in practice incommensurability is not re¬ 
quired. The special cases of harmonic genera¬ 
tion and subharmonic generation are consid¬ 
ered. 

For the case in which the circuit considered 
in this paper is identical to that analyzed by 
Manley and Rowe, the results obtained here 
agree with theirs. 

Solving Steady-State Nonlinear Networks 
of “Monotone” Elements -G. J. Minty (p. 99) 

This paper treats the problem of finding the 
steady-state currents and voltage drops in an 
electrical network of two-terminal elements, 
each of which has the property that its current¬ 
voltage-drop graph, or “characteristic," is a 

curve going upward and to the right. (Thus, 
“tunnel diodes” are excluded, but nonlinear 
resistances, current and voltage sources, recti¬ 
fiers, etc. are permitted.) 

The construction methods are specifically 
designed for digital computation techniques 
(either automatic or manual). The principal 
tools are: 1) the application of theorems 
from graph theory (“network-topology’’), and 
2) quantization of the variables (permitting 
them to take on only a discrete set of values). 

Some Necessary Conditions for a Non¬ 
Negative Unit Impulse Response and for a 
Positive Real Immittance Function—Paul M. 
Chirlian (p. 105) 

The fact that the unit impulse response of a 
network is non-negative imposes certain condi¬ 
tions on the real part of the transfer or immit¬ 
tance function. Such conditions are derived in 
this paper. In addition, when the real part of 
the immittance function is non-negative, nec¬ 
essary conditions are imposed upon the im-
pulse response. Such conditions are also pre¬ 
sented here. These conditions are in a graphical 
form, which can be utilized without the neces¬ 
sity of lengthy calculations. 

The Zeros of Transient Responses—A. II. 
Zemanian (p. 109) 

This paper considers the zeros of the tran¬ 
sient responsescorresponding to rational Laplace 
transforms whose poles are all real and whose 
zeros are allowed to Im* either real or complex. 
1 he possible values for the number of zeros of 
the transient responses are determined under 
various assumptions on the Laplace transforms. 
For instance, when the poles of the transform 
are allowed to have any multiplicity, the pos¬ 
sible values for the number of zeros of the 
transient response are found in terms of the 
number of zeros of the transform. ( )n the other 
hand, when the poles are all simple and the pole 
and zero locations of the transform are known, 
a stronger result is obtained. 

These results are developed for the function 
obtained by extending to all time the expression 
for the transient response that holds for posi¬ 
tive time. The possible values for the number 
of its zeros are determined tor positive time 
and for negative time separately. 

Zero Cancellation Synthesis Using Imped¬ 
ance Operators—Don Hazony (p. 114) 

Through an extension of Richards’ theorem, 
an RLC driving-point impedance function, Z, 
is synthesized by a prescribed, realizable, four-
terminal network terminated with another 
driving-point impedance function, f, four less 
in rank thanZ. Z is completely arbitrary except 
that it may not have a pole or a zero at the ori¬ 
gin or infinity. 

The initial four-terminal network consists of 
a capacitor, a perfectly-coupled transformer, 
and an ideal gyrator. Other equivalent net¬ 
works are derived which do not require trans¬ 
formers and gyrators but in which the cascade 
nature of the synthesis is lost. 

The Effects of Time Weighting the Input to 
a Spectrum Analyzer Will Gersch (p. 121) 

The effects ot time weighting the input to a 
spectrum analyzer are considered. The spec¬ 
trum analyzer is assumed equivalent to a bank 
ot similar filters whose overlapping pass bands 
cover a region of spectral interest and whose 
outputs are measured at a single instant in 
time. The term transient selectivity is defined 
as the magnitude of the envelojie of the re¬ 
sponse of a filter with center frequency 
w + Aw. at the time instant T, to an input 

over the interval The transient 
selectivity characteristics of an arbitrary bank 
of filters can be achieved using a bank of single-
tlined filters and time varying the magnitude 
of the envelope of the input to the filter bank 
system. This property is called the time-weight¬ 
ing principle. 

Spectrum analyzer systems are employed 
to detect the presence and specify the fre-
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quency of fixed-duration constant-frequency 
signals immersed in noise. For a system whose 
objectives include distinguishing the presence 
of several simultaneous signals, two measures 
of system performance are the sharpness of the 
system’s transient selectivity and the system's 
signal-to-noise ratio (SNR). Time weighting 
functions are presented which can realize arbi¬ 
trarily sharp transient selectivity characteris¬ 
tics. An equation for the SNR for arbitrary 
filters and arbitrary time weighting functions is 
also presented. The transient selectivity and 
SNR performance for a bank of filters time 
weighted with a siny irt/T weighting function 
is illustrated. 

Stability Margins and Steady-State Oscil¬ 
lations of ON-OFF Feedback Systems- Erik 
V. Bohn (p. 127) 

Exact methods of determining the steady¬ 
state oscillations in feedback systems incorpo¬ 
rating one nonlinear element of the ON-OFF 
type have been developed by Hamel and Tsyp¬ 
kin. It is shown that these methods are not 
generally applicable. A general method is de¬ 
veloped which overcomes these limitations, and 
suitable stability margins are derived. 

Impedance Transformation Using Lossless 
Networks—James D. Schoeffler (p. 131) 

Two impedances are said to be compatible 
if one of them can be realized as the input im¬ 
pedance to a two-terminal-pair lossless net¬ 
work terminated in the other impedance. A 
uniqueness property of the Darlington realiza¬ 
tion procedure and the methods of cascade syn¬ 
thesis are used to determine a simple, concise 
set of necessary and sufficient conditions under 
which two given realizable impedances can be 
compatible. Applications are discussed. 

Broad-Band Matching Between Load and 
Source Systems—Daniel C. Fielder (p. 138) 

This paper discusses impedance matching 
between an arbitrary load and a particular type 
of source network, by means of a lossless two-
terminal-pair matching network. The source 
network consists of an LC ladder in series with 
a generator resistance. This study is devoted 
principally to theoretical considerations of low-
pass systems utilizing lossless matching net¬ 
works between source networks and arbitrary-
load impedances. The present effort is one pos¬ 
sible extension of previous work of Fano. 
Fano’s system, however, did not include a two-
terminal-pair source network. The value of the 
present work is derived from an investigation 
of constraints imposed by the source system 
and the load, rather than just the load itself. 

A Unified Approach to Two-Terminal Net¬ 
work Synthesis—P. M. Kelly (p. 153) 

The problem of two-terminal immittance 
function realization is considered in terms of 
the reflection coefficient. A conceptually basic 
method of synthesis is developed which has im¬ 
portant implications in exact and approximate 
synthesis techniques. Consideration of the 
practical shortcomings of this method lead di¬ 
rectly to the standard methods of exact synthe¬ 
sis which are demonstrated to be all applica¬ 
tions of the Schwarz lemma. Among the meth¬ 
ods considered are those of: Foster, Cauer, 
Miyata, Brune, Bott-Duffin, Fialkow-Gerst, 
and Darlington. 

Correspondence (p. 165) 
Contributors (p. 178) 

Communications Systems 

Vol. CS-9, No. 2, Ji ne, 1961 
The Examination of Error Distributions for 

the Evaluation of Error-Detection and Error-
Correction Procedures—T. A. Maguire and 
E. P. G. Wright (p. 101) 

The factors influencing the speed at which 
data can be transmitted, and those determin¬ 
ing the error rate, are summarized as an intro¬ 
duction to a statement in respect to error rates 

measured. Different applications for data trans¬ 
mission are considered in relation to the 
amount of error correction which may be justi¬ 
fied. 

Various forms of error detection and cor¬ 
rection are illustrated, and the probability of 
undetected errors is considered from a theo¬ 
retical point of view for a random distribution 
of errors. These results are then compared with 
records obtained by- practical tests using vari¬ 
ous redundancy arrangements. 

It is concluded that there is a substantial 
advantage in the use of large (500-bit) rather 
than small (50-bit) blocks for detecting errors. 
It is also suggested that the practical evidence 
of error patterns which remain undetected 
should enable more effective detection designs 
to be produced. 

RF Spectra and Interfering Carrier Distor¬ 
tion in FM Trunk Radio Systems With Low 
Modulation Ratios R. G. Medhurst (p. 107) 

This paper provides formulas for evaluat¬ 
ing RF spectral shape and interfering carrier 
distortion in connection with FM trunk radio 
systems having low modulation ratios. Numer¬ 
ical results are given for 1800-speech-channel 
systems. The curves showing interfering carrier 
distortion are of particular interest in con¬ 
nection with systems using RF multiplex (i.e., 
systems consisting of a number of carriers each 
modulated with a signal built up from a large 
number of speech channels). Preferred carrier 
spacings, originally’ determined for 600-channel 
systems, have been recommended by the CCIR 
9th Plenary Assembly, 1959. for use with up 
to 1800 channel systems. It appears from the 
analysis that with these larger numbers of 
channels, a considerable amount of attenua¬ 
tion by’ filtering or by isolators will be required 
to give adequate protection against intermod¬ 
ulation distortion. 

Consideration of Nonlinear Noise and its 
Testing in Frequency Division Multiplex Voice 
UHF Radio Communication Systems —Leang 
P. Yeh (p. 115) 

In UHF radio communications systems, the 
thermal noise limits the performance under 
weak received signal conditions. When the sig¬ 
nal is strong, the nonlinear noise (sometimes 
called the intermodulation noise) may become 
the limiting factor, It is, therefore, imperative 
to control the intermodulation distortion con¬ 
tribution from the system components by’ care¬ 
ful equipment design and from the medium by’ 
appropriate choice of system parameters. 

In single-sideband systems, nonlinear noise 
may be attributed to two main causes: 1) trans¬ 
mitter nonlinearity and 2) receiver nonline¬ 
arity. Multipath effects in the medium do not 
seem to produce any’ nonlinear distortion, ex¬ 
cept selective amplitude fading or frequency 
distortion. Amplitude nonlinearity’ is the sole 
contributing factor in nonlinear noise. 

There is no set rule on the subdivision of 
nonlinear noise among both the transmitter and 
the receiver. Equal distribution seems to be a 
reasonable assumption. In some cases, an en¬ 
tirely’ different distribution may’ be desired, ac¬ 
cording to actual requirements. 

How to distribute the transmitter or re¬ 
ceiver nonlinear noise among its components 
depends on the characteristics of the compo¬ 
nents. The general principle is to have the most 
economical design on every’ piece of the compo¬ 
nents, if possible and practicable. 

The nonlinear noise in single-sideband sys¬ 
tems may be assumed to consist of only’ 3 rd-
and 5th-order products. It is further assumed 
that 3rd- and 5th-order products contribute to 
the total nonlinear noise in equal amounts in 
power. 

In frequency’ modulation systems, nonlinear 
noise may’ be attributed to three main causes: 
1) transmitter nonlinearity, 2) multipath effect 
in the medium, and 3) receiver nonlinearity. 
Both amplitude and phase nonlinearities are 

equally important in the contribution to the 
noise and each should be considered carefully. 

The subdivision of nonlinear noise may be 
done in two ways. It may be distributed among 
the transmitter, the path and the receiver, or 
among the amplitude and phase nonlinearities. 
In either way, further subdivision is necessary-
in order to specify’ the amplitude or phase line¬ 
arity’ requirements for the various components 
of the system. 

There is, again, no set rule on the distribu¬ 
tion of nonlinear noise among the various 
causes. The same principle as applied to single¬ 
sideband systems as mentioned before may’ be 
used for frequency-modulation systems. 

The nonlinear noise in frequency-modula¬ 
tion systems may be assumed to consist of only’ 
2nd- and 3rd-order products. It is further as¬ 
sumed that 2nd- and 3rd-order products con¬ 
tribute to the total nonlinear noise in equal 
amounts. 

Methods for performance evaluation, based 
on signal-to-nonlinear-noise ratio, are given 
and sample calculations are made to illustrate 
the methods. 

In the test of a complete system, either two-
tone or noise loading tests may’ be used. Assum¬ 
ing that only 3rd-order nonlinear noise is pre¬ 
dominant and that a peak factor of 10 db for 
random noise is chosen, the noise loading test 
signal-to-nonlinear ratio is 8 db higher than the 
two-tone test ratio if the rms power in the two 
tests are equal. However, if the peak power in 
the two tests is equal, both ratios are the same. 

Model of Impulsive Noise for Data Trans¬ 
mission— Pierre Mertz (p. 130) 

It has often been found more necessary in 
the engineering of data transmission systems 
to consider impulsive noise than conventional 
Gaussian white noise. A model is proposed for 
the impulsive noise, which describes empirically 
an amplitude distribution and a time distribu¬ 
tion. Because the latter has been described in 
experimental work principally in terms of error 
occurrences, the description is translated into 
these. The notable characteristics of impulsive 
noise are that at low occurrence frequencies the 
amplitudes are much larger than for Gaussian 
noise, and that impulses or errors tend to be 
more “bunched” than expected from a Poisson 
distribution. 

Diversity Combining for Signals of Differ¬ 
ent Medians—J. Granlund and W. Sichak (p. 
138) 

Over-the-horizon communication systems 
normally’ use two identical antennas at each 
end. It is shown that an asymmetrical arrange¬ 
ment, for example, 

6O'( )60' 
30 '( )30' 

is better than a symmetrical arrangement when 
both antennas at one end are used for diversity 
reception and the larger antenna at the other 
end is used for transmitting. This arrangement 
is important because for a given performance it 
costs less than the symmetrical arrangement. 
Depending on the exact relationship between 
cost and antenna gain, the cost is a minimum 
when the difference in antenna gains lies be¬ 
tween 3.2 and 4.8 db. Statistical performance 
for various combining methods and degrees of 
diversity are presented. As for the case of equal 
medians derived previously, selector diversity’ 
combining is decidedly inferior to equal gain 
combining, which in turn is about one db worse 
than maximal ratio combining. 

The “instantaneous” SNR’s (applicable to 
data transmission) are derived and compared 
to the usual short-term SNR’s applicable to 
telephony. 

Diversity Reception for Meteoric Communi¬ 
cations—A. W. Ladd (p. 145) 

One of the first goals of the research effort 
on meteoric communications was to establish 
the advantage, if any. of diversity reception. 
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Three types of diversity were investigated: fre¬ 
quency, space, and polarization. 

Nearly perfect correlation of the signals was 
found for frequency diversity reception with a 
frequency separation of 4 kc and for space di¬ 
versity reception for antenna spacings of up to 
1200 feet. 

Only polarization diversity appears to pro¬ 
vide any advantage. Two identical eight-ele¬ 
ment Yagi receiving antennas were erected, 
one horizontally polarized and the other 
vertically polarized. The transmitting antenna 
was horizontally polarized. Analysis of the 
data shows that about 34 per cent of the signals 
on the vertical antenna equal or exceed in 
amplitude the signals on the horizontal an¬ 
tenna, but the shapes of the bursts on the two 
antennas are identical in most cases. 

It is concluded that there is not enough in¬ 
crease in system performance to justify the use 
of any of the three types of diversity. 

Digital Computer Simulation for Prediction 
and Analysis of Electromagnetic Interference 
—D. R. J. White and W. G. James (p. 148) 

A digital computer simulation program is 
described for use by communications systems 
and equipment designers who must consider 
electromagnetic interference. The program de¬ 
termines the interference experienced by a test 
receiver in a signal environment resulting from 
its associated transmitter, a large deployment 
of potentially interfering transmitters, and by 
atmospheric and cosmic noise sources. Simula¬ 
tion models are designed to represent such 
transmitter characteristics as antenna gain and 
scan patterns, polarization and emitted power 
spectrum; other models represent propagation 
phenomena such as scattering, reflection, fad¬ 
ing and tropospheric refraction; and such re¬ 
ceiver characteristics as antenna gain patterns, 
frequency selectivity and demodulator trans¬ 
fer characteristics. Signal acceptability criteria 
are included to permit system scoring. Program 
flexibility is stressed so that optimum system 
design may be achieved through rapid evalua¬ 
tion of successive approximations. 

Preliminary Study of a Miniature Under-
Water Cable System B. G. King, G. Raisbec 
L. O. Schott, and L. R. Wrathall (p. 159) 

Certain aspects of feasibility of a miniature 
submarine cable-transmission system have 
been studied. The system is small and light, 
and designed for use in military applications as 
an expendable item where submarine cables of 
conventional design would be uneconomical. 

It weighs about 125 pounds per mile, trans¬ 
mits 1.35 million pulses per second of a pulse¬ 
code modulated (PCM) signal, and is powered 
by 4.5 ma with a voltage drop of about 2 volts 
per mile. 

Several armorless cables were tested. All 
have a steel core with a layer of copper for the 
center conductor, and extruded polyethylene 
dielectric. They differ in the way in which the 
center conductor is fabricated, in the materials 
of the outer conductor, and in the way in which 
it is held in place over the dielectric. 

The transistor repeater uses one transistor 
and eight passive components. It has a 17-db 
gain and an output of 0.8 volt into a 75-ohm 
line. 

The repeater housings are hollow cylinders 
of beryllium copper, 2i inches by inch. 
The insulation of the transmission line is joined 
to the ends of the housing by an adhesive and 
by a mechanical seal. The cable tension is trans¬ 
ferred to the housings by hollow ceramic insu¬ 
lating cones. The housings were tested in 
13,200 psi hydrostatic pressure and to 120 
pounds axial tension. 

A system of five repeaters in 18,000 feet of 
line was laid in Sandy Hook Bay and was oper¬ 
able for thirteen months. 

Development of Sydney, Nova Scotia-St. 
John’s, Newfoundland Canadian National 
Telegraphs Microwave System -C. J. Bridg-

land, A. Piechota, and B. P. MacKenzie (p. 
165) 

A 650-mile radio-relay system composed of 
22 “line-of-sight” paths was constructed to sup¬ 
plement the Canadian National Communica¬ 
tions between Sydney, Nova Scotia, and St. 
John’s, Newfoundland. Relay repeater points 
were chosen by means of all available con¬ 
toured maps and on-site surveys of the various 
points, bearing in mind radio transmission 
characteristics and also accessibility for main¬ 
tenance. All the radio paths were field-tested 
to confirm their transmission capabilities. The 
over-water hop between Cape North and Red 
Rocks, which is 69 miles long, required careful 
consideration, and special arrangements were 
made to ensure that this hop would provide a 
satisfactory performance. Standard Telephones 
and Cables Ltd., were requested to provide 
this system using their latest equipment. This 
is 5-watt equipment working on 4000 Me and 
able to carry the equivalent of 600 toll quality 
message circuits or one video program. 

To handle the present Canadian National 
requirements, three channels were installed in 
an eastward direction and two in a westward 
direction. The system is divided into three sec¬ 
tions with back-to-back terminals at Corner 
Brook and Gander for general communications 
and television branching circuits. Each section 
has a separate comprehensive supervisory con¬ 
trol facility for providing dual information and 
controls at both section terminals. 

Analytical Prediction of Electromagnetic 
Environments -W. H. Tetley (p. 175) 

The problem of transmitting digital data 
through electromagnetic environments of high 
ambient-pulse density is one of growing con¬ 
cern. The appearance of pulsed radar in the 
10-mw range, and sensitive receivers in the 
— 100-dbm range, will aggravate this situation. 
This paper discusses three efforts made by the 
government to predict the status of future en¬ 
vironments. In all cases, the basic technique of 
analytical prediction calls for the solution of 
mathematical models by digital computer. Re¬ 
sults from these analyses are useful to the de¬ 
signer of future systems as well as to the oper¬ 
ators who must use them. The responsibility of 
keeping the signal congestion within bounds 
rests with the designer and user alike. 

Correspondence (p. 186) 
Contributors <p. 190) 

Education 

Vol. E-4, No. 2, Ji ne, 1961 
Editorial - W. R. LePage (p. 47) 
Today’s Dilemma in Engineering Educa¬ 

tion—Gordon S. Brown (p. 48) 
The present wide-scale activity to increase 

the science content of engineering curricula 
can, if not skillfully accomplished, result in the 
teaching of science, and not the engineering of 
science, to engineers. The changes experienced 
in the substance of the curricula are sometimes 
so great that faculties encounter great difficulty 
in providing worthwhile engineering examples 
to support their presentations of engineering 
science. 

Programmed Learning in Engineering 
Education A Preliminary Study E. M. Wil¬ 
liams (p. 51) 

A recent study of programmed learning, in¬ 
cluding experimental use in an electrical engi¬ 
neering department, indicated that the most 
fruitful application of teaching machine meth¬ 
ods is in the presently nonprogrammed or 
loosely programmed hours spent by students 
outside classroom or laboratory periods. Pro¬ 
grams already developed for use in this study 
have been concerned with analytical skills; fur¬ 
ther programs under development are con¬ 
cerned with concepts. Larger scale experiments 

are planned in which additional questions can 
be answered, particularly as to whether ex¬ 
posure to programmed instruction adversely 
affects the capacity of the student to learn inde¬ 
pendently. 

TV Production Techniques and Teaching 
Efficiency John B. Ellery (p. 59) 

Educators who venture into the realm of 
television immediately encounter this question: 
What equipment is required, and what can be 
done with it? This paper attempts to provide 
some basis for an intelligent answer. 

In designing the research from which this 
report derived, attention was focused upon 
basic television production techniques. A series 
of instructional segments were produced utiliz¬ 
ing these* techniques; a second series was subse¬ 
quently produced with the same instructors and 
subject matter, but with more elaborate tech¬ 
niques. The two series were then presented for 
viewing by various student audiences. A con¬ 
trol group viewed the first series; an experi¬ 
mental group was shown the second series. Pre¬ 
liminary knowledge of subject matter was de¬ 
termined by a pre-test ; degree of learning and 
retention were measured by an immediate post¬ 
test, and a delayed post-test. Those data were 
then analyzed by means of standard statistical 
instruments. 

In collating and appraising the obtained re¬ 
sults it was apparent that a one camera pro¬ 
duction, with true flat lighting, utilizing close¬ 
up camera coverage and a modicum of techni¬ 
cal skill and imagination, was as effective as 
the more elaborate production in ordinary lec¬ 
ture-teaching situations. 

An Experiment in Laboratory Education— 
G. Kent and W. H. Card (p. 62) 

A departure from traditional forms of un¬ 
dergraduate laboratory education has been in¬ 
corporated into the electrical engineering cur¬ 
riculum at Syracuse University. In this paper 
is presented a summary of the reasons for this 
innovation, a description of the course, and an 
evaluation of our experiences with it. 

As curricula in electrical engineering become 
more science centered, it is essential that the 
undergraduate engineering laboratory take as 
its prime objective the development of skills 
requisite to the planning and execution of 
meaningful experiments and the promotion of 
an understanding of the relationships between 
theory and experiment. Briefly, the objective is 
an education in the experimental aspects of sci¬ 
entific method. 

This objective has not been well served in 
the past by the traditional laboratories. Too 
frequently, student motivation has been poor 
enough to limit substantially the learning proc¬ 
ess, and the typical experiment was not likely 
to afford an opportunity for education in sci¬ 
ence. 

To attempt to fulfill the objectives stated, a 
separate course in laboratory was initiated. 
The separation of the laboratory from its tradi¬ 
tionally dependent role was expected to permit 
greater freedom in the technical content of the 
course and to emphasize the importance of the 
laboratory to science. The plan of the course 
was inspired by the belief that motivation, the 
prime force in the learning process, is deter¬ 
mined in part by the significance of the experi¬ 
ments the student is asked to perform, and that 
an education in science can be obtained only 
by the exercise of its method. Accordingly, the 
experiments were conceived as nontrivial real 
engineering problems whose solutions demand 
independent study and planning on the part of 
the student. The technical content of the ex¬ 
periments was arranged to constitute an organ¬ 
ized development of scientific knowledge. 

Consistent with this general conception, the 
course is built around a sequence of problems 
which the student is expected to solve. These 
assignments state the problem and discuss its 
origin and significance. A list of apparatus, ref-
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erences to the literature, and occasionally some 
experimental hint in the form of a provocative 
statement are given. The students plan their 
experiments and proceed with them at their 
own pace. The only time limitations are that a 
reasonable number of projects must be com¬ 
pleted during the course. In addition to keeping 
laboratory notebooks, the students are re¬ 
quired to prepare several specific kinds of re¬ 
ports. In contrast to the common practice of 
marking solely on the report, grades are deter¬ 
mined by total laboratory performance. 

The evaluation of this program is a contin¬ 
uous process. Although at this date no conclu¬ 
sive judgments can be made, early indications 
of student response have stimulated great en¬ 
thusiasm among the teaching staff. We are 
confident that progress toward our objectives is 
substantial. 

The Computer Revolution in Engineering 
Education Robert E. Machol (p. 67) 

The ready availability of high-speed digital 
computers has wrought a fundamental and un¬ 
precedented change in engineering education. 
Described herein are one university's experi¬ 
ences with a small digital computer, on which 
thousands of undergraduates have been taught 
to program within the past year. A new ap¬ 
proach to the teaching and administration of 
computers is required, as is a new’ approach to 
almost every aspect of the engineering curricu¬ 
lum. The shape of things to come is briefly ex¬ 
amined. 

Engineering Education in Canada and the 
Co-operative Electrical Engineering Program 
at the University of Waterloo—B. R. Myers 
and J. S. Keeler (p. 71) 

Although co-operative engineering is prac¬ 
ticed at several universities in the United 
States, that at the University of Waterloo is 
unique in Canada. The baccalaureate program 
requires five years of continual attendance, dur¬ 
ing which the student spends alternate three¬ 
month periods in school and in industry. 

A distinctive feature of the plan is the main¬ 
tenance of a Co-ordination Department within 
the University’ organization. Staffed by senior 
professional engineers, this department acts as 
liaison between industry and the students. 

Two programs of study are offered in the 
undergraduate electrical engineering curricu¬ 
lum. One of these is designed for the heavy elec¬ 
tromechanical and power systems engineer. 
The other embraces electronics, communica¬ 
tion and computery disciplines, with a greater 
concentration of theoretical studies. 

Although the University is still in its in¬ 
fancy, both industrial and student acceptance 
of the co-operative plan has exceeded initial 
expectations. There is every indication that 
co-operative engineering education will rapidly 
assume a dominant role in the Canadian aca¬ 
demic scene. 

Letter to the Editor—Samuel Seely (p. 79) 
Contributors (p. 80) 

Electron Devices 

Vol. ED-8, No. 3, May, 1961 
Concentration-Modulation Electron-Beam 

Devices - Herbert Lashinsky (p. 185) 
Electron-beam devices are considered in 

which a form of concentration modulation, as 
defined by Gabor, is utilized. In the devices 
described here a scalloped electron beam is 
produced by a combination of crossed electric 
fields and a magnetic field, and strikes a col¬ 
lector after passing through a fixed aperture. 
The points of minimum width of the scalloped 
beam are “images" of the cathode which are 
reproduced along the longitudinal axis of the 
system by virtue of the cyclotron motion of 
tíre electrons. The application of an additional 
alternating electric field, parallel to the fixed 
electric field, causes a periodic variation in the 
longitudinal position of the cathode images, 
giving rise to an alternating component in the 

current which reaches the collector. Concen¬ 
tration modulation is compared with other 
modulation methods. Transit-time limitations 
are evaluated and possible applications are 
considered, including frequency multiplication 
at microwave frequencies. The use of the con¬ 
centration-modulation technique in modulating 
a high-density electron beam at audio frequen¬ 
cies in an experimental system is described. 

A Stagger-Tuned Five-Cavity Klystron 
with Distributed Interaction—Hellmut Golde 
(p. 192) 

This paper describes the operation of a five-
cavity klystron with distributed interaction 
using stagger-tuned cavities. A bandwidth of 
64 Me with a gain of about 30 db at 40 per cent 
efficiency is typical of the performance of the 
amplifier. 

Electron Beam Coupling in Interaction 
Gaps of Cylindrical Symmetry—Garland M. 
Branch, Jr. (p. 193) 

In a ballistic analysis in which space-charge 
effects have been neglected, the method of de¬ 
scribing the performance of re-entrant cavity 
resonators in terms of beam-coupling coeffi¬ 
cients, beam-loading conductance ratios, the 
shunt impedance R, and the cavity quality fac¬ 
tor Q has been generalized and extended for the 
treatment of any kind of resonator with electric 
fields of arbitrary spatial distribution. As one 
consequence, the properties of resonant helix 
sections and cavity resonators can be directly 
compared in terms of the same physical con¬ 
cepts. 

Noise Temperature in Distributed Ampli¬ 
fiers—A. Yariv and R. Kompfner (p. 207) 

The subject of noise generation in certain 
types of RE amplifiers is treated. The differ¬ 
ent physical mechanisms by which noise is 
generated within the amplifier are discussed. 
Expressions for the “effective source noise tem¬ 
perature” are derived for distributed amplifiers 
of the maser, parametric, and tunnel type. 

Traveling-Wave Tube Analysis of the Adler 
Tube- -R. W. Fredricks (p. 212) 

The cyclotron waves on an electron beam in 
the pump field of the Adler tube are studied 
with respect to their circular polarization. It is 
found that positive and negative circularly 
polarized beam waves are coupled through the 
pump electric field. As a consequence of the 
coupling, the small signal traveling-wave anal¬ 
ysis leads to the conclusion that the positive 
circularly polarized beam wave is comprised of 
the fast signal wave and all idlers of frequencies 
m(w±wp) where n is an even integer, while the 
negative circularly polarized wave is comprised 
of all idlers with odd integral values of n. This 
information appears to be new, and can per¬ 
haps be used to design input and output 
couplers which discriminate against unwanted 
idler waves. 

Bridge Measurement of Tunnel-Diode Pa¬ 
rameters -W. Howard Card (p. 215) 

A specific bridge measurement technique is 
presented for measuring the important small¬ 
signal parameters of the tunnel diode at fre¬ 
quencies up to 100 Me and at all significant 
operating levels. Particular attention is paid 
to the problem of biasing the tunnel diode to 
eliminate instability in the negative resistance 
region which would otherwise prevent signifi¬ 
cant measurements being made in this region. 
Requirements for stable bias circuits are ana¬ 
lyzed in detail and specific criteria for stable 
operation given. 

A circle diagram method is presented which 
allows the significant parameters to be deter¬ 
mined from a set of measurements made for a 
sequence of bias voltages, at a chosen fre¬ 
quency. From the results, curves of shunt ca¬ 
pacitance and conductance as a function of bias 
voltage may Im- plotted. 

Measurements made using a Wayne Kerr 
Type B.801 VHF Admittance Bridge on a par¬ 
ticular tunnel diode are presented. The experi¬ 
mentally determined capacitance vs voltage 
curve is found to agree closely with the theo¬ 

retical curve of the normal junction diode, with 
no pecularities through the negative resistance 
region. Further results show that approxi¬ 
mate parameter values may be obtained even 
when oscillatory or bistable behavior prevents 
satisfactory measurement in the negative re¬ 
sistance region. 

Four-Terminal Analysis of the Hall Gen¬ 
erator—D. L. Endsley. W. W. Grannemann, 
and L. L. Rosier (p. 220) 

The four-terminal parameters of the Hall 
generator are derived and then used to develop 
expressions for input impedance, output im¬ 
pedance, current gain, and voltage gain. The 
theoretically determined expressions are then 
verified for a Hall generator using indium anti¬ 
monide. The four-terminal equations are given 
as a function of conductivity, Hall constant, 
temperature, magnetic field, and dimensions of 
the material. Thus, the designer may use these 
expressions in the application of Hall-effect 
devices. 

Focus Reflex Modulation of Electron 
Guns—Kurt Schlesinger (p. 224) 

High resolution and low drive features have 
been successfully combined in a new type of 
electron gun for cathode-ray tubes. The gun 
has a spot-defining aperture of 0.007 inch upon 
which emission from a large cathode area is 
concentrated by a retarding electron lens. This 
unit modulates the beam by electron reflection, 
while focusing it upon the aperture (“Focus 
Reflex Modulation”). 

Immediately ahead of the aperture, a 
modulated virtual cathode is formed with an 
emission capability of over four amperes per 
square centimeter. 

A 1000-iua beam with a 6° divergence is con¬ 
trolled by a signal of 12 volts centered at 
ground potential. Highlight brightness of 250 
foot lamberts was read at 17,500 volts, while 
more than 500 lines were resolved on a televi¬ 
sion test pattern. 

In more recent forms of the FRM gun, 1600 
ga are measured in the screen return, out of 
1800-^3 cathode current. This is 88 per cent 
over-all transmission, using the same defining 
aperture (0.007 inch). 18 volts of drive signal 
will completely modulate the above current. 

Anode Effect: the Influence of Electron 
Bombardment of the Anode on Flicker Noise 
H. J. Hannam and A. Van Der Ziel (p. 230) 

Experiments are presented which indicate 
the existence of two types of flicker noise in 
vacuum tubes with oxide-coated cathodes. The 
first is “normal" flicker noise that is present for 
anode voltages below 10 volts; the second is 
the “bombardment-enhanced" flicker noise 
that is added when the anode voltage is above 
10 volts. It seems that the latter can be at¬ 
tributed to the arrival of neutral oxygen on 
the cathode. Since most pentodes and triodes 
operate with anode voltages above 10 volts, the 
“bombardment-enhanced” flicker noise should 
be a rather common source of flicker noise in 
these tubes. 

Experimental Investigation of Large-Signal 
Traveling-Wave Magnetron Theory—J. R. 
Anderson (p. 233) 

Experiments conducted on a beam-type 
backward-wave amplifier which closely ap¬ 
proximates the theoretical thin-beam model 
used in the large-signal analysis of Sedin have 
resulted in gain and phase shift characteristics 
which are in good quantitative agreement with 
the adiabatic portion of both the Sedin and 
Gandhi-Rowe theories. Efficiencies approach¬ 
ing the theoretically-predicted maximum have 
been observed. By driving the amplifier to very 
large signal levels a conversion efficiency for 
power available from the initial potential 
energy of the beam of 63 per cent was obtained 
with a corresponding value of 45 per cent for 
the total electronic efficiency. An important 
feature of this experimental amplifier is the 
electron gun design which is based on a theory 
by Kino. That this gun is capable of producing 
a well-confined, rectilinear-flow thin beam is 
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demonstrated by visual observations of the 
beam thickness which indicate that uc/up is as 
low as 1.17, a value close to that for a laminar-
flow Brillouin beam (œc = œp). 

Contributors (p. 240) 

Industrial Electronics 

Vol. IE-8, No. 1, May, 1961 
An Event Recorder Using Transistor 

Switches—J. \V. Streater (p. 1) 
An improved event recorder has been de¬ 

veloped which is capable of resolving the time¬ 
relationships among two-state events to within 
two milliseconds. Conducting styli, writing on 
electrosensitive chart paper, are switched on or 
off by transistor circuits functioning as non¬ 
mechanical relays having fast response, high 
sensitivity, and minimum size. 

A Device to Determine the Number of 
Turns and the Presence of Short-Circuited 
Turns on Cylindrical Coils Walter F. Praeg 
(p. 5) 

A device to measure the number of turns 
and the presence of short circuits between turns 
is described. It will measure, depending on the 
construction of the magnetic comparator, 
cylindrical coils with or without a ferromag¬ 
netic core. The accuracy for the number of 
turns measured is ±0.1 per cent. Short-cir¬ 
cuited turns, either intentional or accidental, 
affect only slightly the accuracy of the measure¬ 
ment of the number of unfaulted turns. On 
coils without an iron core, the presence of one 
short-circuited turn of No. 25 AWG copper 
wire can be detected. 

Transistorized Switching Control of a Vari¬ 
able-Speed DC Motor -Jack Allison and Paul 
Vergez (p. 19) 

Where a de motor is supplied energy from a 
storage battery or other fixed voltage source, 
variable-speed operation is usually accom¬ 
plished by adding resistance in series with the 
motor supply. In this type of control, only part 
of the total energy delivered by the source is 
available at the motor to do useful work. The 
balance of the energy is converted into heat by 
the series resistance and is lost. 

A more desirable approach to speed control, 
as presented in this report, is to insert a switch 
rather than a resistor in series with the motor’s 
supply. Here the switch would be opened and 
closed at regular intervals which would repre¬ 
sent infinite or zero series resistance, respec¬ 
tively. In <‘ither state, the switch would present 
no energy losses to the circuit. The motor speed 
varies with the percentage of time the switch 
remains closed. 

The latter system has the advantage that 
for a given speed setting, variations in load will 
not cause fluctuations in speed due to IR drop 
in any series resistor. 

The transistorized switching circuit de¬ 
scribed in detail in this report represents an 
efficient method of switching the motor supply 
current for good speed control. The laboratory 
model, which gave very satisfactory per¬ 
formance, was de signed to control 20amperesat 
24 volts, or approximately a one-half horse¬ 
power motor. This rating may be increased 
with only minor modifications to the circuit. 

A Transistorized Tension and Loop Control 
—T. E. DeViney (p. 24) 

With the intinduction of power semicon¬ 
ductors, it is possible to accomplish many func¬ 
tions statically that were previously accom¬ 
plished with electro-mechanical devices. The 
use of static components results in improved 
performance with reduced maintenance. The 
tension and loop control described in this paper 
features the use of static circuits. 

High-Speed Welder for Crossbar Switch 
Contacts J. S. Gellatly and R. Spillar (p. 30) 

A novel-design welding machine has been 
constructed to attach the orecious-metal con¬ 
tacts icquired on the switch springs of the 
crossbar-tyjxî telephone central office equip¬ 

ments. Parts are carried through the various 
checking stations and the multiple welding 
nest by a geneva-driven high-speed transfer 
mechanism. The electronic weld control is a 
20-unit modular minimum-size packaged ca¬ 
pacitor discharge welder utilizing circuits 
designed to provide a high degree of relia¬ 
bility with semi-skilled electrical maintenance. 
Carded units of ten switch springs are trans¬ 
ferred through the welding nest where 20 con¬ 
tacts are fed, welded, clipped, and checked on 
4-second cycle. The speed of 100,000 welds per 
hour permits this machine to replace 20 previ¬ 
ous machine units, thus realizing large manu-
fact u ri ng-cost red uct ion. 

A Digital Storage “Language” for Engineer¬ 
ing and Production Information—William S. 
Bennett (p. 36) 

In addition to the present uses of electronic 
data processing machines in computation, busi¬ 
ness accounting, simulation, literature re¬ 
trieval, and the like, these devices could also 
be used as a central repository for the storage 
and rapid retrieval of the information we now 
put on engineering drawings, specifications, 
process sheets, bills of material, and so forth. 
However, the data formats commonly used in 
computation and accounting do not appear to 
be adequate to the retrieval problem involved, 
while literature retrieval methods do not have 
the precision required in production work. A 
data format or “language’’ is proposed which is 
loose enough to contain all possible engineer¬ 
ing or production information, but precise 
enough to permit accurate retrieval. The price 
paid tor these features is the formulation of a 
large dictionary of identifiers, and some infla¬ 
tion of storage requirements. 

Military Electronics 

Vol. MIL-5, No. 2, April, 1961 
Frontispiece—James M. Bridges (p. 29) 
A New Generation of Radar—James M. 

Bridges (p. 30) 
The Future of Radar—Jolin S. Burgess (p. 

32) 
In this paper an attempt is made to forecast 

the direction in which the radar state-of-the-
art will aim. The paper will begin with a de¬ 
scription of a few of the radars of World War 
11, to set the stage for a comparison and evalu¬ 
ation of the various techniques that have been 
added. 

Since World War II, various components 
and techniques developments have been de¬ 
signed for our more modern-day radar, and a 
tremendous increase has been realized in capa¬ 
bility for handling smaller, faster and more 
distant targets. Particular emphasis is placed 
on the problems of high resolution, discrimina¬ 
tion anti pattern recognition. 

The effect of our entry into the space age 
on the design of radar equipments will be dis¬ 
cussed. These new radars must cope with prob¬ 
lems which are at least an order of magnitude 
greater than the air-breathing threat in all of 
its aspects. 

The conclusion made is that the phased-
array type of radar offers the only long-range 
solution to the complex problems faced today 
by the radar engineer. Its combination of 
flexibility, limitless power, high-frequency 
capability, electronic scanning, etc., makes it 
the only logical choice for the future. 

High-Power Traveling-Wave Tubes for 
Radar Systems -J. A. Ruetz and W. II. 
Yocom (p. 39) 

Data obtained on high-power traveling¬ 
wave tubes at 5 and C band indicate perform¬ 
ance suitable for the final amplifier in a wide 
bandwidth phase coherent radar transmitter. 
Static phase measurements demonstrate the 
capability of parallek operation of tubes and 
the feasibility of use in pulse compression sys¬ 
tems. Gain and power output data show that 
for the most efficient operation a programmed 

drive is needed. Data taken at constant drive 
power displays a compressed gain variation 
and a somewhat lower output. An extrapola¬ 
tion of present data indicates the feasibility of 
obtaining 25- to 30-per cent bandwidth in high-
power traveling-wave tubes with other im¬ 
proved characteristics. 

Automatic Frequency Control of Magne¬ 
trons- Austin R. Sisson (p. 45) 

A practical AFC system for both X-band 
and Ka-band magnetron radar transmitters 
has been developed. This system meets the 
needs of three radar systems currently in pro¬ 
duction. Frequency stabilization is accom¬ 
plished by electronically controlling the magne¬ 
tron load impedance. Therefore, the magnetron 
“pulling figure” is put to use. 

The closed loop z\FC system maintains fre¬ 
quency stability to better than ± 2 Me at Ku-
band and + 1.5 Me at X-band frequencies over 
wide environmental conditions. The system dy¬ 
namically compensates for deviations in fre¬ 
quency due to temperature, vibration, shock, 
changes in duty cycle, drift with life, and poor 
voltage regulation. The response time of the 
AFC system is such that, starting at the limits 
of the capture range, “on frequency” response 
is obtained within the first five pulses of the 
magnetron. One of the radar systems requires 
a considerable delay between groups of pulses. 
For this radar, the AFC system provides a 
memory to hold the conditions for “on fre¬ 
quency” response during the delay periods. 

A qualitative analysis of the closed-loop 
system is made with reference to the Rieke 
Diagram. It is shown how a single magnetron 
has been used to meet two different sets of sys¬ 
tem performance requirements. 

System operation and hardware arc dis¬ 
cussed with reference to practical difficulties. 

The Radar Measurement of Range, Ve¬ 
locity and Acceleration—E. J. Kelly (p. 51) 

This paper is a study of the ultimate attain¬ 
able accuracy in the radar measurement of 
range, range rate, and range acceleration. It is 
assumed that these quantities are to be meas¬ 
ured by a coherent radar with a large output 
signal-to-noise ratio. The approach is entirely 
theoretical, and the accuracy evaluated is the 
accuracy that would be attained with an ideal 
receiver which performs maximum-likelihood 
estimates of the unknown parameters. The 
transmitted waveform is fixed and arbitrary, 
and the error variances and covariances are 
evaluated in detail in terms of the amplitude 
and frequency modulation of the transmitted 
wave. Specific results are also given for con¬ 
stant amplitude pulses carrying arbitrary com¬ 
binations of linear and quadratic frequency 
modulation. 

Masers for Radar Systems Applications— 
H. R. Senf, F. E. Goodwin, J. E. Kiefer, and 
K. W. Cowans (p. 58) 

This palter is intended to provide the sys¬ 
tems engineer with a practical introduction to 
t he use of solid-state maser amplifiers in radars. 
Various environmental problems involved in 
the successful application of masers are dis¬ 
cussed. An elementary survey of reflection¬ 
cavity and traveling-wave masers, together 
with some experimental results are presented. 
Another section treats the problem of satura¬ 
tion in masers and discusses some of the meth¬ 
ods available for protecting masers from the 
TR leak-through pulses in radar. Progress 
made in the development of open- anti closed-
cycle liquid helium cryogenic systems suitable 
for masers is described. The authors' personal 
evaluations of the state of the art of ruby 
masers and closed-cycle helium refrigerators 
are given in appendixes. 

The Electron Beam Parametric Amplifier as 
a Radar System Component—R. Adler and 
W. S. Van Slyck (p. 66) 

Practical experience is now available with 
the Electron Beam Parametric Amplifier 
(EBPA) used as a low-noise preamplifier in 
radar systems. Principles of operation of the 
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EBPA are briefly recapitulated. Among its de¬ 
sirable characteristics are unilateral behavior, 
high stable gain and a double-channel noise 
figure (NF) of 1 db or less; its bandwidth, input 
and output impedance remain constant as gain 
is adjusted. An L-band amplifier is described in 
detail. A discussion of various ways of handling 
the idler channel follows. The technique of in¬ 
pass-band pumping achieves an effective NF 
of 2.5 db or better in radars with conventional 
detection. Complications arise with Moving 
Target Indicator (MTI) systems; remedies are 
described. 

The paper reports on field tests in which 
these techniques were used, including a few 
flight tests. The results show substantial im¬ 
provements in sensitivity and range. They also 
spotlight the ability of the EBPA to tolerate 
high overload and to act somewhat like a TR 
switch. 

Design Considerations for Parametric 
Amplifier Low-Noise Performance—C. R. 
Boyd, Jr. (p. 72) 

The basic characteristics of parametric 
amplifiers are reviewed briefly, with particular 
emphasis on the limitations on low-noise per¬ 
formance resulting from diode losses. Normal¬ 
ized curves showing the minimum excess tem¬ 
perature of a parametric amplifier for various 
spectrum arrangements are presented, where 
the normalizing factor is the degenerate-mode 
gain cutoff frequency. Experimental evidence 
consisting of noise figure measurements on an 
X-band amplifier is used to relate this cutoff 
frequency to an easily and commonly measured 
diode quality factor. Design considerations for 
a hypothetical L-band parametric amplifier are 
discussed to illustrate the implications of the 
noise analysis. 

Steerable Array Radars —Frank C. Ogg, 
Jr. (p. 80) 

The general characteristics of radars using 
large planar steerable array antennas are dis¬ 
cussed. The need for an amplifier for each ele¬ 
ment is shown, and the tolerances and stability 
requirements for the amplifiers are discussed. 
Array geometry, pattern formation and gain, 
mutual coupling, and beam-steering tech¬ 
niques are summarized. Element minimization 
and signal-processing techniques are analyzed. 

Signal and Data-Processing Antennas — 
G. O. Young and A. Ksienski (p. 94) 

This paper treats the antenna as an informa¬ 
tion processing device, and applies the con¬ 
cepts of modern information theory to the de¬ 
sign of antennas and to the optimization of 
their performance. The principal optimization 
criterion employed is maximization of informa¬ 
tion or data rate. 

The general procedure is to treat the an¬ 
tenna as a spatial frequency filter which is being 
optimized subject to a given set of control in¬ 
puts. Given these specifications, the informa¬ 
tion rate is maximized with respect to the an¬ 
tenna system parameters subject to the phys¬ 
ical constraints of the system. 

It is shown that in a general antenna sys¬ 
tem where noise is introduced in both the ob¬ 
ject and image space, the optimum antenna 
aperture distribution is uniform. When the im¬ 
age, or receiver, noise is zero, the useful output 
information content and rate are independent 
of the aperture distribution. An equation relat¬ 
ing the signal and noise spectra and the aper¬ 
ture distribution is derived which shows the 
way in which the signal should be coded so as 
to maximize the information content. Process¬ 
ing is discussed generally, and a specific non¬ 
linear processing scheme is analyzed. The gen¬ 
eral conclusion is that nonlinear processing de¬ 
grades the useful information rate when the 
SNR is low whereas it may improve the rate at 
high SNRs. Finally, a number of specific mili¬ 
tary and space applications of information 
processing antennas are considered. 

Signal Processing Techniques for Surveil¬ 
lance Radar Sets—C. A. Fowler, A. P. Uzzo, 
Jr., and A. E. Ruvin (p. 103) 

One of the major recent advances in radar 
technology has been in the processing of the 
received signals. Several techniques have been 
developed to enhance the desired signals (air¬ 
craft) relative to ground clutter, sea clutter, 
rain, interference from other radars, and active 
countermeasures. 

The following techniques are discussed: 
MTI, Sweep Integration, and Blanking and 
Switching. A signal processing system utilizing 
these techniques is described. 

Principles of Pulse Compression—H. O. 
Ramp and E. R. Wingrove (p. 109) 

For good radar system performance, a 
transmitted waveform is desired that has 
1) wide bandwidth for high range resolution 
and 2) long duration for high velocity resolu¬ 
tion and high transmitted energy. In a pulse¬ 
compression system, a long pulse of duration T 
and bandwidth F (product of T and F greater 
than one) is transmitted. Received echoes are 
processed to obtain short pulses of duration 
1/F. Compression ratio (the ratio of long-pulse 
duration to short-pulse duration) is thus the 
product T'F, and is a measure of the combined 
range and velocity resolution. 

Pulse compression occurs if a waveform 
with a nonlinear phase spectrum is passed 
through a filter “phase matched” to the wave¬ 
form. Phase matched means that the nonlinear 
part of the network phase response is the nega¬ 
tive of the nonlinear part of the waveform 
phase spectrum. 

The waveform with rectangular amplitude 
spectrum and parabolic phase spectrum is 
ideally suited for pulse compression. Band¬ 
width and duration can be independently speci¬ 
fied, duration-bandwidth products of 100 or 
more are presently feasible, and the waveform 
remains phase matched to one filter over a 
wide range of Doppler frequency shifts. 

Airborne Pulse-Doppler Radar—L. P. 
Goetz and J. D. Albright (p. 116) 

Doppler radars are employed for the detec¬ 
tion of moving targets whose radar echo area 
is much smaller than the ground clutter return. 
Moving targets are separated from clutter on 
a frequency basis by utilizing the Doppler phe¬ 
nomenon. Continuous-wave Doppler radars 
have a practical maximum-range capability be¬ 
cause the leak-through between the transmitter 
and receiver causes receiver saturation. This 
limitation is overcome in pulse-Doppler radar 
by time-sharing the transmitting and receiving 
cycles. This paper discusses a typical pulse-
Doppler radar and the basic design considera¬ 
tions for the selection of the pulse-recurrence 
frequency, elimination of clutter, range deter¬ 
mination, and oscillator stability requirements. 

A High-Resolution Radar Combat-Surveil¬ 
lance System—L. J. Cutrona, W. E. Vivian, 
E. N. Leith, and G. O. Hall (p. 127) 

An account is given of the development of 
the AN/UPD-1 (XPM-1) system. This air¬ 
borne mapping radar, by synthesizing an ex¬ 
tremely long antenna which expands in length 
in direct proportion to radar range, provides a 
linear resolution in the azimuth direction that 
is constant for all radar ranges. 

The Evolution and Application of Coherent 
Radar Systems -N. R. Gillespie. J. B. Higley, 
and N. MacKinnon (p. 131) 

A brief introduction to coherent radar ap¬ 
plications is given by discussing some basic 
pulse and CW systems. Comments on the his¬ 
torical development of these systems are fol¬ 
lowed by a general discussion of coherent radar 
parameter variations as they relate to the ac¬ 
curacy, resolution and ambiguity of target posi¬ 
tion or speed measurements. 

Interferometer Techniques Applied to Ra¬ 
dar—E. Gehrels and A. Parsons (p. 139) 

A method is described for measuring the 
angular rate of a radar target by measuring the 
rate of change of the phase difference between 
radar echoes received at two widely separated 
antennas. It is shown that it is possible by the 
interferometer technique employed to obtain a 

direct measure of target angular velocity in 
much the same manner that Doppler measure¬ 
ments yield radial velocities. 

Three main questions existed concerning 
the basic feasibility of such an approach: 

1) Will the effect of the fluctuations in time 
of arrival arising from inhomogeneities 
in the atmosphere render the data incap¬ 
able of interpretation? 

2) Is sufficient phase stability obtainable 
in the equipment and in the transmission 
paths between widely’ separated sites to 
permit phase measurements of the re¬ 
quired accuracies? 

3) Will serious degradations in the data oc¬ 
cur as a result of shifts in the phase cen¬ 
ter of irregularly’ shaped tumbling ob¬ 
jects? 

New Techniques in Three-Dimensional 
Radar—Murray Simpson (p. 146) 

The definition and basic equations defining 
the performance of three-dimensional radar 
systems are given. In particular the param¬ 
eters defining data rate for different classes of 
three-dimensional radar are analyzed. Three-
dimensional radars are divided into three 
classes as follows: single beam-rapid scan sys¬ 
tems; multiple beam-scanning systems; and 
multiple beam-nonscanning systems. Each of 
these types is defined and compared in terms 
of important characteristics. It is shown that 
new developments in electronic scanning and 
multiple beam antennas have made feasible 
many of these new three-dimensional radar 
systems. A number of the more important 
antennas and their method of utilization in the 
three-dimensional radar equipment are des¬ 
cribed. Examples are given of two types of 
three-dimensional radar that are typical of two 
classes of this equipment. Finally’, some of the 
more important applications for modern three-
dimensional radar equipment are noted. 

Recent Advancements in Basic Radar 
Range Calculation Technique—L. V. Blake (p. 
154) 

A procedure for radar range calculation is 
described, reflecting current knowledge of the 
effects of external natural noise sources, at¬ 
mospheric-absorption losses, and the refractive 
effect of the normal atmosphere. The range 
equation is presented in terms of explicitly de¬ 
fined and readily evaluated quantities. Curves 
and equations are given for evaluating the 
quantities that are not ordinarily’ known by 
direct measurement. Some conventions are pro¬ 
posed for use in general radar range calculation, 
including an antenna-noise-temperature curve, 
minimum-detectable signal-to-noise ratio (“vis¬ 
ibility’ factor”) curves, and a formula for the 
reflection coefficient of a rough sea. A noise-
temperature table and a work-sheet for range 
calculation are included in the Appendix. 

Prediction of Coverage for Trans-Horizon 
HF Radar Systems -G. F. Ross and L. 
Schwartzman (p. 164) 

Coverage patterns for trans-horizon radar 
sy’stems can be predicted both analytically and 
empirically. Empirical methods are preferred 
because of their rapid application and lack of 
need for elaborate computing facilities. In addi¬ 
tion, the coverage techniques introduced may’ 
be used eventually’ to determine the slant 
range, absorption, and effective noise tempera¬ 
ture of trans-horizon radar systems. Some of 
the fundamental considerations which influ¬ 
ence the prediction of coverage, such as geo¬ 
graphical location, and the diurnal, seasonal, 
and anomalous behavior of the ionosphere, are 
discussed qualitatively. In spite of these fac¬ 
tors, however, it is shown how HF radar sy’s¬ 
tems overcome the line-of-sight limitations im¬ 
posed upon conventional microwave radar sys¬ 
tems and theoretically permit up to four or 
five times the range for a single hop. 

A New Display for FM CW Radars — 
Herbert H. Naidich (p. 172) 
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One of the limitations of FM/CW radars, 
often quoted in the literature, is in their inabil¬ 
ity to handle multiple targets. Several varia¬ 
tions of a comparatively simple Range/Range 
Rate Display, capable of handling and resolv¬ 
ing a large number of targets when used in con¬ 
junction with an FM/CW radar, are presented. 
The FM/CW plane and means for resolving 
target ambiguities are discussed, as well as sys¬ 
tem features, which, when used in conjunction 
with the displays, enable multifile target range 
and velocity information to be obtained and 
utilized simultaneously. 

Contributors (p. 179) 

Product Engineering and 
Production 

Vol. PEP-5, No. 2, June, 1961 
Message from the Editor (p. 1) 
Call for Papers (p. 2) 
Digital Microelectronic Equipment Prob¬ 

lems and Potentials—Aaron H. Coleman (p. 3) 
Major problems encountered in the design 

of a micromodule digital computer (MICRO-
PAC) for tactical operation within the Field 
Army are described and solutions presented. 
Such problems include module heat transfer, 
interconnection of modules and module as¬ 
semblies and selection of module assembly size 
and configuration. 

The utilization of the circuitry booklet con¬ 
figuration for module mounting, interconnec¬ 
tion and cooling is described. It is shown that 
reasonable air cooling will provide adequate 
heat transfer for several thousand modules dis¬ 
sipating an average of 120 milliwatts per mod¬ 
ule. The quantitative dependence of over-all 
circuitry packaging density upon connector pin 
per module requirements, type of booklet and 
harness wiring, booklet size and configuration, 
etc. is presented in analytical form. It is con¬ 
cluded that an over-all circuitry section (in¬ 
cluding connectors, backplane wiring, etc.) 
packaging density of 150,000 components per 
cubic foot is obtainable by the utilization of 
micromodules with an average packaging den¬ 
sity of slightly less than 500,000 components 
per cubic foot. 

The extent to which the equipment de¬ 
signer and user will achieve their objectives by 
the application of micromodules to military 
digital equipment is discussed. It is indicated 
that more than 60,000 modules (each contain¬ 
ing such logical elements as a Hip-Hop, two logic 
gates or equivalent) can be mounted, intercon¬ 
nected and adequately cooled within a volume 
occupied by a 6-foot rack. This dramatic re¬ 
duction of volume (and weight) is accompanied 
by a corresponding decrease in the equipment 
support or overhead cost per module. 

Philco High Speed Card Reader—N. M. 
Emslie (p. 13) 

This paper describes the mechanical and 
electrical design and operating characteristics 
of a high speed tabulating card reader. This 
unit, a prime input device to the Philco 2000 
Computer System, handles, and reads and 
checks cards at a peak rate of 38 full size tabu¬ 
lating cards per second. 

Design problem solutions in the picking and 
stacking area which make novel use of wrap 
clutches to provide an indexing card pick and 
an incremental stacking sensor are described in 
detail. The characteristics of the photosensitive 
reading station are also discussed. 

Investigation of Production Requirements 
for Solderless Wire Wrapped Electrical Con¬ 
nections—S. Plasker, A. II. Wenner, and C. A. 
Selzo (p. 17) 

A solderless wire wrapped electrical con¬ 
nection consists of tightly wrapping solid bare 
wire around a stationary terminal to produce a 
durable pressure connection. 

Properly made, the wrapped connection is a 
permanent, reliable electrical connection tliat 

can be produced faster than soldered connec¬ 
tions. The elimination of solder and heat detri¬ 
ments are distinct advantages over the soldered 
connection. Wire wrapping lends itself to auto¬ 
mation, and connections can be easily made on 
closely spaced terminals. While it is a mechan¬ 
ically strong connection, an individual con¬ 
nection is easily removed, simplifying modifica¬ 
tion and repair. However, this may be less of 
an advantage in multi-level wrapping. 

The increase in complexity of electronic 
equipment during the last decade has presented 
industry with some unique production prob¬ 
lems. Not the least of these has been the great 
increase in the number of electrical connec¬ 
tions. The need for speed in making this 
many connections, without decreasing quality, 
prompted IBM to expend considerable effort 
in identifying the variables that affect solder¬ 
less wire wrapping connections in order to de¬ 
fine the controls needed in production. At the 
present time, these connections are widely 
used by IBM in both commercial and military 
applications, and over 100 million solderless 
wrapped connections were made by IBM in 
1960. 

The use of the solderless wrapped connec¬ 
tion has grown steadily since the Bell System 
first made the new connection public in 1952. 
Extensive laboratory tests, performed prin¬ 
cipally by Bell Laboratories, and field experi¬ 
ence have verified the reliability of the con¬ 
nection. 

This paper describes the effect of the vari¬ 
ables involved in the wire wrapping process 
which were determined from the results of 
laboratory tests and manufacturing experience 
and the process controls required to assure the 
quality and reliability of production connec¬ 
tions. 

To meet process requirements consistently, 
the many variables inherent in the solderless 
wire wrapping process must be considered. 
These variables will be discussed under the ma¬ 
jor variable factors involved in the process. 

A Miniature 90X 10 Solid State Multiplexer 
—S. G. Kritzstein and A. V. Ottaviano (p. 29) 

The evaluation of a completely solid state 
electronic multiplexer, with a capacity of 90 
channels, is presented. Electrical operation is 
described as well as mechanical fabrication. A 
comparison of two types of packaging tech¬ 
niques is made. 

Analysis of a Tri-Dimensional Feed Horn 
Support Structure -Z. M. Slusarek (p. 38) 

The design and test analysis of a space 
structure is presented. 

A correlation coefficient, developed from 
experimental stress analysis and performed on 
a full scale model under partial loading in the 
laboratory was used to predict the performance 
of the structure under actual loading. The re¬ 
sults from over 100 tests are shown and dis¬ 
cussed. 

The Atlas Missile Autopilot—A Case His¬ 
tory of PGPEP Principles in Action—Jolin H. 
Hauser (p. 50) 

The approach used in introducing elec¬ 
tronic packaging utilizing printed wiring boards 
in the production design of the ATLAS MIS¬ 
SILE AUTOPILOT is described. An inte¬ 
grated system design approach from circuit 
schematic to finished product is demonstrated 
by explanation of design standards adopted 
and the use of eleven (11) specifications, which 
covered materials, parts, processes and as¬ 
sembly techniques, as requirement documents 
on applicable part and assembly drawings. 

The role of the specialist as coordinator and 
integrator of cognizant departmental functions 
involved in the task is discussed. Printed wir¬ 
ing board parts are used as a specific example 
to show how Engineering, Purchasing. Process¬ 
ing, Assembly, Inspection, Testing and Quality 
Assurance tasks are related. 

Design Production Coordination for Reduc¬ 
ing Lead Time in the AHSR Radar System— 

Judd Blass, Eugene Arelt, and \V. L. Maxson 
(p. 63) 

Thermal Design Solutions for Micro-
Modular Equipment—Gerard Rezek and Paul 
K. Taylor (p. 71) 

The Product Engineer and the Magnetic 
Thin Film -P. Kuttner (p. 85) 

Magnetic thin films have great potential as 
memory elements in digital computers. The 
properties of thin films are such that memories 
can be operated at speeds of the order of 100 
nanoseconds or less, non-destructively in cer¬ 
tain instances. While the elements themselves 
show great promise, there are many problems 
attendant to their use, the solution of which 
must come from experts in packaging tech¬ 
niques. 

Value Engineering and Product Engineer¬ 
ing—Carlos Fallon (p. 93) 

Value Engineering is coming of age. In the 
hands of experienced product engineers it can 
grow into a truly professional tool for improv¬ 
ing the competitive position of a company. It 
applies the precise techniques of science and 
engineering to those areas of evaluation, pro¬ 
gramming. and decision-making which have 
heretofore been governed by intuition. In esti¬ 
mating, bidding, and scheduling, Value Engi¬ 
neering saves not only money but also elapsed 
time. In design, development and production, 
it seeks the best ratio between desirable quali¬ 
ties and their cost in available resources. 

This paper will illustrate how Value Engi¬ 
neering can be utilized within the conventional 
engineering disciplines to provide the quanti¬ 
tative data necessary for better balanced speci¬ 
fications, for reducing areas of uncertainty in 
product planning, and for better decisions in 
both product design and program management. 

Epoxy Resin Molds for Encapsulating Elec¬ 
tronic Circuitry into Modules lohn J. Tallent 
(p. 98) 

This paper discusses the various proced¬ 
ures, methods and recommendations involving 
the encapsulation of electronic modules utiliz¬ 
ing conventional components. In addition this 
streamlined approach provides Engineering 
and Manufacturing a means to produce molds 
easily and economically, as well as a tool, 
which offers fabrication flexibility. 

Development of a Thermally Conductive 
Ceramic Component Board—Gerald H. Kriss 
and Louis J. Polaski (p. 104) 

This paper describes the development and 
evaluation of a ceramic component board hav¬ 
ing all circuit connections electrically insulated 
but thermally grounded. 

Individual circuits are encapsulated in 
epoxy parallelopipeds having large diameter 
leads of nickel clad copper wire. The leads in 
turn are resistance welded to metallic (Kovar) 
studs which have been brazed into an inorganic 
(Beryllium Oxide Ceramic) wafer having ex¬ 
ceedingly good thermal conductance. 

Interconnections between weld studs are 
accomplished by metalized plated runs. 

The component board assembly was then 
evaluated under simulated operating condi¬ 
tions, t.e., edge clamped to an infinite heat sink 
and in a vacuum environment. Internal heat 
rise within the circuit modules was monitored 
and compared to that found in another module 
which had not been welded to the board, and 
plots of the thermal gradients across the ce¬ 
ramic wafer were made. 

Sub-Modular Packaging of Airborne Elec¬ 
tronic Systems John F. Dalton (p. 112) 

A packaging concept has Ireen develoired to 
meet the flexible requirements demanded when 
producing systems for both large and small pro¬ 
duction runs of airborne electronic systems. 

Multilayer Etched Laminates: A New 
Packaging Design Tool —Norman Schuster and 
William Reimann (p. 114) 

High Density Electronic Packaging Via 
Welded Honeycomb Structures (Abstract) 
Charles W. Johnson (p. 128) 

Contributors (p. 129) 
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subsequent issues. The main changes arc: 

Artificial satellites: 
Semiconductor devices: 
Velocity-control tubes, 

klystrons, etc.: 
Quality of received sig¬ 

nal, propagation con¬ 
ditions, etc.: 

Color television: 

5S1.5O7.362.2 (PE 657) 
621.382 (PE 657) 

621.385.6 (PE 634) 

621.301.8 (PE 651) 
621.397.132 < PE 650) 

The “Extensions and Corrections to the 
UDC,” Ser. 3, No. 6, August, 1959, contains 
details of PE Notes 598 658. This and other 
UDC publications, including individual PE 
Notes, are obtainable from The International 
Federation for Documentation. Willem Witsen-
plein 6. The Hague, Netherlands, or from The 
British Standards Institution, 2 Park Street, 
London, W. 1, England. 

ACOUSTICS AND AUDIO FREQUENCIES 

534.213.4 2063 
On the Transmission of Acoustic Waves 

through a Circular Channel of a Thick Wall -
V. Nomura and S. Inawashiro. (Sei. Repls. Res. 
Inst. Tohoku Univ., Ser. B, vol. 12, no. 1, pp. 
57-71; 1960.) 

A list of organizations which have avail¬ 
able English translations of Russian 
journals in the electronics and allied 
fields appears each June and December 
at the end of the Abstracts and Ref¬ 
erences section. 

The Index to the Abstracts and References published in the PROC. IRE from 
February, 1959 through January, 1960 is published by the PROC. IRE, June, 1960, 
Part II. It is also published by Electronic Technology (incorporating Wireless 
Engineer and Electronic and Radio Engineer) and included in the March, 1961 is¬ 
sue of that Journal. Included with the Index is a selected list of journals scanned 
for abstracting with publishers* addresses. 

534.232-14:534.6.089.6 2064 
Sonar Transducer Pulse Calibration Sys¬ 

tem J. D. Wallace and E. W. McMorrow. (J. 
Acoust. Soc. Am., vol. 33, pp. 75-84; January, 
1961.) The development of equipment and 
techniques for making measurements on under¬ 
water transducers is described. 

534.283—8:537.312.62 2065 
Ultrasonic Attenuation in Superconductors 

—T. Tsuneto. (Phys. Rev., vol. 121, pp. 402-
415; January, 1961.) A general treatment of 
ultrasonic attenuation of both longitudinal and 
transverse waves in superconductors is given on 
the basis of the Bardeen-Coo|>er-Schrieffer 
theory. 

534.441.2 2066 
An Acoustic Spectrum Analyser with Elec¬ 

tronic Scanning D. J. II. Admiraal. (Philips 
Tech. Rev., vol. 21, pp. 349-356; October, 1960.) 
I mprovements have been made to earlier equip¬ 
ment [ibid., vol. 7, pp. 50-58; 1942 (Beljers)] 
by using semiconductor diodes and transistors. 

534.614-8:621.3.018.75 2067 
Pulse Superposition Method for Measuring 

Ultrasonic Wave Velocities in Solids—II. J. 
McSkimin. (J. A const. Soc. Am., vol. 33, pp. 
12 16; January, 1961.) Details are given of a 
pulse superposition technique which takes into 
account the coupling effect when a quartz 
transducer is cemented to the specimen. 

534.8 2068 
Some Periodic Variations in Low-Frequency 

Acoustic Ambient Noise Levels in the Ocean 
G. M. Wenz. (J. Acoust. Soc. .4m., vol. 33, 
pp. 64 74; January, 1961.) 

534.84 2069 
New Distortion Criterion -E. R. Wigan. 

(Electronic Tech., vol. 38. pp. 128-137 and 
163 174; April and May, 1961.) A formula, de¬ 
scribed as the “distortion criterion,” is derived 
from the results of an analysis of audience re¬ 
action to nonlinear distortion. 

534.84 2070 
The Damping of ‘Eigentones’ in Small 

Rooms by Helmholtz Resonators—F. J. van 
Leeuwen. (E.B.U. Rev., pp. 155-161; August, 
1960.) The natural oscillation or “boom” of 
small rooms is considered theoretically. Damp¬ 
ing of this effect can be achieved by means of 
small Helmholtz resonators. A design formula 
is given for these resonators, and suggestions 
are made regarding installation. 

534.844.1 + 621.317.2:538.566.08 2071 
Reverberation Chamber Technique and 

Construction of a Large Reverberation Cham¬ 
ber for Electromagnetic Waves -Meyer, Hei¬ 
berg, and Vogel. (See 2325.) 

621.395.623.7.001.4 2072 
Performance Tests on Loudspeakers 

M. T. Haitjema, W. Kopinga, and S. J. Porte. 
(Philips Tech. Rev., vol. 21, pp. 362-372; 
October, 1960.) Sound pressure, electrical im¬ 
pedance and efficiency are measured as a func¬ 
tion of frequency. Methods of determining 
transient response, resonance frequency and 
directivity are given. 

ANTENNAS AND TRANSMISSION LINES 

621.372.2 2073 
The Helix as a Transmission Line for Wave¬ 

guide Modes—G. Piefke. (Nachriech. Z., vol. 
13, pp. 335 341; July, 1960.) Results of earlier 
work (e.g., 2459 of 1949) are summarized and 
discussed treating the helical line as a wave¬ 
guide in any external medium and taking ac¬ 
count of the finite wire thickness. 

621.372.2:537.312.62 2074 
Field Solution for a Thin-Film Supercon¬ 

ducting Strip Transmission Line—J. C. Swi-
hart. (J. Appl. Phys., vol. 32, pp. 461-469; 
March, 1961.) A sinusoidal wave solution is 
found for a superconducting transmission line. 
This solution gives a slow mode of propagation. 
At low temperatures and frequencies where 
losses are low, the velocity is dispersionless. The 
solutions are continuous through the critical 
temperature. A lumped-circuit interpretation is 
given. 

621.372.2:621.319.74 2075 
The External Electromagnetic Fields of 

Shielded Transmission Lines—J. D. Meindl 
and E. R. Schatz. (Proc. IRE. vol. 49, p. 816; 
April, 1961.) 

621.372.2:621.372.44:621.375.9 2076 
Interpretation of the Transmission-Line 

Parameters with a Negative-Conductance 
Load and Application to Negative-Conductance 
Amplifiers—C. T. Stelzried. (Proc. IRE, vol. 
49, pp. 812 813; April, 1961.) Expressions are 
given for the reflection coefficient, power avail¬ 
able and standing-wave ratio. 

621.372.2:621.372.51 2077 
Note on a Balun: Solution by a Tapered 

Potential —C. C. Eaglesfield. (Proc. IRE, 
vol. 49, pp. 810-811; April, 1961.) The in¬ 
tuitive design of Duncan and Minerva (1489 of 
1960) has been replaced by a design depending 
on an analytic approach. 
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621.372.8.049.7 2078 
Waveguide Components—a Survey of 

Methods of Manufacture and Inspection 
D. J. Doughty. (J. Bril. IRE, vol. 21. pp. 
169 189; February, 1961). 59 references. 

621.372.81 2079 
Theory of Waveguides and Cavities: Part 

3—Perturbation Theory and Its Applications-
R. A. Waldron. (Electronic Tech., vol. 38, pp. 
178-183; May, 1961). Two applications are 
considered : a) the use of a cavity to measure the 
dielectric constant of a solid, and b) the attenu¬ 
ation in a waveguide due to the dielectric loss. 
Part 2: 1723 of June. 

621.372.823 2080 
Effect of a Radial Discontinuity in a Circu¬ 

lar Waveguide on the Propagation of a TE0> 
Wave—M. Jouguet. [Câbles ¿- Trans. (Paris), 
vol. 14, pp. 270 274; October, I960.] The rela¬ 
tive amplitudes of various TEo^-type parasitic 
waves (»>2) introduced by the discontinuity 
are determined. 

621.372.823 2081 
Mode Conversion in Metallic and Helix 

Waveguide—H. G. Unger. (Bell Sys. Tech. J.. 
vol. 40. pp. 613-626; March, 1961.) Mathe¬ 
matical solutions are given for mode conversion 
and transmission losses due to mechanical im¬ 
perfections. 

621.372.823 2082 
Winding Tolerances in Helix Waveguide -

H. G. Unger. (Bell Sys. Tech. J., vol. 40, pp. 
627-643; March, 1961. Various causes of losses 
in circular electric waves are considered. The 
most significant loss is shown to be due to an 
irregular tilt of the winding, for which an ex¬ 
pression is derived. 

621.372.823:621.372.83 2083 
Reflections and Mode Conversions in Im¬ 

perfect Junctions of TEm-Wave Transmission 
Line -K. Noda. (Rev. Elec. Commun. Lab., 
Japan, vol. 8, pp. 549 559; November/Decem-
ber. I960.) The effects of tilt and offset between 
the waveguide axes, and of an elliptical cross 
section in one waveguide are calculated. 

621.372.823:621.372.852.23 2084 
The H„„ Mode in Circular Waveguide with 

Equidistant and Coaxially Arranged Band-
Shaped Rings of Perfect Conductivity H 
Buchholz. (Arch. Elektrotech., vol. 45, pp. 249-
264; July, 1960.) The effect of a periodic struc¬ 
ture consisting of thin narrow rings inside 
a perfectly conducting waveguide is investi¬ 
gated. An approximate solution is derived for 
the phase shift along this system. 

621.372.826 + 621.391.814:537.56 2085 
Propagation of Electromagnetic Waves 

along a Thin Plasma Sheet -Wait. (See 2352.) 

621.372.826 + 621.391.814.029.64 2086 
TE Surface Waves Guided by a Dielectric-

Covered Metal Plane -Morris and Mungall 
(See 2353.) 

621.372.829:621.396.677.7 2087 
Electromechanically Scanned Trough 

Waveguide Array W. Rotman and A. Maestri. 
(Electronics, vol. 34, pp. 54 57; March. 1961.) 
An asymmetrical obstacle introduced into a 
trough waveguide changes transmission from a 
nonradiating to a radiating mode. 

621.372.852.323 2088 
Theoretical Study of Nonreciprocal Reso¬ 

nant Isolators J. B. Davies. (Philips Res. 
Repts., vol. 15, pp. 401-432; October, 1960.) 
The attenuation in each direction is calculated 
as a function of frequency for various ferrite 
shapes within rectangular waveguide propa¬ 
gating the dominant TE mode. Perturbation 

theory is used and the results are valid only for 
small volumes of ferrite. 

621.396.67.012.12:621.317.3 2089 
Measurements on Transmitter Aerials of 

the Austrian Broadcasting Service with the aid 
of a Helicopter -E. Kohlgruber. (Radioschau, 
vol. 10, pp. 248-250; July, 1960.) A brief de¬ 
scription is given of the procedure and technical 
equipment used for the measurement of hori¬ 
zontal and vertical radiation diagrams of broad¬ 
cast and television transmitter antennas. 

621.396.673.011.21 2090 
Impedance of a Monopole Antenna with a 

Circular Conducting-Disk Ground System on 
the Surface of a Lossy Half-Space—S. W. 
Maley and R. J. King. (J. Res. NBS, vol. 65D, 
pp. 183-188; March and April, 1961.) The base 
impedance of a X/4 monopole is calculated by 
three different methods, and measured experi¬ 
mentally at 3 cm X using a water-filled tank. 

621.396.677:523.164 2091 
The Radio Telescope for 7.9 Metres Wave¬ 

length at the Mullard Observatory—Costain 
and Smith. (See 2177.) 

621.396.677.029.45/.51 2092 
Some Preliminary Experimental Tests of a 

Novel Method of Radiating at Very Low Fre¬ 
quencies R. N. Gould. (Nature, vol. 190, pp. 
332 333; April, 1961.) Experiments have been 
conducted in Scotland to assess the suitability 
of a long narrow strip of land as a radiator and 
to determine its characteristics. 3000 yards of 
cable were laid across the base of a peninsula 10 
miles long, each end of the cable being earthed 
in the sea, and the transmitter output of 50 w 
at 10 kc was applied to the midpoint. Prelimi¬ 
nary results demonstrate the feasibility of the 
proposals, though measurements were marred 
by capacitance effects between the cable and 
earth. 

621.396.677.3 2093 
Equivalence between Continuous and Dis¬ 

crete Radiating Arrays—A. Ksienski. (Cañad 
J. Phys., vol. 39. pp. 335-349; February. 1961 ) 
The agreement between the radiation patterns 
of arrays of sources and those of continuously 
illuminated apertures is shown to be close. The 
effect of varying element spacing is found. 

621.396.677.3 2094 
Two-Element Aerial Array—V. G. Welsby. 

(Electronic Tech., vol. 38, pp. 160-163; Mav, 
1961.) A two-element multiplicative system is 
described in which signal waveforms composed 
of a number of sinusoidal components are used 
to obtain a directional pattern comparable with 
that of a multi-element additive array. The 
principle may be applied to give a simplified 
electronic beam-scanning system. 

621.396.677.3.012.12:681.142 2095 
An Analogue Computer for Aerial Radiation 

Patterns H. Page, G. J. Phillips, and J. A. S. 
Fox. (E.B.U. Rev., no. 62A, pp. 146 149; 
August, 1960. Electronic F.ngrg., vol. 33, pp. 
206-212; April, 1961.) A detailed description is 
given of a computer for determining the hori¬ 
zontal radiation patterns of arrays consisting of 
identical elements. The currents in the elements 
may have any desired amplitude and phase. 
See also 2235 of 1960 (Mitchell). 

621.396.677.4 2096 
Plane Aerial with Periodically Bent Con¬ 

ductor G. V. Trentini. (Frequenz, vol. 14, pp. 
239-243; July, 1960.) A directional antenna is 
investigated which consists of a conductor bent 
periodically in one plane arranged in parallel 
with a sheet reflector at a spacing of about X/10. 
Narrow-beam radiation can be achieved, the 
direction of the main beam depending on fre¬ 

quency. Several arrangements, including a four-
antenna array for omnidirectional radiation, 
are discussed. 

621.396.677.8 2097 
Fresnel Region Fields of Circular Aperture 

Antennas M. K. Hu. (J. Res. NBS, vol. 65D, 
pp. 137-147; March and April. 1961.) An anal¬ 
ysis is given, with numerical results, for an¬ 
tennas with nonuniform illumination. 

621.396.677.8 2098 
Transient Behaviour of Aperture Antennas 

— B. R. Mayo and C. Polk. (Proc. IRE, vol. 
49. pp. 817 819; April, 1961.) Corrections to 
3373 of 1960 are given, together with additional 
conclusions. 

621.396.677.85:621.396.965 2099 
A High-Speed Scanning Radar Antenna— 

F. Valster. (Philips Tech. Rev., vol. 22. pp. 
29-35; November, 1960.) A description is given 
of an experimental installation using a Lune-
berg-lens scanning system at speeds up to 10 
rps. At these speeds the observation of fast¬ 
moving objects is greatly improved. 

AUTOMATIC COMPUTERS 

681.142 2100 
A Versatile Forcing-Function Generator— 

J. Morrison. (Electronic Engrg., vol. 33, pp. 
155-159; March. 1961.) An electronic generator 
for use with analog computers, which produces 
sine, square, triangular, ramp, step or impulse 
functions over the range 0.001 100 cps to an 
accuracy within J per cent is given. 

681.142:517.512.2 2101 
A Successful Version of the Beevers-

Macewan Fourier Synthesizer using Dekatron 
Counters J. W. Jeffery. (J. Sei. Instr., vol. 
38. pp. 119 125; April, 1961.) A Fourier syn¬ 
thesizer is described which allows a possible 100 
harmonics to be specified with amplitudes rang¬ 
ing from 1 100 units. Both positive and nega¬ 
tive harmonic components are acceptable. See 
248 of 1943 (Macewan and Bee vers). 

681.142:537.226 2102 
A Dielectric Drum Storage System—S. 

Morleigh. (J. Bril. IRE, vol. 21, pp. 211-219; 
March, 1961.) The basic theory of a dynamic 
electrostatic storage system is given. Experi¬ 
mental results with a ceramic drum are given; 
packing densities of 40 bits per inch were ob¬ 
tained with SNR's of 12:1. 

681.142:538.221:539.23 2103 
Designing Thin Magnetic Film Memories 

for High Speed Computers —E. E. Bittmann. 
(Electronics, vol. 34. pp. 39-41; March, 1961.) 
A storage system has been built which will 
store 320 words each of 8 bits and which has a 
cycle time of 0.2 psec. 

681.142:621.374.33 2104 
Current-Operated Diode Logic Gates—IL 

Reinecke, Jr. (Commun, and Electronics, pp. 
762-772; January. 1961.) The basic logic cir¬ 
cuits are described and practical examples are 
given. 

681.142:621.396.677.3.012.12 2105 
An Analogue Computer for Aerial Radiation 

Patterns—Page, Phillips, and Fox. (See 2095.) 

CIRCUITS AND CIRCUIT ELEMENTS 

621.318.57:621.372.44:539.23 2106 
Stable-Oscillation Conditions for the Mag¬ 

netic-Film Parametron—R. M. Sanders. (J. 
Appl. Phys., vol. 32, pp. 478-482; March. 
1961.) A mathematical analysis of a param¬ 
etron is given. This parametron uses a single-
domain magnetic film as the core of a nonlinear 
inductor absorbing energy from an alternating 
pump field and delivering energy to a signal 
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winding. Graphical means ot determining sta¬ 
bility conditions, amplitudes and phases ot the 
oscillating variables, and the range of operating 
frequencies are discussed. 

621.318.57:621.382.23:621.372.44 2107 
Microwave Bistable Circuits using Varactor 

Diodes -C. L. Heizman. (Proc. IRE. vol. 49, 
pp. 829 830; April, 1961.) Usinga 10-Gc carrier 
frequency, switching speed between states was 
less than 10 nsec. A threshold logic circuit with 
power gain is illustrated. 

621.318.57:621.382.3:621.376 2108 
Symmetrical Transistors as A.C. or D.C. 

Switches and their Applications in Modulator 
and Demodulator Circuits J. F. O. Evans, 
I). A. Gill, and B. R. Moffitt. (J. Brit. IKE, 
vol. 21, pp. 143-149; February, 1961.) 

621.319.45 2109 
An Investigation of Columbium as an Elec¬ 

trolytic Capacitor Metal A. Shtasel and H. T. 
Knight. (J. Eleclrocheni. Soc., vol. 108, pp. 
343 347; April, 1961.) The characteristics of 
capacitors prepared from Cb arc very similar to 
those of Ta, except that the working voltages 
are about one third and the de leakage currents 
about double that of similar Ta capacitors. 

621.372.4 2110 
Extension of a Theorem for Normal Passive 

Electrical Two-Poles in the Steady State—L. 
Lunelli. (Alta Frequenza, vol. 29. pp. 377-388; 
June-August, 1960.) The theorem of R. M. 
Cohn (Proc. Am. Math. Soc., vol. 1, pp. 316-
324; June, 1950) which gives the terminal 
resistance of a two-pole network as a function 
of the resistances of its elements, is extended 
to allow for n degrees of freedom of the network 
satisfying the reciprocity condition. 

621.372.4/.5:681.142 2111 
The Representation of Coupling-Free 

Branched Circuits on an Analogue Computer-
W. Schüssler. (Arch, elekt. Übertragung, vol. 14, 
pp. 327-334; August, 1960.) A method is given 
for simulating branched circuits on an analog 
computer so that each circuit component can 
be varied independently to determine its effect 
on circuit characteristics. See also 3737 ot 
1960. 

621.372.4:681.142 2112 
Realization of Second-Order Two-Pole 

Functions with Transformerless Canonical 
Circuits by means of Program-Controlled Com¬ 
puters —R. Unbehauen. (Nachriech. Z., vol. 13, 
pp. 321-326; July, I960.) 

621.372.413:621.318.134 2113 
The Size Effect of Ferrite Spheres -W. 

Hauser and L. Brown. (Quart. J. Meeh. A ppi. 
Math., vol. 13, pt. 3, pp. 257-271; August. 
1960.) The integral-equation technique is used 
to derive an approximate formula for the ap¬ 
parent susceptibility of a small ferrite sphere 
within a microwave cavity. Using a variational 
principle a first-order estimate is obtained for 
the effect of a plane wall and the effect of the 
size of the sphere. See 27 of 1960. 

621.372.5 2114 
Calculation of the Transfer Function from 

the Magnitude of the Transmission Factor — 
G. Wunsch. (Frequenz, vol. 14, pp. 244 247; 
July, I960.) A generalization and modification 
of Küpfmüller’s system theory to eliminate cer¬ 
tain contradictions with practical systems is 
given. 

621.372.5 2115 
The Matrix of a Recurrent Network of 

Equal Quadripoles (Representation of Any 
Power of a Matrix) —G. Doetsch. (Arch, elekt. 
Übertragung, vol. 14, pp. 335-340; August, 
1960.) An explicit expression is derived for the 

nth power of a matrix representing n equal four-
terminal networks in cascade. 

621.372.54 2116 
Synthesis of Electrical Filters from Operat¬ 

ing Parameters by Means of Zolotarëv Frac¬ 
tions—A. F. Ufel’man. [Radiotekhnika (Mos¬ 
cow), vol. 15, pp. 64 72; May. I960.] Design 
formulas are given in which special functions 
are avoided by using mathematical tables of 
Glowatzki (see 2051 of 1957) and which involve 
less calculation than is required using the 
Grossman formulas (2053 of 1957). 

621.372.54 2117 
Electrical Wave Filter with Prescribed 

Operating Characteristics—J. B. Fischer. 
(Arch, elekt. Übertragung, vol. 14, pp. 283 298; 
July, 1960.) Calculations are simplified by the 
application of image-parameter theory to filter 
design, which may outweigh the advantages of 
economy in circuit components resulting from 
the use of insertion-loss methods. Exact rela¬ 
tions are derived between the quadripole and 
insertion-loss characteristics of reactance quad¬ 
ripoles, and examples are given. 

621.372.54 2118 
Gaussian-Response Filter Design—M. Di-

shal. (Elec. Commun., vol. 36, pp. 3-26; 1959.) 
Exact data are given for the design of both low-
and band-pass filters having characteristics 
which are nth-order approximations to the per¬ 
fect Gaussian amplitude response, n being the 
number of elements in the complete filter. 

621.372.54 2119 
General Low-Pass and High-Pass Anti¬ 

metric Filters Inserted between Equal Re¬ 
sistances—J. E. Colin. [Câbles & Trans. (Paris), 
vol. 14, pp. 262-269; October, I960.] 

621.372.54:681.142 2120 
The Application of Electronic Digital Com¬ 

puters in Network Theory—H. Härtl. (Nachr-
tech. Z., vol. 13, pp. 313-316; July, I960.) The 
applications discussed are a) the synthesis of a 
quadripole reactance filter, and b) network 
analysis. 

621.372.54 + 621.372.57 j.029.42 2121 
Filter Circuits for Extremely Low Fre¬ 

quencies without the Use of Inductances — 
H. G. Jungmeister and H. L. König. (Arch, 
elekt. Übertragung, vol. 14, pp. 317-324; July, 
1960.) Filter-design procedure using double-T 
RC networks is described. Passive and active 
filter circuits are given. 

621.372.543.2:534.143 2122 
Electromechanical Quadripoles as Coupling 

Filters—E. Trzeba. (Hochfrequenz, und Elek-
troak., vol. 69, pp. 108 117; June, 1960.) The 
equivalent circuits of mechanical resonators 
and electromechanical transducers are derived 
and the design of band-pass filters consisting of 
input and output electromechanical trans¬ 
ducers coupled by a mechanical transmission 
line is described. 

621.372.543.2:621.372.412 2123 
Ceramic I.F. Transformers— R. C. V. 

Macario. (Wireless World, vol. 67, pp. 253 256; 
May, 1961.) The principles of design of the 
radial-mode resonator as used in IF circuits is 
discussed See 2124. 

621.372.543.2:621.372.412 2124 
Design Data for Band-Pass Ladder Filters 

employing Ceramic Resonators—R. C. V. 
Macario. (Electronic Engrg., vol. 33, pp. 171-
177; March, 1961.) Graphical and tabulated de¬ 
sign data based on image-parameter theory are 
given for filters comprising piezeoelectric disks 
resonating in a radial mode with or without 
capacitors. The ranges of center frequency. 

bandwidth and image impedance achievable 
are discussed. 

621.373.029.6:621.372.44 2125 
An Analysis of the Magnetic Second-Sub¬ 

harmonic Oscillator—A. Lavi and L. A. Finzi. 
(Proc. IRE. vol. 49, pp. 779-787; April, 1961.) 
The analysis refers to a parametric oscillator 
with two ferromagnetic cores. The steady-state 
operation with both current and voltage pump 
drives is studied to determine the values of the 
circuit parameters which will give subharmonic 
oscillations. The experimental waveforms are 
close to those predicted. 

621.373.42:621.372.44 2126 
Oscillator Circuits with Variable Parameters 

(Rheolinear Oscillators)—E. G. Woschni. 
(Hochfrequenz, und Elektroak., vol. 69, pp. 103-
108; June, I960.) Approximation formulas are 
given for determining pull-in range and gain of 
parametric oscillators; sinusoidal variation of 
capacitance and of attenuation are the cases 
particularly considered. See also 3560 of 1956. 

621.373.42.029.55:621.396.933 2127 
An Airborne Frequency Generating Unit for 

the H.F. Communication Band —T. F. Har¬ 
greaves, J. H. Gifford, and G. E. Smythe. 
(J. Brit. IRE, vol. 21, pp. 129-136; February. 
1961.) The unit gives an output frequency, 
with channel spacing of 1 kc, in the band 3.5-
26.5 Me. A variable oscillator is phase-locked 
to a frequency derived from a 5-Mc standard. 

621.373.421.13 2128 
Piezoelectric Excitation of Quartz Oscilla¬ 

tors Operating in the Thickness Mode by 
means of a Parallel Field R. Bechmann. 
(Arch, elekt. Übertragung, vol. 14. pp. 361 365; 
August, 1960.) The parallel-field excitation of 
AT- and BT-cut crystals is considered and its 
advantages are discussed. Equivalent circuits 
are given of two experimental oscillators, for 
750 kc and 1 Me using AT-cut quartz crystal 
resonators. See also 3544 of 1960. 

621.373.431.1 2129 
Frequency Control and Frequency Fluctua¬ 

tions of the Astable Multivibrator G. Linckel-
mann. (Arch, elekt. Übertragung, vol. 14, pp. 
299-313; July, 1960.) A modified multivibrator 
circuit is given which permits frequency varia¬ 
tion over the range 1:400 by means of grid bias 
control. The causes of fluctuations of pulse 
repetition frequency are investigated and de¬ 
sign formulas are derived for minimizing these 
effects. 

621.373.52 2130 
High-Frequency Transistor Polyphase Os¬ 

cillator -T. Takagi and K. Mano. (Sei. Repls. 
Res. Inst. Tohoku Univ., Ser. B, vol. 12, no. 1, 
pp. 27 39; 1960.) Conditions for oscillation of a 
polyphase transistor oscillator are developed 
from its tube equivalent (791 of March). Ex¬ 
perimental results show the relative perform¬ 
ances of single, polyphase, and push-pull tran¬ 
sistor oscillators and demonstrate the superior¬ 
ity of the polyphase oscillator when a high 
power output is required at high frequencies. 

621.374.4:621.372.8 2131 
Waveguide Harmonic Generators J. 

Brown. (Proc. IRE, vol. 49, p. 825; April, 
1961.) The generator suggested by Hedderly 
(4144 of 1960) is regarded as a multiphase rec¬ 
tifier circuit. 

621.374.4:621.396.62 2132 
The Synthesis of High-Purity Oscillations 

Suitable for Single Sideband Receivers P. S. 
Carnt and E. Ribchester. (J. Brit. I RE, vol. 
21, pp. 237 240; March, 1961.) A phase-locked 
oscillator has its output mixed with part of a 
100-kc spectrum to form an IF in the region 
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900-1000 kc. An interpolating signal with un¬ 
wanted components 40 db down is used to lock 
the loop. Frequencies at 1-kc intervals between 
3 and 30 Me are derived. 

621.374.4.029.65 2133 
Harmonic Generators for the 40000-Mc/s 

Band—L. Grifone. (Ricerca Sei., vol. 30, pp. 
1214-1220; August, 1960.) A description of two 
signal generators covering the ranges 31-41 and 
39 51 Gc is given. They incorporate a 9-Gc 
klystron oscillator and Si-diode frequency mul¬ 
tipliers (665 of 1955.) 

621.375.221 2134 
Increase of the Gain of a Wide-Band Dis¬ 

tributed Amplifier by Compensation of its 
Zeroes and by Arrangement of the Residual 
Poles in a Tchebycheff Ellipse- J. Koch. (Arch, 
elekt. Übertragung, vol. 14, pp. 348-360; August, 
1960.) A set of equations is obtained for a two-
tube distributed amplifier, and its component 
values and characteristics are calculated for a 
limiting frequency of 300 Me. General formulas 
for distributed amplifiers with any number of 
tubes are derived. Theoretical results are 
verified with the aid of an experimental two-
tube circuit. The Tchebycheff-type amplifier is 
shown to have a gain greater, by' a factor of 
1.84, than the conventional distributed 
amplifier. 

621.375.4 2135 
Bandpass Transistor Amplifiers—C. J. 

McCluskey. (Electronic Tech., vol. 38. pp. 
183-187 ; May, 1961.) A determinant method is 
given for the analysis of amplitude and phase 
responses of tuned amplifiers having complex 
internal feedback circuits. 

621.375.9:621.372.44 2136 
A Wide-Band Single-Diode Parametric 

Amplifier using Filter Techniques—A. G. 
Little. (Proc. IRE, vol. 49, pp. 821-822; April, 
1961.) An arrangement is described using 
parallel-tuned circuits at appropriate points 
along the signal line to give bandwidths up to 
130 Me at a center frequency of 3.3 Gc. 

621.375.9:621.372.44 2137 
A Nondegenerate S-Band Parametric Am¬ 

plifier with Wide Bandwidth—G. Schaffner and 
F. Voorhaar. (Proc. IRE, vol. 49, pp. 824 825; 
April, 1961.) Band-pass filters in the input and 
idler circuits are used to give a bandwidth of 
80 Me at a center frequency of 2.5 Gc. Opera¬ 
tion in four different modes is possible. 

621.375.9:621.372.44 2138 
A Nearly Optimum Wide-Band Degenerate 

Parametric Amplifier -M. Gilden and G. L. 
Matthaei. (Proc. IRE, vol. 49, pp. 833-834; 
April, 1961.) A double-resonator single-diode 
design with 3-db bandwidth of 210 Me centered 
on 1 Gc is given. 

621.375.9:621.372.44:621.372.2 2139 
Interpretation of the Transmission-Line 

Parameters with a Negative-Conductance 
Load and Application to Negative-Conductance 
Amplifiers—Stelzried. (See 2076.) 

621.375.9:621.372.44:621.385.6 2140 
Behavior of Thermal Noise and Beam Noise 

in a Quadrupole Amplifier—R. Adler and G. 
Wade. (Proc. IRE, vol. 49, p. 802; April, 1961.) 

621.375.9:621.382.23 2141 
A Broad-Band Tunnel-Diode Amplifier— 

N. F. Moody and A. G. Wacker. (Proc. IRE, 
vol. 49, p. 835; April, 1961.) A first-order tlwory 
for an amplifier using tunnel diodes is presented. 
The series resistance and inductance of the 
diodes is neglected except where stability is con¬ 
cerned. The amplifier could be built using strip 
or coaxial lines. 

621.376.223 2142 
Elimination of Even-Order Modulation in 

Rectifier Modulators —D. G. Tucker. (J Brit. 
IRE, vol. 21, pp. 161-167; February, 1961.) 
The time-varying-resistance function of the 
modulator is considered not to be a square wave 
but to contain even-order carrier harmonics. 

621.376.223 2143 
The Relative Magnitude of Modulation 

Products in Rectifier Modulators and some 
Effects of Feedback D. P. Howson. (J. Bril. 
IRE, vol. 21, pp. 275-281; March, 1961.) The 
various modulation products occurring in 
series, shunt and ring modulators are evaluated 
for square-wave switching of the rectifiers as¬ 
suming that the terminations are resistive. The 
information is used in the design of feedback 
modulators. 

621.376.33 2144 
The Round-Travis Discriminator K. R. 

Sturley. (Electronic Tech., vol. 38, pp. 186-189; 
May, 1961.) A re-examination of Johnstone’s 
analysis of the Round-Travis amplitude dis¬ 
criminator (1220 of 1957) shows that the con¬ 
ditions indicated are not those giving minimum 
distortion; a correction is proposed. 

GENERAL PHYSICS 

530.162:621.391.822 2145 
Thermal Noise in Dissipative Media— 

11. A. Haus. (J. Appl. Phys., vol. 32, pp. 493-
500; March, 1961.) To account for the spon¬ 
taneous thermal fluctuations in a general dis¬ 
sipative medium, a current-source term is in¬ 
troduced into Maxwell’s equations. The results 
are applicable to nonuniform media and to 
media at nonuniform temperatures. 

537.311.33 2146 
Theory of Electron-Phonon Interactions— 

G. D. Whitfield. (Phys. Rev., vol. 121, pp. 720-
734; February, 1961.) “The theory' of the inter¬ 
action of electrons and acoustic phonons in non¬ 
polar crystals has been formulated in terms of 
a new set of basis states, whose wave functions 
are essentially Bloch functions that deform 
with the lattice. The major part of the inter¬ 
action may then be calculated in terms of the 
strain tensor rather than the displacement of 
the lattice. A result of the theory is a generali¬ 
zation of the deformation potential theorem." 

537.525.72:538.569 2147 
A Gas Discharge Free in Space, Glowing 

at the Focus of a Radar Paraboloid—J. Geerk 
and H. Kleinwächter. (Z. Phys., vol. 159, pp. 
378-383; August, 1960.) An electrodek‘ss gas 
discharge in a low-pressure vessel was achieved 
using an arrangement of two paraboloidal mir¬ 
rors and coherent EM radiation at 3 cm X. 

537.529:537.311 2148 
On the Relation between Zener Breakdown 

and Residual Resistance in Crystals P. Gosar. 
(Numo Cim., vol. 18, pp. 241-250; October, 
1960. In English.) The theory of Zener break¬ 
down in crystals is extended to the case of very 
strong electric fields. 

537.533.8 2149 
Energy Dissipation and Secondary Electron 

Emission in Solids —H. Kanter. (Phys. Rev., 
vol. 121, pp. 677-681; February, 1961.) Ex¬ 
periments show a proportionality between 
secondary-electron yield and energy' dissipation 
by incident electrons. 

537.533.8 2150 
Contribution of Back-Scattered Electrons 

to Secondary-Electron Formation- H. Kantet. 
(Phys. Rev., vol. 121, pp. 681-684; February, 
1961.) The contribution observed was large 
even in materials of low Z; it was 40 per cent in 
Al for 10-kev electrons. 

537.56 2151 
Pulse Conduction in Decaying Plasma -

V. Arunasalam and J. D. Trimmer. (Rev. Sei. 
Instr., vol. 32, pp. 282 285; March, 1961.) 
Apparatus has been constructed in which 
plasma, ionized by 144-Mc RF excitation, is 
subjected to repeated submicrosecond voltage 
pulses immediately after excitation is removed; 
the current is measured. 

537.56 2152 
Generation and Measurement of Highly 

Ionized Quiescent Plasmas in Steady State 
R. C. Knechtli and J. Y. Wada. (Phys. Rev. 
Lett., vol. 6, pp. 215 217; March, 1961.) A 
simple generation technique is described. Ex¬ 
perimental results validate double-probe meas¬ 
urements, indicate purely ambipolar diffusion 
in homogeneous de magnetic fields and give a 
recombination coefficient of Cs plasmas below 
10~10 cm3 sec-1. 

537.56 2153 
Drift Velocities of Slow Electrons in Helium, 

Neon, Argon, Hydrogen and Nitrogen—J. L. 
Pack and A. V. Phelps. (Phys. Rev., vol. 121, 
pp. 798-806; February, 1961.) 

537.56:537.533 2154 
Electromagnetic Interaction of a Beam of 

Charged Particles with Plasma -J. Neufeld 
and P. H. Doyle. (Phys. Rev., vol. 121, pp. 645 
658; February', 1961.) The theory' of growing 
plasma waves is generalized to include waves 
propagated in directions other than the beam 
direction. 

537.56:538.566 2155 
A Method for Measuring High Electron 

Densities in Plasmas —S. Takeda and M. Roux. 
(J. Phys. Soc. Japan, vol. 16, pp. 95-98; Janu¬ 
ary, 1961.) It is proposed that the standing¬ 
wave pattern produced by plane microwaves at 
the plasma boundary be measured to give the 
complex reflection coefficient which is related to 
the electron density and collision frequency. 

537.56:538.63 2156 
Diffusion of Plasma across a Magnetic 

Field—J. B. Taylor. (Phys. Rev. Lett., vol. 6. 
pp. 262-263; March, 1961.) 

537.56:621.372.8 2157 
The Influence of the Langmuir Stratum be¬ 

tween Plasma and Container Wall on Wave 
Propagation in a Plasma Cable—W. O. Schu¬ 
mann. (Z. angew. Phys., vol. 12, pp. 298-300-
July, 1960.) See also 1121 of April. 

538.12:538.221 2158 
Field External to Open-Structure Magnetic 

Devices Represented by Ellipsoid or Spheroid 
—H. Chang (Brit. J. Appl. Phys , vol. 12, pp. 
160-163; April. 1961.) Mathematical expres¬ 
sions for the fields are given and curves are 
plotted with dimensional ratio as parameter. 

538.56:537.56 2159 
The Electromagnetic Fields of a Dipole in 

the Presence of a Thin Plasma Sheet |. R. 
Wait. (Appl. Sei. Res., vol. B8, nos. 5/6, pp. 
397 417; 1960.) An extension of Poeverlcin’s 
work (3604 of 1958) is given. Under the assump¬ 
tion that the thickness of the slab is small, ex¬ 
pressions for the resultant fields are obtained 
See also 2352. 

538.566 2160 
Impedance Boundary Conditions for Im¬ 

perfectly Conducting Surfaces—T. B. A. 
Senior. (Appl. Sei. Res., vol. B8, nos. 5/6, pp’ 
418-436; 1960.) It is shown how the exact EM 
boundary' conditions at the surface of a ma¬ 
terial of large refractive index can be approxi¬ 
mated to yield the usual impedance or Leonto-
vich boundary conditions. (See, e.g., 1901 of 
1947 (Leontovich and Fock)]. 
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538.566 2161
Propagation of Electromagnetic Surface 

Waves along Wedge Surfaces -W. E. Wil¬ 
liams (Quart. J. Meeh. Appl. Math., vol. 13, pt. 
3, pp. 278-284; August, 1960.) The conditions 
under which surface waves can be excited by a 
plane EM wave incident on a wedge are deter-
mined. 

538.566 2162
Impedance Boundary Conditions for Sta¬ 

tistically Rough Surfaces—T. B. A. Senior. 
(Appl. Sei. Res., vol. B8. nos. 5/6, pp. 437-462; 
1960.) 

538.566:535.42 2163 
Scalar Diffraction by a Prolate Spheroid at 

Low Frequencies-- T. B. A. Senior. (Cañad. J. 
Phys., vol. 38, pp. 1632-1641; December, 1960.) 

538.566:535.43 2164

Scattering by a Narrow Unidirectionally 
Conducting Infinite Strip—S. R. Seshadri. 
(Cañad. J. Phys., vol. 38, pp. 1623-1631; De¬ 
cember, 1960.) Expressions for the far-zone 
fields and the first two terms in the series for 
the total scattering cross section are obtained. 

538.566:535.43 2165 
Backscattering from a Conducting Cylinder 

with a Surrounding Shell M. A. Plonus. 
(Cañad. J. Phys., vol. 38. pp. 1665-1676; 
December, 1960.) 

538.566:535.43 2166 
Scattering by a Grating: Parts 1 and 2— 

R. F. Millar. (Cañad. J. Phys., vol. 39, pp. 
81-118; January, 1961.) Anomalies occur in the 
angular spectrum of plane waves scattered by 
a grating when any of the waves propagate 
tangentially along the surface. This behavior is 
analyzed theoretically for a wave function 
vanishing on the grating elements, and for the 
derivative of the wave function vanishing. 

538.566:537.56 2167 
Nonlinear Interaction of an Electromagnetic 

Wave with a Plasma Layer in the Presence of 
a Static Magnetic Field : Part 1—Theory of 
Harmonic Generation—R. 1*. Whitmer and 
E. B. Barrett. (Phys. Ree., vol. 121, pp. 661-
668; February, 1961.) Theory of propagation 
through an anisotropic ionized layer, as a func¬ 
tion of H, n„ v, incident field strength, and 
layer thickness, is presented. 

538.566.2 2168 
Penetration of Microwaves into the Rarer 

Medium in Total Reflection—J. J. Brady, 
R. O. Brick, and M. D. Pearson. (J. Opt. Soc. 
Am., vol. 50. pp. 1080 1084; November, 1960.) 
Using right-angle prisms separated by a narrow 
air gap, transmission and reflection coefficients 
of paraffin, sulphur and NaCI have been meas¬ 
ured at 3 cm X as a function of the gap width. 

538.566.2 2169 
Refraction and Diffraction of Pulses 

W. E. Williams. (Cañad. J. Phys., vol. 39, pp. 
272 275; February. 1961.) A solution for re¬ 
flection and refraction of a plane pulse at a 
plane surface is obtained by Fourier synthesis 
using a method which is also valid when total 
reflection occurs. 

538.569.4:535.853 2170 
A Spectrometer for Paramagnetic Electron 

Resonance with Different Methods of Detec¬ 
tion D. Bösnecker. (Z. angew. Phys., vol. 12, 
pp. 306-314; July, 1960.) The equipment de¬ 
scribed can be used for the klystron frequency¬ 
modulation and magnetic sweep methods of 
measurement. 

538.569.4:538.221 2171 
Theory of Ferro- and Antiferro-magnetic 

Resonance Absorption—T. Oguchi and A. 

Honma. (J. Phys. Soc. Japan, vol. 16, pp. 
79-94; January, 1961.) 

538.569.4:538.221:621.318.134 2172 
Longitudinal Ferrimagnetic Resonances— 

R. K. Wangsness. (Phys. Rev., vol. 121, p. 472; 
January, 1961.) Susceptibility components are 
calculated for a triangular ferrimagnetic system 
when the oscillating field is parallel to both the 
constant field and the net magnetization. See 
also 499 of February. 

538.569.4:538.221:621.318.134 2173 
The Relation of Transition Parameters for 

Linear Processes to Measurable Parameters in 
Ferrimagnetic Resonance—P. E. Seiden. (J. 
Phys. Chern. Solids, vol. 17, pp. 259 266; Janu¬ 
ary, 1961.) Calculated expressions include the 
effect of the reaction of spin waves back on to 
the uniform precession. The consequences of its 
neglect in previous calculations by others are 
discussed. 

538.569.4:621.375.9:535.61-1/2 2174 
Confocal Multimode Resonator for Milli¬ 

metre through Optical Wavelength Masers 
G. D. Boyd and J. P. Gordon. (Bell Sys. Tech. 
J., vol. 40, pp. 489-508; March, 1961.) The 
mode patterns and diffraction losses are ob¬ 
tained for a resonator formed by two concave 
spherical reflectors. These are shown to lx? a 
minimum when the reflector spacing equals the 
common radius of curvature of the reflectors. 
The optical alignment is not extremely critical. 

538.569.4:621.375.9:535.61-2 2175 
Resonant Modes in a Maser Interferometer 

—A. G. Fox and T. Li. (Bell Sys. Tech. J., vol. 
40, pp. 453-488; March, 1961.) A theoretical 
investigation is made of the diffraction of EM 
waves in Fabry-Perot interferometers when 
used as resonators in optical masers. Curves for 
field distribution and diffraction loss are given 
for different mirror geometries and different 
modes. 

539.2 2176 
Collective Excitation of Electrons in De¬ 

generate Bands: Part 2—Collective Excitations 
in a Metallic /»-Band —T. Izuyama. (Prog. 
Theoret. Phys., vol. 24, pp. 899 907; October, 
1960.) Part 1: 827 of March. 

GEOPHYSICAL AND EXTRA¬ 
TERRESTRIAL PHENOMENA 

523.164:621.396.677 2177 
The Radio Telescope for 7.9 Metres Wave¬ 

length at the Mullard Observatory—C. H. 
Costain and F. G. Smith. Monthly Notices Roy. 
Astron. Soc., vol. 121. no. 4, pp. 405-412; 1960.) 
The pencil-beam system described is based on 
the principle of aperture synthesis and has a 
resolution of 0.8°X0.8°. A survey of the sky 
between R.A. 05h and 17h. declination +10° to 
+ 50° is given 

523.164.4 2178 
The Radio Spectrum of the Andromeda 

Nebula. -J. E. Baldwin and C. H. Costain. 
(Monthly Notices Roy. Astron. Soc., vol. 121. 
no. 4, pp. 413 417; 1960.) New observations 
have been made at 38 and 178 Me. Results are 
compared with those made at Jodrell Bank at 
408 Me by Large, el al. (2937 of 1959) and show 
that all parts of the nebula have a similar 
spectrum. 

523.165 2179 
Asymmetry in the Recovery from a Very 

Deep Forbush-Type Decrease in Cosmic-Ray 
Intensity— D. C. Rose and S. M. Lapointe. 
(Cañad. J. Phys., vol. 39. pp. 239-251; Febru¬ 
ary, 1961.) The intensity-time curve for cosmic 
rays recorded at 30 locations all over the 
world is analyzed. Recovery occurred at each 
station at the same effective local time, corre¬ 

sponding to arrival from directions making 15° 
and 165° with the sun-earth line. 

523.165:523.75 2180 
Cosmic-Ray Flare of November 20, 1960— 

R. T. Hansen. (Phys. Rev. Lett., vol. 6, pp. 260-
262; March, 1961.) A solar flare was observed 
visually at a height at least 105 km above the 
chromosphere, at a time which corresponds 
with a period of increased cosmic-ray neutron 
flux and a burst in solar noise flux |1496 of May 
(Covington and Harvey)]. 

523.165:550.383.4 2181 
The Drift Velocity of Charged Particles in 

the Magnetic Dipole Field M. Siebert. 
(Naturwiss., vol. 47, p. 351; August, 1960.) A 
more accurate expression for the drift velocity 
of particles in the vicinity of the equator is de¬ 
rived by allowing for a second centrifugal-force 
term in the original equation. 

523.165:550.385 2182 
Equation of a Charged Particle Shell in a 

Perturbed Dipole Field R. H. Pennington. 
(J. Geophys. Res., vol. 66, pp. 709 712; March, 
1961.) The equation obtained agrees with the 
shell measured by satellite 1958 E following the 
nuclear explosion of September 6, 1958. 

523.165:550.385.4 2183 
Effect of Hydromagnetic Waves in a Dipole 

Field on the Longitudinal Invariant—E. N. 
Parker. (J. Geophys. Res., vol. 66, pp. 693-708; 
March, 1961.) Hydromagnetic waves of period 
1 second and amplitude 10-3 G at 6 earth radii 
may cause a systematic lowering of mirror 
points with subsequent loss of particles in at¬ 
mospheric collisions. Two models for electron 
density variation along a field line are investi¬ 
gated. Particle acceleration by the Fermi proc¬ 
ess is dominated by particle loss at mirror 
points, and it is suggested that only high-
frequency waves will give effective acceleration. 
See also 533 of February. 

523.165:550.385.4 2184 
Preliminary Report on Cosmic-Ray Intensity 

during Magnetic Storms in July 1959 J. G. 
Roederer, O. R. Santochi, J. C. Anderson, 
J. M. Cardoso and J. R. Manzano. (Nuovo 
Cim., vol. 18, pp. 12Ó 130; October, 1960. In 
English.) Observations at three stations show 
that there was no appreciable change in the 
primary variation spectrum for three successive 
Forbush decreases. This may be interpreted as 
an indication of a linear superposition of cosmic-
ray modulation effects during the July disturb¬ 
ances. For an analysis of cosmic-ray intensity 
recorded at Mina Aguilar during this period as 
a function of time, see Ibid., pp. 131-135. 

523.165:550.385.4 2185 
Cosmic-Ray Intensity Variations during the 

Magnetic Storm in May 1959- J. R. Manzano. 
J. G. Roederer and O. R. Santochi. (Nuovo 
Cim., vol. 18, pp. 136-146; October, 1960. In 
English.) The primary variation spectrum has 
been estimated in a similar manner to that used 
for the July storms (see 2184). Results for both 
storm periods have been compared, showing a 
number of common features. 

523.3:621.396.96 2186 
Some Properties of Radio Waves Reflected 

from the Moon and their Relation to the Lunar 
Surface—T. Hagfors. (J. Geophys. Res., vol. 66. 
pp. 777-785; March, 1961.) The properties of 
the echoes are described in terms of the corre¬ 
lation of the complex amplitudes of two sine 
waves at frequencies separated by Aw, reflected 
from the surface. The correlation technique can 
be extended to two-dimensional mapping of a 
rotating rough body. A statistical model of the 
lunar surface roughness is derived in which rms 
slopes of 1/20 to 1/10 are assumed. 
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323.3:621.396.96 2187 
A Method of Evaluating the Intensity of 

Radio Signals Reflected from the Surface of 
the Moon—M. P. Dolukhanov. (Radioteknika 
(Moscow), vol. 15, pp. 5 8; May, 1960.) Propa¬ 
gation losses can be determined by supposing 
that the reflected wave is formed within the 
limits of the first Fresnel half-zone and taking 
account of the curvature of the reflecting sur¬ 
face. The method provides a more accurate pic¬ 
ture of the reflection phenomena. 

550.385 2188 
Some Evidence of Hydromagnetic Waves in 

the Earth’s Magnetic Field M. Sugiura. 
{Phys. Rev. Lett., vol. 6, pp. 255 257; March, 
1961.) Combining changes in the II and D com¬ 
ponents of field indicate that the horizontal 
magnetic vector is elliptically polarized This 
may be due to a hydromagnetic wave traveling 
obliquely to the earth’s magnetic field. 

550.385 2189 
Low-Latitude and High-Latitude Geomag¬ 

netic Agitation —E. R. Hope. (J. Geophys. Res. 
vol. 66, pp. 747-776; March, 1961.) Detailed 
study is made of geomagnetic agitation (AH). 
Above 60° the three daily maxima of AH have 
spiral loci. Agitation is an order of magnitude 
lower at middle latitudes increasing again 
towards the equator. Ionospheric current sys¬ 
tems (with auroral electro-jets) are examined in 
the above context. The occurrence frequency of 
sudden commencements at one station exhibits 
a diurnal variation. A recent theoretical expla¬ 
nation of this is examined. Over 100 references. 

550.385.2 2190 
On the Seasonal Variation in Lunar and 

Solar Geomagnetic Tides in the Geomagnetic 
Equatorial Region K. S. Raja Rao. (J. Almos. 
Terr. Phys., vol. 20, pp. 289 294; April, 1961.) 

550.385.4:523.746 2191 
Influence of Sunspots on Geomagnetic Dis¬ 

turbance—F. Ward and R. Shapiro. (J. Geo¬ 
phys. Res., vol. 66, pp. 739 746; March, 1961.) 
“The hypothesis that the ejection of solar cor¬ 
puscles is influenced by interactions of ‘active 
region’ magnetic fields is tested empirically. 
The results do not support the hypothesis.” 

550.385.4:551.594.5 2192 
Dipole-Field Type Magnetic Disturbances 

and Auroral Activities B. K. Bhattacharyya. 
(Cañad. J. Phys., vol. 39, pp. 350-366; Febru¬ 
ary, 1961.) The magnetic perturbation pro¬ 
duced at the ground by the current system as¬ 
sociated with an electric dipole at 100 km is 
calculated. Magnetograms obtained during an 
auroral display are analyzed to deduce the 
position and motion of the equivalent dipoles. 
These correspond closely with prominent visual 
auroral forms. 

551.507.362.2 2193 
Minimum Range to Artificial Earth Satel¬ 

lites—K. Toman. (Nature, vol. 190, pp 333-
334; April, 1961.) A complete expression for 
calculating, from Doppler measurements, the 
minimum passing range between satellite and 
observer is derived, and its application under 
various orbital conditions is discussed. 

551.507.362.2 2194 
Loss of Mass in Echo Satellite I. I. Sha¬ 

piro and H. M. Jones. (Science, vol. 133, p. 579; 
February, 1961.) A correction to 1157 of April 
and comparison of predictions with observed 
orbital data are given. 

551.507.362.2 2195 
Spin-Rate of the Satellite Echo I as Deter¬ 

mined by a Tracking Radar—G. E. K. Lock¬ 
wood. (Cañad. J. Phys., vol. 38, no. 12, p. 1713; 
1960.) Radar observation of Echo I (I960 t) 

indicate that between passes 131 and 217 the 
spin rate increased from 1.63 to 1.88 rpm. Be¬ 
tween these two observations the satellite first 
started passing into the earth’s shadow, which 
possibly resulted in changes in internal pressure 
and subsequent deformation of the balloon. 

551.507.362.2:621.396.934 2196 
New Satellite Tracking Station in Great 

Britain—(See 2375.) 

551.510.53 2197 
Magnesium and Calcium Ions in the Upper 

Atmosphere of the Earth —V. G. Istomin. 
(Dokl. Akad. Nauk SSSR, vol. 136, pp. 1066-
1068; February, 1961.) The presence of Mg+ 
and Ca+ ions was recorded by a rocket-borne 
mass spectrometer launched from a moderate 
latitude. Peaks in the Mg+ ion concentration 
reaching 1.36X10/4cm3 were observed at 
heights of 103.5 and 105 km. 

551.510.53:551.507.362 2198 
Daytime and Nighttime Atmospheric Prop¬ 

erties Derived from Rocket and Satellite Ob¬ 
servations — H. K. Kallmann-Bijl. (J. Geophys. 
Res., vol. 66, pp. 787-795; March, 1961.) A 
summary of the values of atmospheric dens¬ 
ity obtained during the interval from 1957 to 
1960 from rockets and satellites is presented, 
and is fitted into a model atmosphere obtained 
by integrating the hydrostatic equation. A 
general decrease since 1957 in atmospheric 
density at all altitudes is confirmed. 

551.510.535 2199 
Rocket Electron Density Measurements at 

Fort Churchill, Canada—A. W. Adey and W. J. 
Heikkila. (Cañad. J. Phys., vol. 39, pp. 219 221 ; 
January, 1961.) A discussion is given of tlic re¬ 
sults of a rocket flight during quiet ionospheric 
conditions using the two-frequency phase¬ 
comparison technique of Seddon (402 of 1954.) 

551.510.535 2200 
Longitudinal and Latitudinal Effect of the 

Ionosphere Estimated by Observation on 
Board the Soya -H. Shibata, K. Sawada and 
S. Taguchi. (J. Radio Res. Labs., Japan, vol. 
7, pp. 575-582; November, 1960.) Values of 
foFi at hourly intervals are plotted against geo¬ 
magnetic latitude for the range 10°S-70°S cov¬ 
ered by the voyages from Japan to Antarctica 
in December and January, 1956-1957, 1958-
1959, and 1959-1960. 

551.510.535 2201 
Ionization of E Layer by X-Rays—S. N. 

Ghosh and S. Nand. (Indian J. Phys., vol. 34, 
pp. 516-526; November, 1960.) The total 
amount of solar X-ray energy absorbed within 
the E layer is calculated from available rocket 
and absorption measurements. Only X rays in 
the wavelength region 5-100°A are absorbed, 
the amount of energy involved being estimated 
at 0.19 erg cm-4 sec-1 . 

551.510.535 2202 
Some Observations of the Occurrence and 

Movement of Sporadic-E Ionization J. Har¬ 
wood. (J. Atmos. Terr. Phys., vol. 20, pp. 243-
262; April, 1961.) An analysis is given of simul¬ 
taneous observations of E„ clouds in Europe by 
ionosondes at various locations, by a 17-Mc 
rotating-antenna back-scatter sounder at 
Slough. England, and by an oblique-propaga¬ 
tion experiment at 17 Me over 700 km. The 
mean cloud diameter was about 200 km. About 
twice as many clouds occurred to the south of 
Slough as to the north with an average duration 
of 2J hours. Of 143 clouds, one third drifted, 
predominantly to the southwest, at a mean 
speed of 60 m. The movement of the clouds did 
not correlate with wind velocities. 

551.510.535 2203 
The F Layer at Sunrise —M. Rishbeth and 

C. S. G. K. Selty. (J. Almos. Terr. Phys., vol. 
20, pp. 263 276; April, 1961.) Observations at 
Cambridge and Slough, England, show that 
at fixed heights in the F region, just after layer 
sunrise, the electron density increases faster in 
winter than in summer, and faster at sunspot 
maximum than at sunspot minimum. It is pos¬ 
tulated that seasonal changes of atmospheric 
composition alter the rates of electron produc¬ 
tion and loss, thereby causing both the “noon” 
and “sunrise” seasonal Fo-layer anomalies. 

551.510.535 2204 
Diffusion of Ionization in the Sunrise F 

Layer—H. Rishbeth. (J. Atmos. Terr. Phys., 
vol. 20, pp. 277-288; April, 1961.) Some ideal¬ 
ized calculations support the assumption made 
in the previous paper that the rare of increase 
of F-region electron density, just after sunrise, 
depends primarily on the rate of production of 
ionization. At this time the loss, diffusion and 
transport of ionization are of secondary im¬ 
portance. 

551.510.535 2205 
Travelling Disturbances in the F region 

over Waitair—E. B. Rao and B. R. Rao. (J. 
Almos. Terr. Phys., vol. 20, pp. 296 297; April, 
1961.) A description is given of the general di¬ 
urnal and seasonal characteristics of traveling 
disturbances as observed on P'(t) and P'(f) 
records extending over two years. 

551.510.535:523.164:550.385.37 2206 
Simultaneous Observations of Pulsations in 

the Geomagnetic Field and in Ionospheric Ab¬ 
sorption—S. Ziauddin. (Cañad. J. Phys., vol. 
38, pp. 1714-1715; December, 1960.) On Sep¬ 
tember 20 and 21, 1959, at 0700 L.M.T. regular 
pulsations were recorded simultaneously on 
a) a riometer operating on a frequency of 34 
Me and b) a magnetometer measuring the II 
component of the geomagnetic field. For many 
cycles the pulsations remain in phase but on 
occasions they are in antiphase. The period of 
the geomagnetic pulsations suggests that they 
are due to toroidal hydromagnetic oscillations 
of the outer atmosphere; possible connections 
with ionospheric absorption are briefly con¬ 
sidered. 

551.510.535:523.745 2207 
Analysis of the Variation of f^E and Index 

of Solar Activity -H. Shibata and S. Watanabe. 
(J. Radio Res. Labs, Japan, vol. 7, pp. 621-635; 
November, 1960.) It is assumed that, for both 
the diurnal and annual changes in/oE, the criti¬ 
cal frequency is proportional to cos} x- The 
values of f^E are extrapolated to x = 0 for sev¬ 
eral stations and an empirical relation between 
the values for x = 0 and the sunspot number is 
derived. 

551.510.535:550.385 2208 
Vertical Drift in the E layer of the Iono¬ 

sphere during Geomagnetic Disturbances— 
H. Kohl. (Arch, elekt. Übertragung, vol. 14, pp. 
314 -316; July, 1960.) The velocity is estimated 
of the vertical drift due to geomagnetic dis¬ 
turbances. The possible rise of the E layer is 
shown to be only a few hundred meters which 
cannot be measured by’ ionospheric recorders. 
For an investigation of F-layer movements, see 
1848 of June. 

551.510.535:621.3.087.4 2209 
Active High-Frequency Spectrometers for 

Ionospheric Sounding: Part 1—Direct Record¬ 
ing of Ionospheric Characteristics K. Bibi. 
(Arch, elekt. Übertragung, vol. 14, pp. 341-347; 
August, 1960.) On the basis of the method not 
noted earlier (2729 of 1956), equipment has 
been designed which provides direct records of 
M.U.F., hr and fn as a function of time. Sample 
records are reproduced and applications of the 
method are discussed. A method of distinguish-
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ing height ranges in F-layer /„(/) records using 
color film is noted. 

551.510.535:621.391.812.3 2210 
Analysis of Random Fading Records— 

Khastgir and Singh. (See 2357.) 

551.510.535:621.391.812.63 2211 
Measurement of the Ionospheric Absorp¬ 

tion during the I.G.Y. at Kokubunji J. Yasuda 
and II. Sugiuchi. (J. Radio Res. Labs., Japan, 
vol. 7, pp. 551-574; November, 1960.) The di¬ 
urnal variation in absorption shows an asym¬ 
metry about noon which is attributed to the 
changes in vertical drift motion in the D layer 
associated with the Sq current system. The 
marked winter anomaly effect cannot be ex¬ 
plained by a change in the electron density dis¬ 
tribution in the normal D layer. 

551.510.535:621.391.812.63 2212 
Ionospheric Motions Observed with High 

Frequency Back-Scatter Sounders—L. H. 
Tveten. (J. Res. XBS, vol. 651), pp. 115 127; 
Marchand April, 1961.) “Techniques for deter¬ 
mining the characteristics of movements of ir¬ 
regularities in the F-region by the use of back¬ 
scatter records are described. The results of an 
analysis of backscatter data obtained during 
December 1952, at Sterling, Virginia, at a fre¬ 
quency of about 13.7 Mc/s are presented and 
found to be in good agreement with those of 
other investigators of ionospheric motions. 

551.510.535:621.391.812.63.029.62/.63 2213 
Effect of the Magnetic Field in Ionospheric 

Back-Scatter—E. E. Salpeter. {J. Geophys. 
Res., vol. 66. pp. 982 984; March, 1961.) Back¬ 
scatter spectral lines may be used to calculate 
magnetic field, ion mass and plasma tempera¬ 
ture. See also 1290 of April (Fejer). 

551.510.535(98) :621.391.812.631 2214 
High-Frequency Radio-Wave Blackouts at 

Medium and High Latitudes during a Solar 
Cycle Collins, Jelly, and Matthews. (See2351.) 

551.594.5 2215 
Theory of Auroral Morphology —J. W. Kern 

and E. H. Vestine. (J. Geophys. Res., vol. 66. 
pp. 713-723; March. 1961.) The theory is based 
on the production of instabilities in electron 
sheets. It predicts observed features relating to 
the duration of homogeneous arcs and the tran¬ 
sition from glow to homogeneous arcs to ray 
arcs and draperies. Other observations ex¬ 
plained are certain phenomena in flaming 
auroras and the lowering of mirror points in cer¬ 
tain conditions. 

551.594.5 2216 
Reply to Some Comments by Malville con¬ 

cerning the Midnight Auroral Maximum 
E. II. Vestine and J. W. Kern. (J. Geophys. 
Res., vol. 66. pp. 989 991; March, 1961.) The 
preponderance of aurora near magnetic mid¬ 
night is discussed. See 149 of January (Mal-
ville).] 

551.594.5:550.385.4 2217 
The Relationship between Unique Geo¬ 

magnetic and Auroral Events Y. Sobouti. 
(J. Geophys. Res., vol. 66, pp. 725 737; March, 
1961.) At eleven Canadian stations, a high cor¬ 
relation is found between the geomagnetic 
latitudes of the southern extents of auroras and 
the most southerly current lines. A southward 
drift occurs simultaneously in an aurora and 
the accompanying ionospheric currents. 

551.594.5:551.510.535 2218 
Relationship between Red Auroral Arcs and 

Ionospheric Recombination (ï. A. M. King 
and F. E. Roach. (J. Res. XBS, vol. 65D, pp. 
129 135; March and April, 1961.) An auroral 
arc (6300A), observed photometrically to be 

north of Boulder, Colo., has been identified 
with oblique echoes on ionograms taken near 
Boulder. 

551.594.6 2219 
Generation of Very-Low-Frequency Noise 

in the Exosphere by the Cerenkov Effect R. 
Gendrin. {Compl. rend. Acad. Sei., Paris, vol. 
251, pp. 1122 1123; September, I960.) The 
Cerenkov effect, produced by relatively slow-
moving particles of solar origin, is considered as 
a possible mechanism for the generation and 
propagation of VLF noise. The theory is briefly 
discussed in relation to a “traveling-wave tube’’ 
model proposed by Gallet (1575 of 1959) to ex¬ 
plain similar VLF emissions. 

551.594.6 2220 
Energy Fluxes from the Cyclotron Radia¬ 

tion Model of VLF Radio Emission W. B. 
Murcray and J. II. Pope. (Proc IRE, vol. 49, 
pp. 811 812 ; April, 1961.) Comment on a paper 
by Santirocco (4253 of 1960) is given. 

551.594.6 2221 
Classification of the Waveforms of Atmos¬ 

pherics -S. R. Khastgir and R. S. Srivastava. 
(J. Inst. Telecomm un. Engrs., India, vol. 6, pp. 
260 265; October, 1960.) A review with 28 
references is given. 

551.594.6 2222 
The Determination of the Distance of At¬ 

mospherics from their Waveform R. Schmin-
der. {Mel. Zeil., vol. 14, pp. 212 217; July-
September, 1960.) Diagrams facilitating the 
determination of the distance of atmospherics 
are given; their use is discussed with reference 
to the results of measurements. A reflection 
height of 70 km was assumed for daytime con¬ 
ditions, and 90 km for nighttime propagation. 

551.594.6 2223 
Guidance of Radio Whistlers by the Earth’s 

Magnetic Field R. Gendrin. {Compt. rend. 
Acad Sei., Paris, vol. 251, pp. 1085 1087; 
August, 1960.) In an anisotropic medium there 
is for each frequency an emission angle (0#O of 
such a value that the ray propagates strictly 
along the line of magnetic force with a velocity 
which is independent of frequency. 

551.594.6 2224 
Remarks on the Annual and Diurnal Varia¬ 

tions of the Occurrence of Whistlers—L. 
Klinker and G. Entzian. {Met. Zeil., vol. 14, 
pp. 207-212; July-September, 1960.) The an¬ 
nual variation of whistler density observed at 
Kühlungsborn appears to be correlated with the 
thunderstorm activity of South Africa and not 
with that of the conjugate point which is at a 
higher geomagnetic latitude. Noctural varia¬ 
tions of whistler density show phase differences 
between summer and winter, which are at¬ 
tributed to absorption in the lower ionosphere. 

551.594.6 2225 
The Hydrogen Ion Effect in Whistler Dis¬ 

persion R. E. Barrington and T. Nishizaki. 
Cañad. J. Phys., vol. 38, pp. 1642 1653; Decem¬ 
ber, I960.) Careful analysis of four low-altitude 
whistlers shows deviations at low frequencies 
from the law If2 = const. This observation is ex¬ 
plained in terms of a simple atmospheric model 
in which the gas above about 1000 km is mainly 
hydrogen. 

551.594.6:621.3.087.4 2226 
Initial Results of a New Technique for In¬ 

vestigating Sferic Activity—G. Hefley, R. II. 
Doherty and R. F. Linfield. {J. Res. XBS, vol. 
65D, pp. 157-166; Marchand April, 1961.) The 
system was developed for the automatic meas¬ 
urement of the complex spectral characteristics 
and for the automatic high-speed processing of 

statistical data. Typical results are presented 
and discussed. 

LOCATION AND AIDS TO NAVIGATION 

534.88 2227 
Prospects and Limitations of the Use of Low 

Frequencies in Echo Location G. Pazienza. 
(Alta Frequenza, vol. 29. pp. 323 336; June-
August, I960.) The frequency dependence of 
the parameters which determine the range of 
underwater echo-location equipment is investi¬ 
gated. The ranges obtainable at frequencies be¬ 
tween 2 and 30 kc are calculated, and the prob¬ 
lem of noise interference is discussed. 

621.396.96:621.375.9:621.372.44 2228 
Radar Sensitivity with Degenerate Para¬ 

metric Amplifier Front End J. C. Green, 
W. D. White, and R. Adler. (Proc. IRE, vol. 
49. pp. 804 807; April. 1961.) 

621.396.962.3:621.372.54 2229 
General Matched-Filter Analysis of Linear 

FM Pulse Compression—G. E. Cook. (Proc. 
IRE. vol. 49, p. 831; April, 1961.) An exten¬ 
sion of earlier work (2023 of 1960) is given. 

621.396.963:621.396.65 2230 
Remote Presentation of Radar Information 

—G. N. S. Taylor. {Point to Point Telecommun., 
vol. 5, pp. 18 27; February, 1961.) The use of 
microwave links is discussed. 

621.396.969.36 2231 
Proposed Monocycle-Pulse Very-High-

Frequency Radar for Air-Borne Ice and Snow 
Measurement -J. C. Cook. {Commun, and 
Electronics, no. 51, pp. 588-594; November, 
1960. Discussion.) A method is proposed for in¬ 
vestigating from the air the thickness of ice and 
snow masses. The system operating at about 
100 Me would radiate a single wave train from 
a spark gap, with the charge conductors shaped 
to encourage radiation of all frequency compo¬ 
nents in the spectrum of a short pulse. 

MATERIALS AND SUBSIDIARY 
TECHNIQUES 

531.788.7 2232 
Hot-Cathode Magnetron Ionization Gauge 

for the Measurement of Ultra High Vacua 
J. M. Lafferty. {J. A ppi. Phys., vol. 32, pp. 
424-434; March, 1961.) To extend the low 
pressure limit, an increase in the ratio of ion 
current to X-ray photocurrent is necessary. A 
magnetron gauge is discussed which is linear 
down to a pressure of 4X 10-14 mm Hg. 

533.583:621.385.832 2233 
The Determination of the Quantity of 

Barium Evaporated from Getters P. Della 
Porta and S. Origlio. {Le Vide, vol. 15, pp. 446 
455; November/December, 1960. In French 
and English.) The complexometric method de¬ 
scribed is applied in the determination of the 
distribution of Ba on the screen of a television 
tube when using different shapes of getter. 

535.215 2234 
Effect of Photoexcitation on the Mobility in 

Photoconducting Insulators—R. II. Bube and 
IL E. MacDonald. {Phys. Rev., vol. 121, pp. 
473-483; January, 1961.) The Hall mobility of 
carriers in photoconducting insulators can be 
varied over an appreciable range by the effects 
of photoexcitation. Suitable use of the phenom¬ 
ena leads to knowledge about carrier density, 
sign and mobility, and also gives information 
about the charge on and the cross section of 
the imperfection centers. Experiments on CdS 
and CdSe single crystals with conductivities in 
the range W’-IO"1 mho/cm illustrate the 
potentialities of the technique. 
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535.215:546.28 2235 
Some Preliminary Experiments Concerning 

the Influence of Band Bending on Photo¬ 
electric Emission J. J. Scheer. (Philips Res. 
Repts., vol. 15, pp. 584 586; December, 19t»0.) 
“The theory that /»-type semiconductors should 
exhibit a higher photoelectric quantum ef¬ 
ficiency than «-type semiconductors is verified 
by measurements of the photoemission from 
cesium-covered silicon surfaces.” 

535.215:546.48’221 2236 
Cadmium Sulphide Photoconductive Sin¬ 

tered Layers M. J. B. Thomas and E. J. 
Zdanuk. (J. Eleclrochem. Soc., vol. 106, pp. 
964 971; November, 1959.) Dependence of 
photoconduction characteristics on the compo¬ 
sition and formation of layers is investigated. 

535.215:546.48’221 2237 
The Effect of Mechanical Surface Treat¬ 

ment on the Fine Structure of the Spectral 
Curves of Photoconductivity in Cadmium Sul¬ 
phide Crystals E. F. Gross and B. V. Novikov. 
(Fiz. Tverdogo Tela, vol. 1, pp. 1882-1885; 
December, 1959.) 

535.215:546.48’221 2238 
The Change of the Real Structure of CdS 

Single Crystals due to the Evaporation of Lat¬ 
tice Constituents in a Vacuum K. W. Böer. 
11. Hornung, and K. Zimmermann. (Alber, 
dtsch. Akad. Wfss. Berlin, vol. 2, nos. 3/4, pp. 
159 161; I960.) A report of heat-treatment 
tests on high-purity CdS crystals is given. 
Evaporation of Cd was observed at 380°C. 

535.215:546.48’221 2239 
Influence of a Hydrogen Atmosphere on 

the Photoconduction of CdS Single Crystals 
M. Asche and F. Eckart. (Mber. dtsch. Akad. 
IFtw. Berlin, vol. 2, no. 5, pp. 261-266; 1960.) 

535.215:546.48’221 2240 
Remarks on the Photoconduction of CdS 

Single Crystals with Excitation at the Funda¬ 
mental Lattice Absorption Edge—H. Gutjahr. 
(Alber, dtsch. Akad. IFiw. Berlin, vol. 2, no. 5, 
pp. 269 271 ; 1960.) 

535.215:546.48’221 2241 
The Influence of Annealing in Vacuum and 

in Sulphur Vapour on the Real Structure of 
CdS Single Crystals K. W. Böer, H. Gutjahr, 
and H. Hornung. (Z. Phys., vol. 159, pp. 195 
504; August, 1960.) Investigations of the spec¬ 
tral distribution of photoconductivity are 
given. [See also 1190 of April (Berger, et a/.)]. 

535.215:546.48’221 2242 
Photoconductivity of CdS-Type Photocon¬ 

ductors in the Vicinity of the Absorption Edge 
—N. N. Winogradoff. (J. Appl. Phys., vol. 32, 
pp. 506 609; March, 1961.) A new model for 
the photoconductivity mechanism is discussed. 

535.215:546.48’221:538.63 2243 
The Influence of Temperature and Ambient 

Conditions on the Photoelectromagnetic 
(PEM) Effects in CdS—(J. Phys. Chem. Solids, 
vol. 18, pp. 261 262; February, 1961. In 
German.) 

535.215:546.817’231 2244 
The Preparation of Vapour-Deposited Lead 

Selenide Films of High Mechanical and Elec¬ 
trical Stability H. Gobrecht, F. Niemeck and 
K. E. Boeters. (Z. Phys., vol. 159. pp. 533 540; 
August, 1960.) 

535.376:546.47’221 2245 
Electroluminescence—a Disorder Phenom¬ 

enon—D. W. G. Ballentyne. (J. Eleclrochem. 
Soc., vol. 107, pp. 807 810; October, 1960.) Ex¬ 
perimental investigations show that electro¬ 
luminescence only occurs in ZnS powders con¬ 

taining both sphalerite and wurtzite. This ob¬ 
servation suggests that electroluminescence is 
a disorder phenomenon associated with stack¬ 
ing faults in the crystal. 

535.376:546.47’221 2246 
The Action of Nickel and Cobalt in Electro¬ 

luminescent Zinc Sulphide Phosphors P 
Goldberg. (J. Eleclrochem. Soc., vol. 106, pp. 
948 954; November, 1959.) Luminescence 
characteristics are studied as a function of 
voltage, frequency, and concentration of Ni and 
Co. See also 2082 of 1956 (Lehmann: Haake). 

537.226.8 2247 
The Temperature Dependence of Dielectric 

Constants—E. E. Havinga. (J.. Phys. Chem. 
Solids, vol. 18, pp. 253 255; February, 1961.) 
For isotropic and for cubic materials three fac¬ 
tors contribute to the temperature depend¬ 
ence: the influences of volume expansion and of 
temperature on polarizability, and a direct 
volume-expansion effect. A simple method is 
given for determining the values of the separate 
contributions. 

537.227 2248 
Contribution to the Theory of Ferro- and 

Antiferro-electrics -V. I. Klyachkin. (Fiz. 
Tverdogo Tela, vol. 1, pp. 1874 1877; December. 
1959.) 

537.227:546.431’824-31 2249 
Quantitative Study of Low-Frequency Hys¬ 

teresis Loops of Polarized Polycrystalline 
Barium Titanate—G. W. Marks and D. A. 
Hanna. (Commun, and Electronics, pp. 799 808; 
January, 1961.) 

537.227:547.476.3 2250 
Measurement of the Dielectric Nonlinear¬ 

ity of Rochelle Salt H. E. Milser. (Z. angeu. 
Phys., vol. 12, pp. 300-306; July, 1960.) Dis¬ 
crepancies between measured values of coer¬ 
civity and those predicted by the theory of the 
dielectric properties of Rochelle salt are in¬ 
vestigated with reference to ferroelectric hys¬ 
teresis measurements (3008 of 1959). 

537.227:547.476.3 2251 
The Origin of the Optical Representation of 

the Ferroelectric Domains of Rochelle Salt 
Crystals H. Flunkert. (Z. Phys., vol. 159, 
pp. 253 271; July, 1960.) A quantitative inter¬ 
pretation of observed interference effects is 
given, and an appropriate domain model is 
proposed. 

537.228.1:546.431’824—31 2252 
Effect of Pressure on the Piezoelectric 

Properties of Barium Titanate —B. A. Roten¬ 
berg. (Fiz. Tverdogo Tela. vol. 1, pp. 1 777 1781; 
December. 1959.) 

537.228.1:546.431’824-31 2253 
The Depolarization Charge of Barium Ti¬ 

tanate and its Connection with the Piezoelec¬ 
tric Effect F. 1. Kolomoïtsev and I. A. Izhak. 
(Fiz. Tverdogo Tela, vol. 1, pp. 1791 1793; 
December, 1959.) The sign of the surface 
charge during depolarization always corre¬ 
sponds to the sign of the piezoelectric charge 
during compression. The charge released during 
heating near the Curie point is directly propor¬ 
tional to the size of the piezoelectric modulus. 

537.228.1:549.514.51 2254 
Piezoelectric Behaviour of Impacted Quartz 
R. A. Graham. (J. Appl. Phys., vol. 32. p. 

555; March, 1961.) 

537.311.31 4-537.312.62]: 538.632 2255 
Frequency-Dependent Hall Effect in Nor¬ 

mal and Superconducting Metals P. B. Mil¬ 
ler. (Phys. Rev., vol. 121, pp. 435 450; January. 
1961.) Calculations are made of the Halt 

current flow when an EM wave is incident 
on the metal in a static magnetic field. The 
entire frequency range is considered, with 
emphasis on the microwave region. 

537.311.33 2256 
Recombination of Charge Carriers in Semi¬ 

conductors with Any Conception of Recombi¬ 
nation Centres K. Thiessen. (Alber, dtsch. 
Akad. Wta. Berlin, vol. 2, nos. 3/4, pp. 149-
158; 1960.) Calculations of lifetimes arc based 
on the existence of two trapping levels. 

537.311.33 2257 
Disturbances of Carrier Concentration in 

High Electric Field—E. M. Conwell. (J. Phys. 
Chem. Solids, vol. 17, pp. 342-344; January, 
1961.) Consideration of recombination of hot 
carriers on the basis of the Shockley-Read 
model for thermal carriers (420 of 1953) leads 
to a prediction of changes in carrier concentra¬ 
tion occurring as a bulk effect in high fields. 

537.311.33 2258 
Decay of Excess Carriers in Semiconduc¬ 

tors : Part 2— K. C. Nomura and J. S. Blake¬ 
more. (Phys. Rev., vol. 121, pp. 734 740; 
February, 1961.) Theory of recombination of 
excess carriers, for large or small excess carrier 
densities, is presented for the case in which the 
trapping level and Fermi level of the intrinsic 
gap lie in opposite halves. Part 1: 1915 of 1959. 

537.311.33 2259 
Physical Properties of Several II-V Semi¬ 

conductors—W. J. Turner, A. S. Fischler, and 
W. E. Reese. (Phys. Rev., vol. 121, pp. 759 767; 
February, 1961.) Energy gaps and mobilities 
have been measured in ZmAs-j, ZnAs-», ZnSb, 
CdaAsj, Cd As* and CdSb. For Cd As« the re¬ 
sistivity and mobility anisotropy have also been 
investigated. 

537.311.33 2260 
Composition Stability Limits of Binary 

Semi-conductor Compounds R. F. Brebrick. 
(J. Phys. Chem. Solids, vol. 18, pp. 116-128; 
February, 1961.) 

537.311.33 2261 
Extended Curves of the Space Charge, 

Electric Field, and Free Carrier Concentration 
at the Surface of a Semiconductor, and Curves 
of the Electrostatic Potential Inside a Semi¬ 
conductor —C. E. Young. (J. Appl. Phys., vol. 
32, pp. 329 332; March, 1961.) The work of 
Kingston and Neustadter (3300 of 1955) has 
been extended, and curves are given which 
apply to materials of higher energy gap. Curves 
of electrostatic potential inside a semiconductor 
supplement are those given by Dousmanis and 
Duncan (848 of 1959). 

537.311.33:538.569.4 2262 
Cyclotron and Paramagnetic Resonance in 

Strained Crystals—G. E. Pikus and G. L. Bir. 
(Phys. Rev. Lett., vol. 6, pp. 103-105; February, 
1961.) Possible applications of resonance meas¬ 
urements on strained crystals are discussed, in 
particular the determination of the ratio of de¬ 
formation potentials, investigation of semicon¬ 
ductors with toroidal energy surfaces, and the 
observation of spin resonance of free carriers in 
^-type Ge and Si. 

537.311.33:546.23 2263 
The Influence of T1 and T1C1 Impurities on 

the Conductivity and Photoconductivity of 
Selenium -I. P. Shapiro. (Fiz. Tverdogo Tela. 
vol. 1, pp. 1782-1785; December, 1959.) 

537.311.33:546.24 2264 
Magnetic Susceptibility and Galvanomag¬ 

netic Effects in Pure and /»-Type Tellurium— 
G. Fischer and F. T. Hedgcock. (J. Phys. Chem. 
Solids, vol. 17, pp. 246-253; January, 1961.) 
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Experimental studies between 4.2° and 500° K 
are described and the results discussed. 

537.311.33: [546.284-546.289 2265 
The Influence of Deformation of the Elec¬ 

trical Properties of /»-Germanium and Silicon— 
G. E. Pikus and G. L. Bir. (Fiz. Tverdogo Tela, 
vol. 1. pp. 1828 1840; December. 1959.) Based 
on expressions derived earlier (4285 of 1960) a 
quantitative theory is developed and the 
changes in conductivity, Hall coefficient and 
magnetoresistance during uniform deformation 
are calculated. See 1657 of 1960 (Pikus). 

537.311.33: [546.284-546.289 2266 
Segregation and Distribution of Impurities 

in the Preparation of Germanium and Silicon— 
J. Goorissen. (Philips Tech. Rev., vol. 21. pp. 
185 195 ; June. 1960.) Two variants of the zone¬ 
melting technique are described which yield a 
product in which the concentration of the im¬ 
purity is uniformly distributed. 

537.311.33:546.28 2267 
Thermal Expansion of Silicon at Low Tem¬ 

peratures—S. I. Novikova and P. G. Strelkov. 
(Fiz. Tverdogo Tela, vol. 1. pp. 1841-1843; 
December. 1959.) 

537.311.33:546.28 2268 
Recombination Radiation from Silicon un¬ 

der Strong-Field Conditions—L. W. Davies 
and A. R. Storm, Jr. (Phys. Rev., vol. 121, pp. 
381-387; January, 1961.) In an attempt to de¬ 
termine the distribution in energy of hot elec¬ 
trons and holes in Si placed in a strong electric 
field, measurements have been made of the 
spectral distribution of recombination radiation. 
The results indicate that intrinsic recombina¬ 
tion radiation arises mainly from the decay of 
excitons rather than from direct recombination 
of electrons and holes. 

537.311.33:546.28 2269 
Impurity Conduction in Silicon—R. K. 

Ray and H. Y. Fan. (Phys. Rev., vol. 121, pp. 
768-779; February, 1961.) Various n- and p-
type Si samples, of low impurity content, were 
studied, and conduction due to charge exchange 
between impurity centers which may be ionized 
by some compensating impurity was observed. 
The results are compared with current theories. 

537.311.33:546.28 2270 
Impact Ionization of Impurities in Silicon— 

J. C. Sohm. (J. Phys. Chern. Solids, vol. 18. 
pp. 181 195; February, 1961. In French.) 
Above a certain value of electric field impact, 
ionization multiplies by avalanche. This phe¬ 
nomenon has been observed in Ge. InP and Si. 
Experimental data for w- and /»-type Si are 
given. 

537.311.33:546.28 2271 
Residual Thermoelastic Stresses in Bonded 

Silicon Wafers — T. D. Riney. (J. A ppi. Phys., 
vol. 32. pp. 454 460; March. 1961. ) Stressesare 
investigated photoelastically. Methods nor¬ 
mally employed with isotropic biréfringent ma¬ 
terials can be used. 

537.311.33:546.28 2272 
Excess Tunnel Current in Silicon Esaki 

Junctions—A. G. Chynoweth, W. L. Feld¬ 
mann. and R. A. Logan. (Phys. Rev., vol. 121. 
pp. 684 694; February, 1961.) The unex¬ 
pectedly high excess current flow in Esaki junc¬ 
tions. when a medium forward bias is applied, 
has been studied experimentally. The results 
can be accounted for by a mechanism suggested 
by Yajima and Esaki (1257 of 1959), and an 
expression is derived for the excess current. 

537.311.33:546.281*26:537.583 2273 
Electron-Emission-Microscope and Veloc¬ 

ity-Distribution Studies on Silicon Carbide 

p-n Junction Emitters— P. II. Gleichauf and 
V. Ozarow. (J. A ppi. Phys., vol. 32, pp. 549-
550; March, 1961.) 

537.311.33:546.289 2274 
Temperature Dependence of the Low-

Frequency Fluctuations of Conductivity in 
Germanium—M. I. Kornfel’d and D. N. 
Mirlin. (Fiz. Tverdogo Tela, vol. 1, pp. 1866-
1868; December, 1959.) The results of measure¬ 
ments at temperatures between —20° and 
4- 100°C show that conductivity fluctuations in 
impure crystals are due to intrinsic conduction 
and are related to the generation and recombi¬ 
nation of electron-hole pairs. 

537.311.33:546.289 2275 
The Electrical Properties of Semiconductor 

Grain Boundaries—H. A. Schell and H. F. 
Mataré. (Met. Zeit., vol. 52, pp. 86-91 ; January, 
1961.) Measurements of electrical character¬ 
istics were made at medium-tilt grain bound¬ 
aries in oriented-growth Ge crystals. Devices 
based on grain-boundary effects are mentioned. 

537.311.33:546.289 2276 
Resistivity Striations in Germanium Single 

Crystals—H. Ueda. (J. Phys. Soc. Japan, vol. 
16, pp. 61-66; January, 1961.) The relationship 
shown to exist between the period of the stria¬ 
tions, growth rate and temperature gradient 
near the solid/liquid interface is explained by 
assuming a super-cooled state in the crystalliz¬ 
ing solid/liquid interface. 

537.311.33:546.289 2277 
Theory of the Magnetic Susceptibility of 

Holes in Germanium- J. M. Luttinger and 
P. J. Stiles. (J. Phys. Client. Solids, vol. 17, pp. 
284 291; January, 1961.) “The theory of the 
magnetic susceptibility of free holes is given. A 
general method of calculation which will work 
for degenerate as well as simple bands is de¬ 
scribed, and applied to the valance band of Ge. 
Results are given for both Maxwell-Boltzmann 
and Fermi-Dirac statistics, and the possibility 
of comparison with experiments is discussed.” 

537.311.33:546.289 2278 
Electron-Hole Scattering and Minority-

Carrier Mobility in Germanium T. P. Mc¬ 
Lean and E. G. S. Paige. (J. Phys. Chem. 
Solids, vol. 18, pp. 139-149; February, 1961.) 
An extension of earlier work by Paige (1567 of 
May) by the specific application of the theory 
to Ge in the temperature and impurity concen¬ 
tration ranges where measurements of the 
minority-carrier mobility have been made. 

537.311.33:546.289 2279 
Diffusion of Silver, Cobalt and Iron in Ger¬ 

manium—L. Y. Wei. (J. Phys. Chem. Solids, 
vol. 18, pp. 162 174; February, 1961.) 

537.311.33:546.289 2280 
Recombination of Excess Carriers at Twin 

Structures in Germanium J. P. McKelvey. 
(J. A ppi. Phys., vol. 32, pp. 442-445; March, 
1961.) The continuity equation is solved for 
recombination of excess carriers at twin struc¬ 
tures. The twin boundary recombination veloc¬ 
ity is determined from lifetime measurements. 

537.311.33:546.289 2281 
Relation between Surface Concentration 

and Average Conductivity in Diffused Layers 
in Germanium F. B. Cuttrias. (Bell Sys. 
Tech. J., vol. 40, pp. 509 521; March, 1961.) 
An expression is derived for the average con¬ 
ductivity of a diffused layer in semiconductor 
material as a function of the surface concen¬ 
tration of the diffused impurity and the back¬ 
ground impurity concentration. 

537.311.33:546.289:539.12.04 2282 
Change of Surface State of Ge by Electron 

Bombardment—K. Komatsubara. (J. Phys. 

Soc. Japan, vol. 16, pp. 125 126; January, 
1961.) Changes are deduced from observed 
variations of reverse current. 

537.311.33:546.289:539.23 2283 
Hall Effect and Conductivity of Thin Va¬ 

pour-Deposited Germanium Films—F. Eckart 
and G. Jungk. (Mber. dtsch. Akad. IFiss. Berlin, 
vol. 2, no. 5, pp. 266-269; 1960.) A preliminary 
report and discussion of Hall-effect and conduc¬ 
tivity measurements on films of thickness 800 
to 4100 A at magnetic field strengths up to 
10 kg are given. 

537.311.33:546.289:539.23 2284 
The Low-Temperature Interaction of Oxy¬ 

gen with Evaporated Germanium Films—M. J. 
Bennett and F. C. Tompkins. \Proc. Roy. Soc. 
(London), vol. 259. pp. 28-44; November, I960], 

537.311.33:546.289-31 2285 
Donor Equilibria in the Germanium-Oxy-

gen System—S. Fuller, W. Kaiser, and C. D. 
Thurmond. (J. Phys. Chem. Solids, vol. 17, pp. 
301-307; January, 1961.) A more detailed ac¬ 
count is given of work reported earlier (1229 of 
April). Donor formation has been investigated 
over a wide temperature range in Ge single 
crystals with well-defined oxygen concentra¬ 
tions. Results confirm that four oxygen atoms 
are involved in the formation of one donor. 

537.311.33:546.33’86 2286 
A New Intermetallic Semiconductor Com¬ 

pound—Ya. A. Ugai and T. N. Vigutova. (Fiz. 
Tverdogo Tela, vol. 1, pp. 1786 1788; December, 
1959.) A note on the preparation and properties 
of NaSb with a band gap of 0.82 ev is given. 

537.311.33:546.48’811’19 2287 
Preparation and Properties of CdSnAs? -

A. J. Strauss and A. J. Rosenberg. (J. Phys. 
Chem. Solids, vol. 17, pp. 278 283; January. 
1961.) Infrared transmission measurements in¬ 
dicate that the energy gap is about 0.23 ev at 
room temperature. The absorption edge shifts 
to shorter wavelengths with increasing electron 
concentration. 

537.311.33:546.681’86 2288 
Optical Determination of the Conduction 

Band Structure of GaSb—M. Cardona. (J. 
Phys. Chem. Solids, vol. 17, pp. 336-338; 
January, 1961.) 

537.311.33: [546.682’19+ 546.681’19 2289 
Electron Effective Masses of InAs and 

GaAs as a Function of Temperature and Doping 
—M. Cardona. (Phys. Rev., vol. 121, pp. 752 
758; February, 1961.) Faraday rotation and 
infrared reflectivity measurements were used. 

537.311.33:546.682’ 19 2290 
Observation of Oscillatory Magnetoresist¬ 

ance in InAs at Microwave Frequencies—G. 
Bemski and B. Szymanski. (J. Phys. Chem. 
Solids, vol. 17, pp. 335-336; January, 1961.) 
Experimental technique and results are de¬ 
scribed and advantages of microwave measure¬ 
ments over de measurements are discussed. 
Similar oscillations have been observed in InSb. 

537.311.33:546.682’19:538.639 2291 
Magnetothermal Nernst-Ettingshausen Ef¬ 

fects in Indium Arsenide—O. V. Emel’yanenko, 
N. V. Zotova and D. N. Nasledov. (Fiz. Tver¬ 
dogo Tela. vol. 1, pp. 1868 1871; December, 
1959.) Graphs show the variation of the Nernst-
Ettinghausen coefficients of n-type InAs with 
temperature up to 600° K. With increase of 
electron density the point at which the trans¬ 
verse and longitudinal coefficients change sign 
is displaced towards lower temperatures. 

537.311.33:546.682’86 2292 
Growth Twins in Indium Antimonide— 
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R. K. Mueller and R. L. Jacobson. (J. A ppi. 
Phys., vol. 32, pp. 550-551; March, 1961.) 

537.311.33:546.682’86 2293 
Preparation and Properties of Grown p-n 

Junctions of InSb — H. C. Gorton, A. R. 
Zacaroli, F. J. Reid, and C. S. Peet. (J. Electro-
chem. Soc., vol. 108, pp. 354-356; April, 1961.) 
Grown p-n junctions were produced by dop¬ 
ing high-purity «-type melts with Zn. The 
curves of current density as a function of tem¬ 
perature showed that leakage currents pre¬ 
dominate at lower temperatures and saturation 
currents at higher temperatures. 

537.311.33:546.682’86’241 2294 
A New Semiconducting Compound in the 

In-Sb-Te System — N. A. Goryunova, S. I. 
Radautsan, and G. A. Kiosse. (Fiz. Tverdogo 
Tela, vol. 1, pp. 1858-1860; December, 1955.) 
A note on the physico-chemical properties of 
five InSb-InTe alloys, in particular ImSbTea, 
a semiconductor, is given. 

537.311.33:546.812’231 2295 
Electrical Properties of Sb-Doped n-Type 

SnSe J. Umeda. (J. Phys. Soc. Japan, vol. 16, 
p. 124; January, 1961.) 

537.311.33:547.533 2296 
Current/Voltage Characteristics of the 

Autoelectron Current from Semiconductors— 
Yu. V. Zubenko, A. K. Klimin and I. L. 
Sokol’skaya. (Fiz. Tverdogo Tela, vol. 1, pp. 
1845 -1847 ; December. 1959.) A note is given on 
field-emission data for W»C and Ge at variance 
with other published data [see, e.g., 1922 of 
1959 (Gofman, el al.)]. 

537.311.33:621.317.3 2297 
A Thermal Shutter Phenomenon in Field-

Effect Measurements -N. B. Grover and Y. 
Goldstein. (J. Phys. Chem. Solids, vol. 17, pp. 
338 340; January, 1961.) The phenomenon may 
lead to misinterpretation of field-effect data 
taken on samples whose temperature differs 
from that of their surroundings. The nature of 
the thermal shutter depends only on the mount¬ 
ing of the sample. 

537.311.33:621.375.9 2298 
New Possibilities of Amplification by Car¬ 

rier Motion in Semiconductors E. Grosch¬ 
witz. (Z. angew. Phys., vol. 12, pp. 370-382 and 
400 410; August and September, 1960.) A de¬ 
tailed consideration is given without mathe¬ 
matical treatment, of the theory underlying the 
transport processes in semiconductors, on the 
basis of a hypothetical model. 64 references. 

537.311.33:621.391.822 2299 
On the Influence of Diffusion and Surface 

Recombination upon the GR Noise Spectium 
of Semiconductors -K. S. Champlin. (Physica, 
vol. 26, pj). 751-760; September, 1960.) Several 
theories of generation-recombination noise in 
nearly intrinsic semiconductors [see, e.g., 2422 
of 1959 (Van Vliet and Van der Ziel)] are criti¬ 
cally examined, and it is shown that these 
theories do not allow for the correlation be¬ 
tween Fourier coefficients of different spatial 
modes of the fluctuations in carrier density. A 
treatment based on a transmission line analogy 
is presented and the result examined for the 
cases when the recombination process is limited 
by a) volume, b) surface, and c) diffusion. 

537.323 2300 
Investigation of the Thermoelectric Proper¬ 

ties of CoSb^ Compound with Sn, Te and Ni 
Impurities— B. N. Zobnina and L. D. Dudkin. 
(Fiz. Tverdogo Tela, vol. 1, pp. 1821 1827; De¬ 
cember, 1959.) 

537.323 2301 
Anomalous Thermoelectric Properties of 

Gadolinium Selenide—R. C. Vickery and H. M 

Muir. (Nature, vol. 190, pp. 336-337; April, 
1961.) Anomalies in parameter interrelations of 
a high Z-value GdSe-Gd^Sea composition can 
be explained in terms of a transport mechanism 
which is visualized as EM waves of thermal fre¬ 
quency (“thermons’’) acting as charge carriers. 

537.583 2302 
Change in the Work Function of Molyb¬ 

denum on Deposition of Thin Sodium and 
Caesium Films —V. N. Lepeshinskaya and 
V. N. Belogurov. (Fiz. Tverdogo Tela, vol. 1, 
pp. 1806-1812; December, 1959.) 

538.221 2303 
Threshold Concentration for the Existence 

of Ferromagnetism in Dilute Alloys—M. 
Coopersmith and R. Brout. (J. Phys. Chem. 
Solids, vol. 17, pp. 254-258; January, 1961.) 
See also 817 of 1960 (Brout). 

538.221 2304 
Magnetization of Iron-Nickel Alloys under 

Hydrostatic Pressure —J. S. Kouvel and R. H. 
Wilson. (J. Appl. Phys., vol. 32. pp. 435-441; 
March, 1961.) 

538.221 2305 
The Relation between Switching Coefficient 

and Limiting Frequency of Ferromagnetic Ma¬ 
terials—R. Boll. (Z. angew. Phys., vol. 12, pp. 
364 370; August, 1960.) The dynamic charac¬ 
teristics of ferromagnetic materials, including 
thin films, allowing for spin-relaxation and 
eddy-current losses are investigated. For re¬ 
lated work on metal tapes, see 1581 of May. 49 
references. 

538.221:534.231-8 2306 
Movement of Bloch Walls in Ultrasonic 

Fields—G. Haacke and J. Jaumann. (Z. angew. 
Phys., vol. 12, pp. 289-297; July, 1960.) In¬ 
vestigations were made on single-crystal Ni in a 
1-Mc ultrasonic field. Changes in Bitter pat¬ 
terns are illustrated and the results interpreted. 

538.221:537.533.7 2307 
Antiparallel Weiss Domains as Biprisms for 

Electron Interference Effects H. Boersch, 
H. Hamish, D. Wohlleben and K. Grohmann. 
(Z. Phys., vol. 159. pp. 397 404; August. 1960.1 
The interference effects used in electron-optics 
investigations of domain patterns (see 2313 
below) are studied experimentally; results ob¬ 
tained are in agreement with theory proposed 
by Aharonov and Bohm (821 of 1960). 

538.221:538.213 2308 
Locus Curves of Complex Permeability of 

Thin Tapes R. Boll. (Frequenz, vol. 14. pp. 
227 238; July, 1960.) Measurements of per¬ 
meability on tapes of Ni-Fe ami Cu-Fe alloy 
give results which differ considerably from 
locus curves based on classical eddy-current 
theory. These differences are attributable to 
electron-spin relaxation and resonance effects. 
See 1581 of May. 

538.221:538.613 2309 
Limitations of the Magneto-optic Kerr 

Technique in the Study of Microscopic Mag¬ 
netic Domain Structures—D. Treves. (J. Appt. 
Phys., vol. 32, pp. 358-364; March, 1961.) 

538.221:539.23 2310 
The Interaction of Thin Nickel Films in 

Ni-Cu Multilayer Systems with Stress-
Induced Uniaxial Anisotropy -W. Ruske. 
(Mber. dtseh. Akad. Wiss. Berlin, vol. 2, nos. 
3/4, pp. 161-163; 1960.) The coercive force is 
plotted as a function of Ni-film spacing for Ni-
film thicknesses of 275, 575 and 1350 Â. See 
also 3204 of 1960. 

538.221:539.23 2311 
The Investigation of Slow Magnetization 

Processes in Thin Films W. Hellenthal. GVa-

turwiss., vol. 47, p. 371; August, 1960.) A note 
is given on the investigation of magnetic re¬ 
versal in thin films as a function of time and re¬ 
verse field strength; typical curves are repro¬ 
duced. 

538.221:539.23:538.614 2312 
Microscopic Observation of Straight and 

Curved Magnetization Structure by means of 
the Faraday Effect—H. Boersch and M. Lam-
beck. (Z. Phys., vol. 159, pp. 248-252; July, 
1960.) Magnetic domains in thin vapor-
deposited Fe films are rendered visible by the 
method given in 1162 of 1957 (Fowler and 
Fryer) in conjunction with a high-resolution 
microscope technique. See also 4324 of 1960 
(Boersch, et al.). 

538.221:539.23:621.385.833 2313 
Electron-Optics Investigations of Weiss 

Domains in Thin Iron Films—H. Boersch, H. 
Raith and R. Wohlleben. (Z. Phys., vol. 159, 
pp. 388 -396; August, 1960.) A schlieren method 
[3964 of 1960 (Boersch and Raith)] and a 
shadow-projection method [e.g., 2085 of 1960 
(Fuller and Hale)] are described and results ob¬ 
tained with these methods are illustrated and 
discussed. 

538.221:621.318.134 2314 
The Ionic Distribution in the Garnets 

GdjALFe-Oi. and Y,Al3Fe;Oi2—C E. Miller 
(J. Phys. Chem. Solids, vol. 17, pp. 229 231; 
January, 1961.) 

538.221:621.318.134 2315 
On the Structure and Oxygen Content of 

Copper and Copper-Manganese Ferrite—A. 
Bergstein and L. Cervinka. (J. Phys. Chem. 
Solids, vol. 18, pp. 264-265; February, 1961.) 

538.221:621.318.134 2316 
Magnetocrystalline Anisotropy of Cobalt-

Substituted Manganese Ferrite—J. V. Slonc-
zewski. (J. Phys. Chem. Solids, vol. 18, pp. 
269 271; February, 1961.) 

538.221:621.318.134 2317 
Ultra-High-Frequency Properties of 

Yttrium and Lutecium Ferrite with Garnet-
Type Structure—A. G. Gurevich, I. E. Gubler 
and A. P. Safant'evskii. (Fiz. Tverdogo Tela, 
vol. 1, pp. 1862-1865; December, 1959.) Re¬ 
sults of measurements of ferromagnetic reso¬ 
nance, permeability and permittivity are re¬ 
ported. 

538.221:621.318.134 2318 
Growing Single Crystals of Yttrium Ferrite 

—A. G. Titova. (Fiz. Tverdogo Tela, vol. 1, pp. 
1871 1873; December, 1959.) Crystals 12 mm 
high were obtained using B.O3 in the solvent. 
See 1289 of 1959 (Nielsen and Dearborn). 

538.221:621.318.134:538.569.4 2319 
Ferromagnetic Resonance in Yttrium Fer¬ 

rite Single Crystals—A. G. Gurevich and 1. E. 
Gubler. (Fiz. Tverdogo Tela, vol. 1, pp. 1847-
1850; December, 1959.) A report is given of 
measurements at 3.25 cm X on Y3Fe.Oi2 single 
crystals obtained from solution. 

538.221:621.318.134:538.569.4 2320 
Paramagnetic Resonance of Fe3+ in Octa¬ 

hedral and Tetrahedral Sites in Yttrium Gal¬ 
lium Garnet (YGaG) and Anistropy of Yttrium 
Iron Garnet (YIG)—S. Geschwind. (Phys. 
Rev., vol. 121, pp. 363-374; January, 1961.) 

538.221:621.318.134:538.569.4 2321 
Relaxation Mechanisms in Ferromagnetic 

Resonance T. Kasuya and R. C. LeCraw. 
(Phys. Rev. Leit., vol. 6, pp. 223 225; March, 
1961.) Recent observations of the relaxation 
time of spin waves with zero wave vector in 
Y-Fe garnet are given and theory accounting 
for the results is outlined. 
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548.0:538.6 2322 
Direction Dependence of Physical Proper¬ 

ties in Crystals with Particular Regard to Gal¬ 
vanomagnetic and Thermomagnetic Effects 
H. Bross. (Z. Naturforsch., vol. 15a, pp. 859-
874; October, 1960.) A method is given for de¬ 
termining the influence of crystal symmetry on 
the direction dependence of the tensors defining 
crystal properties. A phenomenological theory 
of galvanomagnetic and thermomagnetic effects 
is developed. 

MATHEMATICS 

517.56:621.372.44 2323 
Analytical Representation ot the Character¬ 

istics of Nonlinear Two-Poles—W. Böning. 
(Arch. Elektrotech., vol. 45, pp. 265 278; July, 
1960.) Nonlinear characteristics are approxi¬ 
mated by simple algebraic and transcendental 
functions. Curves are given for the determina¬ 
tion of the requisite coefficients. For related 
graphical methods, see 3459 of 1956 (Fischer 
and Moser). 

519.281.1:621.391 2324 
The Significance of Moments in Time and 

Frequency Functions—II. Dobesch and H. 
Sulanke. (NachrUch. Z., vol. 10, pp. 240 246; 
June, 1960.) The statistical method of mo¬ 
ments is outlined and its application to the de¬ 
termination of transmission characteristics of 
communication channels is discussed. 

MEASUREMENTS AND TEST GEAR 

621.317.2:538.566.08] + 534.844.1 2325 
Reverberation Chamber Technique and 

Construction of a Large Reverberation Cham¬ 
ber for Electromagnetic Waves—E. Meyer, 
II. W. Heiberg, and S. Vogel. (Z. angew. Phys., 
vol. 12, pp. 337-346; August, 1960.) The use of 
reverberation-chamber techniques for the 
measurement of EM absorption is discussed 
with reference to absorption measurements in 
a small echo chamber. The large chamber de¬ 
scribed (see 1393 of May) is also intended for 
acoustic measurements. 

621.317.3.029.65:621.391.822:621.387 2326 
Determination of Noise Temperature of a 

Gas-Discharge Noise Source for Four-Milli¬ 
meter Waves - W. Jasinski and G. Hiller. 
(Proc. IRE, vol. 49, pp. 807 808; April, 1961.) 
The hot body standard was a heated Si wedge 
in a waveguide. 

621.317.335:621.372.413 2327 
Correction Term for Dielectric Measure¬ 

ments with Cavity Resonators -E. S. Hotston. 
(J. Sei. Instr., vol. 38, pp. 130-131; April, 
1961.) “The effect of varying the diameter of a 
polystyrene disk on the value of its dielectric 
constant when measured in a resonator of fixed 
diameter is investigated. Agreement is obtained 
with results predicted by perturbation theory.’’ 

621.317.335.3:538.221:621.318.134 2328 
Measurement Equipment for the Determi¬ 

nation of the Permeability Tensor and Dielec¬ 
tric Constant of Ferrites at 3000 Mc^s W. 
Nowak. (Hochfrequenz, und Elektroak.. vol. 69, 
pp. 83 94; June, 1960.) The principle used is 
that of measurement inside a circularly polar¬ 
ized cavity resonator; the method of resonator 
excitation has been simplified. 

621.317.341.2.029.4 2329 
Nyquist Diagram Tracer for A.F.—A. R. 

Bailey. (Electronic Tech., vol. 38, pp. 156-159; 
May', 1961.) Details are given of a laboratory’ 
instrument for determining the Nyquist dia¬ 
gram of a circuit in the frequence range 20 cps-
20 kc. 

621.317.6:621.396.663 2330 
Frequency-Independent Measurement of 

Complex Ratios by means of the Goniometer 

II. Fricke. (Elektrotech. Z., Edn A vol. 81, pp. 
422-427; June, 1960.) The principle of opera¬ 
tion of the inductive goniometer is outlined and 
procedures for determining the ratio of electri¬ 
cal quantities in terms of phase and amplitude 
are described. A diagram is given for evaluating 
the ratio when the position and magnitude of 
the goniometer minimum are known. See also 
3613 of 1960. 

621.317.7:621.391.822 2331 
Sampling Technique for Generating Gauss¬ 

ian Noise A. J. Rainal. (Rev. Sei. Instr., vol. 
32, pp. 327-331; March, 1961.) The noise has a 
uniform power spectrum from 0.1 cps to 5 kc. 

621.317.75:621.374:681.142 2332 
Accurate Amplitude Distribution analysed 

combining Analogue and Digital Logic -T. A. 
Brubaker and G. A. Korn. (Rev. Sei. Instr., vol. 
32, pp. 317 -322; March, 1961.) A new precision 
analyzer yields digital read-out of probability or 
probability’ density for random waveforms at 
low audio frequencies. The use of analog com¬ 
puter techniques permits convenient assembly 
of such instruments. See 1737 of 1960 (Bick-
art). 

OTHER APPLICATIONS OF RADIO 
AND ELECTRONICS 

551.508.71:537.322.15 2333 
An Automatic Dew-Point Hygrometer 

using Peltier Cooling—P. Gerthsen, J. A. 
Gilsing, and M. van Tol. (Philips Tech. Rev., 
vol. 21, pp. 196 200; June, 1960.) 

551.510.62:621.372.413 2334 
Free-Balloon-Borne Meteorological Re¬ 

fractometer—J. F. Theisen and E. E. Gossard. 
(J. Res. NBS, vol. 65D, pp. 149 154; March 
and April, 1961.) A 400-Me refractometer for 
the investigation of layer-type discontinuities 
in the troposphere is described. 

621.362:621.387 2335 
Interpretation of Experimental Characteris¬ 

tics of Cesium Thermionic Converters -E. N. 
Garabateas, S. D. Pezaris, and G. N. Hatsop-
oulos. (J. Appl. Phys., vol. 32, pp. 352-358; 
March, 1961.) Two types of V/T curvescan be 
distinguished in the operation of a Cs con¬ 
verter: collision-free type and sheath type. A 
method is outlined for obtaining the electron 
temperature from the sheath-type curve. The 
emitter work function and temperature can 
then be estimated. 

621.398:681.142 2336 
An Equipment for Automatically Process¬ 

ing Time-Multiplexed Telemetry Data—N. 
Purnell and T. T. Walters. (J. Bril. IRE., vol. 
21, p. 257-274; March, 1961.) Details are given 
of the way’ in which the input signals are de¬ 
rived and the method by’ which the recordings 
are made. The equipment produces two forms 
of output: a) analog graphs on paper film and 
b) digital records on punched cards. Methods 
of checking performance are described. 

681.175:621.374.3 2337 
A Novel Digital Clock A. Russell. (Elec¬ 

tronic Engrg., vol. 33, pp. 150 154; March. 
1961.) An indicator of the minute, hour and 
date, together with a four-figure test number 
which employs telephone-type uniselectors, is 
operated by a separate seconds generator. The 
output is suitable for operating a tape perfora¬ 
tor of an electronic typewriter. 

PROPAGATION OF WAVES 
621.391.812.6.029.45 2338 

A Note on Phase Velocity of V.L.F. Radio 
Waves—J. R. Wait and K. P. Spies. (J. 
Geophys. Res., vol. 66, pp. 992 993; March, 
1961.) The phase velocity is plotted as a func¬ 
tion of frequency in the range 8 30 kc for 

ionospheric heights of 60-100 km using for¬ 
mulas given earlier (4367 of 1960). 

621.391.812.6.029.6:537.56 2339 
Microwave Propagation through a Magneto 

plasma R. L. Phillips, R. G. DeLoch, and 
D. E. White. (J. Appl. Phys., vol. 32, pp. 551-
552; March, 1961.) Plasma sheaths surround¬ 
ing space vehicles can severely’ attenuate radio 
signals. By’ using a sufficiently’ strong magnetic 
field aligned along the direction of propagation, 
this attenuation can be reduced. The prelimi¬ 
nary’ results of laboratory experiments are 
given. 

621.391.812.61 2340 
Weather and Reception Level on a Tropo¬ 

sphere Link—Annual and Short-term .Correla¬ 
tions—L. G. Abraham, Jr., and J. A. Brad¬ 
shaw. (J. Res. NBS, vol. 65D, pp. 155-156; 
March and April, 1961.) “The weather param¬ 
eters suggested by’ the Booker-Gordon theory 
(1757 of 1950) are correlated with data from a 
troposphere link not previously reported. While 
the correlations over the whole y’ear’s weather 
cy’cle are high, the short-term correlations prac¬ 
tically vanish. The former without the latter 
lend little support to this theory.” 

621.391.812.62 2341 
Properties of Tropospheric Scattered Fields 

—N. R. Ortwein, R. U. F. Hopkins, and J. E. 
Pohl. (Proc. IRE, vol. 49, pp. 788-802; April, 
1961.) Scatter tests were made in Southern 
California in conjunction with meteorological 
measurements. The observed angular scattering 
of the received field varies as 0" 14/3 which is con¬ 
sistent with turbulent spectra varying as k~il3 . 
Reflections from layers become important in 
the lower frequency’ range when the atmosphere 
begins to stabilize. 

621.391.812.621 2342 
Graphical Determination of Radio Ray 

Bending in an Exponential Atmosphere—C. F. 
Pappas, L. E. Vogler and P. L. Rice. (J. Res. 
NBS, vol. 65D, pp. 175-179; March and 
April, 1961.) A simplified method is given for 
calculating the approximate refraction angle as 
a function of height, for values of surface re¬ 
fractivity’ ranging from 200 to 450. 

621.391.812.621 2343 
A Formula for Radio Ray Refraction in an 

Exponential Atmosphere—G. D. Thayer. (J. 
Res. NBS, vol. 651), pp. 181-182; March and 
April, 1961.) The formula is derived by integra¬ 
tion of a differential equation, assuming that 
(m — l)X106 decreases exponentially with 
height above a smooth spherical earth. 

621.391.812.622 2344 
The Effect of Multiple Atmospheric In¬ 

versions on Tropospheric Radio Propagation 
F. II. Northover. (J. Atmos. Terr. Phys., vol. 
20, pp. 295 296; April, 1961.) A method of 
analysis developed for a single inversion is ex¬ 
tended to account for the collective effect of 
several simultaneously occurring inversions. 

621.391.812.63 2345 
A Theory of Incoherent Scattering of Radio 

Waves by a Plasma J. P. Dougherty’ and D. T. 
Farley. [Proc. Roy. Soc. (London), vol. 259, pp. 
79 99; November, I960.] The amplitude and 
frequency spectrum of the scattered radiation 
are calculated, making use of a generalized ver¬ 
sion of Ny’quist’s noise theorem, and the results 
are applied to incoherent scatter from the iono¬ 
sphere. The amplitude is consistent with in¬ 
dependent scattering by’ electrons; the mean 
Doppler broadening corresponds roughly to the 
speed of the ions rather than the electrons. The 
spectral shape is not Gaussian; there is a slight 
dip at the center frequency. Plasma resonance 
effects are negligible for frequencies in use at 
present. 
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621.391.812.63 2346 
The Reflection of Radio Waves from an 

Iceshelf W. R. Piggott and L. W. Barclay. 
(J. Atmos. Terr. Phys., vol. 20, pp. 298 299; 
April, 1961.) Information concerning the RF 
properties of the iceshelf is deduced from cer¬ 
tain properties of the vertical-incidence iono¬ 
spheric records made at Halley Bay, Ant¬ 
arctica. 

621.391.812.63 2347 
Correlation Analysis of the Fading of Radio 

Waves Reflected Vertically from the Iono¬ 
sphere- G. F. Fooks and I. L. Jones. (J. At¬ 
mos. Terr. Phys., vol. 20, pp. 229 242; April, 
1961.) The fading of HF waves, after reflection 
from the E and F layers, has been analyzed. 
Magnetic conditions were quiet. The results, 
obtained from spaced receivers, give the size 
and shape of an average irregularity in the 
ground pattern, the drift velocity and the rela¬ 
tive importance of random changes to drift in 
producing fading. 

621.391.812.63 2348 
Effect of Antenna Radiation Angles upon 

H.F. Radio Signals Propagated over Long Dis¬ 
tances W. F. Utlaut. (J. Res. NBS, vol. 65D, 
pp. 167-174; March and April, 1961.) Obser¬ 
vations on a 20-Mc CW signal over E-W paths 
of 6800 km and 8400 km indicate that antennas 
with very low radiation angle may be advan¬ 
tageous for long-distance reception. 

621.391.812.63.029.62 2349 
Relationship between f^Es and Field In¬ 

tensity depending on Sporadic-E Propagation 
in the SO-Mc^s Band—M. Yamaoka. (J. Radio 
Res. Labs., Japan, vol. 7, pp. 599-613; Novem¬ 
ber, 1960.) Transmissions from Okinawa on 
49.68 Me were received at five points in Japan 
at distances from 1100-2390 km. The field in¬ 
tensity is shown graphically as a function of 
distance and E,-layer critical frequency. 

621.391.812.631 2350 
Polar-Cap Blackout and Auroral-Zone 

Blackout Y. Hakura. (J. Radio Res. Labs., 
Japan, vol. 7, pp. 583 597; November, 1960.) 
A statistical analysis of ten polar-cap events 
during the I.G.Y. is used to examine the char¬ 
acteristics of the two types of blackout. A de¬ 
tailed examination of the event of July 29. 
1958, demonstrates that the two types repre¬ 
sent distinct phases; the solar corpuscles re¬ 
sponsible are considered. 

621.391.812.631:551.510.535(98) 2351 
High-Frequency Radio-Wave Blackouts at 

Medium and High Latitudes during a Solar 
Cycle—C. Collins, D. H. Jelly, and A. G. 
Matthews. (Cañad. J. Phys., vol. 39, pp. 35-52; 
January, 1961.) An examination of ionograms 
for the occurrence over Canada of blackouts 
correlating with riometer measurements of 
Type II (auroral) and Type III (polar-cap) ab¬ 
sorptionevents has revealed distinct geographi¬ 
cal patterns of blackout occurrence. Study of 
ionosonde data back to 1949 shows different 
sunspot cycle variations for the two events. 

621.391.814:537.56] + 621.372.826 2352 
Propagation of Electromagnetic Waves 

along a Thin Plasma Sheet—J. R. Wait. 
(Cañad. J. Phys., vol. 38, no. 12, pp. 1586-
1594; 1960.) “It is shown that a thin ionised 
sheet will support a trapped surface wave. The 
effect of a constant and uniform magnetic field 
is to modify the phase velocity and polarization 
of the surface wave. The essential features are 
illustrated by numerical results for selected 
values of the electron density, collision fre¬ 
quency, and gyro frequency. The effect of lo¬ 
cating the plasma sheet near and parallel to a 
conducting plane is also considered. In this 
situation other modes of a waveguide type are 
possible in addition to the surface wave.’’ 

621.391.814.029.64 + 621.372.826 2353 
TE Surface Waves Guided by a Dielectric-

Covered Metal Plane—D. Morris and A. G. 
Mungall. (Cañad. J. Phys., vol. 38, pp. 1553-
1559; December, 1960.) Surface waves were 
excited over a sand-covered metal plane and 
the phase velocities of the first three TE modes 
were determined, as a function of the sand 
depth, at a frequency of 9300 Me. The simul¬ 
taneous existence of two modes with different 
velocities, predicted theoretically for certain 
sand depths, was confirmed experimentally. 
For a report of similar measurements on TM 
mode surface waves, see 2892 of 1960 (Mungall 
and Morris). 

RECEPTION 

621.376.23:621.391.82 2354 
Questions of Potential Noise Immunity 

when the Signal Fades—D. D. Klovskil. 
[Radiolekhnika (Moscow), vol. 15, pp. 17-25; 
May, I960.] Criteria are obtained for coherent 
and noncoherent detection processes in an ideal 
receiver in the presence of fluctuating inter¬ 
ference and rapid smooth fading. Error proba¬ 
bilities are calculated for different systems. 

621.376.23:621.391.822 2355 
Further Results on the Detectability of 

Known Signals in Gaussian Noise—H. C. 
Martel and H. V. Mathews. (Bell Sys. Tech. J., 
vol. 40, pp. 423 451; March. 1961.) Solutions 
are given for a maximum-likelihood detector 
operating on a finite number of samples of the 
stimulus, and for an optimum integral operator 
treating the stimulus as a continuous function. 

621.376.23:621.396.962.3 2356 
Summary and Comparison of Known Meth¬ 

ods for the Detection of Periodic Pulses in the 
Presence of Noise—D. Haussig. (Hoch¬ 
frequenz. und Elektroak., vol. 69, pp. 94-103; 
June, I960.) The improvement of SNR, e.g. 9 

for radar, by integration or cross-correlation 
methods is discussed. Practical pulse correlator 
and integrator circuits are proposed; experi¬ 
mental results are illustrated. 

621.391.812.3:551.510.535 2357 
Analysis of Random Fading Records —S. R. 

Khastgir and R. N. Singh. (Indian J. Phys. t 
vol. 34, pp. 527 530; November, 1960.) An 
analysis is given of experimental results ob¬ 
tained using three spaced receivers on a fre¬ 
quency of 3.8 Me. See also 3859 of 1960. 

621.391.823:621.396.669 2358 
Interference Suppression of PTT Motor 

Vehicles—E. Meister. (Tech. Mitt. PTT, vol. 
38, pp. 271 277; August, 1960. In German and 
French.) An analysis is given of the results of 
tests on motor vehicles of the Swiss Post Office 
fitted with interference-suppression devices, to 
assess the effectiveness of the methods of sup¬ 
pression adopted and any influence they may 
have on the running efficiency of the vehicle. 
See also 1627 of May (Walter). 

621.391.823:621.396.669 2359 
Interference Suppression of Vehicles with 

Petrol Engines —(Tech. Mitt. PTT, vol. 38, pp. 
314-315; September, 1960. In German, French, 
and Italian.) A suppression method and instal¬ 
lation instructions are given. See also 2358. 

621.396.62 2360 
The Effectiveness of Methods of Increasing 

the Dynamic Range of a Panoramic Radio Re¬ 
ceiver N. I. Svetlov. I Radiolekhnika (Mos¬ 
cow), vol. 15, pp. 29 32; May, 196O.| Experi¬ 
ments show that an automatically re-aligned 
filter comprising two reactance tubes in a band¬ 
pass circuit not only decreases crosstalk but re¬ 
duces nonlinear distortion. 

621.396.62:523.164.32 2361 
Voltage-Tuned Swept-Frequency Receiver 

J. J. Riihimaa. (Rev. Sei. Instr., vol. 32, pp. 
289 291; March, 1961.) A voltage-tuned solar 
spectrum analyzer, employing Si tuning capaci¬ 
tors, has been developed. It covers the range 
15-30 Me at sweep rates up to 10 per second. 

621.396.62.029.62 2362 
Fundamental Requirements for a Good 

F.M. V.H.F. Broadcast Receiver—-E. Wey. 
(Tech. Mitt. PTT, vol. 38, pp. 257-271; August, 
1960. In German and French.) A summary 
touching on sensitivity, selectivity and quality 
requirements and dealing with the measure¬ 
ment and reduction of interference is given. 

621.396.62.029.62 2363 
A New Swiss Radio Receiver with V.H.F. 

Stage, conforming to PTT (Swiss Post Office) 
Specifications—W. Strohschneider. (Tech. Mitt. 
PTT, vol. 38, pp. 304-311; September, 1960. 
In German and French.) Circuit diagram and 
design details are given. See also 2362. 

621.396.62.029.64:523.164 2364 
A Low-Noise X-Band Radiometer using 

Maser J. J. Cook, L. G. Cross, M. E. Bair and 
R. W. Terhune. (Proc. IRE, vol. 49, pp. 768-
778; April, 1961.) A reflection cavity maser 
with voltage-gainXbandwidth products up to 
300 Me at 4.2°K is used. The gain instability 
is less than 1 per cent up to 10 minutes and 2 
per cent up to 30 minutes. A noise factor of 0.6 
db (43°K) has been obtained with rms noise 
fluctuations of 0.01°K and 0.007°K for integra¬ 
tion times of 12 and 43 seconds, respectively. 

STATIONS AND COMMUNICATION 
SYSTEMS 

621.376.5 2365 
Pulse Transmission by A.M., F.M. and 

P.M. in the Presence of Phase Distortion— 
E. D. Sunde. (Bell Sys. Tech. J., vol. 40, pp. 
353-422; March, 1961.) Performance in pulse 
transmission systems using various carrier 
modulation and detection methods is formu¬ 
lated in terms of a common basic function 
known as the carrier pulse transmission charac¬ 
teristic. A comprehensive theoretical evalua¬ 
tion of transmission impairment caused by 
various types of phase and envelope delay dis¬ 
tortion is made. 

621.391.64:621.376.223 2366 
Solid-State Modulators for Infrared Com¬ 

munications — P. W. Kruse and L. D. Mc-
Glauchlin. (Electronics, vol. 34, pp. 177-181; 
March, 1961.) Free carrier absorption in a semi¬ 
conductor may be used to modulate a beam of 
infrared radiation. Ge modulator characteris¬ 
tics and circuit details of a transmitter/receiver 
with a range of greater than one mile are given. 

621.396.215 2367 
A Comparison between Alternative H.F. 

Telegraph Systems W. Lyons, J. V. Beard, 
and A. J. Wheeldon. (Point to Point Telecom-
mun., vol. 5, pp. 11-17; February, 1961.) Com¬ 
ment on 1026 of March and authors’ reply are 
given. 

621.396.4:621.376.23 2368 
Suppressed-Carrier Double-Sideband Sys¬ 

tems—G. W. Short. (Wireless World, vol. 67, 
pp. 242 243; May, 1961.) Summaries receiving 
techniques and system advantages and dif¬ 
ficulties are given. 

621.396.43 : [523.3 4- 551.507.362.2 2369 
Use of Moon or Satellite Relays for Global 

Communications -L. P. Yeh. (Commun, and 
Electronics, no. 51, pp. 607-615; November, 
1960.) Results of the major moon-echo experi¬ 
ments are summarized and compared in tabular 
form. General conclusions regarding the use of 
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the moon as a passive and an active relay are 
discussed in relation to the performances ex¬ 
pected of similar satellite relays. 

621.396.43:621.391.812.826 2370 
Analysis and Detection of Echo Signals on 

Microwave Radio Paths—G. E. Rosman. 
[Proc. IRE (Australia), vol. 21, pp. 810-820; 
November, I960.] The permissible echo param¬ 
eters for a 600-channel circuit and the effects of 
antenna directivity for a 40-mile path at 4 Gc 
are assessed. 

621.396.65 2371 
The Radio Telephone Terminal— B. W. 

Bardwell. (Point to Point Telecommun., vol. 5, 
pp. 28-54; February, 1961.) Deals with the 
functions of the terminal, especially with refer¬ 
ence to independent-sideband working, are 
given. 

621.396.65:621.391.812.624 2372 
A Tropospheric Scatter Link over a 200 

Mile Path—G. L. Grisdale and D. A. Paynter. 
(Point to Point Telecommun., vol. 5, pp. 34 59; 
October, 1960.) Operating experience with the 
1958-1959 Start Point-Galleywood link 
showed that, using diversity reception, com¬ 
munication with a 24-telephone channel system 
on 858 Me was reliable for 99 per cent of the 
time. 

621.396.65:621.398 2373 
Telemetering and Remote Control over 

Radio Links—S. Skoumal. (Point to Point 
Telecommun., vol. 5, pp. 15-33; October, 1960.) 
A discussion of different methods and systems 
is given. 

621.396.932 2374 
Use and Service Time of Short Waves: 

Predictions for the Spanish Sea Routes R. 
Gea Sacasa. [Rev. Telecommun. (Madrid), 
vol. 16, pp. 2-16; September, I960.] See also 
1779 of 1960. 

621.396.934:551.507.362.2 2375 
New Satellite Tracking Station in Great 

Britain -(J. Bril. IRE, vol. 21, pp. 150 152; 
February, 1961.) A general description of the 
136-Mc Minitrack radio interferometer is 
given. For a similar account, see Electronic 
Engrg., vol. 33, pp. 160-161; March, 1961. 

621.396.945 2376 
Radio-Wave Propagation in the Earth’s 

Crust—II. A. Wheeler. (J. Res. NBS, vol. 
65D, pp. 189-191; March and April, 1961.) A 
note is given on the presence of a “waveguide,” 
in the earth’s crust, composed of low-conduc¬ 
tivity basement rock, and its application to 
VLF communication problems. 

621.396.946:621.391.63 2377 
Interstellar and Interplanetary Communi¬ 

cation by Optical Maser—R. N. Schwartz and 
C. H. Townes. (Nature, vol. 190, pp. 205-208; 
April, 1961.) An examination is given of the 
possibility of transmitting an optical beam from 
a planet associated with a star at a sufficiently 
high power level to establish communications 
with the earth. 

SUBSIDIARY APPARATUS 

621.3.017.7:621.373.421.13 2378 
The Change-of-State Crystal Oven —D. J. 

Fewings. (J. Brit. IRE, vol. 21, pp. 137-142; 
February, 1961.) The action of the oven de¬ 
pends upon the constancy of the melting point 
of crystalline material and the thermal ballast¬ 
ing due to the latent heat of fusion. An oven of 
this type can restrict the frequency shift to 2.8 
parts in 10s for a temperature change of 10°C. 

621.311.68:621.316.726 2379 
Precise Frequency Control for a Rotary 

Convertor—M. J. Tucker. (Electronic Engrg., 

vol. 33, pp. 240 241; April, 1961.) “The Royal 
Research Ship ‘Discovery II' has been provided 
with a 50 c/s power supply whose frequency 
is precise to approximately 1 part in 10\ by 
locking the phase of a small rotary convertor 
to that of a 50 c/s reference signal derived from 
a quartz-crystal oscillator.” 

621.311.69:621.383.5 2380 
Detailed Balance Limit of Efficiency of p-n 

Junction Solar Cells -W. Shockley and H. J. 
Queisser. (J. A ppi. Phys., vol. 32, pp. 510-519; 
March, 1961.) A theoretical upper limit for 
efficiency is deduced assuming that recombina¬ 
tion is entirely radiative. Maximum efficiencies 
of 30 per cent are found. 

621.311.69:621.383.5 2381 
Characteristics of a High Solar Conversion 

Efficiency Gallium Arsenide p-n Junction— 
E. G. Bylander, A. J. Hodges,and J. A. Roberts. 
(J. Opt. Soc. Am., vol. 50, pp. 983-985; Octo¬ 
ber, 1960.) Spectral emissivity and response 
data are given for Ga As photocells which have 
an open-circuit voltage of about 0.85 v and 
short-circuit current density 13-15 ma/cm2. 

621.314.1:621.382.3 2382 
The Choice and Design of D.C. Convertors 

—J. S. Bell and P. G. Wright. (Electronic 
Engrg., vol. 33, pp. 226-231; April, 1961.) The 
design of single- and two-transformer convert¬ 
ers using transistors is discussed and their per¬ 
formances are compared. Design steps are in¬ 
dicated and two practical examples are given. 

621.314.631 2383 
Power Semiconductor Ratings under Tran¬ 

sient and Intermittent Load -F. W. Gutzwiller 
and T. P. Sylvan. (Commun. and Electronics, 
no. 52, pp. 699 706; January, 1961. Discussion.) 
Methods of calculating maximum allowable dis¬ 
sipation are discussed, with examples. 

621.314.63 2384 
Transient Thermal Impedance of Semi¬ 

conductor Devices—E. J. Diebold and W. 
Luft. (Commun, and Electronics, no. 52, pp. 
719-726; January, 1961.) 

621.316.72:621-52 2385 
A New D.C. Level Control for Adaptive Sys¬ 

tems— R. A. Johnson and J. D. Hill. (Elec¬ 
tronic Engrg., vol. 33, pp. 242 244; April, 1961.) 
A novel electronic circuit is described and ana¬ 
lyzed which maintains the potential drop across 
a load constant to within a fraction of one per 
cent while permitting the de level of the load to 
be varied through a wide range. The circuit re¬ 
quires only standard-tolerance electronic com-
ponents, and high precision is obtained by an 
error compensation technique. 

TELEVISION AND PHOTOTELEGRAPHY 

621.397.13 2386 
Television Standards II. Dobesch. (Radio 

und Fernsehen, vol. 9, pp. 447-449; July, 1960.) 
Comparative data tables and waveform dia¬ 
grams are given for the seven monochrome 
television systems in present use. 

621.397.132 2387 
Distortion due to System and Transmission 

Faults in Colour Television based on the 
N.T.S.C. System -H. Schönfelder. (Rund-
funktech. Mitt., vol. 4, pp. 158-172; August, 
1960.) Faults likely to occur in the NTSC 
system are reviewed; their effect on picture 
quality is shown to be small in most cases. 

621.397.132 2388 
Critical Consideration of the “Henri de 

France” Colour Television System and a Modi¬ 
fication with Better Vertical Resolution P. 
Neidhardt. (Nachriech Z., vol. 10, pp. 286-290; 
July, 1960.) A comparison is given of the 

“Henri de France” system (e.g., 3660 of 1960) 
and the NTSC system, with suggestions for 
improving the former. 

621.397.334 2389 
Modern Aspects of the Design of Colour 

Television Film Scanners with Flying-Spot 
Tubes P. Neidhardt. (Elektron. Rundschau, 
vol. 14, pp. 307-313; August, 1960.) A review 
is given of the optical and mechanical problems 
involved in the design of flying-spot scanners 
with details of some of the solutions adopted in 
various systems. 

621.397.334 2390 
Optical Problems with Flying-Spot Colour 

Scanners—G. Emmrich. (Nachrtech. Z., vol. 10, 
pp. 290 295; July, 1960.) Difficulties of optical 
system design are discussed with reference to 
existing types of scanner. 

621.397.334 2391 
Experiences with a Colour-Television 

Transparency Scanner —M. Samlenski. (Nachr¬ 
tech. Z., vol. 10, pp. 295-298; July, 1960. Plate.) 
Design problems of a flying-spot scanner for 
color transparencies are discussed. 

621.397.334 2392 
Prospectsfor Colour Picture Tubes with only 

One Electron-Beam System in Comparison 
with the Triple-Beam Mask-Type Tubes -I. 
Bornemann. (Nachrtech. Z., vol. 10, pp. 305-
309; July, 1960.) 

621.397.612 2393 
New Problems in the Design of Video 

Switching Installations—L. W. Germany. 
(Rundfunktech. Mitt., vol. 4. pp. 145-152; 
August, I960.) The factors governing the choice 
of a television studio master control system are 
reviewed and various methods of switching and 
program control are described, including a sys¬ 
tem in which timing is controlled automatically 
by punched paper tape. 

621.397.62:621.382.3 2394 
The Transistorized TV Receiver using a 

New Horizontal Deflection System—T. Miura 
and K. Mano. (Sei. Repts. Res. Inst. Tohoku 
Univ., Ser. B., vol. 12, no. 1, pp. 41-55; 1960.) 
The horizontal deflection system described uses 
six power transistors in a series/parallel com¬ 
bination in the output stage. Sufficient output 
is provided to operate a 17-inch 90° tube. 

621.397.62:621.396.67 2395 
The Influence of Mismatch on Television 

Picture Quality in Single- and Common-Aerial 
Installations—A. Köhler. [Funk-technik (Ber¬ 
lin), vol. 15, pp. 604 607; September, 1960.| 
Attenuation and reflection effects are consid¬ 
ered and practical aspects of installation design 
minimizing mismatch are discussed. 

621.397.621:621.385.832 2396 
A Low-Power Cathode for Television Pic¬ 

ture Tubes -H. E. Smithgall. (Sylvania Tech¬ 
nologist, vol. 13, pp. 118-121; October, 1960.) 
A heater-cathode assembly with a diameter of 
0.05 inch, thickness of 0.011 inch and rated 
power of 0.21 w, is described. It is rugged me¬ 
chanically, operable over a range of 1.2-1.6 v, 
and has a heating time of 10 seconds for stable 
operation. 

621.397.7-182.3 2397 
Television Outside-Broadcasting by the 

Radio-diff usion-Television Française— (E.B.U. 
Rev., no. 62A, pp. 150-164; August, 1960.) 
Light-weight equipment is described and meth¬ 
ods of outside-broadcast operation are men¬ 
tioned. 

621.397.74 2398 
Requirements for and Measurements on 

Long-Distance Television Links J. Müller. 



1961 Abstracts and References 1371 

(Nachriech. Z„ vol. 13, pp. 327-334; July, 1960.) 
CCIR recommendations are outlined and re¬ 
sults are given of measurements based on these, 
which were made on a 4-Gc radio link over 2000 
km. Tests to assess the suitability of the system 
for NTSC color television are proposed. 

621.397.74(485) 2399 
The Development of the Television Net¬ 

work in Sweden—T. Rosenlund. (E.B.U. Rev., 
no. 62A, pp. 162 165; August, 1960.) 

TUBES AND THERMIONICS 

621.382.2/.3:061.3 2400 
International Symposium on Semiconduc¬ 

tor Devices—A. V. J. Martin. (Électronique et 
Automatisme, no. 9, pp. 145 150; 168; March-
April, 1961.) A report of a UNESCO sym¬ 
posium held in Paris, February 20 25, 1961, 
is given. The titles of all papers presented are 
given and selected papers are reviewed. 

621.382.23 2401 
Effect of Fluctuations in Density on the 

Esaki Effect—I). G. Dow. (Proc. IRE, vol. 49, 
p. 837; April, 1961.) Some theoretical expres¬ 
sions are developed and numerically evaluated 
to assess the extent of spatial fluctuations of 
tunnel current to be expected in an Esaki diode. 

621.382.23 2402 
Tunnel-Diode Large-Signal Simulation 

Study—S. B. Geller and P. A. Mantek. (Proc. 
IRE, vol. 49, pp. 803-804; April, 1961.) An 
equivalent circuit is investigated for dynamic 
response using both analog simulation and 
graphical analysis. 

621.382.23 2403 
Oscillations in the Longitudinal Tunnel 

Current of Tunnel Diodes R. R. Haering and 
P. B. Miller. (Phys. Rev. Lett., vol. 6, pp. 269-
271; March, 1961.) Small fluctuations in the 
electron term level are proposed to explain ob¬ 
served oscillations in tunnel current in a longi¬ 
tudinal magnetic field [1239 of April (Chyno-
weth, et al.)]. 

621.382.23 2404 
Influence of the State of the Surface on the 

Breakdown Voltage of Alloy-Type Silicon Di¬ 
odes -Zh. I. Alferov and E. V. Silina. (Fiz. 
Tverdogo Tela, vol. 1, pp. 1878 1879; December, 
1959.) A note on the change in breakdown 
voltage when the surface states are cyclically 
reproduced is given. Typical I-V characteristics 
are shown for air, vacuum and after heating in 
vacuum. 

621.382.23 2405 
‘Breakdown’ of Alloy-Type Silicon Diodes 

in the Forward Direction Z. I. Alferov and 
É. A. Yarv. (Fiz. Tverdogo Tela, vol. 1, pp. 
1879 1882; December, 1959.) The absence of 
any effect of illumination or magnetic field on 
the breakdown voltage, and other experimental 
data indicate that breakdown is due to leakage 
effects of a nonohmic character. 

621.382.23:621.317.33 2406 
Measurement of Tunnel-Diode Negative 

Resistance C. D. Todd. (Rev. Sei. Instr., vol. 
32, pp. 338 342; March, 1961.) Several meth¬ 
ods are presented, including an accurate null 
technique. Test equipment which will allow sta¬ 
bilization of most tunnel diodes is described. 

621.382.23:621.372.44 2407 
Three-Layer Negative-Resistance and In¬ 

ductive Semiconductor Diodes -W. W. Gärt¬ 
ner and M. Schuller. (Proc. IRE , vol. 49, pp. 
754-767; April, 1961.) Combinations of effects 
in three-layer semiconductor diodes may lead 
to many negative-resist a nee and inductive de¬ 
vices with applications to microwave circuit 

design. The theory underlying these devices 
and the problems involved are discussed. 

621.382.23:621.372.44 2408 
Capacitance Coefficients for Varactor Di¬ 

odes—R. D. Weglein and S. Sensiper. (Proc. 
IRE, vol. 49, p. 810; April, 1961.) 

621.382.23:621.372.44 2409 
Comparative Figures of Merit for Available 

Varactor Diodes—K. Siegel. (Proc. IRE, vol. 
49, pp. 809 810; April, 1961.) 

621.382.23:621.372.44 2410 
Parametric Diodes: Design and Fabrication 

— D. B. Day. (J. Brit. IRE, vol. 21, pp. 283-
286; March, 1961.) Short notes are given on 
theory, design and fabrication of diodes with 
cutoff frequencies in the region of 50 Gc. 

621.382.23:621.373.029.631.64 2411 
Tunnel-Diode Microwave Oscillators—F. 

Sterzer and D. E. Nelson. (Proc. IRE, vol. 49, 
pp. 744 753; April, 1961.) Diodes working be¬ 
tween 610 and 8350 Me are described, with 
power outputs ranging from 0.01 mw at 7130 
Me to 10 mw at 610 Me. Problems relating to 
frequency, power output and waveform arc 
treated analytically. 

621.382.23:621.375.9 2412 
A Broad-Band Tunnel-Diode Amplifier— 

Moody and Wacker. (See 2141.) 

621.382.23:621.375.9 2413 
A Noise Investigation of Tunnel-Diode 

Microwave Amplifiers —A. Yariv and J. S. 
Cook. (Proc. IRE. vol. 49, pp. 739 743; April, 
1961.) The agreement between the measured 
noise figure and the theoretical results is an in¬ 
direct check on the existence of full shot noise 
in Ge tunnel diodes at microwave frequencies. 
The approach to the limiting noise temperature 
in an amplifier by the use of appropriate circuits 
is discussed. 

621.382.23:621.376.23 2414 
The Tunnel Diode as a Highly Sensitive 

Microwave Detector M. D. Montgomery. 
(Proc. IRE, vol. 49, pp. 826 827; April, 1961.) 
Good sensitivity has been obtained by biasing 
the diode near oscillation and oj>erating it asa 
square-law detector . Experimental results are 
quoted at frequencies near 1 Gc. 

621.382.3 2415 
Transistor Internal Parameters for Small-

Signal Representation -R. L. Pritchard, J. B. 
Angell, R. B. Adler, J. M. Early and W. M. 
Webster. (Proc. IRE, vol. 49, pp. 725 738; 
April, 1961.) A summary report is given of a 
working group which studied a) the parameters 
which emphasize the physical mechanism of 
transistors, b) symbols for these parametersand 
c) the relation between these parameters and 
those employed in circuit analysis and design. 
35 references. 

621.382.3.012.8 2416 
A Complete Transistor Equivalent Circuit— 

R. H. Beeson. (Proc. IRE, vol. 49, pp. 825-
826; April, 1961.J The circuit given is implicit 
in the analysis of Ebers and Moll (884 of 1955). 

621.382.333 2417 
Measurement of the Number of Impurities 

in the Base Layer of a Transistor—II. K. Gum-
mel. (Proc. IRE, vol. 49, p. 834; April, 1961.) 
The collector current is measured as a function 
of emitter-to-base voltage. Nb is then calcu¬ 
lated from the simple expression given. 

621.382.333 2418 
Silicon Surface Alloy Transistors for High-

Frequency Switching and Chopper-Amplifier 
Applications -P. A. Charman. (J. Brit. IRE, 
vol. 21, pp. 201 204; February, 1961.) 

621.382.333.33 2419 
The Dependence of Current Gain of Drift 

Transistors on Emitter Current—G. Schwabe. 
(Z. angew. Phys., vol. 12, pp. 314 320; July, 
1960.) The differences in the gain characteris¬ 
tics of drift and diffusion-type transistors are 
discussed; at high emitter currents their char¬ 
acteristics become similar. 

621.383.5 2420 
GaAs, a Sensitive Photodiode for the Visi¬ 

ble—G. Lucovsky and P. II. Cholet. (J. Opt. 
Soc. Am., vol. 50, pp. 979 983; October, 1960.) 
Highly sensitive photodiodes have been formed 
by diffusion of Cd and Zn in n-tyiæ GaAs. 
Operated as photovoltaic detectors, the diodes 
have half-sensitivity points at 9100 and 5600 Â 
and a dynamic impedance of the order of 1 mil 
with time constant 1 ms. Certain diodes are 
equally sensitive when operated in the photo-
conductive mode. 

621.385.032.213.23 2421 
On the Electron Emission from Oxide-

Coated Cathode subject to Strong Electric 
Field—C. Shibata. (J. Phys. Soc. Japan, vol. 
16, pp. 51-61; January, 1961.) Deviation of 
emission from the Schottky value is explained 
by an avalanche effect in the oxide layer. Calcu¬ 
lated and measured values are compared. 

621.385.032.213.23 2422 
Oxide-Cathode Emission under Positive-

Ion Bombardment I. A. Abroyan. (Fiz. Tver¬ 
dogo Tela, vol. 1, pp. 1854 1856; December, 
1959.) Commercial oxide cathodes 5 mm in di¬ 
ameter were bombarded with potassium ions of 
energy 1 10 kev and hydrogen ions of 5-70 kev. 
The increase in emission current from the 
cathode under postassium-ion bombardment 
reached values of 1000 to 5000 electrons per in¬ 
cident ion. 

621.385.032.213.23 2423 
Application of Shot-Noise Techniques to the 

Study of Emission in Oxide Cathodes—B. 
Wolk. (Sylvania Technologist, vol. 13, pp. 129-
136; October, 1960.) 

621.385.6 2424 
Small-Signal Space-Charge Density in 

Drifting Ion-Neutralized Rectilinear-Flow 
Beams Immersed in an Axial Magnetic Field 
of Finite Magnitude—V. Bevc. (Proc. IRE, 
vol. 49, pp. 815-816; April, 1961.) 

621.385.6:621.375.9:621.372.44 2425 
Behavior of Thermal Noise and Beam 

Noise in a Quadrupole Amplifier -R. Adler and 
G. Wade. (Proc. IRE, vol. 49, p. 802; April, 
1961.) 

621.385.63 2426 
RF Focusing of an Electron Stream—C. K. 

Birdsall, G. W. Rayfield, E. Sugata, M. Terada, 
and K. Ura. (Proc. IRE, vol. 49, pp. 819-821 ; 
April, 1961.) Attention is drawn to an error in 
3330 of 1960 and further comments by Sugata, 
el al., are included. 

621.385.632 2427 
Matching between Travelling-Wave-Tube 

Helix and Waveguide—T. Unotoro. (Rev. 
Elec. Commun. Lab., Japan, vol. 8, pp. 560-
572; November-December, 1960.) The opti¬ 
mum dimensions of the coupling circuit for 
mass-produced tubes are determined by a sta¬ 
tistically designed series of measurements. 

621.385.632.1 2428 
Experiments on a Series of S-Band Cresta-

trons J. E. Rowe, G. T. Konrad, and II. W. 
Krage. (Commun, and Electronics, no. 52, pp. 
828-833; January, 1961.) The operation of this 
device is discussed and experimental data are 
given for fixed length and variable-length tubes. 
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The tube is small and operates at high effi¬ 
ciency. See 2427 of 1959 (Rowe). 

621.385.832:621.397.62 2429 
Some Electron Trajectories in a Nonuni¬ 

form Magnetic Field T. N. Chin. (Proc. IRE, 
vol. 49, pp. 832-833; April, 1961.) The nonuni¬ 
formity is introduced to improve thin cathode¬ 
ray tube deflection sensitivity and reduce the 
width of the scan-producing electromagnet. 
The equations of the resulting trajectories are 
derived. 

621.385.832:621.397.621 2430 
A Low-Power Cathode for Television Pic¬ 

ture Tubes -Smithgall. (See 2396.) 

621.387:621.362 2431 
Interpretation of Experimental Characteris¬ 

tics of Cesium Thermionic Converters —Cara-
bateas, Pezaris, and Hatsopoulos. (See 2335.) 

MISCELLANEOUS 

061.6:621.37/.39 2432 
Report of the United States of America Na¬ 

tional Committee to the XIII General Assem¬ 
bly of the International Scientific Radio Union, 
London, England, September 5 to 15, 1960— 

(J. Res. NBS, vol. 64D, pp. i-v and 591-
767; November-December, 1960.) A brief re¬ 
port is given by each Commission of the 
progress made in its field during the period 
1957-1960. 

538.569.2.047 2433 
Some Technical Aspects of Microwave 

Radiation Hazards — W. W. Mumford. (Proc. 
IRE, vol. 49, pp. 427-447; February, 1961.) A 
review of information available and ot the 
safety measures adopted by Bell Laboratories 
is given. A recommended method of calculating 
power densities is derived and some commercial 
power-density meters are described. 78 refer¬ 
ences. 

621.3(083.7) 2434 
Supplement to I.R.E. Standards on Graphi¬ 

cal Symbols for Electrical Diagrams, 1954 — 
(Proc. IRE, vol. 49, pp. 467-468; February, 
1961.) Standard 54 IRE 2LSI. 

621.37/.38].029.6 2435 
Recent Developments in Microwave Phys¬ 

ics—H. Severin. (Naiurwiss., vol. 47, pp. 217-
221; May, 1960.) A review dealing particu¬ 
larly with improved ferromagnetic and ferri¬ 
magnetic materials and semiconductors, and 

their applications in new microwave devices is 
presented. 

621.38.004.6 2436 
Reliability of Electronic Equipment—H. J. 

Fründt. (Elektrochem. Z., Edn A, vol. 81, pp. 
338 341 ; April, I960.) A method of determining 
the operational reliability of complex equip¬ 
ment on the basis of the known failure rates of 
its components is described. 

621.39(047.1) 2437 
Communication Engineering and Radio¬ 

location (VDZ Z, vol. 103, pp. 189-203; 
February, 1961.)A progress report covering re¬ 
cent developments, with references mainly to 
German literature is given. The following sec¬ 
tions are surveyed: 

a) Telecommunications -W. Althans, pp. 
189-191. 

b) Sound Broadcasting and Television—K 
Müller, pp. 191 194. 99 references. 

c) Radar and Radio Navigation —W. Stan-
ner, pp. 195 196. 

d) Electroacoustics—H. Harz, pp. 197 
200. 64 references. 

e) High-Frequency Measurements—A. 
Egger, pp. 201-203. 65 references. 


