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Poles and Zeros 

QErii® DOSES 

E&A-ECPD. These sym¬ 
bols stand for the Education 
and Accreditation Committee 
of the Engineers Council for 

Professional Development. In July, 1961, Poles and Zeros 
announced IRE’s membership in ECPD and discussed 
briefly the ECPD committee structure. The Education and 
Accreditation Committee is of such significance that it 
seemed appropriate to single it out for detailed discussion on 
this page. In order to provide the most accurate and precise 
information about the committee, the Editor invited the 
committee’s chairman to prepare a statement descriptive of its 
activities for Poles and Zeros. 

Newman A. Hall, Chairman of the Department of 
Mechanical Engineering at Yale University, is the Chairman 
of the ECPD E&A Committee, and he has graciously accepted 
the Editor’s invitation to prepare for IRE readers the story 
of the responsibilities and activities of his committee. For the 
material to follow, IRE and the Editor express their thanks to 
Professor Hall. 

“The addition of the IRE as one of the constituent mem¬ 
bers of ECDP brings with it the obligation and opportunity 
to participate in one of its most significant activities, the Edu¬ 
cation and Accreditation Committee. In the total responsi-
ability of ECPD in the professional development of the engi¬ 
neer, this committee plays the central role of maintaining 
contact with the institutions which provide the formal 
education of the engineer. It has the responsibility of speaking 
for the profession in matters of educational standards and of 
developing and administering criteria so that a reliable and 
meaningful program of accreditation of engineering schools 
can be carried forward. 

“The establishment of accreditation criteria and an asso¬ 
ciated inspection program for engineering schools was one of 
the earliest formal programs of ECPD. The basic criteria were 
agreed upon ir. 1933 and, during the period 1936 to 1938, the 
initial program of accreditation was completed. During the 
war, the inspections of curricula were largely suspended and, 
on resumption afterwards, it was observed that a much more 
adequate base for conducting accreditation was needed. While 
the earlier Hammond Reports of 1940 and 1944 on the aims of 
engineering curricula led the way for changes which were 
taking place, a more extensive review was in order. Conse¬ 
quently, following a 1951 ECPD recommendation, ASEE 
instituted a study which resulted in the 1955 report on The 
Evaluation of Engineering Education. With this available, 
ECPD adopted in 1955 a set of additional criteria for ac¬ 
creditation which, together with the original bases, have since 
guided the recommendations of the Education and Accredita¬ 
tion Committee. These standards which the committee ad 

ministers are designed to accommodate and encourage 
flexibility and creative development in engineering education, 
yet they are sufficiently incisive to insure that minimum re¬ 
quirements are significant. 

“The membership of the Education and Accreditation 
Committee is representative of all the constituent societies of 
ECPD, including IRE. Great care is taken not only to insure 
that the committee is broadly familiar with various technical 
fields of engineering, but more significantly, that the indi¬ 
vidual members may be in a position, on the basis of their 
own experience in engineering education and good judgment, 
to counsel educational institutions wisely. Members in all 
cases are selected from individuals who have had experience 
as inspectors on accreditation teams, and it is the responsi¬ 
bility of each constituent society to insure that an adequate 
corps of representative, well-informed inspectors is available 
to the committee. 

“Each accreditation inspection is organized by a member 
of the E&A Committee who serves as chairman. He is respon¬ 
sible for making arrangements with the institution, selecting 
inspectors from approved lists, supervising the inspection, 
including various conferences with administrative officials, 
and assembling and transmitting reports and recommenda¬ 
tions to the E&A Committee for action. The final accredita¬ 
tion decision is made by ECPD itself, giving due considera¬ 
tion to the recommendations of the E&A Committee. 

“A responsibility is accepted, not only to insure that mini¬ 
mum standards are maintained by the engineering schools, 
but increasingly in recent years there has been an effort to 
provide constructive assistance to the institutions in their 
constant efforts to improve the quality of their educational 
program. With the introduction of new principles and con¬ 
cepts into engineering practice, and with new proven methods 
of training engineers always becoming available, this service 
can be one of the most important provided by the commit¬ 
tee. 

“In order for such broad services to be possible, a very-
close relation must be maintained between the constituent 
societies and the committees. This is accomplished very 
effectively by the informal contacts provided by the member¬ 
ship of the committee in the several societies. Generally, the 
members are selected from those already very active in 
education and society affairs. 

“With the addition of new organizations to ECPD, the 
scope of responsibility is broadened. The increased diversity 
in technical areas and operating levels in the engineering team 
effort constantly enlarges the area of concern. The goal of the 
committee is to effectively encompass all of these demands 
and to provide the maximum service to the profession.” 

—F. H„ Jr. 
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Daniel E. Noble 
Director, 1061 

Daniel E. Noble (A’25-SM’44-F’47) was born in Naugatuck, Conn., on October 4. 1901. 
He graduated from Connecticut State College, Storrs, and supplemented his studies with addi¬ 
tional work at Harvard Summer School and at M. I.T., both at Cambridge, Mass. An honorary 
D.Sc. degree was conferred upon him in 1957 by Arizona State College at Tempe. He taught 
mathematics and electrical engineering subjects for seventeen years before he joined Motorola, 
Inc. in 1940, as Director of Research. Before leaving the University of Connecticut, he pio¬ 
neered FM radio broadcast and mobile radio development work and, as consultant to the Con¬ 
necticut State Police, he was responsible for the design and development of the first statewide 
two-way mobile radio communications state police system and the first FM system. With 
Motorola, he advanced over the years to General Manager of the Communications and Elec¬ 
tronics Division, to Vice President and Director of the corporation, and, finally, to his present 
assignment as Director and Executive Vice President in charge of the three Motorola Divisions 
dealing with communications, semiconductor and military electronics products. W hile Man¬ 
ager of the Communications Division of Motorola, he directed the development of equipment 
improvements which paced the universal changeover of land mobile radio systems from AM 
to FM. He particularly emphasized engineering effort directed to the solution of the problems 
related to the need for substantial increases in the efficiency of spectrum utilization. 

W ith the announcement of the invention of the junction transistor, his interest turned to 
the semiconductor and solid state electronics fields as the most promising areas for corporate 
expansion. He initiated programs of transistor circuitry research and transistor applications in 
the Communications and Military Electronics Divisions, and established the corporate semi¬ 
conductor research organization, which was later expanded into the Motorola Semiconductor 
Products Division. He also organized the Solid State Electronics Department which extended 
the research into the areas of specialized solid state devices, integrated circuits, and informa¬ 
tional processing and controls. 

Mr. Noble has served either as Chairman or as a member of many industry and professional 
technical and advisory committees, including the Radio Technical Planning Board (Chairman 
of Panel 13), and the National Color Television Systems Committee. He holds three patents 
on electronic devices, and he has published technical articles and papers dealing with the 
general problems relating to the development of effective and reliable equipment. He is a 
member of the Board of Directors of Arizona State University Foundation, and Chairman of 
the Foundation Advisory Committee on Engineering and Science Education. He is also a 
member of the Army Scientific Advisory Panel. 
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Scanning the Issue_ 
Time-Varying Networks, I (Zadeh, p. 1488)- It has been 

the practice of the Proceedings to publish from time to time 
review and tutorial articles by leading authorities on subjects 
in which important progress has recently been made. Earlier 
this year the Editorial Board of the IRE set into motion a 
program for stepping up the frequency with which these arti¬ 
cles appear. This paper was suggested for this program by the 
Professional Group on Circuit Theory and represents the first 
fruit of the Editorial Board’s efforts. It deals with a subject 
about which very little was written prior to 1950. The past 
decade, however, has seen a host of technological develop¬ 
ments that have given rise to problems involving the analysis 
and synthesis of time-varying systems. By way of example 
one could mention the advent of Wiener's theory, missile 
guidance techniques, parametric amplification, scatter com¬ 
munication. detection of fluctuating targets, communication 
via satellites, and many more. Presented here is Part I of an 
excellent two-part survey of some of the significant and lesser 
known contributions to time-varying-network theory that 
have been made in the U. S. and abroad during the past ten 
years. 

Compatible Single Sideband (Kahn. p. 1503)- Due to the 
ever-increasing congestion of the radio frequency spectrum 
there has been widespread interest in recent years in single¬ 
sideband communication techniques. Indeed, interest in SSB 
reached such a level that the Proceedings devoted a special 
issue to the subject in December. 1956. Meanwhile, in August 
of that year, a new SSB system was quietly being installed at 
the V. S. Voice of America station in Munich, Germany. The 
new system was unique in that it did not retpiire special SSB 
receivers. The broadcasts could be satisfactorily received 
with conventional AM broadcast receivers. In the five years 
that have intervened, the Compatible Single Sideband 
(CSSB) system has been the center of considerable contro¬ 
versy—controversy that has reached the pages of the Pro¬ 
ceedings on two occasions. Questions were raised as to 
whether a CSSB wave with a distortion-free envelope could 
reproduce speech and music with adequate fidelity without 
generating an appreciable amount of undesired sideband 
radiation. These discussions arose largely because the full de¬ 
tails of the system had never been disclosed for proprietary-
reasons. In the meantime, the CSSB system was installed 
and tested at five AM broadcast stations in the U. S. as well 
as at various government and aeronautical installations in a 
number of countries. The author has now set down a detailed 
description, explanation, and experimental evaluation of the 
CSSB system. This paper, then, represents an eagerly 
awaited first public disclosure of an important new single¬ 
sideband system that has been the subject of much interest 
and discussion among a wide circle of engineers in the broad¬ 
cast and communications field. 

Magnetic Circuits Employing Ceramic Magnets (Helmer, 
p. 1528)—Ceramic magnets are characterized by the fact that 
they have a fixed magnetization and a permeability equal 
approximately to that of free space. These properties lead to 
an interesting simplification of the field equations, a simplifi¬ 
cation which makes it readily possible for a device designer 
to design magnetic circuits to his own specifications rather 
than relying on a magnet manufacturer for the design. The 
author analyzes several types of magnetic circuits, including 
novel ceramic-steel and ceramic-iron configurations, and de¬ 

velops a method of optimizing their design. The paper could 
well be called semitutorial since, in addition to formulating 
design criteria, it brings a not-well-understood subject within 
ready grasp of applications people. 

Electron-Trigonometry—A New Tool for Electron-Optical 
Design (Schlesinger, p. 1538)—The designing of an electron-
optical system is basically a problem of predicting the size 
and position of electron images. Unfortunately, in most situa¬ 
tions of practical interest it is not a problem that can be 
readily described or easily and directly solved mathemati¬ 
cally. The designer, therefore, usually must resort to indirect 
analog techniques or tedious graphical methods of tracing 
principal trajectories, or analyze the problem with a com¬ 
puter in a way that, while it gives a specific answer, provides 
no insight into design relationships. In this paper the author 
develops a new method in which axial potential distributions 
of an electron-optical system are approximated by segments 
that are either linear or parabolic. This approach reduces the 
problem to trigonometric relationships that are not only 
simpler to handle but more direct than present methods of 
analysis. Moreover, the method lends it self well to programming 
for a digital computer. The wide application of electron 
optics today makes this a noteworthy contribution to the art. 

A New FM-AM Method of Compression, Expansion, and 
Multiplication (Aiken and Süsskind, p. 1550)—This brief 
paper describes a novel method of combining two signals in 
such a way that the dynamic range of the first signal is ex¬ 
panded or compressed by the second. The technique has 
particular application to controlling the average levels of 
audio, radio or television signals. However, it may also find 
other interesting uses where modulation with separated com¬ 
ponents is involved, for example, as a multiplier in analog com¬ 
puters. 

IRE Recommended Practices on Audio and Electro¬ 
acoustics: Loudspeaker Measurements (p. 1553)—This docu¬ 
ment. drawn up by the Audio and Electroacoustics Commit¬ 
tee of the IRE, defines terms associated with loudspeakers 
and their testing, recommends various methods of testing, 
and indicates preferred methods of presenting information re¬ 
garding their characteristics. Included are methods of meas¬ 
uring reference pressure response, rating efficiency, directional 
properties, nonlinear distortion, and power capacity rating. 

Coincidence Techniques for Radar Receivers Employing a 
Double-Threshold Method of Detection (Endresen and Hede-
mark, p. 1561)—The authors propose that the well-known 
double threshold radar detection technique requiring ni or 
more detections in n consecutive trials be replaced by a video 
coincidence technique in which ni or more consecutive pairs 
(or triples) of detections are required in n consecutive trials 
before saying that a target is present. The significance of re¬ 
quiring that the detections be clustered in groups of two or 
three is that this clustering is exactly what one expects when 
a true target appears and. on the other hand, is not at all 
characteristic of independent and random noise pulses which 
give rise to false alarms. Mathematical formulas are de¬ 
veloped to determine how much is gained in terms of reduc¬ 
ing false alarm probabilities and what price is paid in terms of 
reducing the detection range. The answers to these questions 
and the proposed coincidence technique itself will be of sub¬ 
stantial interest to those concerned with suppressing pulse¬ 
type interference in radar systems. 
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Time-Varying Networks, I* 
J GJ ' 

L. A. ZADEH t, fellow, ire 

Summary—This paper presents an analysis of some of the signifi¬ 
cant developments in time-varying network theory which have taken 
place during the past decade, with the emphasis placed on three 
topics: 1)characterization of time-varying networks, and in particular, 
transition from the impulsive response to the differential equation; 
2) the problem of factorization, with emphasis on the contributions of 
Darlington, Batkov and Paul Levy; and 3) randomly-varying systems 
and, in particular, the question of stability of discrete-time systems 
of this type. The identification problem, the analysis of periodically-
varying systems, the synthesis problem, and the filtering and predic¬ 
tion of nonstationary processes will be treated in Part II, to be pub¬ 
lished later. 

1 HIS PAPER is primarily concerned with develop¬ 
ments in time-varying-network theory which have 
taken place during the past decade. A survey paper 

by Bennett |l| provides a brief discussion of the de¬ 
velopments prior to 1950. 

The past ten years have witnessed a rapid growth of 
interest in time-varying networks as well as a marked 
shift in emphasis brought about by the advent of such 
new areas of research as missile guidance, detection of 
fluctuating targets, propagation through randomly-
varying media, communication via satellites, para¬ 
metric amplification, etc. Furthermore, the availability 
of machine computers has made, and is making, a pro¬ 
found impact on the whole process of constructing a 
model of a physical system and subjecting it to mathe¬ 
matical analysis, as well as on the reverse process of 
synthesizing a system from components having known 
characteristics. One consequence of the advent of ma¬ 
chine computers is the growth in importance of the so-
called identification problem, which, roughly speaking, 
is concerned with the determination of the characteris¬ 
tics of a given black box, based upon the observation of 
its external behavior. This stems from the fact that, 
with the aid of machine computers, the analysis of a 
system comprised of elements having known charac¬ 
teristics no longer presents essential difficulties. Thus 
the outstanding problem becomes that of identification, 
which in any case is a basic prerequisite to the analysis 
of a system by either machine computer or analytical 
means. 

This paper is not purported to be an exhaustive sur¬ 
vey. Rather, its limited aim is to present a connected 
and not too superficial account of some of the significant 
and lesser known contributions to time-varying-network 
theory made during the past ten years. Because of limi-

* Received by the IRE, June 23, 1961; revised manuscript re¬ 
ceiver, July 31, 1961. This work was supported in part by the Natl. 
Sei. Found, under Grant G-9106; it was presented at the Symposium 
on Time-Varying Networks, 1961 IRE International Convention, 
New York, N. Y. 

f Dept, of Elec. Engrg., University of California, Berkeley, Calif. 

tations on space, the paper is in two parts. Part 1 deals 
with the problem of transition from one mode of char¬ 
acterization to another, the so-called factorization 
problem, and with randomly-varying systems. The 
identification problem, the analysis of periodically-
varying systems, the synthesis problem, the stability 
problem, the filtering and prediction of nonstationary 
processes, the resolution into elementary time func¬ 
tions and miscellaneous contributions will be treated 
in Part II, to be published later. 

It should be noted, in the following exposition, that 
the amount of space devoted to a particular contribu¬ 
tion is not necessarily a measure of its significance. As a 
general rule, the contributions which are well known or 
have appeared in widely available journals are referred 
to very briefly, while the results which appeared in un¬ 
published reports or foreign publications are discussed 
in greater detail. 

I. Characterization 

It has long been known that the relation between the 
input and output of a time-varying system can be ex¬ 
pressed in a variety of ways other than those based on 
the use of differential equations. Yet it was -and to 
some extent still is standard practice to employ almost 
exclusively the differential-equation representation for 
the purpose of relating the input to the output, either 
directly or through the state variable. 

It is largely during the past decade that a need for a 
wider variety of alternative representations became 
definitely established and their potentialities as well as 
limitations became more clearly understood. The rea¬ 
son for this development is twofold: first, it was found 
that many of the time-varying models of such systems 
as randomly-varying media, fluctuating targets, etc., 
cannot be characterized in terms of ordinary differential 
equations of finite order. Second, it became clear that 
in many of the problems of optimization, identification, 
detection, filtering, etc., it is much more convenient to 
use a representation tailored to the characteristics of a 
particidar class of systems than to use an “all-purpose” 
representation involving a differential equation or a set 
of differential equations relating the input to the out¬ 
put. 

In speaking of the modes of characterization other 
than those based on the use of differential equations, 
what we have in mind are the techniques centering on 
the resolution of input time functions into a family of 
“elementary signals” such as delta functions, exponen¬ 
tials, etc. If the responses of the system to such ele¬ 
mentary signals can be determined, then the response to 
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an arbitrary input can be determined by superposition. 
In this way, the problem of finding the response to a 
given input is reduced to a large number of simple prob¬ 
lems, each involving the determination of the response 
of the system to a particular elementary signal. 

Before proceeding to discuss some of the contribu¬ 
tions to the characterization of time-varying systems, 
it would be helpful to summarize some of the well-known 
facts pertaining to the technique of resolving the input 
and output into elementary signals. (For a more de¬ 
tailed discussion, see Huggins [19], Laning and Battin 
116], Gerardi [12 ], and Zadeh [2].) 

Resolution into Delta Functions 

In this case, the family of elementary signals has the 
form {5(/ —£), — X < t < X , — x </ < x } where 5(t —£) 
denotes a unit impulse occurring at time £, with £ rang¬ 
ing over the interval (—x, x). Assuming, for sim¬ 
plicity, that the system has a single input u and a 
single output y, and that it is initially at rest, the rela¬ 
tion between the input and output can be written as 

/• x
yO) = J (i) 

—oo 

where hG, is called the impulsive (or impulse) response 
of the system and is defined as the response of the sys¬ 
tem at rest to S(/ —£). If a system is nonanticipative (i.e., 
if, for all t, y(t) is independent of the values of the input 
for times greater than /), then h(t. £) =0 for t<£ and the 
upper limit in (1) can be replaced by t. (For a discus¬ 
sion of the relationship between the impulsive response 
and Green’s function, see Miller [3] and Zadeh |4].) 

Resolution into Exponential Functions 

Here, the elementary signals are of the form 
— x<w<x, — x</<x] or more generally {e”, 
jGC¡ where C is a Bromwich-Wagner contour in the s 
plane. In terms of such signals, a system B is character¬ 
ized by its frequency-response function Hljw, t), which 
is defined as 

response of B to e‘“' 
11^, t) = —--- (2) 

The time-varying frequency-response function H(jw, t) 
constitutes a natural generalization of H(ju) - -the fre¬ 
quency-response function of a time-invariant system. If 
the system is initially at rest and the Fourier transform 
of the input u is denoted by the expression for 
the output at time/,y(/), in termsof H(ju,t) and L\jw) is 

y(0 = — f H(iu,t)U(jw)eiutdu. (3) 

General Relations for Resolution into Elementary Time 
Functions 

If a family of time functions {kG, X)}, with X taking 
values on some contour C in the X plane and / ranging 
over a finite or infinite interval T, form a basis for the 

input and output spaces of a system B [in the sense that 
the k(t, X) and C are such that any signal in the input 
or the output space of B can be resolved into the kG, X) ], 
then an input u can be expressed as 

«W = I kG, X)U(X)dX, t G T, (4) 
d C 

where U(X) is an integral transform of u given formally 
by 

k *(X, l)uG)dl. (5) 

In this relation, the kernel £-1 (X, /) is inverse to kG, X) 
in the sense that 

,X)k~l(X,£)dX = ôG -i), i,( G r (6) 

B is characterized by its responses to the kG, X), XGC. 
Thus, if the response of B to kG, X) is denoted by 
KG, X), then the response of B to u (with B initially at 
rest) can be written as: 

KG, X)L’(X)dX. (7) 

Eqs. (1) and (3) are special cases of this relation cor¬ 
responding to kG, X)=ÒG~ X) and kG, X^e^'/lnj, re¬ 
spectively. 

Resolution into Eigenfunctions 

A function kG, X), /G T, is an eigenfunction of B if the 
response of B to kG, X) (with B initially at rest) is of the 
form: constant (depending on X) times k(t, X). If B has 
a set of eigenfunctions {&(/, X), XGC] which can be used 
as a basis for the input and output spaces of B, then 
the input-output relationship of B can be expressed in 
the simple form 

F(X) = RWL'M (8) 

where R(X) is the response function of B 

response of B to kG, X) 
RW = ——zrr;—— w kG, X) 

and U(X) and F(X) are the integral transforms of u and 
y, respectively; i.e., 

k '(X, t)u(t)dt 

^(X) = f ¿-1(x, f)y(t)dt. 
j f 

(10) 

(11) 

It can be shown readily that if a system is time-in-
variant and homogeneous (in the sense that if u is any 
input in the input space of B, then for all real con¬ 
stants k, the response of B to ku is k times the response 
of B to u), then the functions je'"', — x<w<x, 
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— »</<ooj constitute an eigenfunction set for B. 
(Note that B need not be linear.) It is in this sense that 
the exponential functions ¡c'“'¡ constitute a “natural’’ 
set of elementary time functions for linear time-invari¬ 
ant systems. 

This concludes our brief review of the terminology 
and basic relations pertaining to the characterization 
of linear systems in terms of their responses to ele¬ 
mentary time functions. 

11. Transitions Between Dieferent Modes 
of Characterization 

In dealing with time-varying systems, one frequently 
encounters a situation where a system B is characterized 
in a given way IT, and it is desired—for one reason or 
another—-to characterize B in a particular way IT* 
which is different from IV. Tor example, B might be 
initially characterized1 by a differential equation of the 
form 

d"y 
a„(t) - F • • • + aMy 

at" 

— bmO) - F • • • + b(i(f)u, (12) 
at"1

or more compactly 

d 
UP, t)y = M(p, f)u, p = — 

dl 

where 
n 

Up, t) = E 

m 
M(p, D = X Wp1

and the a¡(t) and bj(t) are given functions of time. The 
desired characterization of B is: 

h(J, CfU^d^ (13) 

where h(t, £) is the impulsive response of B. Here, the 
problem is that of solving the differential equation 

MOp* + • • + e 
= (bm(t)p’" + • • • + b^iij - J) (14) 

subject to the initial condition 

&Ut, e ~ 
dr _ 

p = 0, 1, • • • , H - 1. 

(For a more detailed discussion of this and related prob¬ 
lems, see Borsky [ó], Solodov [5], and Zadeh [4], 

1 It is generally unrecognized that a differential equation such as 
(12) does not characterize a system uniquely unless it is tacitly under¬ 
stood that the system must be nonanticipative. More specifically, 
(12) defines n-f-1 nonequivalent systems of which one is nonanti¬ 
cipative, one is purely anticipative, and the rest operate on both the 
past and the future of the input. 

Usually, the problem is to pass from an implicit char¬ 
acterization employing differential operators to an ex¬ 
plicit characterization involving such functions as the 
impulsive response, frequency-response function, etc. 
In some cases, however, one is faced with a converse 
problem, namely, that of passing from, say, the im¬ 
pulsive response to the differential equation. This may 
happen, for example, when it is desired to simulate a 
system on an analog computer which is designed to 
handle differential equations. 

An interesting special case of the latter type of prob¬ 
lem was considered by White |7|. Specifically, White 
considers the case where one is given the eigenfunction 
set {¿(b X) J °f an undetermined differential operator 
L(p, t) which admits a representation of the form 

UP, 0 = E E lU^P" (15) 
* M 

where the U are unknown constants, and v and ¡i range 
over integers. Furthermore, it is assumed that k(t, X) 
can be expanded as a power series in Xt, 

OC 

k(.t,X) = E ̂ (Xt)", (16) 
»4=0 

and that the response function R(X) can likewise be ex¬ 
panded as 

Æ(X) = E d') 

where the coefficients h, may be adjusted to yield a 
simple solution to the problem if one exists. 

Formally, the problem is solved by substituting (12)-
(14) in 

Up, t)Ut, X) = Rt^Ut, X), (18) 

and equating the coefficients of the like powers of X and 
t. '1'his yields a set of equations 

E b-M 
V 

»! 

(n - k)! 
(19) 

which may be solved for the lrß (if a solution exists). 
For example, 

k(J, X) = J»(Xt) (Bessel function) (20) 

In this case, it is expedient to set ht = —1, ho = ht=h3 

= ■ • • =0. Then 

E^ —= - ll-4(»/2)=], (22) 
. (» — p)! 

or 

+/o,-2 + 11,-2'1 + /2,-2»(» — 1) + • • • = n2 (23) 

from which it follows that 

/1.-2 = 1, I«--, = 1, all other l,„ = 0. 
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Thus, the desired operator is 

1 
Up, I) = p2 + — p. (24) 

The relation given by (19) can readily be extended 
to the case where kd, X) admits a more general repre¬ 
sentation of the form 

kV, X) = E E k„mXnf”. (25) 
n m 

Then (19) becomes 

EE knidr.p—m 4 h n mkm„, (26) 
m V (w p) ! 

which, for the special case of (16), reduces to (19). 
If the eigenfunction set is identified with the func¬ 

tions {/~x, ()</< ^ j, with X taking values on a Brom¬ 
wich-Wagner contour in the X plane, then the differen¬ 
tial operators relating y to u assume the form 

(a,,t"p" + />"-'+ ■ • • + a0)y 

= (bj-'p" + • • • + b9)u, (27) 

where the «’s and b's are constants. Networks described 
by equations of this form have been studied by Asel¬ 
tine [8], Aseltine and Trautman [9], Davis [10], Ho 
and Davis [11], Gerardi [12], and others, and are re¬ 
ferred to in the literature as the Euler-Cauchy net¬ 
works. In effect, such networks can be obtained from 
time-invariant networks by the transformation of time¬ 
scale /—> —log t. Based on this observation, it can 
readily be shown that the impulsive response of a non-
anticipative Euler-Cauchy network is of the form 

hd,^) = 1(/ - $) — (28) 

where gd~£) is the impulsive response of the time¬ 
invariant network from which the Euler-Cauchy net¬ 
work is derived. 

If k(t, X) is identified with 1 (2ttj)(/-x ), then the in¬ 
verse kernel is given by 

£-'(X, /) = 0 < t < «. (29) 

Thus, the resolution of a signal h(Z>0) into the kd, X) 
assumes the form 

1 C 
ud) = —: I t~*U(X)dX (30) 

2irj  J c 

and 

/
» X 

ud)tK~'dX (31) 
0 

where U(X) is the Mellin transform of u. In some cases, 
it is more convenient to employ a modified Mellin 
transform of u which is related to (31) by the transla¬ 
tion t—d+a, where a is a constant. Such transforms 
have been used for illustrative purposes by Davis [10]. 
More recently, Peschon [13] has found a useful ap¬ 

plication for modified Mellin transforms in final value 
control problems. 

An interesting idea which was motivated by the work 
of Aseltine and Trautman is contained in the paper by 
Davis [10] cited above. Specifically, let 

7. = atd)p + aod) (32) 

be a first-order differential operator and let kd, X) and 
k~'d, X) be, respectively, the solutions of 

Ly = Xy, y(0) = 1 (33) 

and 

f*y = Xy, y(0) = 1 (34) 

where 

/.* = - paid) + ««(/) (35) 

is the adjoint- of L. Then the kernels kd, X) and £ _| (X, t) 
are inverse to one another in the sense of (6), and, under 
mildly restrictive conditions, one can write 

/
» X 

k~'d, X)ud)dt (36) 
0 

and 

1 C 
nd) = - I kd, X)U(X)dX. (37) 

2irj J c 

Now, given a time-invariant network N, one can trans¬ 
form it into a time-varying network N* by replacing 
each unit inductor (which corresponds to the operator 
p) with a network / corresponding to operator L, and 
replacing each unit capacitor with a network I’ corre¬ 
sponding to the operator L~l (inverse of L), leaving all 
resistances unchanged. The networks / and I' corre¬ 
sponding to L and L~l, respectively, are described by 
the voltage-current relations v = Li and i = Lv. Thus, I' 
can be obtained from I by dualization. Clearly, if a net¬ 
work function associated with time-invariant N is a 
function H(s) of complex-frequency s, then the corre¬ 
sponding response function for time-varying N* will be 
H(X), with X being the parameter entering into kd, X). 
In this way, one can derive from a prototype time¬ 
invariant network N a wide variety of time-varying 
networks A7* which are described by the same equations 

2 The adjoint of a differential operator 

L = E aMp" 

is defined a> 

L* = E (-VT'aM, 
u 

where />"a„(/) signifies that />" operates on the product of a„d) and the 
operand; e.g., (paid) +adt))u(t) means d/(dt)(aid)ud))+aud)nd). 
For a more detailed discussion see, for instance, Ince [14], Friedman 
[15], and Laning and Battin [16]. It should be noted, alternatively, 
that the adjoint of a system B with impulsive response hd, i) can be 
defined as a system B* whose impulsive response h*d, V) is hd, t), 
i.e., h*(t, i) = hd, t). With this as the starting point, it is a simple 
matter to show that if B is characterized by the differential equation 
Ly = u, then B* is characterized by the differential equation L*y — u, 
where I.* is the adjoint of L in the sense defined above. However, if 
B is characterized by Ly=Mu, then, except in special cases, the 
characterizing equation for B is not L*y = M*u. 
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in terms of X as N is in terms of s. In effect, Davis’ 
method amounts to an extension of the familiar fre¬ 
quency-transformation technique (see Laurent [17], 
Bode [17a], and Zadeh |17b]), to time-varying net¬ 
works. More recently, somewhat overlapping results 
have been obtained independently by Wattenburg [18]. 

There are several other contributions, notably by 
1 luggins [19], Lai [20], Gerlach [21], Narendra [22], 
and others, which are concerned with various techniques 
of resolution of time functions into elementary signals. 
These contributions will be discussed in l’art II of the 
paper. 

Transition from Impulsive Response to the Differential 
Equation 

The problem of finding the differential equation of a 
system which is characterized by its impulsive response 
arises in situations where it is simpler to simulate or 
synthesize a system in terms of its differential equa¬ 
tions rather than its impulsive response. It arises also in 
connection with the so-called factorization problem 
which is discussed in Section III of this paper. 
This problem was first formulated and partially 

solved by Batkov [23]. Batkov’s approach is based on 
the well-known fact (see, for instance, Coddington and 
Levinson [24], and Miller [3]) that the impulsive re¬ 
sponse of a system characterized by the differential 
equation 

Ly = (a,ft)p" + • • • + aftflyff) = u(t) (38) 

has the form 

A(/,0 = l(/-f) ¿W¿)W(O (39) 

where the /ft) are any n linearly independent solutions 
of the homogeneous equation Ly = 0 and the ^¡*(/) are n 
linearly independent solutions of the adjoint equation 

l*y = ((-l)¿"a„(¿) + • • • + a^y^ = 0. (40) 

The ^.*(/) can be expressed in terms of the ^,(0 by 
solving the system of n linear equations in the /,*(£) 

dkh(t, Í) ‘ 

dtk
k = 0, 1, • • • , n - 2 (41) 

dn-'hQ, " 

df-' 

1 
(42) 

Another well-known fact is that the operator L can 
readily be constructed from the knowledge of the /ft). 
Specifically (see, for example, Ince [14]), one can write 

MO • W0 yW 
Ly = W’O) • /'»(O 

WHO W’O) y <n) (0 

(43) 

Thus, if h(t, £) is given in the form (39) and it is 
known that the system is characterizable in the form 
(1), then L can be obtained at once from (43). Far 
less trivial is the more general case where the differential 
equation characterizing the system is of the form 
Ly = Mu or, more explicitly, 

{a-Mp* + • • • + «»(Ob’ 

= [¿>„.(0r + • • • + mo]«, (44) 

where m <n and the aft) and bft) are initially unknown 
coefficients.3 In this case, the impulsive response reads 

= 1(/ - e È MOMO (45) 
< = 1 

where the /ft), i = l, • • • , n are n linearly independent 
solutions of Ly = 0 and the Oft), ¿=1, • • • , n, are 
given by 

9 ft) = M*[/*(t)], i = 1, • ■ • , n, (46) 

where the /,*(t) are n linearly independent solutions of 
the adjoint equation ¿*y = 0 (satisfying [41 ] and [42]) 
and M* is the adjoint of M. If lift, £) is given in this 
form, then from (45) one can find the /ft) and Oft). 
Once the/ft) are known, it is a relatively simple matter 
to determine the /f^t).* Thus, the problem reduces to 
finding M* from (46). On writing 

M* = bm*(t)p"‘ + • • • + b„*(t) (47) 

where the b*(f) are undetermined coefficients, (46) 
yields a set of n simultaneous equations in the b*(t) 

n— 1 

9 ft) = L b^lD/f^ft), i= 1, ■ ■ - ,n. (48) 
k-0 

Once these n equations are solved for the w + 1 co¬ 
efficients bk*(t) in .1/*, .If can be found from the relation 
between a differential operator and its adjoint.2 This 
completes the determination of L and fl in (44) from 
the knowledge of lift, ^). 

It is simpler and frequently more effective to derive 
from h(t, Ç), not a single differential equation of the 
form Ly= Mu, but a system of n first-order differential 
equations of the form 

x(0 = AGUlt) + B(t)ift) (49) 

together with the expression for the output 

y(t) = aft)xft) + • • • + a,ft)x,ft) 

+ M)u(t) + • • • + ßm_,ft)u^-nft) (50) 

3 The procedure for finding the operator .1/ given in Batkov’s 
paper is somewhat less straightforward than that given here. 

1 See Ince |14], p. 124. 
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where x(t) = (xi(f), ■ • • , xn(t)) is a state vector, A(t) 
and B(t) are matrices, and the ai(t) andftj/) are scalar 
coefficients. These equations constitute a very use!ul 
mode of characterization of a system and will be re¬ 
ferred to as its state equations. 1'or a homogeneous 
equation Ly = 0, the state equation x = Ax is simply a 
normal form of Ly = O (see, for instance, Ince |14]). 
Equations of the form (49) and (50) have been em¬ 
ployed extensively in analytical dynamics and, more 
recently, in the theory of automatic control. 

We shall discuss briefly three problems arising in con¬ 
nection with the state equations of a system: first, the 
problem of obtaining the representation (49) and (50) 
from h(t, Ç); second, the problem of obtaining (49) and 
(50) from Ly = nur, and third, the problem of obtaining 
(49) and (50) directly from the structure of a time¬ 
varying network. 

Batkov [23] and, somewhat earlier, Darlington [25] 
have indicated how the first two of these problems can 
be solved. As for the third problem. Kinarawala [261 
has shown how one can adapt Bashkow s .1-matrix 
technique [27] to time-varying networks and thereby 
obtain (49) for any /<(/)A(0C(f) network without the 
necessity of performing differentiations or integrations 
on the loop or node equations of the network. 

The basic idea behind the methods of Darlington 
and Batkov is closely related to the partial-fractions 
technique of Lure ]28]5 for casting into the diagonal 
or, more generally, the Jordan canonical form, the 
d\ nautical equations of the linear part of a nonlinear 
system. Specifically, we observe that each term in the 
expression for h(t, 0 

h(t,£) = 1(1 - & £p.(N,(i) (3D 

can be identified with the impulsive response of a first-
order system. Thus, we can write 

y(t) = xi(/) + • • • + x„(t) (52) 

where x,(t) is defined by 

xM = f (53) 

Differentiating both sides of (53), we get 

xM = ^,(/)0.(/)«(/) + P,(t)d,(k)¡<(^ (54) 

which can be written as 

lÃ.W 
x,(0 = — xM + iL(/)0, (/)»(/), 

M) 
i = 1, • ■ • , n. (55) 

5 See also B. V. Bulgakov, “On normal coordinates,” Prikl. Mat. 
i Meh., vol. 10, no. 2, pp. 273-290; 1946. 

These equations, together with (52), form the state 
equations for the system, with 

4 = 

It = 

■¿1 p 
0 

_ 0 

-Ptor 

p2b2 

_P„0„. 

j 0 0 • 0 ■ 

p2/p2 0 • 0 

0 0 • P„/Pn. 

(56) 

and «,= ••• = an = l, ßo= ■ • • =j8m_„=0 (assuming 
that m<n). The main advantage of this technique is 
that it yields a diagonal .1 matrix.6

The same idea can be used to derive an analog of 
the partial-fractions expansion for time-varying net¬ 
works. As an illustration, consider a second-order 
system characterized by a single differential equation 

(p- + a^Op + a0(t))y = (bi(t)p + b0(t))u (57) 

and let pt and ^2 be any two linearly independent solu¬ 
tions of (p--VaÁ0p+ao(ty)y = 0. Then, on denoting 

pt by Xb p2 p2 by X2, and using the results just de¬ 
scribed, we can write (with the dependence of Xi, Xi, 
pt, etc., on t implied but not exhibited explicitly) 

Xi — X]Xi + (58) 

X’ = X2X2 + pßiit (59) 

y = Xi + x2 (60) 

which is equivalent to expressing y in the form 

y = [(/> - X^VA]« + [(/> - X2)-V^]« (61) 

where (/> —Xi) -1 and (p — X2)-1 denote the operators in¬ 
verse to p — Xi and p — X2, respectively. In effect, this 
amounts to the partial-fractions expansion 

(p- + a\p + au)~'(btp + bn) 

= (p - Xû-Viô. + (p - X2) (62) 

w here, to recapitulate, 1^2 are two linearly independent 
solutions of (/>2+oi/>+ßo)y = 0 

Xi = ^1 ^1, X2 = ^2 ^2 (63) 

ex = (~pbl + 02 = (-pbi + b^2* (64) 

and p* and p* are two linearly independent solutions 
of the adjoint equation L*y = (p2 — pai+an)y = 0 (satis¬ 
fying |411 and [42 ]). 

Partial-fractions expansions of this type and their 
application to the analysis and synthesis of time-vary¬ 
ing networks have their origin in the work of Darling¬ 
ton [25], [29], [30], 

6 This technique results in a diagonal A even in the case of a time-
invariant system whose characteristics equation L(p)=0 has re¬ 
peated roots. However, the price for this is that one or more of the 
elements of A are functions of time rather than constants. If it is re¬ 
quired that the elements of A be constants, then A can always be put 
into the Jordan canonical form but not, in general, the diagonal form. 
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The methods described above furnish a straight¬ 
forward way for effecting a transition from a single 
differential equation 

Ly = u, (L of order h) (65) 

to the state equations 

X = Ax 4 Bu, A diagonal (66) 

y — ai-Vi + • • • + a„x„ (67) 

provided one knows a set of n linearly independent solu¬ 
tions of the homogeneous equation Ly = O. Note that if 
A is not required to be diagonal, then the transition can 
be effected in conventional ways without the knowl¬ 
edge of solutions of Ly = O. 

From (66) and (67), one can pass to a more explicit 
characterization 

x(/) = G(/, to)x(to) + (68) Gil, i)Bu(^ 
l0 

y = ai-Vi + • • • + anx„ (69) 

by using the standard form of solution of the vector 
equation (66). (See, for instance, Coddington and Levin¬ 
son [24] and Laning and Battin [16].) I'he nXn 
matrix G(/, t0) appearing in (68) has as its ¿th column 
(¿=1, •••,») the functions ^,(/, tu), ^"(J, tn), • • • , 
^"-’’(Z, /0) where ̂ ,(J, to) is the solution of Ly = 0 which 
satisfies the initial conditions 

W'Kt, /„)“] 
-= (I 

ätk J t=i„ 

for kXi — 1 (with k ranging over the set 0, • ■ • , n — 1) 
and 

= 1 
¡^^(t, !o)~ 

dtk

for k = i—l. G(t, to) is known by a variety of names of 
which the transition matrix is the more frequently used 
in engineering literature. (Fora more detailed discussion 
of the properties of G(t, to), see, for instance, Laning 
and Battin [34] and Kalman and Bertram [35 ].) 

Now suppose that one does not know a set of n 
linearly independent solutions of Ly = 0 or x = Ax. In 
these circumstances, there is no general way of passing 
from (65) or (66) to (68). However, there are special 
cases for which G(Z, /„) can readily be found. One such 
case has been discussed by Gauthier [36] and inde¬ 
pendently by Kinarawala [26]. Specifically, this is the 
case where, as in the constant coefficient case, G(t, tu) 
can be expressed as 

G(l, Io) = exp (70) 

It is easy to show that G(t, to) can be written in this 
form if, and only if, the matrices A(t) and j,,A(^)<i^ 
commute, i.e , 

Ait) f A(^)<^=( i Ai^d^Ail). (71) 
J ‘0 xd t„ / 

We turn next to an important problem on which the 
techniques discussed in this section have a significant 
bearing. This is the problem of factorization. 

Ill. Problem of Factorization 
In dealing with stationary as well as nonstationary 

time series and, more particularly, with problems of pre¬ 
diction, detection and filtering, it is frequently expedient 
to employ so-called spectrum-shaping technicpies which 
allow one to modify at will the spectral density and the 
correlation function of a random process. The spectrum-
shaping technique was first used by Bode and Shannon 
|31] and independent!) by Zadeh and Ragazzini [32]. 
Its extension to time-varying systems was given by 
Laning and Battin [16] and Millerand Zadeh [33]. 

In the case of nonstationary processes, a typical 
problem in spectrum shaping is the following. Given a 
nonstationary process ]«(/), — ®<¿<x¡ with co¬ 
variance function R(t, r), find a linear network 13 such 
that the covariance function of the process resulting 
from acting on ] it ] with 13 is ô(/ — r) (or, more generally, 
a linear combination of 5 functions of various orders). 
In other words, we wish to find a 13 such that ]y(/), 
— » <t < oo ], where y = 13u, has white spectrum. Fur¬ 
thermore, we wish to characterize 13 by a single dif¬ 
ferential equation. 

This problem has an important bearing on the solu¬ 
tion of an integral equation which is encountered very 
frequently in the prediction, detection and filtering of 
nonstationary processes. The equation in question reads 

/
> b 

R(t, t)x(t)i!t, a < t < b (12) 
a 

where R(t, r) is a covariance function, f(t) is a given 
function on [a, 6], and x(l) is an unknown function. It 
is easy to show (see, for instance, Miller and Zadeh 
[33 ]) that the solution of this equation can be reduced 
to the factorization of R(t, r). In this connection, it is of 
interest to note that the methods given by Laning and 
Battin [16], Zadeh and Miller [33 |, Shinbrot [37], [38], 
Pugachev [39], [40], and others, for the solution of this 
equation are either explicit!) based on the factorization 
of R(t, t) or make an implicit use of it. 

For our purposes, it will be somewhat more convenient 
to discuss a converse problem, namely, that of finding a 
spectrum-shaping network 13 such that the covariance 
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function of the process resulting from acting with 15 on 
white noise is R(t, r). If the impulsive response of 15 is 
denoted by h(t, d, then it is easy to verify that 

Z» X 
R(l, r) = I h(t, üh(r, (73) 

—X 

Thus, in this case the factorization problem becomes 
that of solving the integral equation (73) for h(t, £). 
[Note that if h(t, £) is assumed to be nonanticipative, 
then the upper limit in (73) becomes Min (/, t). | 

If 15 is characterizable by a differential equation of 
order n, then its impulsive response is of the form (45) 

h(l,d = K/-Í) È WWW (74) 
t—1 

where the meaning of the and 0, was discussed pre¬ 
viously. On substituting this expression into (73), one 
gets, after some straightforward manipulations 

R(t, T) = 52 tWyM, I > t (75) 
1=1 

= 52 t < r (76) 
;=i 

w here 

f OdWAdd^ i= 1, • ■ -,n. 
J—1 d —X 

Thus, if R(t, t) is given in this form, then the problem 
of finding the differential equation can be solved by 
first finding h(t, £) [based on (74)-(76)] and then using 
h(t, £) to determine the differential equation by the 
techniques described in the preceding section. Essen¬ 
tially, this approach to the determination of the spec¬ 
trum-shaping network was developed by Darlington 
[291 and, independently, by Batkov [41 Darlington, 
in particular, has considered the questions of existence 
and uniqueness of a nonanticipative (physically realiz¬ 
able) impulsive response h(t, Q satisfying the integral 
euqation (73). However, neither Darlington nor Batkov 
have proved that any given real-valued covariance 
function (satisfying the conditions of symmetry and 
positive definiteness) can be expressed in the form (73), 
with h(t, £) being a real-valued function vanishing lor 

As is well known for the time-invariant case, a ra¬ 
tional spectral-density function S(u) (5(w) = Fourier 
transform of R(t), with R(t)=R(t, 0) = autocorrelation 
function] can be expressed in an infinity of ways as a 
product of factors Ht(jw) and H2d<») 

S(u) = H i(ju) H ^(ju) (76a) 

if no restrictions are imposed on Hi(jo>) and H2(ju) other 
than that Hi and /T be rational and real functions of 

/w. However, if 1) Hidm) is required to be minimum 
phase (no [toles or zeros in the right-half plane), which 
is equivalent to requiring that the impulsive responses 
lh(t) and hr'(t), corresponding to H\do>) and 1//A(jw), 
respective!) (Ai = inverse Fourier transform of Hi, 
hr1 = inverse Fourier transform of Hr1), be nonanticipa¬ 
tive, and 2) H2(jd) is required to be maximum phase 
(no poles or zeros in the left-half plane), which is 
equivalent to requiring that h2 and h2' be purely antici-
pative, i.e., h2(t) = h2~'(t) =0 for />0, then the fac¬ 
torization (76a) is essentially unique. 

Now in the time-varying case, the algebraic decom¬ 
position (76a) which corresponds to the convolution 

h^t - t)lh(IM (76b) 

is replaced by 

hM, (Mt, r)d( (76c) 

which is the composition7 of impulsive responses hi and 
h2. Equivalently, (76c) may be written as 

R(t, r) = I hi(t, ()hS(r, dd^ (76d) 
—00 

where h* is the adjoint of h2 [i.e., h2*(t, £)= h■>($;, t) ]. 2 

Thus, in the time-varying case, the algebraic problem 
of decomposition of 5(œ) into two factors H\(ju) and 
H2(ju) satisfying 1) and 2) becomes that of solving 
the integral equation (76c) for hi and h«, under the 
condition that h,(t, d and ht~'(t, d vanish for t <d and 
h2(t, $) and h2~'(t, £) vanish for t>d 

if hi and h2 satisfy these conditions and R(t, r) is 
symmetric in its arguments [which in the stationary 
case corresponds to the condition that S(a>) is an even 
function of w|, then lh=h* and (76d) becomes 

/M i n ( t. r ) h(l, £)**({, r)d( (76e) -X 

which is equivalent to (73). Now if: a) h(t, £) is regarded 
as the impulsive response of a system characterized by 
a differential equation 

Ly = Mu (76f) 

in which L and M are undetermined differential opera¬ 
tors, and b) R(t, £) is given in the form (75), (76), then 
by using the techniques of Darlington and Batkov it is 

l he composition of h\(t, £) and h>(t, £) is defined as 

= J hdj, X)ht(K i)dx. 

Essentially, if B, is a system whose impulsive response is hi(i — 1, 2, 
3), then Ih is the impulsive response of B\B>, that is, the tandem com¬ 
bination of Bi and B^, with B\ operating on the output of 
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a relatively simple matter to determine L. The deter¬ 
mination of M, however, reduces to a problem for which 
neither Darlington nor Batkov give explicit solutions 
except in certain special cases. Specifically, the prob¬ 
lem is that of finding a representation for a given self-
adjoint differential operator K(K = K*) in the form 

F rom this and the preceding equations, it can be deduced 
that a(t, £) satisfies a Fredholm integral equation of the 
second kind 

I 
«(/, í) = n(/, Í) — / n(X, £)«(/, X)dX, t > C (81) 

J  0 

K = M(p, t)M*(p, l) (76g) 

where the product should be understood in the operator 
sense. In the time-invariant case, this problem reduces 
to the straightforward algebraic problem of factoring an 
even polynomial in p into the product of two real poly¬ 
nomials which are complex conjugates of one another. 
In the time-varying case, .1/ and .1/* can readilv be 
determined if one knows a set of basis functions'' for K 
(which is analogous to knowing the zeros of K in the 
time-invariant case). Unfortunately, the assumption 
that A’ is a differential operator with a known set of 
basis functions is rarely satisfied in practice. 

A different and more general approach to the fac¬ 
torization problem was developed by Levy in a series of 
papers [42a]- |42c] dealing with the theory of W iener 
processes.9 A fairly detailed exposition of those aspects 
of Levy’s method which are relevant to the factorization 
problem are contained in the appendix of Batkov’s 
paper |41 ]. Briefly, let ^(Z, r) and 0(0, X) denote the 
expressions appearing on the right side of (77) and (78); 

Now the function r¡(t, £) in (81) can be expressed ex¬ 
plicitly in terms of R(t, r) and its derivatives by express¬ 
ing the two factors in the denominator of T¡(t, Ç) [see 
(77)] in terms of R(t, r). For example, 

= Vi-l)"-"-'^.-^-!^, <?). (82) 
X-9 

in—m— 

dO"-"'-' 

I hus, (81) can be solved, in principle, for a(t, Ç) in 
terms of rj(t, £)• Then, knowing a(t, £), one can determine 
ß(L s) from (80). Finally, h(t, r) is found from the rela¬ 
tion (note the interchange in arguments in h) 

a(t, X)t(X, r)dX, t < r (83) 

d'‘-'"R(l, t) 

dt"~m 
?(/, r) =-

*Ä(Z, X)-
t < r (84) 

vU, 0 

X-r 

0(0, X) (78) dn-m-'h(o, X)-
X-9 

it is easy to verify that 0(t, Ç) satisfies a Volterra e< i na¬ 
tion of the second kind 

00, X)0(r, X)dX + 0(1, r), t 

~"‘h(e, X) 

don~m

d"-m~'h(t, X)' 

x-< az"-"-1 _ 

F'‘-'"‘R(l, t) 

dn~‘"li(t, X) 

az"-"-1

'I he resolvent of this equation, a(t, £), is by definition 
a function satisfying the integral equation 

0(1, {) = a(t, e + 0(X, $a(t, X)dX. (80) 

1'he basis functions of a differential operator L of order n are any 
n linearly independent solutions of the differential equation ¿« = 0 

’ A \\ iener process is the integral of white noise, with the limits of 
integration being 0 and t. 

and the denominator of y(t, r) is expressible in terms of 
RO, r) in the manner cited previously. In summary, by 
the use of this technique, the solution of the integral 
equation (73) for h(t, C) is reduced to the considerably 
simpler problem of solving the Fredholm equation (81) 
for a(t, X). 

1 he problem of factorization is encountered also in 
the analysis of multipath communication systems [43], 
[44], where it leads to integral equations of the form 
(73) defined on a finite interval. Such equations have 
been discussed by Kailath [43 ] and Middleton |44 ]. 

IV. Randomly-Varying Systems 

Linear randomly-varying systems play an important 
role in problems encountered in the study of such varied 
phenomena as propagation through time-varying media, 
reflection from fluctuating targets, turbulence, scatter¬ 
ing, amplitude and phase modulation, magnetohydro¬ 
dynamics and plasma. 

Despite their importance, few if any attempts at 
studying the behavior of randomly-varying systems on 
a theoretical level were made prior to 1950. The papers 
published since then deal almost entirely with systems 
in which the random variations in parameters are 
stationary. This restriction is an essential one, since 
from a statistical viewpoint a stationary randomly-
varying system behaves in some respects like a time-
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invariant system. For example, if one is observing the 
input and output of a time-varying black box B and it 
is not known whether B is linear or nonlinear, then there 
is no way of deciding between the two alternatives if B 
is nonstationary. On the other hand, if B is stationary, 
then it can be shown that B is linear if it has the follow¬ 
ing extended superposition property. Let ]«(/), 
— oc </< oc I and { v(t), — X <t < X ] be two inde¬ 
pendent stationary processes which are independent 
also of the random processes governing the behavior of 
B. Let R„(r) and /<(r) be the correlation functions of 
the processes resulting from operating with B on the 

and Jr] processes, respectively. Let Rau+sÁT) be 
the correlation function of the process resulting from 
operating with B on the process j an +ßv ], where a and 
3 are arbitrary real constants. If 

Rau+tiM = a-R,M + nd) (85) 

for all a, 3, [ u ¡ and jv], then we shall say that B has 
the superposition property for correlation functions. 
Clearly, any stationary linear system will have this 
property, and the converse can also be demonstrated to 
be true. Consequently, (85) can be used as a basis for 
determining whether B is linear or nonlinear by ob¬ 
serving the input and output of B over periods of time 
sufficiently long to enable the observer to obtain ac¬ 
curate estimates of the correlation functions involved 
in (85). It is tacitly understood, of course, that B is 
such that in the absence of input its state reverts to the 
ground (unexcited) state as /—>«. 

The correlation function of the output y of a sta¬ 
tionary system B which is subjected to a stationary 
input process ¡ u j can be conveniently expressed in 
terms of the correlation function of B. Specifically, the 
correlation function of a stationary random!}-varying 
system B is defined as follows (see Zadeh [45], [46]): 

R(jw, r) = Ej //(>, t + r) ] (86) 

where H(jw, t) is the frequency-response function of B, 
and E denotes the expectation operator. (It is under¬ 
stood that, for each real w, { H(jw, t), — x <t < x } is a 
stationary random process.) 

If [ u(l) * and j H(jw, t) ] are independent, then it can 
readily be shown that the correlation function of the 
output process, Ru(r), is related to R(ju, r) and the 
correlation function of the input process E„(r) through 

1 rx
Rv(t) = — I R(ja>,T)E[R„(r)le,“rdœ (87) 

2irJ 

where E{E„(t)[ is the Fourier transform of the input 
correlation function. This relation is of the same form 
as the equation expressing the output of a time-varying 
network with frequency-response function R(jw, t), with 

the input being R„(r). [Compare (3).] Relations of the 
form (87) have been applied by Bugnolo [47], [48] 
to the analysis of scattering by randomly-varying 
media. 

In the special but significant case of a system charac¬ 
terized by an input-output relationship of the form 

y(t) = u(t — a(t)) (88) 

the frequency-response function reads 

H(ju, I) = e-'"“0’ (89) 

where a(t) plays the role of a variable time delay. If 
{«(/)] is assumed to be a stationary Gaussian process, 
then the expression for R(jw, r) is 

E(>, r) = exp - E(O)J} (90) 

where R(r) is the correlation function of {«(/)}. This 
result was extended by Price [50] to systems for which 
H(jw, t) is of the form 

H(ju, t) = (91) 
i 

where the ]a.(/)] are independent stationary Gaussian 
processes. Such systems are encountered in connection 
with the detection of fluctuating targets—a subject 
that is discussed at length by Price [51 ] and Price and 
Green [52], A more detailed account of the results ob¬ 
tained by Price, Price and Green, Kailath [52], [53], 
and others, in connection with the identification of ran¬ 
domly-varying systems will be presented in Part II of 
this paper. 

Although the correlation function R(jw, r) of a sta¬ 
tionary randomly-varying system B, or more generail}’, 
the function R(jw, ju', r) 

R(ju, jœ', t) = E\H(ju, I + t) } (92) 

which is the expectation of the product of H(jw, t) and 
H^jai', /+r), conveys considerable information concern¬ 
ing the statistical characteristics of B, its application 
is limited to those systems which are characterized by 
their frequency-response functions. If -as is frequently 
the case -B is characterized by a differential equation 
with randomly-varying coefficients, then it is generally 
simpler to employ more direct techniques for studying 
the behavior of B in statistical terms. For example, if in 

<7"y 
a„{t) —- + • • • + a^y = u(t) (93) 

dtu

each a^t) can be expressed as 

aM = ãM + (94) 

where J,(f) is the expected value of a,(f), and is in 
some suitable sense small compared with then (93) 
can be solved by the usual perturbation techniques, 
with y expressed as the sum of a nonrandom term and 



1498 PROCEEDINGS OF THE IRE October 

a random term due to the e,(/). [?/(/) is assumed to be 
nonrandom.] This approach and elaborations on it have 
been employed by, among others, Sverdrup [54], 
Bugnolo |47], [48], and Janos [55]. The key assump¬ 
tion in Janos’ work, which was motivated by applica¬ 
tions to the multipath problem, is that the coefficients 
a¡(0 are stationary and stationarily correlated Gaussian 
processes. In Bugnolo’s work, the perturbation tech¬ 
nique is used mainly to yield an approximation to the 
correlation function of a system comprising a ran¬ 
domly-varying propagation medium. 

An important problem in the case of a stationary 
randomly-varying system whose output is a nonstation-
ary process (e.g., due to the effect of initial conditions 
and/or the application of a nonstationary input) is that 
of determining the asymptotic behavior of various 
moments of the output as /—»». The analysis of a first-
order system 

j 4- a(0y = u(t), (95) 

in which a(t) is a randomly-varying coefficient and u is 
a nonrandom input, was carried out by Rosenbloom 
[56] for the case where {«(/)} is a Gaussian process, 
not necessarily stationary. Rosenbloom considered the 
question of stability of such systems and noted, in 
particular, that under certain conditions the unit step 
response of a first-order randomly-varying system can 
tend to 1 in probability, and yet the mean value of the 
response may approach — w as t—>x. 

A more general analysis of first-order systems in which 
both [a] and [ u ] are stationary and stationarily cor¬ 
related Gaussian processes was given by Tikhonov 
[57 ]. An interesting feature of Tikhonov’s method is a 
simple and yet highly effective artifice for avoiding the 
difficulties arising out of the dependence of ]a(/)] and 
[//(/)] processes. Specifically, the general solution of 
(95) reads 

y(/) = yUn) exp j — J a(X)<7X^ 

In this form, the calculation of various moments of 
y(t) is complicated by the fact that the second term on 
the right involves the product of 

and zi(£). These two processes are not independent and, 
furthermore, 

is not a Gaussian process. 

As noted by Tikhonov, this apparent difficulty can 
be resolved by writing (96) as 

y(0 = yM exp 

(97) 

where 7 is a dummy parameter. In this expression, the 
product of 

exp 

and u(^) is replaced by 

a(X)dX — 7«(f) 

which is much easier to deal with. By using this artifice, 
Tikhonov succeeded in obtaining an explicit expression 
for the correlation function of [y(/)}, which enabled 
him to study the asymptotic behavior of the expecta¬ 
tion of y(t) and the variance of y(t) for large t. 

For higher-order systems, concrete results concerning 
the mean-square stability were obtained by Samuels 
and Eringen [58], [59], In particular, for a system of the 
form 

dky 
Ly + ak(t)- = u(t) (98) 

dtk

in which L is a differential operator with constant co¬ 
efficients, ak is a randomly-varying parameter with cor¬ 
relation function ò(t), and u is a randomly-varying 
input, Samuels and Eringen obtained an explicit expres¬ 
sion for the expectation E{y2(/)j as a function of t. 
This permitted them to determine if a system of the 
type under consideration is stable in mean square, that 
is, if 

lim A'] y2(t)} < M, 
t—* tn 

where M is a finite constant. Similar results have been 
derived independently by Bergen [60]. 

On a more general level, an extension of Lyapounov’s 
second method to randomly-varying, not necessarily 
linear, systems was made by Bertram and Sarachik 
[61 ]. Essentially, Bertram and Sarachik extended to 
systems characterized by vector differential equations 
of the form 

X = f(x, 01, t) (99) 

where <0 denotes an element of a probability space Í2, 
the basic notions of stability, asymptotic stability, 
asymptotic stability in the large, etc., and derived 
sufficient conditions a la Lyapounov for various types 
of stability. For example, the equilibrium solution 
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x=0 of (99) is said to be stable in the mean if for any 
e>0, to exists a ô(e, /0)>0 such that for any initial x 
(at t = t0) satisfying x(i0) || <5(e, to) ( x denotes the 
norm of x), the expectation £ j x(f) ¡ is smaller than 
e for all t>to- Then in a way paralleling that used in 
the second method of Lyapounov—-it can be shown that 
if there exists a Lyapounov function T(x, t) defined on 
the state space such that 

1) V(x, t) =0 for all t. 
2) F(x, t) is continuous in both x and t and the first 

partial derivatives in these variables exist. 
3) For all x in the state space, V(x, t) >a x|| for some 

fixed a>0. 
4) E\dV{x, t)/dt \ <0 along a solution. 

Then the solution x(f)=0 is stable in the mean. 
Unfortunately, this and related results do not provide 

an effective means of determining whether a given ran¬ 
domly-varying system is stable or unstable, since there 
are no general techniques for finding a Lyapounov func¬ 
tion for a given time-varying, much less randomly-
varying, system. 

Indeed, the only fairly general type of randomly-
varying system for which effective stability criteria 
have been developed is the piecewise constant system 
characterized by differential equations of the form 

x = Akx, tk-i < t < h, k = 1, 2, • • • , (100) 

where x denotes the state vector, A: is a constant ma¬ 
trix, and either the Ak or the tk or both are random vari¬ 
ables, with the Ai. ranging over a finite set of constant 
matrices. Various special cases of such systems were 
studied by Bellman [62], Bellman, Harris, and Shapiro 
[63], Karlin [64], Kalman [65], Bergen |66], and 
Bharucha |67]. 

The principal contribution to the stability theory of 
such systems was made by Bellman, who was the first 
to point out that the Kronecker product of matrices 
furnishes a natural way for attacking the problem of 
stability of systems of this type. Specifically, Bellman 
considered the asymptotic behavior of products of 
matrices of the form 

Xx = ZyZy^ ■ Zx (101) 

where Z^ ï = 1, 2, • • • , TV, are the elements of a se¬ 
quence of independent, identically-distributed random 
matrices. For simplicity, the Z, are assumed to range 
over two fixed 2X2 matrices A and B, with Pr[Z,= A [ 
= Pr{Z,=ß] =1/2. 
In effect, the case considered by Bellman is the dis¬ 

crete-time version of (100), with tk = k. Thus, 

xk = Z.x^, k = 1, 2, ■ • ■ , (102) 

and 

xN = (Zx ■ • Z^xo. (103) 

If the two components of x.v are denoted by xLv and 
Xw, and the norm of x is defined by 

x = Xi2 + x22, 

then 

ix.v|| 2 = xòZ\ • ■ ■ Zx'Zx • • • Zjxo (104) 

where the prime signifies transposition. We are in¬ 
terested in the behavior of the expected value of x.v 1'2 
as N—» x . 

I'he expected value of | x.v |2 could readily be found 
from (104) if the Z¡ commuted with one another and 
their transposes, for (104) could then be written as 

xv|| “ = xdZ/Z&Z. ■ • • Zx'ZxXo, (105) 

and, on taking the expectation of both sides of (105), we 
would have 

£[ xvl] 2 = Xo^EtZ/Z^Xo (106) 

since £(Z,'Z.)=£(Z/Z2) = • • • ^E(Zy'Zx). and the 
Z, are mutually independent. Unfortunately, the Z.. in 
general, do not commute and as a consequence the 
expectation of | x |2 cannot be obtained in the simple 
fashion of (105) and (106). 

To circumvent this difficulty, Bellman employed the 
notion of the Kronecker product (see, for instance, 
MacDuffie |6S]), which is defined by the relation 

® B = 

"011 ¿11 #11 ¿12 012 ¿11 012 ¿12* 
011 ¿21 011 ¿22 012 ¿21 012 ¿22 
021 ¿11 021 ¿12 022 ¿11 022 ¿12 

-021 ¿21 021 ¿22 022 ¿21 022 ¿22-

(107) 

where .1 and B are, for simplicity, taken to be 2X2 
matrices with elements an and bn, respectively. Simi¬ 
larly, the nth Kronecker power of A is defined as 

-l[„j = A ® A 0 ■ • ■ ® A. (108) 

Thus, the second power of a column 2-vector x is 
given by 

_X2J [2] 
(109) 

A key property of the Kronecker powers of a matrix 
is expressed by the following identity. 

-4£(m) .4 [m | B [m | (110) 

which means that the rath Kronecker power of the 
product of A and B is the product of mth Kronecker 
powers of .1 and B. Based on this identity, we can de¬ 
rive from 

xk = Zkxk-n k = 1, 2, • ■ • , .V (111) 
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the relation 

X*(2) — ^|2)Xi-H2], k — 1, • ■ ■ , A (112) 

and hence, 

X.V[2) = Zy l2lZ\ 1(2] • • • Zl[2]Xo(2J. (11-1) 

Now we can take the expectation of both sides of 
(113) without the problems which were encountered in 
(104) as a result of the noncommutativity of the Z. 
Thus, we obtain 

6'kvm} = [/'J-Z-.tJ)} ]'v/;{xo i2|}. (114) 

Comparing x.\|2i with x 2, it is clear that if x.vi2|—>0 
as N—>oo, so does x 2, and vice versa. Consequently, 
the stability in the mean of the system described by 
(102) is governed by the behavior of [E{Zi[2)}]v as 
jV—> x. Specifically, if the eigenvalues of the matrix 
E{Zi[2j} lie inside the unit circle, then Ejxvpi}—*0 as 
N—>x (assuming that /¿Xo(2i< x ), and hence, the sys¬ 
tem is asymptotically stable in the large (in the mean 
norm). 11 one or more eigenvalues lie outside the unit 
circle, the system is unstable in the mean norm. These 
and other cases are discussed in greater detail by 
Bharucha [67]. 
The case where the R are random variables with the 

tk — tk-i, k=i, 2, • • ■ , being mutually independent 
random variables, was first studied by Kalman [69], 
Kalman, too, used Kronecker powers of matrices, but 
his formulas are somewhat complicated by the fact 
that they relate the expected value of jx,v||2 to x0, 
rather than the expected value of x.vpi to that of 
xo[2j, as in (114). 

The foregoing discussion dealt with the case of free 
(unforced) systems, that is, systems subjected to zero 
input. For forced systems, Kalman showed that if the 
input is bounded, then the response is bounded (in 
mean square) if and only if the system is stable in the 
mean square. 

Another theorem relating the stability of the free 
system to the boundedness of the response to bounded 
inputs was given by Bharucha [69]. Bharucha’s theorem 
is essentially an extension to randomly-varying systems 
of a theorem due to Perron [70] and Malkin [71]. The 
statement of Malkin’s theorem is as follows: consider a 
system B characterized by the vector equation 

x = A0)x + u (115) 

where x is the state vector, u is the input vector, and 
A(t) is a bounded (||.l (/)•]< M <x ), 0</<x) and 
continuous matrix. Then the response of B to any 
bounded input is bounded if, and only if, there exist posi¬ 
tive numbers a and 0 such that the norm of every 
solution x(f) of the free system 

x = A(t)x, (116) 

satisfies the inequality 

||x(/)|| < ae-a<'-'»>||x(/0)[[, 0 </„</< oo. (117) 

In the case of a randomly-varying system, ] A(f) ] is 
a random process, For such systems, Bharucha shows 
that if: 

1) sup, A(/)|| is almost surely bounded, and A(t) is 
almost surely continuous. 

2) E GO, s) a>0, /3>0 where G(t, 0 is 
the transition matrix of (115). 

3) The input process is bounded and independent of 
'A(f)], then sup, E .\'O)) is bounded for every 
bounded J.v(/0)||. 

In the analyses of the stability in the mean of systems 
defined by (102), it is usually assumed that the Z form 
a sequence of independent random matrices. This as¬ 
sumption is much too restrictive for many practical 
purposes. For example, in the case of discrete channels 
with fading, the successive Z have a high degree of de¬ 
pendence. As an approximation to systems of this type, 
it is natural to assume that the Z form a Markov 
process. The stability in the mean square of such sys¬ 
tems was studied by Bharucha, but little if anything is 
known concerning their behavior when subjected to ran¬ 
dom inputs. 
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Compatible Single Sideband* 
LEONARD R. KAHNf, senior member, ire 

Summary—A compatible single-sideband (CSSB) wave is a new 
type of modulated wave which is compatible with existing AM re¬ 
ceivers. Spectrum analysis and measurement indicate that if the 
CSSB system is applied to a conventional AM broadcast transmitter, 
a desired-to-undesired sideband ratio of slightly better than 30 db 
will be achieved under normal modulation conditions. Also described 
is a beat frequency problem which introduces a special type of unde¬ 
sired sideband component. This component falls extremely close to 
the carrier and should not be present during the vast majority of 
program conditions. Thus, the technique meets the requirement of 
theoretically distortion-free envelope characteristics with a good 
desired-to-undesired sideband ratio. 

Measurements are described which show the advantages of the 
system. It appears that the main advantage of the technique is to 
reduce co- and adjacent-channel interference effects. CSSB also 
provides a higher fidelity signal when received by conventional in¬ 
expensive broadcast receivers. The on-the-air tests indicated good 
listener acceptance of the new system. 

The system also appears to have applications in communications 
service where cost and size bar the use of conventional sideband 
techniques. The technique does not suffer from Doppler shift diffi¬ 
culties. 

* Received by the IRE, June 16, 1961; revised manuscript re¬ 
ceived, August 7, 1961. 

t Kahn Research Laboratories, Inc., Freeport, Long Island, N. Y. 

Introduction 

HE FACT that there is a severe shortage of spec-
trum space available to the broadcaster and to the 
high-frequency communicator has been stressed 

in a number of persuasive papers.1'2
One method of greatly easing this critical shortage is 

the use of the SSB. The number of SSB transmitters in 
operation has greatly increased during the past decade 
because of this serious spectrum shortage and because 
of a number of other operational advantages of SSB. 
However, there are many services that cannot justify 
the expense and complexity of conventional SSB equip¬ 
ment. These services include broadcasting and many 
mobile communication systems. The purpose of this 
paper is to describe a new type of SSB wave called com¬ 
patible single sideband (CSSB), which appears to be 

1 D. G. Fink, “Danger! The radio spectrum is bursting at 
seams,” J. Franklin Inst., vol. 261, pp. 477-493; May, 1956. 

2 G. Jacobs and E. F. Martin, “The dwindling high-frequency 
spectrum,” 1961 IRE International Convention Record, pt. 8, 
pp. 179-195. (To be published in IRE Trans, on Communications 
Systems. ) 
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suitable for broadcasting and most mobile communica¬ 
tions systems. 

The CSSB technique discussed in this paper has re¬ 
cently been defined by the CCIR in the following man¬ 
ner: “A single-sideband transmission is considered to be 
compatible if it can be received on the existing conven¬ 
tional double-sideband receivers without any modifi¬ 
cations whatsoever and with satisfactory quality ot re¬ 
ception.”3
The main advantage of CSSB over conventional 

SSB operation is that it may be received on the millions 
of conventional receivers presently in service in homes 
and vehicles. Equipment has been manufactured for 
adapting existing transmitters, and extensive tests have 
been run to prove that this system is completely com-
pa T I with AM transmitters as well as with AM re¬ 
ceivers. 

It might be best, right at the outset, to stress the point 
that the (’SSB system is an altogether different system 
from the one proposed by the author for conventional 
SSB communications, that is, the envelope elimination 
and restoration (EER) SSB system.4-5 The EER sys¬ 
tem, though compatible with existing class-C AM trans¬ 
mitters, requires the use of conventional SSB receivers 
and may not be received without distortion on AM re¬ 
ceivers. The EER system was introduced in 1952 and 
now enjoys considerable commercial application in 
standard point-to-point long distance circuits. 

Over the years there have been constant efforts to 
reduce co- and adjacent-channel interference by the use 
of SSB in the broadcast field. The methods proposed, 
while ingenious, have not received commercial accept¬ 
ance. Early attempts in Great Britain and the Nether¬ 
lands6-7 suggested that double-sideband transmission be 
utilized for low audio-frequency components and SSB 
transmission be used for high audio-frequency compo¬ 
nents. Those systems depended upon the fact that, at 
high frequencies, only low percentages of modulation 
are required. Therefore, conventional SSB waves would 
be acceptable because, at low percentages oi modula¬ 
tion, a conventional full carrier sideband has relatively 
low envelope distortion. These systems, however, do not 
reduce greatly co-channel interference and require re¬ 
placement of many existing transmitters. Because of 
these limitations, these systems have not gained favor. 

Recently, there have been Russian publications 8 9 in-

3 “Resolutions, Questions, and Study Programmes," Vol. 2, 
CCIR. 9th Plenary Assembly. Los Angeles, Calif., pp. 165 166; 1959. 

4 I.. R. Kahn. “Single-sideband transmission by envelope elimi¬ 
nation and restoration," Proc, IRE, vol. 40, pp. 803-806; July, 1952. 

5 L. R. Kahn, “Comparison of linear single-sideband transmitters 
with envelope elimination and restoration single-sideband transmit¬ 
ters,” Proc. IRE, vol. 44 pp. 1706-1712; December, 1956. 

6 P. P. Eckersley, “Asymmetric-sideband broadcasting.” Proc. 
IRE, vol. 16, pp 1Ó41 -1092; September, 1938. 

7 N. Koomans, “Asymmetric-sideband broadcasting." Proc. 
IRE, vol. 27, pp. 687-69Ó; November, 1939. 

8 S. I. Tetarbaum and lu. G. Grinevich, “Description of the re¬ 
sults of experimental examination of the basic principle of the theory 
of optimal amplitude-phase modulation,” Radiotekhnika (Moscow), 
vol. 12; December, 1957. 

9 L. E. Kliagin, “Spectrum analysis in amplitude-phase modula¬ 
tion," Radiotekhnika (Moscow), vol. 15, pp. 67-73; August, 1960. 

dicating that intensive research has been conducted in 
the USSR on this same problem. They call their system 
“optimum modulation” but it appears that the sideband 
rejection of this technique is small and there is a rela¬ 
tively high degree of envelope distortion. It is interest¬ 
ing to note that Kliagin9 provides a detailed analysis ol 
what he calls a “Kahn transmitter.” The curve of the 
PM wave of such a transmitter is shown in his Eig. 3. 
On this same figure a curve for a perfect system (but 
one undiscovered by Kliagin) is provided and this curve 
is very similar to the one described in the following dis¬ 
cussion of the actual CSSB system. 

A recent article1" in these Proceedings described a 
CSSB technique developed at the University of ( al-
cutta. The technique developed by Chakrabarti was 
used several years ago by this author but, because of the 
complexity of the equipment required for synthesizing 
the desired type of wave, Chakrabarti’s procedure is in 
some respects less satisfactory than the method dis¬ 
closed in this paper. It is, however, quite interesting to 
note that appreciable advances are being made inde¬ 
pendently at a number of research organizations 
throughout the world. 

The first installation of equipment utilizing the CSSB 
technicpie described here was made in August, 1956, at 
the U. S. Voice of America megawatt station in Munich, 
Germany. This equipment utilized a simplified CSSB 
technicpie. 

I. Problems of Utilizing the Conventional SSB 
Full Carrier System in AM 

B ROADCAST ING S E R \ I < I 

The reader may wonder why a SSB plus full carrier 
wave is not acceptable for transmission to conventional 
AM receivers. This section describes in some detail the 
reason why such two-spectral component waves are not 
acceptable for broadcast and high-quality AM recep¬ 
tion. 

The envelope of a carrier plus only one sideband com¬ 
ponent wave is highly distorted at high percentages of 
modulation. Actually, when the sideband approaches 
the level of the carrier, the envelope distortion is ap¬ 
proximately 24 per cent. 

Figs. 1 and 2 are curves indicating distortion for con¬ 
ventional SSB waves. They are taken from the section 
on CSSB of the N. Hi Handbook written by Harmon." 
Fig. 1 shows the envelope function for a carrier plus 
SSB wave. This would be the waveshape produced at 
the output of a diode demodulator or any other “linear" 
detector in the conventional AM receiver. It should be 
noted that the distortion is very noticeable at high per¬ 
centages of modulation. 

10 R. M. Golden, M. R. Schroeder and N. B. Chakrabarti, “Dis¬ 
cussion of ‘combined AM and I’M for a One-Sided Spectrum 
Proc. IRE, vol. 49. pp. 1094-1095; June, 1961. 

11 R. N. Harmon, "Experience with CSSB at KDKA," in “Na¬ 
tional Association of Broadcasters Engineering Handbook,” A. P. 
Walker. Ed., McGraw-Hill Book Co., Inc., New York, N. Y., pp. 
8-41 to 8-52: 1960. 
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b ig. 1—Envelope wave shape of two-element carrier plus SSB wave 
for various ratios of sideband-to-carrier. 

Eig. 2—Fourier series components of two-element envelope wave¬ 
shape for various ratios of sideband-to-carrier level. 

Fig. 2 shows the results of a Fourier series analysis of 
the envelope function which was shown in Fig. 1. As 
mentioned before, the total harmonic distortion is ap¬ 
proximately 24 per cent when the sideband level equals 
the carrier level. 

Such distortion is obviously unacceptable for broad¬ 
cast service and would seriously degrade even conven¬ 
tional communications systems. Also, it may be seen 
that, since the distortion accounts for much of the nega¬ 
tive modulation swing, complete 100 per cent modula¬ 
tion cannot be achieved. Because of this, the maximum 
modulation value is equivalent to only 67 per cent of the 
average value of the wave. In addition, there is a severe 
“carrier shift;” that is, the average value of the modu¬ 
lated wave varies with modulation and this would 
slightly disturb the A VC operation of the receiver. Thus, 
we see that a conventional SSB wave is not suitable for 
high-quality broadcast use. 

II. Practical Background Considerations 

In analyzing any new system that claims to be com¬ 
patible with existing equipment, it is necessary to under¬ 
stand fully the characteristics of the “existing” equip¬ 
ment. Careful study and experimentation with existing 
AM transmitters reveals that almost all AM broad¬ 
cast transmitters and the vast majority of communcia-
tion transmitters are perfectly suitable for CSSB serv¬ 
ice. Generally, the transmitters are considerably better 
in terms of frequency response and distortion than the 
associated receivers. The reason for this is that the cost 
of the transmitter is less severely limited because gen¬ 
erally the number of receivers far exceeds the number of 
transmitters. Thus, the limitation as to quality of the 
CSSB system, as well as the conventional AM system, 
is due to receiver limitations. 

A number of surveys have shown that the conven¬ 
tional AM receiver designed for broadcast operation is 
severely restricted in bandwidth. A recent survey re¬ 
ported by a noted pioneer in radio and television re¬ 
search, R. B. Dome of the General Electric Company, 
indicated that the average broadcast receiver’s band¬ 
width is exceedingly narrow. Dome’s survey is con¬ 
cluded as follows: 

l he 6 dl» bandwidth* of 135 broadcast receivers indicate that 
some 50% of the receivers had a total 1 F bandwidth of less than 7.5 
kc which is equix aient to less than 3.75 kc audio response at the 
— 6 db point when conventional AM signals are receixed. He also 
reported that 79% of the receivers tested ran less than 9.5 kc 
total bandwidth, thus producing a high frequency —6 db cutoff 
point of 4.75 kc for conventional AM reception. Furthermore, his 
studies showed that only 9% of the receivers had a —6 db audio 
response to a double-sideband AM wave of 5.75 kc or higher. 

It is interesting to note that these figures appear to 
correlate fairly well with figures provided by the 
British. 12

The reason for this poor receiver frequency response 
is the necessity to compromise between adjacent chan¬ 
nel interference rejection and good fidelity. Also, in in¬ 
expensive receiver design, the number of tuned circuits 
and 1 F transformers must be minimized; therefore, the 
shape factor of the selectivity curve generally leaves 
much to be desired. Fig. 3 shows an over-all fidelity 
characteristic of a typical home receiver of recent de¬ 
sign. 

The second basic practical fact that must be consid¬ 
ered in an analysis of the CSSB system is the type of 
message to be transmitted. 'Die CSSB system has been 
proposed for broadcast service and voice communica¬ 
tions. Therefore, it is important to consider the charac¬ 
teristics of voice and musical waves. 

It is well known that voice and musical waves are 
wideband signals in the sense that they cover many oc¬ 
taves. However, the energy density is much higher at the 

12 E. K. Sanderman, “Radio Engineering,“ Chapman and Hall 
Ltd., London, England, vol. 2, p. 101 ; 1953. See the list of character¬ 
istics of commercial receivers. Sanderman reports that the —3 db 
high-frequency audio cutoff point of typical sets were 1.6 kc, 3.7 kc, 
3.4 kc, 5.2 kc, and 2 kc. 
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moderately low frequencies than at the high audio frequen¬ 
cies. But, even though there is a relatively small amount 
of energy in, say, the 3- to 5-kc range, such frequencies 
cannot be eliminated without loss of intelligibility. This 
is especially true under poor signal-to-noise ratio re¬ 
ception conditions. A curve has been published 13 show¬ 
ing the frequency characteristics of a typical musical 
wave; a curve showing the cumulative characteristic 
derived from this work is shown in Fig. 4. (A further 
discussion concerning typical spectra will be found in 
Section VI1.) 

IOOC/S FREQ IOOOC/S lOKC/S 

, I'ig. 3— Frequency response of typical broadcast 
receiver, RCA Model 9-C-7-EE. 

Fig. 4 —Voice and music spectrum curve. 

III. Basic Strv< ti re of the CSSB Wave 
A perfect CSSB wave would have the following char¬ 

acteristics: 

1) an envelope which reproduces the input modulat¬ 
ing wave without nonlinear distortion. 

2) a spectrum characteristic limited to a band ex¬ 
tending from one side of the carrier and having a 
bandwidth equal to the highest audio frequency of 
the modulating signal. 

13 \ . O. Voil, ‘‘Some problems of disk recording for broadcasting 
purposes." Proc. IRE, vol. 38. pp. 233-238; March, 1950. 

It will be seen in the following discussion that the 
simultaneous satisfaction of both specifications is con-
tradictive. But, from a practical standpoint, a very close 
approximation to both specifications can be and has 
been accomplished. 

For broadcast applications, the first specification, the 
theoretically distortion-free envelope, is paramount. 
Therefore, some small liberties must be taken with 
the second specification. In other words, by insisting 
upon a theoretically distortion-free enevelope, some un¬ 
desired sideband radiation is produced. However, this 
undesired radiation is relatively small and the wave is 
quite suitable for the applications indicated. 
A SSB wave is a hybrid modulated wave. That is, 

SSB waves have both AM components and PM com¬ 
ponents. Thus, in order to describe an SSB wave, one 
must define the PM function as well as the AM function. 

In the case of CSSB, we assume that the envelope is 
theoretically free of distortion. Thus, if a sine wave is 
fed to a perfect CSSB transmitter, the envelope of the 
radiated waves has a perfect sinusoidal shape. The other 
defining function of this hybrid modulated wave is the 
PM component, and research on the CSSB system cen¬ 
tered upon the quest for an appropriate PM function. 
What was desired was a PM wave that, when amplitude-
modulated by the input signal, would concentrate the 
energy of the total wave in one sideband. It will be seen 
that the PM wave is a nonlinear function of the input 
wave. The procedure used in deriving this PM wave 
will be described later. 

In order to obtain the desired low distortion enve¬ 
lope function for large modulation percentages bya single 
tone, it is necessary to have at least three spectrum 
components. This, of course, is true for conventional 
AM where three components (carrier plus symmetrical 
upper and lower sidebands) are transmitted when a 
sinusoidal wave is used to modulate the transmitter. In 
the AM case, the carrier is located in the center of the 
spectrum and is surrounded by the upper and lower 
sideband components. 

In the case of CSSB, the carrier is on one side of the 
wave and first- and second-order sideband components 
are both on one side of the carrier. These three compo¬ 
nents are necessary at high percentages of modulation 
but, as will be shown later, at low percentages of modu¬ 
lation only a carrier and a first-order sideband compo¬ 
nent are required. Since the high-frequency components of 
speech and music have relatively small amplitudes, these 
high-frequency components require only one sideband plus 
the carrier, and the bandwidth of the CSSB signal can be 
made approximately equal to the bandwidth of the audio 
modulating signal. 

Since the procedure used in developing the ('SSB sys¬ 
tem was relatively involved, it might be advantageous 
to describe briefly the steps taken in performing this 
work. First of all, analysis was performed on various 
three-element waves in order to determine the optimum 
component relationship of a three-element wave. Phis 



1061 Kahn: Compatible Single Sideband 1507 

three-element wave was used as a mathematical “model" for 
determining the structure of an actual CSSS wave for the 
case of single-tone modulation. 

It might be questioned why the three-element “model” 
wave was not used as the actual wave. The reason is 
two-fold: First, such a wave, with the proper component 
phase and amplitude relationships, would be quite dif¬ 
ficult to generate. Second, the three-element model has 
an inherent envelope distortion of almost 5 per cent. 
Because the derived CSSB wave is theoretically free of 
envelope distortion, and in practice has approximately 
only 1 per cent distortion, the derived system is actually 
an improvement on the mathematical model. 

Once the desired relative amplitudes of the compo¬ 
nents were determined, it was necessary to calculate the 
I’M component of this three-element mathematical 
model wave. Alter the I’M component was derived, 
comparison was made between the PM characteristics 
of various two-element carrier-plus-sideband waves and 
the desired I’M component. Two-element waves were 
considered because they are simple to produce. Study 
proved that the summation of the I’M components of 
two different two-element waves closely approximated 
the desired three-element I’M component. 

A spectrum analysis was then performed showing that 
the synthetic PM component, when amplitude-modu¬ 
lated by a perfect sine wave function, would have satis¬ 
factory spectrum characteristics. At this point, experi¬ 
mental work was performed to ascertain the actual 
operating characteristics. 

IV. Disci ssion of Three-Element CSSB 
Mathematical “Model” Wave and 

Means for Approximation 

From the above discussion of a SSB full-carrier wave, 
we see that a two-component wave has an envelope 
function that would be highly distorted and unaccept¬ 
able as a true compatible system. Therefore, it is neces¬ 
sary to transmit additional components in order to 
make the wave compatible with conventional AM re¬ 
ceivers. In practice, one additional sideband compon¬ 
ent pl.iced in the desired sideband and separated from 
the carrier by two times the frequency of a sinusoidal 
modulation is all that is necessary to make the wave 
compatible. 

Fig. 5 shows the amount of envelope distortion at 
maximum percentage modulation of a three-element 
wave for various ratios of second-order sideband com¬ 
ponent. It is assumed that sinusoidal modulation is used 
and that the carrier level is varied so that the sum of 
the carrier plus the second-order sideband just equals 
the amplitude of the unmodulated carrier. A study of 
this curve indicates that the distortion varies from zero, 
at a ratio of 0.5, to about 24 per cent distortion at zero 
ratio of second-order to first-order sideband voltage. Of 
course, the 24 per cent envelope distortion figure occurs 
at the limiting situation where the signal degenerates 
into a two-element wave. 

As mentioned above, the amplitude of the carrier fre¬ 
quency component in this three-element model wave 
equals the difference between unmodulated carrier am¬ 
plitude and the second-order sideband component 
amplitude. I hus, in the 0.5 ratio, 100 per cent single¬ 
tone modulation case, the carrier level equals the ampli¬ 
tude of the second-order sideband, and except for a 
frequency shift, it is the same as a conventional 100 
per cent modulated AM wave. The difference is that 
the carrier is at one side ol the spectrum of the wave, 
instead of in the center as in conventional AM (see 
Fig. 6). 

Fig- 5—Total harmonic distortion for three-clement CSSB “moder 
wave as a function of the ratio of the second-order sideband to 
the first-order sideband at maximum modulation. 

Fig. 6—Spectrum diagram of conventional AM waveand CSSB wave 
having 0.5 to 1 to 0.5 ratio of carrier to first-order sideband to 
second-order sideband. 

Even though the 0.5-ratio model would appear to be 
the best choice because of the absence of envelope dis¬ 
tortion, other requirements help to determine the 
choice. These other problems necessitate a lower ratio 
of second-order sideband to first-order sideband. If two 
audio signal tones of approximately equal amplitude are 
fed to the input of the CSSB transmitter, an undesired 
sideband radiation is produced. In this case, a lower 
ratio of second- to first-order sideband is preferred, and 
as will be shown later, a ratio of approximately 0.3 
appears to be an acceptable compromise choice. 

Another reason for using the carrier/first side-
band/second sideband ratio of 0.7/1/0.3 is that at lower 
percentages of modulation the bandwidth of the signal 
must not increase. If a larger second-order component 
were used at maximum modulation, this would not be 
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true, and the undesired components would be excessive 
at lower percentages of modulation. 

Thus, the three-element mathematical model of a 
CSSB wave may be described as follows: 

e = £earrier[(l ~ 0.3m2) COS Wj + m COS (wc + WAf)t 

+ 0.3»»2 cos (wc + 2wa/)/], (1) 
where 

£<arri<r = carrier voltage when modulation is absent, 
wi=envelope modulation factor, 
wc = angular velocity of carrier, 

Way = angular velocity of tone modulation. 

At low percentages of modulation, (1) indicates that 
the second-order component is very small. This can be 
seen by studying Figs. 1 and 2, which indicate that 
at low percentage modulation the envelope distortion 
of a conventional carrier plus a sideband two-element 
wave is small. Therefore, the requirement of a second-
order term decreases as the percentage modulation de¬ 
creases (see Fig. 7). 

Eq. (1) shows that the first-order sideband is a linear 
function of percentage modulation and that the second-
order sideband follows a squared function of percentage 
modulation. The carrier amplitude at low percentage 
modulation equals the average amplitude of the wave 
and gradually decreases as the modulation level in¬ 
creases. Though the model only provides approximate 
relationships, it appears to fit practical situations quite 
well, and it has been helpful in deriving some of the 
techniques used. 

It should be stressed that the average amplitude of 
the actual CSSB wave is constant and does not shift 
with percentage modulation. In other words, no “carrier 
shift” is created when CSSB is used. Of course, if the 
transmitter produces distortion with attendant carrier 
shift when transmitting conventional amplitude signals, 
it will produce the same carrier shift when the CSSB 
system is used. 

It should be further stressed that in the actual CSSB 
system, the mechanism for producing the envelope function 
is such that theoretically the system is completely free of en¬ 
velope distortion, and is in that respect superior to the 
mathematical three-element model. Therefore, assuming 
a receiver having perfect characteristics, the entire sys¬ 
tem would be completely free of any harmonic or inter¬ 
modulation distortion. In practice, measurements at a 
number of stations show that the total harmonic en¬ 
velope distortion of the transmitter plus CSSB adapter 
is within 1 per cent of the distortion of the transmitter. 

We have shown that at low percentage modulations 
only a carrier plus SSB is transmitted. Since the higher 
frequency components of voice and musical waves are 
generally of very low amplitude, the spectrum require¬ 
ment for such an SSB wave is approximately equal to 
the audio bandwidth, and a wave closely approximating 
the bandwidth of conventional SSB is generated. When 
low-frequency high-amplitude signals are transmitted, 
the second-order sideband is required. But because this 

second-order sideband falls well within the bandwidth 
of the signal, it does not increase the bandwidth of the 
signal but merely increases the density of the spectrum 
of the wave. 

Fig. 7 shows the manner in which the first-order and 
second-order sidebands vary with percentage modula¬ 
tion, assuming the model defined in (1). We note that, 
below 30 per cent modulation, the second-order side¬ 
band is more than 30 db below the carrier level. This is 
the reason the spectrum is maintained essentially equal 
to the audio bandwidth of the modulation. 

Fig. 8 was derived from Fig. 7 by utilizing the fre¬ 
quency characteristic of music as illustrated in Fig. 4. 
The frequency axis indicates the frequency of the com¬ 
ponent being considered. Thus, at 5 kc one sees that the 
first-order sideband is 15 db below the amplitude of the 
low-frequency reference. A 2.5-kc signal produces the 
second-order component which would appear at 5 kc, 
and which is 25 db below the low-frequency reference 
and 10 db below the 5-kc first-order sideband. In addi¬ 
tion, the effect of the sideband filter used in this system 
is shown cutting off the wave sharply above 8 kc. Fig. 8 
shows that the first-order sideband, except for the very 
edge, is considerably greater than the second-order side¬ 
band. Therefore, the second-order sideband does not ma¬ 
terially alter the bandwidth of the signal because the band 
is already occupied by the first-order sideband. This con-

Fig. 7—Curve of amplitude of first-order and second-order sideband 
components for various amounts of modulation assuming “model” 
wave having carrier to first-order sideband to second-order side¬ 
band ratio of 0.7 to 1 to 0.3 at maximum modulation. 

Fig. 8—Amplitude of first-order and second-order sideband com¬ 
ponents of “model” CSSB wave, assuming spectrum distribution 
of music shown in Fig. 4. 
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Fig. 9—Phase modulation component of CSSB “model" wave, also of two-element carrier plus 
sideband wave for various percentage modulation. 

elusion is supported by extensive measurements which 
prove that the spectrum is merely made denser by the 
second-order sideband and does not increase the band¬ 
width appreciably over what a normal SSB system 
would require. It shotdd be recalled that the fact that 
high-frequency music components are weak is also the 
basis for the use of pre-emphasis in FM broadcasting 
and disk recording. 

Fig. 9 shows, among other things, a plot of the I’M 
component of the three-element tone model wave having 
a carrier-to-first-order sideband-to-second-order side¬ 
band ratio of 0.7/1/0.3. It should be noted that in Fig. 
9 a half cycle of the I’M component is shown. This wave 
is an odd function about f = 0, that is,/(/) = — 

Fig. 9 also shows curves of the I’M component of the 
model signal at low percentage modulation. Eq. (1) was 
used in calculating these curves. 

The dotted curves shown in Fig. 9 represent the I’M 
component of a two-element wave having a carrier-to-
sideband ratio as indicated on the curve. It is seen that, 
except at very low percentages of modulation, the I’M 
for the two-element case is considerably different from 
that for the desired CSSB case. 
The phase-modulated wave produced by adding the 

I’M component of a two-element wave having a carrier-
to-sideband ratio of 1 to the I’M component of a two-
element wave having a carrier-to-sideband ratio oi 0.5 
closely approximates the I’M component of the desired 
CSSB wave at 100 per cent modulation. At moderate 
percentages of modulation, the PM component ol a two-
element wave has too large an amount of phase swing 

for certain portions of the modulating cycle, and too 
small a phase swing at other segments of the modulating 
cycle. In order to satisfy this problem, nonlinear circuits 
were designed to produce a summation of two I’M com¬ 
ponents, which closely approximate the I’M component 
of the two- and three-element CSSB models. 

For instance, at 60 per cent modulation, a sideband-
to-carrier ratio of 0.5 would be added to one of about 0.1. 
Thus, by proper use of nonlinear curves a close fit can 
be obtained for various percentages of modulation. The 
panoramic pictures shown in Fig. 10 indicate that the 
technique used was successful in producing the proper 
I’M component. Thus, this I’M wave when amplitude 
modulated by a wave derived from the input wave pro¬ 
duces the desired spectrum characteristic. 

Fig. 10(a)-(o) (pp. 1510-1512) were made by taking 
panoramic pictures of a small laboratory CSSB trans¬ 
mitter. In taking the pictures in Fig. 10(a)—(1), this 
transmitter was modulated at various percentages of 
modulation with a 1000-cycle tone. The pictures indi¬ 
cate that the undesired sideband is approximately 33 
db below the ummodulated carrier under the worst oper¬ 
ational condition. Note that Fig. 20 (k) and (1) show 
the spectrum when the transmitter is over-modulated. 

Fig. 10(m) shows the same laboratory transmitter 100 
per cent modulated by white, or random, noise. Fig. 
10(n) shows the spectrum for 100 per cent modulation 
of this transmitter by program material and Fig. 10(o) 
shows the effect of over-modulation; that is, on peaks 
the transmitter indicated 110 per cent modulation. 
The problem of generating such a CSSB wave re-
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U 3 2 1 1 2 3 U 
Kilocycles 

(a) Single tone, 10 ।kt cent modulation 

4321 1234 
Kilocycles 

(c) Single tone. 30 per cent modulation 

Kilocycles 
(l>) Single tone. 20 per cent modulation 

DB 

(d) Single tone, 40 per cent modulation 

DB 

u 3 2 1 1234 
Kilocycles 

(e) Single tone, 55 per cent modulation (f) Single tone, 60 per cent modulation 

big. 10—Panoramic photographs of actual CSSB ware for various modulation conditions. 
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Kilocycles Kilocycles 
(g) Single tone, 70 per cent modulation (h) Single tone, 80 per cent modulation 

Kilocycles 
(i) Single tone, 90 per cent modulation 

U 3 2 1 1234 
Kilocycles 

(k) Single tone, 110 percent modulation 

4321 1 2 3 
Kilocycles 

(j) Single tone, 100 per cent modulation 

(I) Single tone, 120 per cent modulation 

Fig. 10—(Continued) 
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Kilocycles 
(m) 100 per cent white noise modulation 

Kilocycles 
(n) 100 per cent program modulation 

solves itself into producing the desired I’M. This can 
be done by a number of methods. 
A ('SSB technique (Fig. 11) which was ex¬ 

tensively used in equipment produced by the Kahn 
Research Laboratories was to generate a normal SSB 
full carrier wave and pass this wave through a limiter 
in order to isolate the I’M. The amount of PM can be 
shown to be insufficient by study of Fig. 5 from a previ¬ 
ously published article1 on the envelope elimination and 
restoration SSB system. (Also, see Fig. 9 of this paper.) 
Therefore, the amount of I’M was multiplied by use of 
a harmonic multiplier and a frequency divider. The 
combination increased the I’M by a factor of 1.4. 
Though this technique produced acceptable signals, it 
had one severe problem. It was very sensitive to over¬ 
modulation because the average frequency suddenly 
shifts when the sideband exceeds the amplitude of the 
carrier at the output of the SSB generator. 

Fig. 11 — Block diagram of CSSB system using 
1.4 phase stretch circuit. 

A more recent development resulted in the “1 I’M 
plus 0.5 PM” system which takes considerable amounts 
oi overmodulation. This system produces a wave having 
reasonably good sideband isolation during overmodula¬ 
tion periods and excellent sideband isolation during 
normal operation. This system is described in detail in 
Section V. 

A special technique for communication purposes, 
which has some inherent envelope distortion but vert-
low out-of-band radiation, has also been investigated 
but will not be discussed here. 

V. Block Diagram of CSSB System Using 1 
PM Plus 0.5 PM Technique 

The block, shown in Fig. 12, indicates the procedure 
used to produce the desired CSSB wave by the new 1 
PM plus 0.5 PM procedure. The SSB wave is generated 
in a conventional SSB generator utilizing a balanced 
modulator plus sideband filter. In the actual equipment, 
a high-selectivity crystal lattice network filter is utilized. 
The amplitude characteristic of this filter is such that 
the output is essentially flat from 50 cycles to 8000 
cycles above the carrier frequency. The SSB wave, 
without carrier, is amplified and fed to a cathode fol¬ 
lower. This cathode follower provides a low output im¬ 
pedance and is used to drive two nonlinear circuits 
which have similar, but not equal, nonlinear character¬ 
istics. Both nonlinear networks provide lower attenua¬ 
tion for high-amplitude wave levels than they do for 
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TO LOW LEVEL 

Eig. 12—Block diagram of CSSB system using 1 PM+0.5 PM technique. 

low-amplitude waves. I hese networks are required be¬ 
cause the amount of I’M boost varies from about 1.5 
at 100 per cent modulation to unity at very low per¬ 
centages of modulation. 

Nonlinear circuit No. 1 ieeds a summation circuit in 
which the carrier is added to the sideband wave. 1 he 
carrier is passed through a phase-shift circuit to align 
properly the phase relationship between the two paths. 
The carrier amplitude is such that when the input level 
is just sufficient to produce 100 per cent modulation, 
the carrier and the sideband are equal. I his is required 
to produce the I’M wave in big. 9 which is labeled 
“sideband-to-carrier ratio equals 1.” The output ot this 
summation circuit is amplified and led through a time 
delay circuit. The time delay circuit is used to compen¬ 
sate for small difference in time delay between the 1 
I’M path and the 0.5 I’M path. The output of the time 
delay circuit is fed to a mixer. 

Now returning to the output of the cathode follower, 
it is seen that the cathode follower also drives nonlinear 
circuit No. 2. This nonlinear circuit ieeds a second sum¬ 
mation circuit in which the carrier at a level of twice the 
sideband level at maximum modulation is added to the 
sideband wave. Thus, the sideband-to-carrier ratio at 
100 per cent modulation is 0.5. The output of the sum¬ 
mation circuit feeds a mixer in which the wave is hetero¬ 
dyned, in this example, to 600 kc. The output of the 
600-kc amplifier is fed to the mixer, in which it hetero¬ 
dynes with the 100-kc 1 I’M wave and the mixer sum¬ 
mation component 700 kc is selected. 
The 700-kc component is phase-modulated by the 

sum of the I’M of the two paths so that the I’M equals 
1 I’M plus 0.5 I’M at 100 per cent modulation. At very-
low percentages of modulation, the nonlinear circuits 
function so as to produce a I’M component equal to that 
of carrier plus sideband wave, where the sideband-to-
carrier ratio equals the percentage modulation. I his 
PM is proper for minimizing the unwanted sideband, 
and it closely approximates the PM waveshapes of the 
three-element wave shown in Fig. 9. I his combined 

AM and PM wave is then fed to a limiter in which the 
AM component of the wave is removed, producing a 
pure PM wave. The wave is then converted in frequency 
to a desired carrier frequency where it may be used to 
drive a class-C high-level, low-level, Doherty, Chireux, 
or Ampliphase type of transmitter. 

In the transmitter, the 1 PM plus 0.5 PM wave is 
amplitude-modulated by a wave form that is derived 
from the SSB wave by demodulating that wave by the 
carrier in a product demodulator. Since a product de¬ 
modulator may Ite used to produce a very low distortion 
audio wave when demodulating a conventional SSB 
wave, the envelope can be almost free of envelope non¬ 
linear distortion. The reason for this rather complicated 
technique for deriving the AM component is that, while 
the original audio wave has all the desired spectrum 
components, the phase of these components is altered 
by the crystal filter in the SSB generator. 1 herefore, 
unless an elaborate compensating phase-shift network is 
used, such a wave would not have the proper phase 
characteristics for the desired envelope function. 

Because the CSSB system described here is synthe¬ 
sized from PM and AM components, any type of AM 
transmitter now in current use may be adapted tor 
CSSB use with little or no alteration of the transmitter. 

\ 1. Spectrum Analysis of a CSSB Wave 

Those familiar with modulation analysis techniques 
will recognize that a complete analysis of the spectrum 
characteristic of such a system is an extremely involved 
problem. The reasons lor this are that the block diagram 
incorporates a number of nonlinear elements, and that 
PM is used with its infinite spectrum. Therefore, in the 
following analysis only the relatively simple case of 
single-tone modulation is discussed, 1 his analysis does 
not pretend to be complete, but is shown merely as an aid 
in understanding the system whereby the wave is generated 
and because it was used in the original development of 
the system. Further analysis with different types of 
waveshapes would no doubt produce interesting results; 
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however, it is expected that such work would be quite 
difficult and laborious. Furthermore, the researcher 
must still face the problem of determining what is a 
“typical” waveshape, that is, one which will simulate 
voice and music. Because of the large number of voice 
and music waveshapes involved, such solutions would 
always be subject to question. 

A most interesting technique14 was utilized by Mer¬ 
tens of the European Broadcasting Union in analyzing 
CSSB. He used an analog computer and generated a 
large number of operating situations. Because full in¬ 
formation had not been published on the CSSB system, 
Mertens recognized that the analysis was limited. It 
should be noted that the use of an analog computer 
on the full detailed block of this system would require 
considerable complexity. 

The following describes the procedure used in deter¬ 
mining the CSSB spectrum for a single tone modulating 
wave. Since the worst spurious radiation would generally 
occur at the maximum modulation, this is the condition 
assumed in the following analysis. 

1'he spectrum of the amplitude-limited sum of two 
equal-amplitude sinusoids may be represented as fol¬ 
lows :5

Cpmi/i = 22 cos (wei + nwAf)t (2) 
M=—00 

where is the angular velocity of the carrier frequency 
and tvAj is the angular velocity of the modulating audio 
tone. 

Ao — + 1 A+i = — 1/3 

-4_i =+ 1 A+2 = -|- 1/5 

= - 1/3 A+, = - 1/7 

A-s = + 1/5 .4+4 = + 1 9 

A_4 = — 1/7 etc. 
etc. 

I he amplitude of the components has been normalized 
so that the carrier-frequency component Ao and the 
first-order lower-sideband component A_i have unity 
amplitudes. It should be noted that it is assumed that 
the lower sideband was the desired sideband in the 
present case, although either sideband may have been 
considered in the analysis. Also, the instant of time 
chosen for / = 0 is when the carrier and the lower side¬ 
band phasors are exactly in phase. 

It is interesting to note that this spectrum is equiv¬ 
alent to that of a double-sideband suppressed-carrier 
signal in which the modulating signal is a square wave. 
I'lie 1 undamental frequency component of the square 
wave would equal wA¡/l. 
The spectrum of the PM component of an SSB wave 

having a sideband-to-carrier ratio of 0.5 may be repre¬ 
sented as 

11 11 • Mertens, “A study by means of an analogue computer of the 
spectrum of CSSB modulation,” Eur. Broadcasting U. Rev., vol. 64, 
pp. 249-258; December. 1960. 

rn—x 
ep„A/0.5 = 22 cos («’<* + (3) 

Wt=—X 

The value of Bm may be found in some very detailed 
tables calculated by Granlund 15 or by utilizing a tech¬ 
nique described in a paper analyzing limiters. 16 The 
tuned circuits, in the plate circuit of the mixer, are tuned 
to a frequency which is the sum of the two input fre¬ 
quencies. Therefore, a wave is produced having a PM 
component equal to the sum of the PM component of 
the 1-to-l sideband-to-carrier ratio signal plus the PM 
component of the 0.5-to-l sideband-to-carrier ratio. 

e pm 1/1 X ep.i/1/0.5 
n=x m=x 

= 22 A„ cos (wci + muAf)t X 22 cos + mwA/)t 
n^—x m^—x 
n=x m—x 

= 22 22 A„B„,(cos + nwAf)l X cos (wc2 + mwAf)t 
n=—x m=—x 
n=x m = x 1 

= 22 22 “- COS + (« + w)î£'.ty]/ 
n—X m=—x — 
A„Bm

H--— cos |wci — wci + (n — w)w.v]l (4) 

Since the mixer output is filtered, only those components 
that lall close to the summation frequency of the two 
input frequencies, that is, wri+wf2, are passed. There¬ 
fore, the second term of (4) may be ignored. 

The chart in Fig. 13 indicates the procedure used in 
calculating the resultant PM spectrum. The top row 
indicates the PM spectrum of the two equal tone waves 
(1 PM), and the first left-hand column indicates the 
PM spectrum of the carrier-plus-half-amplitude-lower-
sideband wave. 'I'he product of these spectrum compo¬ 
nents is shown in the center of the chart. (These figures 
were not multiplied by 0.5 as called for by the trigono¬ 
metric identity, since we are only interested in relative 
values.) Each of these numbers contributes to its col¬ 
umns a final amplitude which is shown in the bottom 
row with the amplitude of the new frequency compo¬ 
nents. This wave centers around the sum frequency of 
the first carrier frequency and the second carrier fre¬ 
quency (wet+wrt). For instance, if the third-order lower 
sideband were multiplied by the first-order upper side¬ 
band, the resulting frequency would be equal to the sum 
of the carrier frequencies minus twice the audio fre¬ 
quency. The products with appropriate signs are then 
summed and the resulting summation is the spectrum 
composition of the total PM wave. This is the PM spec¬ 
trum which is amplitude-modulated in the associated 
transmitter. 

Fig. 14 shows the effect of AM on the PM wave. The 
result of this calculation provides us with the spectrum 

15 J. Granlund, “Interference in Frequency Modulation Recep¬ 
tion," Research Lab. of Electronics, M.I.T., Cambridge, Mass., 
Tech. Rept. 42, pp. 29-48; January 20, 1949. 

16 L. R. Kahn, “Analysis of a limiter as a variable gain device,” 
Elec. Engr., vol. 72, pp. 1106-1109; December, 1953. 
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PAI Component of Carrier 1<J4/ —3om/ uh — 2a>x/ —uaj wh ûm+w.4/ wh +2<*>,4/ wfi+4a>.4y 
phis equal SB wave -0.143 v +0.200 -0.333 +1.0 +1.0 -0.333 +0.200 -0.143 +0.111 

” «„+(>«.«,+0.0031 +001 -001 
£ o «„+5«.v-0.0068 +001 -001 +001 -001 +002 -007 
Z « «„+4«.v+0.0150 - 001 +002 - 002 +003 - 005 + 015 +015 
= «„+3^,-0.0345 +003 -004 +005 -007 +011 -035 -035 -011 
is «„+2«.v+0.0834 -008 +009 -012 +017 -028 +083 +083 -028 +017 

«„+ «V -0.2252 -025 +032 -045 +075 -225 -225 +075 -045 +032 
«„+0.9342 -133 +187 -311 +934 +934 -311 +187 -133 +104 

-Z «„-«a,+0.2586 +052 -086 +259 +259 -086 +052 -037 +029 -024 
—2«a,—0.0335 +011 -034 -034 +011 -007 +005 -004 +003 

~ = —3«a,+0.0085 + 009 + 009 - 003 +002 - 001 +001 -001 
—4«a, —0.0027 -003 +001 -001 

gæ 097 +121 -152 +1.306 +577 -380 + 262 -191 +147 
— —l«a, —3«a, —2«a, —«a/ «<i+«„ +«a, +2«a, +3wa. 

Eig. 13—Spectrum calculations for determining I’M spectrum of 1 I’M+0.5 I’M system. 

-^AJ —3wj/ — 2l¿Af —^AJ Wcl+c*>rJ + UAf + 2ü>.4/ +3ûM/ + 4<*>.4/ 
PM Component of -097 + 121 -152 +1.306 +577 -380 +262 -191 -rl47 
1 PM 4-0 S PM 

Sideband Produced by 
Modulation of each PM +038 -049 +061 -0.076 +653 +289 -190 +131 -096 
Component by Sine Wave +061 -076 +653 +0.289 -190 +131 -096 +074 -069 

Spectrum Produced +002 -004 +562 +1.519 +1.040 -040 -024 +014 -018 
Spectrum Produced in db —57.7 —51 —8.6 0 —3.3 —31.7 —36 —40.7 —38.6 

Second- Eirst-Order Carrier 
Order Sideband 
Sideband 

____ ___ ___ 

Eig. 14—Spectrum calculations for CSSB system assuming perfect transmitter. 

— 4w,4/ — ^AJ —llt)Af ~<¿Af Wrl +ûM “F^A/ + 3 OM/ +3w.</ + 4o>_4/ 
PM Component of +075 -097 +121 -152 +1.306 +577 -380 +262 -191 +147 
1 PM 4-0 5 PM 

Sideband Produced by 
Sinusoidal 97 per cent -023 +036 -047 +059 -074 +633 +280 -184 +127 -093 
AM of Each PM Com- -047 +059 -074 +633 +280 -184 +127 -093 +071 

Sidebands Produced bv 
3 per cent AM Second 4-001 -001 +002 -002 +002 -020 -009 +006 -004 
Harmonic Distortion +002 -020 -008 +006 -004 +003 -002 +002 
W-ive of R ich PM . 
Component 

Spectrum Produced +001 -021 +534 +1.516 +1.024 +010 -026 +015 

Spectrum Produced in db —63 —37.1 —9 0 —3.4 —43.6 —35.4 —40.1 
Second- First-Order Carrier 
Order Sideband 
Sideband 

I ig. 15 Spectrum calculations for CSSB system assuming transmitter having 3 per cent envelope distortion. 

composition of the desired CSSB wave. Each of the PM 
spectrum components is assumed to be a carrier for the 
AM; therefore, two symmetrical sidebands spaced by 
the frequency of modulation are produced about each 
PM component. The summation of the sidebands pro¬ 
duced by the AM and the PM spectrum is the spectrum 
of the desired-output wave. It should be noted that we 
have assumed, in this figure, that there was no envelope 
distortion present. Eig. 15 provides a similar analysis 

except for the assumption that the transmitter has 3 
per cent second harmonic 17 envelope distortion. 

We have assumed, in calculating the PM spectrum, 
that separate limiters were used in the 1 PM branch and 

17 The distortion figure of 3 per cent is based on the economic 
factors involved in high-powered transmitter design. Economic use 
of large tubes is necessary and therefore a small degree of emission 
limiting is generally experienced. This is the basis for the assumption 
that the second harmonic distortion is out of phase with the funda¬ 
mental component during the positive modulation peak. 
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the 0.5 PM branch. Experiments were performed with 
this type of block diagram which proved that the same 
spectrum results whether the limiting is performed on 
the individual components or on the heterodyned wave. 
Of course, the analysis could have been performed by 
merely mixing the two waves and then determining the 
effect of limiting after the heterodyning process by use 
of a technique outlined in a previous paper. 16

Another undesired sideband component is produced 
when more than a single tone is transmitted. The fol¬ 
lowing analysis indicates the level of this component. 

The level of the carrier component is a function of 
the audio input level. If two equal-amplitude tones, 
which have a combined peak level sufficient to cause 100 
per cent modulation, are used to modulate the trans¬ 
mitter, the percentage of modulation will vary from 0 
per cent to 100 per cent according to the phase relation¬ 
ship between the two modulation tones. When the two 
components are instantaneously out of phase their re¬ 
sultant is zero, and the instantaneous percentage modu¬ 
lation is zero per cent. At other times the two com¬ 
ponents add and the modulation reaches 100 per cent. 
Thus, the carrier amplitude (for the 0.7/1 0.3 carrier-to-
sideband component ratio) shifts from 0.7 at 100 per 
cent modulation to 1 at zero per cent modulation. This 
variation in carrier level occurs at a rate equal to the 
beat frequency between the two modulation tones. 

Of course, the variation in carrier amplitude is AM, 
and therefore two sidebands are generated. These om-
ponents are each equal to (1 — 0.7)/4 Ecrier or 
0.075 Ecarrier- Thus, each of these components is a little 
over 23 db below the unmodulated carrier amplitude or 
29 db below the peak envelope power level. One of these 
sidebands falls in the undesired sideband spectrum. As 
the two-tone audio wave decreases in amplitude, the 
undesired sideband component decreases. Also, as the 
two tones depart from amplitude equality the com¬ 
ponent decreases. 

In practice, the spacing between two strong equal 
amplitude tones in speech and music normally is very 
small, 18 less than 100 or 200 cycles, and therefore the 
spurious components produced by this mechanism are 
very close to the carrier and should not increase the ad¬ 
jacent-channel interference to any great degree. 

It should be stressed that while this spurious com¬ 
ponent is undesirable, it does not introduce envelope 
distortion and is not heard or measured when such a 
signal is received on an envelope detector. Actually, all 
of these spurious components are required if the en¬ 
velope is to be free of distortion, and if the receiver 
eliminates these components some distortion will result. 
Fortunately, those components are extremely close to 
the carrier and, in practice, are passed by the receiver 
so that the envelope is relatively free of distortion. 

18 Harvey Fletcher, “Speech and Hearing,” I). Van Xostrand Co., 
Inc., Princeton, X. J., 2nd ed.; 1953. 

ADVANTAGES AND EXPERIMENTAL EVALUA¬ 
TION OF THE CSSB SYSTEM 

One of the main applications of CSSB is in the field 
of AM broadcasting. Therefore, detailed measurements 
under broadcasting conditions are given below. 

All the tests made were based on the original 1.4 phase 
stretch circuitry. From subsequent tests, it would ap¬ 
pear that use of the new CSSB technique, 1 PM plus 
0.5 PM, would provide additional advantages. 

\ ll. “Shaped Noise” Evaluation Procedure 

One of the basic problems in attempting a quantita¬ 
tive comparison of equipment developed for use in the 
transmission of voice and music is determination of a 
method for evaluating the effect of the characteristic 
spectrum distribution of the signal. Obviously, the use 
of a constant amplitude sine wave up to 15 kc would be 
unrealistic and would preclude acceptance of our present 
interference standards which allow 10-kc spacing of car¬ 
riers. Therefore, it was felt that a new technique was 
required for proper comparison of CSSB with AM. The 
use of this technique has been favorably commented 
upon by one distinguished engineer, 19 and it may be use¬ 
ful for evaluation of other program-modulated signals. 

This new technique might be called a “shaped noise” 
evaluation procedure. In carrying out this procedure, a 
filter was designed and built which has the musical 
energy frequency characteristic shown in Fig. 4. This 
filter was then fed white noise and the output was used 
in the evaluation tests. By this procedure, the statistical 
measurement problem was bypassed and one answer was 
accepted for this spectrum characteristic. Of course, the 
accuracy of the evaluation is largely dependent upon 
the shape of the curve used for shaping the noise. It 
should be mentioned that there is a heated controversy 
raging over the exact nature of the spectrum energy dis¬ 
tribution of voice and music. Since our own tests are 
cpiite limited, we are forced to depend upon the author¬ 
ity of others. 

It might be mentioned, furthermore, that one recent 
publication20 questions the possibility of ever deriving 
a meaningful spectrum distribution curve. Thus, we see 
that this is not a simple matter; but neither is an evalua¬ 
tion simple which is made up of a large number of sam-
ples which may in themselves prove in the long run to 
be atypical. A study of various published spectrum dia¬ 
grams relative to the peak values of the total audio waves 
indicates that the probability is extremely small that a 
component above 3 or 4 kc would have sufficient ampli¬ 
tude to produce a strong second-order sideband com¬ 
ponent (see Fig. 4). 

R. X. Harmon, “Reply Comments of Westinghouse Broadcast¬ 
ing Co., Inc.," FCC Docket’ Xo. 13596 (RM-156); January 13, 1961. 

28 J. G. McKnight, “The distribution of peak energy in recorded 
music, and its relation to magnetic recording systems,” J. Audio 
Engrg. Soc., vol. 7; April. 1959. 
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VIII. Signal-to-Noise Ratio and Frequency 
Response Comparison 

In order to determine the amount of improvement in 
high-frequency response and signal-to-noise ratio of the 
CSSB system, consideration will be given first to the use 
of receivers having square top-selectivity character¬ 
istics. Later, measurements of conventional inexpensive 
broadcast receiver characteristics will be considered. 

If a perfect AM receiver were used to receive a double¬ 
sideband AM wave, its pass band would have to be two 
times the highest audio frequency to be received. Thus, 
if an AM wave is modulated by components up to 10 
kc, the IF and RF stages of the receiver should be 20 
kc wide. For CSSB transmission, the bandwidth need 
only be 10 kc wide. Therefore, since random noise power 
is doubled when the bandwidth is doubled, the signal-to-
noise ratio would be 3 db better for CSSB transmission. 
In the case of impulse noise, the noise power increases 
as a squared function of bandwidth. Therefore, there is 
a 6 db SX ratio improvement for impulse noise when 
CSSB transmission is used. 

It should be noted that these improvements in signal-
to-noise ratios are for AM receivers with square top¬ 
selectivity characteristics, and the receivers in use today 
are far from perfect in regard to their selectivity char¬ 
acteristics. Actually, in practice these receivers are much 
narrower than they should be for double-sideband use 
for economic reasons; they therefore tend to destroy 
signal components that are important to speech in¬ 
telligibility. 

It becomes very difficult to specify signal-to-noise 
improvements when one considers the relative impor¬ 
tance oi different voice and music spectrum components. 
This is especially true in situations where the selectivity 
characteristic of the networks involved is rounded. 

For instance, if a voice component at 3500 cycles is 
attenuated 7 db and a component at 2000 cycles is at¬ 
tenuated 1 db, then the signal-to-noise ratio for that 
3500-cyde component would be reduced over the 2000-
cycle tone by a factor of 6 db. Thus, the effective signal-
to-noise ratio is a function of frequency response, and a 
single figure for signal-to-noise ratio cannot be easily 
derived. Therefore, no exact figure will be offered for the 
signal-to-noise improvement of CSSB, because the 
signal-to-noise ratio and the frequency response of the 
system are so closely related. 

Except lor the difference in bandwidth, the frequency 
response of the square selectivity curve AM receiver 
would be identical to that ol a square selectivity curve 
CSSB receiver. Therefore, there would be no frequency 
response difference between the two systems when such 
receivers were used. 

As noted above, the bandwidths of both domestic sets 
and foreign sets leave much to be desired. Actually, 
their poor high-frequency characteristics not only de¬ 
grade the musical reproduction process but also reduce 
voice intelligibility. It has been pointed out 18 that loss 
ol frequency response above 3000 cycles reduces the in¬ 

telligibility of “s” sounds from 100 per cent to 40 per 
cent, the “th” sound from 100 per cent to 66 per cent, 
the “z” sound from 100 per cent to 80 per cent, and the 
“t” sound from 100 per cent to 81 per cent. These meas¬ 
urements were made under relatively good signal-to-
noise conditions; it has been noted that under poor 
signal-to-noise conditions the loss of intelligibility due 
to reduced high-frequency response is even more severe. 
There is a noise-masking effect that further degrades 
intelligibility when high-frequency components are at¬ 
tenuated by the limited frequency response of the 
equipment. 

The CSSB system, by improving the high-frequency 
response of the system, increases the area of good recep¬ 
tion and especially benefits the fringe-area listener. 

The over-all selectivity characteristic of a typical in¬ 
expensive table model receiver, shown in Fig. 3, indi¬ 
cates that the 3-db high-frequency audio cutoff is only 
2.6 kc. Laboratory tests indicate that the receiver, when 
used for CSSB reception, may be detuned 2 or 3 kc, im¬ 
proving the high-frequency response. Figs. 16 and 17 
confirm this improvement in high-frequency response. 

Fig. 16—Frequency of typical CSSB system as a function of receiver 
detuning. Logarithmic frequency scale. 

FREQUENCY IN KILOCYCLES 

I234SA7S9IO 

Fig. 17—Frequency response of typical CSSB system as a function 
of receiver detuning. Linear scale. 

Both of these figures are plots of the over-all audio 
response of the receiver when tuned for AM (marked 
“carrier frequency” on the curve) or for CSSB with de¬ 
tuning of 2 and 3 kc. Fig. 17 is the same as Fig. 16 except 
that a linear plot which tends to emphasize the high-
frequency characteristics of the response, is used instead 
of a logarithmic plot. The improved high-frequency re¬ 
sponse is especially noticeable in fringe-area listening 
where speech is unintelligible when AM is used. 
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It should also be noted that the amount of receiver 
detuning is a function of the signal-to-noise and signal-
to-interference ratios. 1'he smaller amount of detuning 
would occur when the receiver was operated under good 
signal-to-noise and interference situations. When the 
noise is high, or the interference is severe, the optimum 
amount of detuning increases. There are a number of 
reasons for this increase in allowable detuning. 

The amount of detuning that the normal listener 
would tolerate is a function of the amount of distortion 
he hears. Under poor signal-to-noise situations, the noise 
masks distortion; therefore, the listener naturally tends 
to tune further from carrier in order to obtain increased 
volume and increased high-frequency response. This 
improved frequency response is extremely important 
under low signal-to-noise situations because the noise 
tends to mask the weak high-frequency sounds. There¬ 
fore, the average listener will, without being told, detune 
the receiver further in poor signal-to-noise situations 
than when the signal-to-noise is good. 

IX. Co-Channel Interference 

In considering co-channel interference, assume first 
the use of a receiver which has a perfectly Hat pass band 
with an infinite cutoff slope IF/RF selectivity character¬ 
istic, and consider the case of two ( SSB signals operat¬ 
ing at the same carrier frequency but on opposite side¬ 
bands. Since a perfect receiver is considered, the cross¬ 
talk interference between these two co-channel stations 
would be equal to the undesired sideband radiation of 
the transmitter. Thus, if a 30-db desired-to-undesired 
sideband ratio were maintained at the transmitter, the 
isolation between the channels would be 30 db lor equal 
signal strengths. If the geographical spacing provided 
additional isolation, then the isolation would, of course, 
be equal to 30 db plus the geographical isolation. 

Consider the improvement that would be obtained 
when a CSSB signal operated simultaneously on the 
same channel as a conventional double-sideband AM 
signal. In this case, if the receivers had perfect!) Hat-top, 
sharp-sided selectivity characteristics, the double-side-
band signal would be reduced by a factor ot approxi¬ 
mately 7 db when the CSSB wave was received. This 
loss is due in part to the fact that one of the sidebands 
of the interfering double-sideband signal is not accepted 
by the receiver and in part to the quadrature relation¬ 
ship between the carrier and remaining sideband. There¬ 
fore, the AM of the AM signal would be reduced to a 
little less than 50 per cent. 

Listeners tuned to the double-sideband signal could, 
by using a perfect selectivity characteristic receiver, 
drop interference from the other station by 30 db. But, 
because his highly selective receiver would eliminate one 
of the desired sidebands, the desired modulation would 
be reduced by 7 db, and 11 per cent envelope distortion 

would be introduced (because of sideband wave). Thus, 
the AM wave listener would have a net gain in signal-to-
interference ratio of 23 db, but at the same time con¬ 
siderable distortion would be introduced. Of course, he 
could still tune to the carrier and maintain the exact re¬ 
ceiving conditions that existed when both stations were 
transmitting conventional double-sideband AM waves. 

In practice, the listener automatically tunes his set 
to accommodate prevailing conditions. For instance, if 
his home is near the double-sideband AM station, he 
will normally tune to the carrier so as to receive the 
loudest signal. If, however, he lives near the interfering 
CSSB co-channel station, he will tune his set away from 
the sideband of the CSSB station so as to minimize in¬ 
terference. Thus, because the interfering station radiates 
only one sideband, the listener has the possibility of 
reducing interference by tuning away from the sideband 
used by the co-channel station. The CSSB signal listener 
can reduce interference effects by tuning away from the 
carrier and toward the desired sideband. 

Some will question the ability of the average listener 
to optimize reception in this manner, but while ever)’ 
listener will not do this, most listeners, by tuning for the 
best sound, should approximate the desired result. This 
is especially true for listeners who live in areas where 
radio reception is poor, and are therefore accustomed to 
listening to marginal signals. 

If both stations utilized the CSSB system and trans¬ 
mitted opposite sidebands, the greatest gain would be 
achieved. It should be noted that if the two CSSB co¬ 
channel stations transmit on the same sideband, there is 
neither improvement nor degradation in the inter¬ 
ference situation. Of course, the other advantages of 
CSSB operation are still applicable. 

The selectivity characteristics of common home re¬ 
ceivers are, as mentioned above, far from perfect. (It 
should be noted that it is practical to make receivers 
with excellent selective characteristics which could pro¬ 
vide almost the full interference improvement ; however, 
in this stud)’ it is more important to consider sets now in 
use.) Actual laborator) tests which used conventional 
inexpensive receivers and which were made during the 
study of co-channel interference, verify the above con¬ 
clusions. Figs. 18 and 19 show various conditions of co¬ 
channel interference under situations in which CSSB is 
used bv the desired station or by both stations. A maxi¬ 
mum gain of 10 to 15 db is indicated for the weak high 
A F components. 

Another advantage ol the ( SSB signal is that it is 
slightly less sensitive to phase rotation of the carrier, 
especially at low percentages of modulation. This is be¬ 
cause the other sideband is absent; therefore, since only 
two strong components are present at low percentages 
of modulation, the phase of the carrier does not in¬ 
fluence the envelope waveshape for these low percentage 
modulation conditions. When the undesired signal has 
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•OOKC -5OOC/S -lOOOC/S -ISOOC/S -2OO0CÆ -25OOCÄ -3OOOC/S 
RECEIVER TUNING 

Fig. 18 Co-channel interference gain by use of CSSB as a function 
of receiver tuning. Transmitter creating interference operates 
AM, desired operates CSSB. 

I'ig. 1*1 Co-channel interference gain by use of CSSB as a function 
of receiver tuning. 1 'ransmitter creating interference and desired 
operates CSSB. 

a carrier frequency approximately equal to that of the 
desired carrier frequency, the combined carriers will be 
phase modulated at a low-frequency beat-note rate. 
Because CSSB is less sensitive to phase discrepancies, 
it should be a little less sensitive to this form of carrier 
beating distortion. 

X. Adjacent Channel Interference 

In the following, it will be assumed that, except where 
noted, a 10-kc channel separation is used. The “shaped 
noise” technique, described above, was used throughout 
these measurements on adjacent channel interference. 
Tests with pure random noise modulation (up to 20 kc) 
indicate a much greater gain for CSSB; however, while 
strong high-frequency sounds are occasionally emitted, 
it is believed that the shaped noise test gives a far more 
realistic answer. 

The lour possible methods of arranging the sidebands 
between two interfering adjacent channel CSSB stations 
are shown in Fig. 20. Three of these arrangements ap-

(a) 

(b) 

(<D 

Fig. 20—Various conditions of adjacent channel interference. 

pear to offer appreciable improvements in interference. 
The fourth would not greatly alter the interference situ¬ 
ation by changing to CSSB operation. 

In the first arrangement, Fig. 20(a), the higher fre¬ 
quency station utilizes the upper sideband and the lower 
frequency station takes the lower sideband. In this most 
favorable case, the nearest strong component would be 
at least 13 kc away from the center tuning point of the 
receiver. This 13-kc figure is arrived at by recognizing 
that the carriers are spaced by 10 kc and that the re¬ 
ceiver, under strong interference conditions, would be 
tuned approximately 3 kc on the desired side. Fig. 21(b) 
shows actual measurements for this situation, and I'ig. 
21(a) shows the conventional AM situation which may 
be used for a comparison. It should be noted that de¬ 
tuning by 3000 cycles produces a gain for CSSB of 
17 db. [See pp. 1520-1522 for Figs. 21(a)—(i). | 

Fig. 20(b) shows the situation where both CSSB ad¬ 
jacent channel stations operate on the lower sideband. 
In this situation, the person listening to the lower fre¬ 
quency station would tune his receiver 3 kc below the 
carrier of that station. Therefore, the closest inter¬ 
ference component would be approximately 5 kc from 
the center of the receiver’s band pass. Fig. 21(c) indi¬ 
cates that under such conditions a gain of a little over 
11 db would result. 
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Adjacent Channel Interference 
As a I'unction of Tuning 

Using RCA Model 9-C-7EE Receiver 
KRL Stereo Adapter 
KRL CSSB Adapter 
Two Experimental 5 Watt Test Transmitters 

AM/AM 
Desired—AM 20 per cent at 2000 cps 
Interference—Shaped noise AM at 100 per cent 
Carrier amplitudes at equality with 10 kc separation 

Signal to Interference Ratio + 18.0 db 

Lower Sideband/Lower Sideband 
Desired—LSB 20 per cent modulation at 2000 cps 
Interference—LSB shaped noise at 100 per cent modulation 
Carrier amplitudes at equality with 10 lie separation 

Receiver riming 
Carrier 
-1000 
-2000 
- 3000 

Signal-to-Interference Ratio 
+ 19.5 db 
+24.5 db 
+27.5 db 
+ 29.5 db 

Lower Sideband/l pper Sideband 
I lesired—LSB 20 per cent modulation at 2000 cps 
Interference—USB shaped noise at 100 per cent modulation 
Carrier amplitudes at equality with 10 kc separation 

Receiver riming 
Carrier 
-1000 
-2000 
-3000 

Signal-to-1nterference Ratio 
+28.0db 
+31.5 db* 
+33.5 db 
+35.0 db* 

* Measurement limited by ambient noise. 

I ig. 21—Measurements for adjacent channel interference. 
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Adjacent Channel Interference 
Using RCA Model 9-C-7EE Receiver 
Measurements Signal Generator Model 65-B (as AM source) 
KRL Stereo Adapter 
KRL Compatible Adapter 
Two Experimental 5 Watt Test Transmitters 

AM/AM 
Desired—AM 30 per cent at 400 cps 
Interference—Shaped noise AM at 100 per cent 
Carrier amplitudes at equality with 10 kc separation 

Signal to Interference Ratio +27.0 db 

Upper Sideband/Upper Sideband 
Desired—USB 30 per cent modulation at 400 cps 
Interference—USB shaped noise at 100 per cent modulation 
Carrier amplitudes at equality with 10 kc separation 

Signal to Interference Ratio +37 db 

(e) 

I pper Sideband/Lower Sideband 
Desired—USB 30 per cent modulation at 400 cps 
lnterferenc^-1.SB shaped noise at 100 per cent modulation 
Carrier amplitudes at equality with 10 kc separation 

Signal to Interference Ratio +28 db 

lig. 21 (Continued) 
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Adjacent Channel Interference 
Using RCA Model 9-C-7EE and RCA XI Receivers 
KRL Stereo Adapter 
Experimental 5 Watt Test Transmitter (as CSSB source) 
Measurements Signal Generator Model 65-H (as AM source) 

AM/AM 
Desired—AM 30 per cent at 400 cps 
Interference—Shaped noise AM at 100 per cent 
Carrier amplitudes at equality with 10 kc separation 
Interfering carrier amplitude 30 times desired with 20 kc separation 

Signal to interference Ratio 

10 kc 

20 kc 

9-C-7EE 
RCA XI 

9-C-7EE 
RCA XI 

+27.0 db 
+31.0 db 

+ 4.5 db\ 
+ 14.0 db/ 

I lesired Interference 

AM /Upper Sideband 
Desired—AM 30 per cent at 400 cps 
Interference—Shaped noise USB at 100 per cent modulation 
Carrier amplitudes at equality with 10 kc separation 

Signal to Interference Ratio 

10 kc 

20 kc 

9-C-7EE 
RCA XI 

9-C-7EE 
RCA XI 

+37db \ 
+43 db*/ 

+33 db \ 
+44 db*/ 

* limited by ambient noise 

AM/Lower Sideband 
Desired—AM 30 per cent at 400 cps 
Interference—Shaped noise LSB at 100 per cent modulation 
Carrier amplitudes at equality with 10 kc separation 

Signal to Interference Ratio 

/9-C-7EE +28 db \ 1U kc ^RCA X1 +35 db y 

’o k (9C-7EE +33 db A 
J yRCA XI +44 db*/ 

* limited by ambient noise 

Fig. 21 
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In the next possible arrangement of sidebands, Fig. 
20(c), the upper sideband is transmitted by both sta¬ 
tions. In this instance, the person listening to the higher 
frequency station tunes his receiver approximately 3 kc 
above the carrier frequency, and the lower frequency 
station listener tunes his receiver to the carrier fre¬ 
quency. For the low-frequency listener, the nearest com¬ 
ponent would be 10 kc away from the center of the 
receiver’s pass band. For the high-frequency listener, the 
nearest component would be some 5 kc away from the 
center tuning. The 5-kc figure is based upon the assump¬ 
tion that the listener will detune his receiver by 3 kc 
and that the crystal filter in the sideband transmitter 
adapter limits the strong signal components to 8 kc. 
The spectrogram shown in Fig. 21(e) provides measure¬ 
ments tor this situation. The receiver is assumed to be 
tuned to the carrier of the low-frequency station and a 
gain of some 10 db over the AM situation has been 
measured. The case in which the listener tunes to the 
higher frequency station is not indicated in these figures 
but is identical to the spectrum situation shown in Fig. 
21(c). In this case, a 1.5-db gain is provided when the 
receiver is tuned to the carrier, and over 11-db gain 
when the receiver is detuned 3 kc for best interference 
avoidance. 

In the fourth situation, Fig. 20(d), the high-frequency 
station uses the lower sideband and the lower frequency 
station the upper sideband. This is the least desirable 
situation, and in this case the receivers should be tuned 
to the carriers for best reception in regions experiencing 
interference. 'I'he one advantage to the system is that 
the high-frequency components from the signal are re¬ 
stricted to 8 kc, whereas in present operation they are 
not restricted. There should be some improvements, 
therefore, in reception because of the foregoing factor. 
It is felt, however, that this advantage would be almost 
offset by the fact that the sideband level would be raised 
in both cases by 6 db. The spectrogram, Fig. 21(f), pro¬ 
vides actual measurements for this situation, in which 
a small gain (1 db) was achieved for this CSSB situation 
over the conventional AM arrangement. 

XI. Mixed CSSB and AM Transmission 

It is obvious that, even if CSSB operation were ac¬ 
cepted simultaneously in all countries, the transido to 
this form of operation would take many years; it is 
therefore very important to consider the situation of 
mixed CSSB-AM operation. 

In the first case, assume that the sideband of the 
CSSB wave is away from the AM wave (if the CSSB 
were used by the lower frequency station, the lower 
sideband would be emitted ; if it were used by the higher 
frequency station, the upper sideband would be emitted). 
I he listener to the CSSB station, by detuning his re¬ 
ceiver 3 kc, would gain approximately 7-10 db over AM 
operation. 'I'he AM station listener would achieve a 
gain of 10 to 12 db [see the spectrogram of Fig. 21(h)]. 

If the CSSB station picked the sideband closest to the 

AM wave, the CSSB signal listener would tune to the 
carrier, and there would be neither loss nor gain in inter¬ 
ference. Also, the AM wave listener would have no real 
gain or loss in interference. The reason is that he would 
lose approximately 6 db because of the increased side¬ 
band levels from the CSSB signal, but would also gain, 
because the sideband components would be restricted 
and would not be closer than 2 kc to his carrier. Actual 
measurements [see Fig. 21(i) ] indicate a 1 to 4 db gain 
for CSSB for 10 kc carrier separation. 

XII. Detailed Consideration of Least Favorable 
Interference Situation for CSSB Operation 

In proposing any new system, thorough consideration 
should be given to the least favorable operating situa¬ 
tion, and for CSSB operation this would occur when the 
transmitted sideband was closest to the signal being dis¬ 
turbed. Even under this condition, there would be a 
small improvement over present AM operation for both 
stations’ listeners. 

I'he CSSB equipment specification limits the response 
to 8 kc. This specification was formulated because it is 
apparent from spectrum analysis of CSSB that some in¬ 
crease in interference for the worst condition can be 
expected in the absence of the 8-kc filter. 

It one studies Fig. 16 or Fig. 17, it is apparent that an 
appreciable amount of high-frequency fall-off may oc¬ 
cur in the CSSB transmission equipment while still pro¬ 
viding improved over-all high-frequency audio char¬ 
acteristics. 

Because of the 8-kc high-frequency response restric¬ 
tion, there is a gain of 1 to 4 db in the least desirable ad¬ 
jacent channel interference condition. [See Fig. 21(i).] 
As stated above, this is not a preferred condition of 
operation, and there is a much greater gain when the 
other sideband, the one farthest away from the station 
suffering interference, is used. However, there will neces¬ 
sarily be instances in which this condition will arise: 
thus the necessity for limiting the high-frequency re¬ 
sponse of the equipment. 

With reference to measurements made on the inter¬ 
ference characteristics of the CSSB system when the 
CSSB signal is spaced 20 kc from the desired signal, the 
improvement is quite substantial no matter which side¬ 
band is used by the CSSB broadcaster. For 20-kc ad¬ 
jacent channel interference, a gain of up to 28.5 to 30 
db was measured over AM operation no matter which 
sideband was used. The reason for this gain is the use 
of the sharp sideband filter which insures that the bulk 
of the energy transmitted is restricted to a bandwidth 
of 8 kc. However, a note of caution is required. The in¬ 
terference characteristic for 20-kc carrier separation is 
extremely sensitive to the amount of high-frequency 
content in the modulating wave. Thus, since these meas¬ 
urements are highly dependent on the type of signal 
being transmitted, it is difficult to state unequivocally 
that in practice the full 20-kc separation gain will be 
achieved. 
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XIII. Television Receiver Radiation 
Interference Reduction 

One of the most serious problems that presently faces 
the AM broadcaster is the interference produced by 
poorly shielded television receivers. This problem arises 
from the fact that most horizontal sweep frequency am¬ 
plifiers have sufficient harmonic radiation to extend over 
the entire broadcast range and even up into the high-
frequency range. This effect is similar to having some 68 
high-powered broadcast stations covering the U. S. 
added to the broadcast band. 

In 1958, questionnaires were sent by Kahn Research 
Laboratories. Inc., to some 1500 individuals in the Xew 
York City metropolitan ami suburban area. The ad¬ 
dresses were chosen by taking random columns from 
various telephone books. Ten replied that they did not 
have radio receivers, 205 stated that the television inter¬ 
ference was not objectionable, and 211 said it was ob¬ 
jectionable. 'Phus, over 50 per cent of those who actually 
answered the questionnaires indicated that they suf¬ 
fered from this type of interference. The importance of 
this problem has been confirmed by discussions with 
various broadcasters throughout the U. S. and Canada. 
One solution to this problem would be to provide better 
shielding in the television receiver, but this would in¬ 
crease the cost of the receiver. It would be unrealistic 
to expect that sets now in the hands of the public would 
be so altered. 

The use of CSSB, however, does provide a solution 
to this problem for many broadcast channels. First of 
all, the very fact that CSSB increases the level of the 
high-frequency components of the desired signal should 
improve the signal-to-interference ratio. Also, by choos¬ 
ing the sideband away from the interference component, 
an appreciable gain can be achieved. 

1'ig. 22 is a chart which shows the frequency distri¬ 
bution of the television interference components. Phis 
chart was prepared by merely calculating the frequency 
of the harmonics of the 15.75-kc horizontal output fre¬ 
quency that fall in the broadcast band. 

A study of this chart will show that in most cases an 
appreciable improvement can be achieved by selecting 
the proper sideband. For instance, if the station is oper¬ 
ating on 1180 kc, it should select the lower sideband in 
order to reduce the television interference which falls at 
1181.25 kc. The listener, by tuning his receiver lor loud¬ 
est sound, would reduce this form of interference. 

In order to confirm these theoretical conclusions, 
various interference situations were checked with an 
average receiver tuned for optimum reception of CSSB 
when transmitting on the appropriate sideband for 
avoidance of this interference. (See bigs. 23 and 24.) 

The various conditions of interference separation were 
investigated while varying the tuning of the receiver. 
It can be seen from Figs. 23 and 24 that the advantage 
is quite impressive (up to some 16 db) for large amounts 
of detuning and large separation of interference from 
the carrier. 

Interference Frequency 
551.25 
567 
582.75 
598.5 
614.25 
630 
645.75 
661.5 (42nd harmonic 

of 15.75 kc) 
677.25 
693 
708.75 
724.5 
740.2 
756 
771.75 
787.5 
803.25 
819 
834.75 
850.5 
866.25 
882 
897.75 
913.5 
929.25 
945 
960.75 
976.5 
992.25 
1008 
1023.75 
1039.5 
1055.25 
1071 

Interference Frequency 
1086.75 
1102.5 
1118.25 
1134 
1149.75 
1165.5 
1181.25 
1197 

1212.75 
1228.5 
1244.25 
1260 
1275.75 
1291.5 
1307.25 
1323 
1338.75 
1354.5 
1370.25 
1386 
1401.75 
1417.5 
1433.25 
1449 
1464.75 
1480.5 
1496.25 
1512 
1527.75 
1543.5 
1559.25 
1575 
1590.75 
1606.5 ( 102nd harmonic 

of 15.75 kc) 

Fig. 22—Distribution of television interference in 
standard radio broadcast range. 

♦ lOOOC/S ♦ 2OOOC/S ♦ S000CÆ 

Fig. 23—CSSB gain in reducing TV interference as a function of 
receiver tuning. Desired modulation frequency 400 cycles. Curve 
markings indicate difference between carrier and interference 
frequencies. 

800KC ♦lOOO C/S ♦ 2000 c/s 
RECEIVER TUNING 

»5000 C/S 

Fig. 24—CSSB gain in reducing TV interference as a function of 
receiver tuning. Desired modulation frequency 3000 cycles. Curve 
markings indicate difference between carrier and interference 
frequencies. 
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XIV. Reduction of Certain Types of 
Fading Distortion 

Because of the lack of sensitivity to the phase of the 
carrier at low percentages of modulation, a reduction 
of fading distortion might lx? expected if CSSB were 
used. Laboratory tests, however, are unwieldy and in¬ 
conclusive. Further proof would necessitate extensive 
field testing under actual broadcast operating condi¬ 
tions. It is therefore only possible to theorize that there 
may be some small advantage in the use of CSSB under 
fading distortion conditions. 

X\ . Measurements of Sensitivity of CSSB 
System to Receiver Tuning 

One of the main questions that should be considered 
in evaluating the CSSB system is the question of sensi¬ 
tivity of the system to receiver tuning error. 

Figs. 25-29 provide information regarding the tuning 
error sensitivity. Figs. 25-27 show total harmonic dis-

lig. 25— Total harmonic distortion at output of receiver for AM 
and CSSB as a function of receiver tuning. Receiver used RCA 
Model XI. Modulation 1000 cycles (95 per cent). 

CYCLES FROM CENTER FREQUENCY 

-SOOOCA -2OOOCA -lOOOC^ BOOKC *IOOOCA +2000 C A *9000c/s 
RECEIVER TUNING 

tortion of the entire system for two typical receivers 
when a 1000-cycle tone is used to modulate the CSSB 
transmitter, and its associated AM transmitter by 95 
per cent. As a control for the test, a curve is provided 
showing the distortion produced when AM transmis¬ 
sion is used. It should be stressed that in all cases over¬ 
all system distortion figures—-that is, the distortion in¬ 
troduced by the CSSB adapter plus the transmitter and 
the associated receiver—are shown. 

Fig. 26 shows a similar curve, but the equipment is 
modulated by 3 kc at 95 per cent modulation instead of 
by 1000 cycles. In all cases, the upper sideband is trans¬ 
mitted when the CSSB system is used. Fig. 27 shows 

Fig. 27—Total harmonic distortion at output of receiver for AM 
and CSSB as a function of receiver tuning. Receiver used RCA 
Model 9C7EE. Modulation frequency used is 1000 cycles 
(95 per cent). 

RATIO OF TOTAL 

INTERMODULATION 

DISTORTION 

AMe'.i’uae 

DESREO SIDEBAND 

5000C/S -2000C 
ROM CFNTER FREQUENCY 

8OO KC *l000CA *2OOOCA *sooocA 
RECEIVER TUNING 

Tig. 28—Over-all system intermodulation distortion as function of 
receiver detuning. RCA Model XI. Modulation frequency 300 
and 3000 cycles peak percentage modulation 85 per cent. 

INTERMODULATION 

DISTORTION 

T 0 900 CYCLE 

TONE 

AMTLFTUOE 

i 
DESIRED SIDEBAND 

• CSSB 

CYCLES FROM CENTER FREQUENCY 
-SOOOC/S -2000CA -IOOOCA BOOKC *IOOOCA «2000CA »I000CA 

RECEIVER TUNING 

Fig. 26—Total harmonic distortion at output of receiver for AM and 
CSSB asa function of receiver tuning. Receiver used RCA Model 
XI. Modulation 3000 cycles (95 per cent). 

Fig. 29—Over-all system intermodulation distortion as function of 
receiver detuning. RCA Model 9C7EE. Modulation frequency 
300 and 3000 cycles peak percentage modulation 85 per cent. 
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the harmonic distortion when a second receiver was 
tested. 

Figs. 28 and 29 provitle information regarding inter¬ 
modulation distortion. A test signal was used which in¬ 
cluded a 300-cycle tone and a 3000-cyde tone, the 3000-
cycle tone having one-fourth the amplitude of the 300-
cycle tone. The peak modulation used for this test was 
85 per cent. 

These tests indicate that while the harmonic distor¬ 
tion of CSSB is quite low for a fair amount of detuning, 
the intermodulation distortion rapidly rises when one 
tunes to the attenuated sideband. It should be noted, 
however, that the listener would know that he was 
tuned to the incorrect sideband because the output 
level would be very low. 

While these measurements indicate that the system 
may be less tolerant to incorrect tuning, an improperly 
tuned receiver is obvious to the listener because ot the 
decreased volume. The incorrect tuning is easily and 
naturally corrected, and there is a compensating factor. 
By far the greatest trouble experienced by the public 
when tuning a receiver is caused by interference from 
adjacent or co-channel transmissions or from television 
receiver radiation interference. By reducing these diffi¬ 
culties, the system decreases the problem of tuning. 
Thus, it is felt that the sensitivity in tuning is more 
than compensated by the reduced difficulty in tuning 
for avoidance of interference. 

XVI. Resi lts of Limited On-the-Air Tests 
A number of stations participated in tests of CSSB, 

including KDKA, Pittsburgh; 21 WGBB, Freeport, 
Long Island, N. V.; WMGM, New York; WABC, New 
York; and WSM, Nashville. In addition, there are a 
number of U. S. Government and foreign stations in 
Europe, South America, and Asia, as well as in Canada, 
equipped for CSSB operation. 

As to the increased level and improved fidelity, only 
one of the stations that conducted CSSB tests re¬ 
quested listener comments. This station was WGBB in 
Freeport, a 250-watt station (the only low-powered sta¬ 
tion which participated in these tests). According to 
their report, their solicitation resulted in the following 
listener comments: 

Improved reception with CSSB 118, 
No difference in signal 26, 
Poorer reception with < SSB 7. 

21 Westinghouse reported to the federal Communications Com¬ 
mission that not a single complaint of bad reception of any type was 
received from KDK.Vs transmissions on CSSB for a periixl of over 
live months. 

The chief gain oí using CSSB to KDKA is the reduction of adjacent channel 
interference between KDKA on 1020 kcs and WBZ in Boston on 1030 kcs. The 
removal of KDK.Vs upper side frequencies has relieved interference to WBZ’s 
reception and the ability of receivers tuned to KDKA to tune slightly off reso¬ 
nance away from WBZ and toward the radiated lower sideband of KDKA has 
also given KDKA some additional immunity from WBZ. 

In our experience with the Kahn adapter at KDKA it has been reliable, stable, 
and simple to operate. 

We believe further experience will gain additional information which will 
probably show the Kahn adapter is most useful as an allocation tool. 

Some of the 118 favorable comments included: “bet¬ 
ter than ever,” “very loud and clear,” “no more inter¬ 
ference from that Brooklyn station, now very clear even 
on my old radio,” “previous to installation of new equip¬ 
ment we hadn't been getting WGBB clearly,” “sound 
is much better, in fact I don't believe that it could be 
any better. 1 used to have trouble tuning in,” “WGBB 
tone and fidelity has definitely been improved. Par¬ 
ticularly noticeable in car radio on North Shore of Long 
Island where reception had previously been poor, or 
none at all.” 
At most of the CSSB experimental broadcast sta¬ 

tions, the equipment achieved an average of 30 db oi 
sideband rejection. These figures, for high-powered 
operation (many test stations operated at a 200 kw peak 
envelope power rating), compare quite favorably with 
standard high-power SSB transmitters. A number of 
different types of transmitters were used, including 
Doherty type, high-level, and low-level systems. At 
several of these stations, the equipment was used with¬ 
out readjustment for some three months of operation, 
and at the end of these test periods the sideband sup¬ 
pression still exceeded the 30-db figure. I lins, it is felt 
that satisfactory CSSB operation can be achieved with 
little required maintenance. 21 It should be noted that in 
all of these cases, the 1.4 phase stretch circuit was used, 
and it is felt that improved performance could be 
achieved by use of the newer and simpler 0.5 PM plus 
1 PM circuit as this new circuit avoids the use of a 
critical frequency divider circuit and can also withstand 
reasonable amounts of overmodulation. 

Tests to determine the suitability of CSSB transmis¬ 
sion for aeronautical service were made by Aeronautical 
Radio, Inc., which is a communications company spe¬ 
cializing in aeronautical mobile service. It is owned 
principally by the airlines. These tests, which ran ap¬ 
proximately three months, transmitted CSSB from the 
Long Island, N. Y., ARINC station to conventional air¬ 
borne AM receiving equipment flying in the Caribbean 
area, as well as to a military aircraft equipped with a 
suppressed carrier sideband receiver. The tests were 
quite successful and Aeronautical Radio has recom¬ 
mended CSSB as one of the four acceptable SSB tech¬ 
niques for ground-to-air and air-to-ground service. 22

XVII. St mmary of Advantages of the 
CSSB System 

The advantages of the CSSB system over conven¬ 
tional amplitude modulation for broadcast service may 
be summarized as follows: 

1) A signal-to-noise power gain for a given audio 
fidelity. This may be seen by recognizing the fact 
that the bandwidth of a receiver for CSSB need 
only be 4 of that for AM. Therefore, white noise 
should be reduced by 3 db and impulse noise by 

n “Airborne HF SSB AM System,’’ ARIXC Characteristic No. 
533; February 15, I960. 
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some 6 db. In practice, it appears that due to eco¬ 
nomics and the requirements for reduction of ad¬ 
jacent channel interference, the common broad¬ 
cast receiver is actually more suitable for CSSB 
than for double-sideband AM reception. 

2) Improved audio fidelity. Because, as mentioned 
above, the receivers are too narrow for AM, halv¬ 
ing the bandwidth of the signal allows the higher 
frequency components to be passed, resulting in 
improved fidelity. 

3) Reduction in co- and adjacent-channel interfer¬ 
ence: a) to the CSSB listener, and b) to the station 
which previously experienced interference from 
the station now using CSSB. 

4) Provision of a means for reducing interference 
caused by improperly-shielded TV receivers and 
other devices, because, under many practical con¬ 
ditions, the station may choose the appropriate 
sideband to reduce the interference. 

5) Possible reduction of selective fading distortion. 
There is very little evidence regarding this last ad¬ 
vantage, and it is the author’s feeling that this 
may turn out to be of relatively little importance 
in practice. 

The advantages of CSSB for communications service 
are the same as above stated for broadcast service, plus 
the following: 

1) In comparison with convention.il SSB and in com¬ 
mon with conventional AM, CSSB does not suffer 
from sensitivity to Doppler shift, because the 
carrier is transmitted. 

2) ('.SSB can be used with existing receivers and gen¬ 
erally with a much lower priced type of receiver 
than required for conventional SSB reception. 

3) CSSB can enjoy lull advantage of speech clip¬ 
ping23-24 which provides some 6 to 9 db of gain and 
allows the equipment to be operated with less 
supervision. This is not true for conventional 
SSB. 

On the other hand, in comparison with a fully imple¬ 
mented SSB system, CSSB is more sensitive to selec-

a L. R. Kahn, “The use of speech clipping in single-sideband 
coinniunications systems,” Proc. IRE, vol. 45, pp. 1148-1149; 
August, 1957. 

21 \\ . I.sons, “SSB and 1SB systems for long-distance radio tele¬ 
graph.” Trans. A I EE. vol. 46 (Commun, and Electronics), pp. 921-
924; January, 1960. 

five lading. Its main applications besides AM broad¬ 
casting appear to be in mobile telephone and other 
voice communications circuits where cost and equip¬ 
ment complexity are major factors. 

Conclusions 

Since, in the CSSB system, only the low-frequency 
voice and music components have sufficient amplitude 
to produce appreciable second-order sideband com¬ 
ponents, the bandwidth of the CSSB wave is essentially 
that of a conventional SSB wave. 

Because this new type of wave occupies approxi¬ 
mately one-half the bandwidth which an AM wave 
occupies, CSSB effectively reduces co- and adjacent-
channel interference. Equipment was described which 
makes it possible to adapt conventional AM transmit¬ 
ters to this mode of operation. Measurements indicate 
that most of the theoretical advantages of this system 
are achieved in actual practice. 
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Magnetic Circuits Employing Ceramic Magnets* 
J. C. HELMERf 

Summary—Measurements of the field produced by a ceramic, 
brick-shaped magnet show that the assumption of fixed, uniform 
magnetization is a useful approximation to the physical state of the 
magnet. One consequence is that the magnetization is easily meas¬ 
ured without disturbing the physical state of the magnet. Another 
consequence is that the incremental permeability of a ceramic mag¬ 
net is approximately that of free space. This leads to a significant 
simplification in the equations describing the fields produced in 
magnetic circuits employing ceramic magnets. Several types of mag¬ 
netic circuits are analyzed from this new point of view. A method of 
design optimization is developed which, in one particular case, vio¬ 
lates the ancient criterion that the magnet operate at the point of 
maximum BH product. A generalized derivation of the BH energy 
theorem is given. The properties of steel magnets are contrasted 
with those of ceramic magnets. In an effort to make use of the leakage 
field of steel horseshoe magnets, a low-leakage ceramic-steel magnet 
is developed in which both magnetic materials operate at their re¬ 
spective points of maximum BH product. A method is described and 
analyzed by which the uniformity of the field produced by ceramic 
pole pieces is improved by covering the pole faces with thin sheets 
of iron. 

I. Introduction 

IT IS sometimes stated that the design of permanent magnet circuits is more of an art th.tn a science. 
This statement applies particularly to circuits con¬ 

taining steel magnets. I'he situation is quite different 
when we consider the properties of ceramic magnets. 
Here we have a material with fixed magnetization and a 
permeability equal approximately to that of free space. 
I'he resulting simplification in the field equations has 
not been pointed out in the literature. A consequence of 
this simplification is that it is possible for a novice to 
build a circuit out of blocks of iron and precharged 
blocks of ceramic magnet and end up with a precalcu¬ 
lated field. Therefore, it is the purpose of this paper to 
show that the design of ceramic, permanent magnet 
circuits is more of a science than an art. 

An important consequence of the above remarks is 
that it is not necessary for the manufacturer of a device 
employing a ceramic permanent magnet to rely upon 
the magnet maker for the design of the magnetic circuit. 
Thus, the device designer may employ a unified ap¬ 
proach which optimizes all properties of the device. 

This work has been motivated, in particular, by prob¬ 
lems arising in the design of Vaclon®, high vacuum 
pumps which depend for their operation on strong, 
uniform, magnetic fields. 

* Received by the IRE, May 8, 1961; revised manuscript re-
ceived, July 12, 1961. 

t Central Res. Dept., Varian Associates, Palo Alto, Calif. 

11. The Theory oe Permanent Magnet Circuits 

.4. The Field Potentials 

Magnets are endowed with a magnetization M 
through which the fields they produce may be calcu¬ 
lated. Depending on whether the source of M is in atomic 
currents or magnetic poles, we may have (in mks units) 
either 

Mo f V X M 
B = V X A, A=— I -dV (1) 

4tt J r 
or 

-i c X m 
H = - V<1>, T =- I —— dV, (2) 

4tt J r 

where A is the vector potential resulting from a volume 
current density i=TXM, and <I> is the scalar potential 
resulting from a volume pole density p = —V M.1 Since 
free magnetic poles do not exist (?), some writers 
prefer on the grounds of physical reality to work with 
the vector potential A. I lowever, for a given volume dis¬ 
tribution of M, either potential produces the same re¬ 
sults, and the choice of which potential to use is dictated 
by the nature of the problem. Permanent magnet cir¬ 
cuits frequently employ bodies of material (iron) which 
have nearly infinite permeability relative to the other 
parts of the circuit. In such bodies the approximation 
H = () is good and therefore the surface of such a body 
becomes an equiscalar potential. The fictitious magnetic 
poles move about on this surface in much the same way 
as electric charge on a conductor and the resulting field 
may be found by solution of Laplace’s equation V*t>=() 
in the external space. Tor this reason the scalar poten¬ 
tial T is most useful in determining the fields of perma¬ 
nent magnets. 

Tor illustration, consider the example of a bar mag¬ 
net with fixed, uniform magnetization, terminated on 
each end with an irregular blob of iron. Since the mag¬ 
netization of the bar is fixed, the permeability of the 
bar is the same as that of free space. 'The magnetic field 
may be found by solving Laplace’s equation subject to 
the condition that each blob of iron defines an equipo¬ 
tential surface. Afterwards the potential difference is 
adjusted so that the number of poles on the surface of 
each blob (including the surface in contact with the 
magnet) is the same as that which previously existed 

1 W. K. H. Panofsky and M. Phillips, “Classical Electricity and 
Magnetism,” Addison-Wesley Publishing Co., Reading, Mass., ch. 
8; 1955. 
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on the ends of the bar magnet. Or, in cgs units, 

4tt I MdA = Í HdS. (3) 
J maKnct end J i rOn surface 

I he concept of fixed magnetization applies particu¬ 
larly well to ceramic magnets. This concept may be 
applied to steel magnets it we also assign to them a 
relative permeability greater than unity, as determined 
approximately by the slope of the demagnetization 
curve for values of H between zero and the point of 
maximum energy product. In this case the behavior of 
the magnet is analagous to that of a dielectric with self-
polarization, and the additional boundary defined by 
the surface of the permanent magnet greatly increases 
the difficulty of obtaining analytic solutions for the mag¬ 
netic field. 

B. '1 he B-II Integral Theorem 

Consider an arbitrarily selected volume F in a space 
throughout which V B=0 and VXH = O. We will com¬ 
pute the B-II integral within this volume. 

ir, = I b Hdv = - I B w<ir (4) 
JV J r

where 4> is the scalar potential for II. 
Note, however, that 

V B<t> = 4>V B + B V* = (5) 

Then 

H’, = - I V B^dv = - I *B dS (6) 
J s 

where .S is the surface of the volume in question and 
dS is a vector directed outward normally from this sur¬ 
face. We will compute now the B H integral over all of 
the space outside oi F. By the same argument we arrive 
at an expression of identical form 

II o = — I ^B-dS.., dS- = — dS. (7) 
J s 

where dS is a vector directed normally towards the in¬ 
terior of I . 1 he integral over the boundary at infinity 
vanishes because at a sufficiently great distance r, the 
strongest type of field we can have is a dipole field 
whose strength goes as l/r\ Then 

Í 4> i B I I dS I ~-♦ 0 as r —> x . (g) 
J r 

Since 4» is single valued and B is continuous, we conclude 
that 

- IF, = IF#. (9) 

I herefore, the BH integral within T is equal to 
minus the B H integral outside of F. This can be onlv 
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if B H = 0 or if there is some region in which B and H 
components are oppositely directed. The interior of a 
magnet is such a region, as shown in Fig. 1. 

I he above integral theorem becomes useful when the 
surface ó defines the boundary of a permanent magnet. 
1 hen the volume of the magnet is given by 

— {BH) average in magnet 

l or a given external-field energy the volume of magnetic 
material is minimized by maximizing the — BH prod¬ 
uct in the magnet. 

Fig. 1—Field of a permanent magnet. 

Consider now a magnet with fixed, uniform mag¬ 
netization in a uniform field II. We can write (in cgs 
units) B = B, + H. where 0r=47rAf is the magnetic 
remanence given by the value of B when 11 = 0. Then 

- B H = - (Br + H) H = - BrHa - H*, (11) 

where a is the cosine of the angle between B, and H 
Thus, the maximum value of — (BH) is obtained when 

and this, in turn, is maximized when a = -1 so that H 
is antiparallel to B,. Thus, for a given external-field 
energy the volume of a ceramic magnet is minimized by 
designing the circuit so that within the magnet, II is 
antiparallel to M and has the value II=Br/l. It may 
not always be possible to design the circuit so that the 
magnet operates in this way. If, as we shall see in Section 
IV, there are constraints which fix the cross section of 
the magnet, then the optimum point of operation is not 
at the point of maximum BH product. 

In steel magnets the point of maximum BH product 
is set by the value of II at which severe demagnetization 
sets in. 1 his may be seen in the demagnetization curves 
in I'ig. 2. Fhe demagnetization curves of magnets of 
equal maximum BH product are tangent to the same 
BH = const. curve. Thus, according to the BH energy 
theorem, there is not nearly as much difference in re-
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Fig. 2—Demagnetization curves. 

quired volume between the ceramic anti steel magnets 
as one might suppose from the difference in magnetic 
remanence. 

C. Efficiency 

Through (10) we may dehne the efficiency of a mag¬ 
netic circuit as follows: 

measured gap energy X 2 
Efficiency = —-' — • (13) 

magnet volume X ( — E- II), 

If in the gap energy we include only that part oi the 
field which is useful, then (13) is a measure oi the over¬ 
all quality of the circuit. If in the gap energy we include 
the energy of leakage fields as well, then (13) is a meas¬ 
ure of the efficiency of utilization of the permanent mag¬ 
net material. It is difficult to estimate the leakage 
energy, although in certain simple geometries it is pos¬ 
sible to use analytic methods.2

Ill. Ceramic Magnets 
.1. Demagnetization Curves 

In Eig. 2 are shown the demagnetization curves lor 
several types of magnetic materials supplied by the 
Indiana Steel Products Co. Two barium-ferrite ceramic 
magnets are shown, denoted by Indox V and VI. Over 
a wide range in II the demagnetization curves of the 

2 One reviewer suggests that the leakage energy may be obtained 
by subtracting the measured gap energy from the magnet energy. 

ceramic magnets are characterized by straight lines 
with slope dB/dII~ 1. If we plot 4tt.I/ = H—//against II, 
we get horizontal lines which show that the magnetiza¬ 
tion M is fixed and independent of //. Indox becomes 
demagnetized eventually, but this occurs beyond the 
point 11 = — (E r/ 2), so that over most of its working 
range it may be considered an ideal magnet. The incre¬ 
mental permeability of these magnets is given actually 
as approximately 1.05. This means that a demagnetiz¬ 
ing field of strength II = Er/2 will reduce the magnetiza¬ 
tion by about 2.5 per cent. The assumption of fixed 
magnetization, therefore, introduces a minimum error 
in the field calculations of about this size. 

Ceramic magnets are frequently available in brick 
form, magnetized in a direction normal to one of the 
faces of the brick, as in Eig. 3. Eor uniform magnetiza¬ 
tion V M is zero in the interior of the magnet, and is 
nonzero only at the faces normal to .1/. On these laces 
the divergence of M gives rise to a magnetic-pole den¬ 
sity equal to .1/ poles per unit area. The field arising 
from one surface layer alone is strong enough so that for 
Indox V the material just below the surface is on the 
verge of becoming demagnetized. This is seen by noting 
that the field adjacent to the surface layer, due to the 
surface layer alone is 

Er 
II = - 2ir.l/ =-, (14) 

2 

where Er is the magnetic remanence. The presence ol 
the opposite surface layer increases the internal demag¬ 
netizing field so that for samples such that a, by>c in 
Eig. 3 the external field is cancelled and the internal 
field is //= — Er. Such a condition will produce demag¬ 
netization in Indox V and VI magnets. This places re¬ 
strictions on the dimensions of brick-shaped magnets if 
they are to be fully charged before being placed in the 
circuit. Eor instance, an Indox V magnet with dimen¬ 
sions a = b = 3", c = 2" became about 20 per cent de¬ 
magnetized when separated into two pieces of dimen¬ 
sions a = b = y, c=l". To prevent demagnetization of 
Indox V, a practical rule is that c, the distance between 
pole faces, be at least two-thirds of the shortest lace 
dimension. If this condition is not met, then the mag¬ 
nets may be charged in their circuit at a saturation flux 
density of 10,000 gauss. 
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B. Measurement of the Remanence of Ceramic Magnets 

A method of measuring the remanence of a ceramic 
magnet is to measure the field strength along an axis 
s that passes through the center of the pole faces. For 
simple rectangular or cylindrical magnet geometries the 
field may be calculated and the remanence determined 
by matching the theoretical curve to the experimental 
points. This has been done for brick-shaped Indox V 
magnets with the following results. 

The field due to one pole face of a brick-shaped mag¬ 
net, as shown in Fig. 3 is given by 

= — tan 1 ----> (15) 
it 2s(4.v2 + a- + b'1)'1-

where a, b are the dimensions of the pole face, and x is 
the normal distance from the center of the pole face. If c 
is the face separation, then the total field is given by 

Br i ab 
I! = —¿tan-1- -- -

ir ' 2x\/4x2 + a- + b'1

The field at a distance x from one pole face on the 
axis of a cylindrical magnet, due to that pole face alone, 
is given by 

Br p" 2irsrdr Br / x \ 
H = —l — -=— (1-). (17) 

(x2 + r2)’'2 2\ (x2 + a-Y'M 

where a is the radius of the cylinder. 
In Figs. 4-6 are shown the results of measurement 

and calculation for three Indox V magnets of different 
dimensions. At distances greater than one inch from the 
pole face there is very precise agreement between 
theory and experiment. Thus, the remanence is quite 
accurately determined. Very close to the center of the 
pole lace the field falls off somewhat below the calcu¬ 
lated value. This indicates that the magnetization at 
the center of the block is a little below average. 

One magnet was found in which the field strength at 
the face center was lower than the field strength a small 
distance from the face center. Measurements of total 
field strength along a perpendicular line through the 
axis at a constant distance from the lace, as shown in 
Fig. 7, indicate that this effect is confined to a small 
region in the neighborhood of the face center. For this 
reason it is not a large source of error. In fact the field 
strengths obtained when these magnets are placed in 
circuits are close enough to the calculated values based 
on the measured remanence, that one suspects that the 
magnetization at the center has partly recovered itself 

Fig. 4 Measured and calculated field of a ceramic magnet. 

Fig. 5—Measured and calculated field of a ceramic magnet. 

Fig. 6—Measured and calculated field of a ceramic magnet. 

Fig. 7—Field profile on the face of a ceramic magnet. 
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under the influence of the new field distribution. The 
reason that an isolated magnet will become preferen¬ 
tially demagnetized at a face center is that the demag¬ 
netizing field of the opposite face is strongest at this 
point. 

A feature of the theoretical field is that it falls off 
most rapidly close to the pole surface. This violates the 
intuitive conclusion, based on the behavior of fields ad¬ 
jacent to equipotential surfaces, that the slope of the 
field function in the normal direction at the surface 
should be zero. This conclusion is invalid because uni¬ 
form charge surfaces are not equipotential surfaces. 
The behavior of fields close to uniform charge surfaces 
is clarified by the following argument. Consider the field 
component normal to the plane of a uniformly charged, 
planar surface of area .1. The angle 0 between the radius 
vector r, from an element of area dA on the surface to 
the field point, and the normal to the plane is the same 
as the angle between the radius vector r and the normal 
to dA, since dA is part of the plane. Thus, the normal 
field component is given by 

/
dA cos# 
—-= pi.», (18) 

where p — Br 4tt is the uniform charge density on the 
planar surface .1 and Í2 is the solid angle subtended by 
the surface .1 at the field point. It is clear now that (15) 
and (17) are derived from solid-angle calculations. It is 
clear also that the solid angle Q varies most rapidly with 
normal displacement adjacent to the charge plane. 

IV. Magnetic Circuits Containing 
Ceramic Magnets 

A. Field of a Magnet in a Long Cylindrical Armature 

The field of two uniformly-magnetized ceramic pole 
pieces in a very long cylindrical armature, shown in 
Eig. 8(a), may be calculated exactly by image theory in 
two dimensions. Each line charge dq at radius r gives 
rise to an image charge —dq in the same direction at 
radius r' = R2/r, where dq = Brdx/lir and R is the inner 
radius of the armature. The field at the center is equal to 
twice the field produced by one pole face and its image 
alone. Thus, the field at the center is 

II = 2 I -. = (^= ) (19) 
*/ —b 2t y/a2 T X2 \\/a1 T x2 R2 / 

It is evident that the term tan-1 b/a arises from the 
pole faces alone, while the term — ab/R2 arises from the 
image charges. In many practical designs the image 
term may produce only a small correction so that a use¬ 
ful estimate of the field strength, representing an upper 

Fig. 8—(a) Ceramic magnets in a cylindrical armature, (b) Ceramic 
magnets in a rectangular armature. 

limit, is obtained by calculating the field due to the 
pole face charge alone. This is a particularly useful pro¬ 
cedure when the armature is neither long nor cylindrical. 
Eor this reason it is of value to have on hand the field 
reduction factors II/Br for square and strip pole laces, 
given respectively by the functions 

2 b- lb 
- tan-1 —--and —tan-1 —, (21) 
tr a(a2 + 2b2)112 tr a 

where b is the face width and a is the gap width. 

B. Field of a Ceramic Magnet in a Rectangular Armature 
(special case) 

Thus far, we have considered magnet configurations 
which permit an exact field calculation to be made. An 
alternative approach, which forms the basis of magnetic-
circuit engineering, is to make a guess at the shape of 
the magnetic field and then to apply the equations 

V B = 0 VXH = 0 (22) 

in order to determine the strength of the field. The first 
equation states that the magnetic induction is continu¬ 
ous, while the second equation states that the line in¬ 
tegral of II around any closed path is zero. 

The simplest case that may be analyzed is the case in 
which B is assumed to be uniform in the magnet and in 
the gap. This condition is met to a good approximation 
in the central field region of the circuit in Eig. 8(b), 
under the conditions a, c^L, D. Assuming that //~0 in 
the armature, we obtain the equations 

H = Br- Hm, Dll = 2LHm, (23) 

where II is the field strength in the gap and IIm is the 
field strength in the magnet. These equations have the 
solution 

The magnets operate at the point of maximum-energy 
product when D = 2L, that is the total magnet length is 
equal to the gap width. If, however, the magnet cross 
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section is fixed by the dimensions of the device, so that 
the magnet length is the only free variable, then dif¬ 
ferent optimum dimensions are obtained. Considering 
the volume of the magnets plus the volume of the gap, 
the gap energy divided by this volume is given by 

/ ^\212 — I 
H-Dac \ d) 
-- -• (25) 
(D+2L)ac / 2L\3

1 +-) 
\ D / 

1 hus, the useful magnetic energy per unit circuit vol¬ 
ume is maximized when L = D, so that the total magnet 
length is equal to twice the gap width. This results in 
a field in the gap equal to II = 2(Hr/^, and a field in the 
magnet equal to 77,„=Br/3. 

C. Iron Pole Faces 

( eramic pole pieces, as discussed in the previous 
sections, are quite effective in producing fields of about 
2000 gauss along the magnetic axis. When we move 
away from the center oi the field towards the gap edge 
we find that the field strength tails oft gradually, starting 
about one gap width from the gap edge. At the inter¬ 
section of the midplane between the pole faces and the 
gap edge the field strength will have dropped to about 
one-half of its value at the center. This “edge effect” 
may be calculated exactly for the case oi two semi¬ 
infinite, uniform charge surfaces which are positioned 
relative to each other in the manner of condenser plates. 
These uniform charge surfaces represent the uniform 
pole distributions on the opposite faces of two semi¬ 
infinite, ceramic blocks. The field strength at the mid¬ 
plane is given then by 

/ 1 1 2x\ 
# = BJ—+ — tan”1 — ), (26) 

\ 2 7T a / 

where a is the gap width and x is the horizontal distance 
between the gap edge and the field point, measured nor¬ 
mal to the gap edge. This function is plotted in Fig. 9. 

l or applications requiring more uniform fields, the 
umloi mity may be greatly improved by covering the 
ceramic pole faces with a thin sheet of iron. This frees 
the poles on the ceramic face and allows them to bunch 
up around the edges. In this way the field strength is 
raised near the edges and reduced near the center. The 
effectiveness oi the pole redistribution in increasing 
field uniformity may be evaluated bt the methods de¬ 
scribed in Section 1I-A. For this case we use the Schwarz 
transformation.3

3 Panofsky and Phillips, op. cit., ch. 4. 

Fig. 9 Field strength near the edge of a magnetic gap. 

This transformation bends the real axis in the Z, plane 
through an angle oi — tt at Z¡ = + 1 and through an 
angle of tt at Z =0. In this way the real axis of the Z, 
plane becomes transformed into two semi-infinite, 
parallel lines in the Z plane, representing semi-infinite, 
parallel plates in two dimensions. The origin Z,=0 is 
transformed to a point at infinity between the two 
plates, so that radial and azimuthal lines in the Z, plane 
represent linesol constant potential and constant stream 
in the Z plane. In this way the shape and strength of the 
field is determined tor two semi-infinite, equipotential 
planes. The strength of the field at the midplane in the 
neighborhood of the gap edge is shown in Fig. 9. The 
addition of the iron pole faces produces a remarkable 
increase in field uniformity in comparison with the field 
due to ceramic pole faces. The fall-off in field strength 
near the edge does not begin until we are within 0.2 gap 
widths oi the edge, and then on the midplane at the gap 
edge the field has dropped only to ~0.8 of the central 
value. 

Another aspect of the field related to its uniformity 
near the gap edge is its radius of curvature. The ratio of 
the gap width to the radius ot curvature at the midplane 
is calculated in Fig. 10 for ceramic and iron pole faces. 
Again we see the effectiveness of the iron faces in in¬ 
creasing the field uniformity. The radius of curvature at 
the edge is on the order of the gap width. 

I he price oi this increased field uniformity is a reduc¬ 
tion in the useful energy contained in the gap. This 
«irises because the total flux, including leakage, remains 
fixed. Then the bunching of the poles at the edges of the 
iron faces increases the amount of leakage flux at the 
expense of the flux inside the gap. An evaluation of this 
effect involves calculating the total energy in the gap 
for each case, and then comparing the two cases under 
the constraint that the total flux, including leakage, 
remains constant. This is a fairly difficult calculation 
which is easy to bypass with an experimental result. In 
Tig. 11 we show the measured field strength at the mid-
plane between two ceramic pole pieces in a cylindrical 
armature. Although this is a three-dimensional rather 
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Fig. 10—Field curvature near the edge of a magnetic gap. 

3 1/4* X 2 7(8’ Pole Faces Separated by 1 7/16" 
in a 6 1/4’ Dia. Cylindrical Armature 

-Field of the Ceramic Pole Faces at the Midplane. 

-Field After Addition of 1/8’ Thick Iron Pole Plates; 
Gap ■ 1 3/16’. 

Field Measured Along Armature Axis. 

Fig. 11—Measured field strength in the plane of a magnetic gap. 

than a two-dimensional configuration, we see that the 
two-dimensional calculations are quite successful in 
predicting the behavior of the field in the neighborhood 
of the gap edge. We note also that in spite of the fact 
that the addition of the iron pole faces has reduced the 
gap width, the field strength is substantially lower than 
that obtained with the bare ceramic pole faces. Thus, 
the addition of the iron pole faces causes a very sub¬ 
stantial reduction in the useful energy contained in the 
gap. 

It is not easy to calculate the field strength in the 
gap when the ceramic poles are faced with iron. How¬ 
ever, the following approximate procedure has met with 
some success. We may consider the pole density as being 
almost uniform except at the gap edges where the den¬ 
sity becomes infinite. Calculations indicate that over a 
considerable range of geometry the plates of non-uni¬ 
form pole density may be replaced by fictitious plates 
of uniform pole density which extend beyond the real 
plates by an amount equal to ~0.4 gap widths. This 
tends to preserve the pole density at the center and the 
total flux. The equivalent uniform pole density is given 
by 

Br A 
M -- (28) 

4tt .1 + OACd 

where A is the area of the real pole faces, C is the cir¬ 
cumference of the pole face, and d is the gap width. 
W ith this value ot AI the field at the center is calculated 
for a uniform pole sheet which extends beyond the real 
faces by an amount 0.4</. Once having the field at the 
center, we have it approximately everywhere by virtue 
of Fig. 9. 

D. Field of a Magnet Between Two Rectangular Iron 
Plates 

I he results of the preceding section may be applied 
to the circuit ol Fig. 12(a). W’e assume that the plates 
extend, in effect, a distance of about 0.4d beyond each 
edge. 1 he field strength is accordinglv given by (15) 
and (28). 

II ~ o . ai^l H — Br-tan-1- - , (29) 
ab + ().8(<7 + b)d n dy/d- + ac + bf1

where A„ is the pole face area of the magnet, and 
(i\ —a +0.8<Z, 6| = Z>-|-0.8</. 

(b) 
Fig. 12—(a) Magnet between iron planes, 

(b) A linear array of magnets. 

E. Periodic Structures 

1 he magnet for a high-speed Vaclon" pump consists 
of a linear array of long rectangular ceramic bars, as 
shown in Fig. 12(b), magnetized to provide a high mag¬ 
netic field between the bars. For an infinite array, the 
field at the center of a gap is given by 

2B, * / b 
11 =- E (tan-1-

7T n=o \ (2n + l)tf T Inc 

b 
— tan-1 -

(2n + l)a + 2(« + l)c 
(30) 

The nth term in this summation represents the contri¬ 
bution to the field by a magnet bar whose nearest face is 
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a distance of (2« + l)(a/2)+«c from the field point. It is 
of some interest to show that this summation reduces in 
the limit bS>a, c to a simple circuit formula. For b^>c, 
the term difference in the parenthesis reduces to 

c 
2_ 
“ b 

- - (31) 
! R2m + l)d + 2mcT 2

L b 
If we let 

(2m 4- 1 )a + Inc 
X = -

b 

then for a unit change in n, the corresponding change 
△.V in x is given by 

Consequently, the summation reduces to 

2Br c C* <lx c 
II --I -; = Br- (33) 

ir a 4* c J o 1 + .r2 a 4" c 

Allowing for the change in notation we see that this is 
the same equation used in (24) for ceramic poles in a 
rectangular armature. 

As before, the gap energy per unit circuit length may 
be maximized. This yields the same result, i.e., 

c = 2a. 

Thus, the total magnet length per gap is equal to twice 
the gap width. This optimization calculation has been 
carried out numerically with (30) for b a = 3. T his yields 
again the result c^2a, and we conclude that the 
optimum dimensions are not very sensitive to the 
value of b. For low values of b/a, such as b/a = 3, the 
field strength must be calculated by summing up the 
individual terms in (30). The series converges fairly 
rapidly for dimensions near optimum although, in gen¬ 
eral, it is surprising how slowly the field from distant 
gaps falls off in two dimensions. 

V. The Combination or Ceramic and 
Steel Magnets 

.1. Comparison of Steel and Ceramic Magnets 

The most com moni y used steel magnetic material is 
Alnico V, which has a much higher remanence than 
Indox V ceramic, and a much lower field strength at the 
point of maximum BII product. This is shown in Fig. 2. 
The resulting value of maximum BII product for Alnico 
\ is about 1.6 times greater than that for Indox V 
ceramic. This means, according to (10), that it requires 
a smaller volume of Alnico than of Indox in order to 
energize a given gap. In practice this may not work out 
due to the fairly high-flux leakage from the steel magnet 
itself. 

I he consequence of the very high remanence of 
Alnico \ is that only a small cross-sectional magnet area 
is required to obtain a high flux. On the other hand, the 
low coercive force results in a magnet element that is 
much longer than the gap spacing when high fields are 
required. Thus, steel magnets tend to be long and thin 
while ceramic magnets tend to be short and fat. The 
great virtue of a steel magnet is that the long, thin ele¬ 
ment can be cast into a horseshoe which surrounds the 
gap at a distance. A particular advantage of a ceramic 
magnet is that due to its very high coercive force it can 
be used directly in parallel with a high field gap. 

B. The JFerfge Magnet 

The main factor limiting the efficiency of steel horse¬ 
shoe magnets is the energy contained in the leakage 
fields in the interior of the horseshoe. The strength of 
the leakage field is frequently on the order of 1000 gauss 
and it would provide therefore a good working field for 
a ceramic magnet whose magnetization is oriented 
antiparallel to this field. The induction of the ceramic 
magnet would then be added to that of the steel magnet 
so that a gap of larger area may be energized. We can 
look at this another way and say that the relatively high 
permeability of the steel magnet tends to confine to its 
body the fields of the ceramic magnet and to direct them 
into the gap. Considerations of this kind have been em¬ 
ployed by Glass4 in the design of steel magnets for elec¬ 
tron beam focusing. 

We will impure now as to what is the optimum con¬ 
figuration for a ceramic magnet encased by a steel mag¬ 
net. We wish that all volume elements of the structure 
operate at the point of maximum BII product. Further 
consideration reveals that in two dimensions this con¬ 
dition is met in the structure of Fig. 13(a) if the correct 
values are chosen for the angles 0 and \p. The steel mag¬ 
net is magnetized in the radial direction while the 
ceramic magnet is magnetized in the azimuthal direc¬ 
tion (although in practice it would probably be mag¬ 
netized normal to the x axis). As in Section IV-B we will 
assume that we know the shape of the field. Outside of 
the steel magnet the //-field lines are assumed to form 
circles with a common origin at the left-hand corner of 
the magnet. In the upper half plane the II field inside 
oi the steel magnet is assumed to be directed radially to¬ 
wards the origin while the // field in the ceramic magnet 
is in the negative azimuthal direction. The lines of in¬ 
duction B flow through the ceramic magnet in the posi¬ 
tive azimuthal direction and out through the steel arms 
in the positive radial direction to a load (a gap) which 
is not shown. The circular II field outside of the magnet 
is a leakage field which may be neglected (as we will do) 
if 3 is small compared with 90°. 

4 M. S. Glass, “Appraisal of permanent magnet materials for 
magnetic focusing of electron beams,” J. Appt. Phys., vol. 29, p. 403; 
March, 1958. 
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(b) 

Fig. 13—(a) A combination ceramic-steel magnet, 
(b) Modifications. 

Let Bc, IIr and B„ II, be the points of maximum en¬ 
ergy product for the ceramic and steel magnets respec¬ 
tively. Then the angle 0 is given by the equation IE x 
= HrxQ or 

H. 
8 = — ~ I radian (35) 

and is given by the equation Bex = B,xip, or 

Bc
ip = — ~ J radian, (36) 

where the numerical values are given for the combina¬ 
tion of Indox V and Alnico V. A wedge magnet of unit 
width and length x delivers a flux I and a potential U 
given by the equations 

/ = U = 2H,x. (37) 

This is a rather high-impedance output which may be 
suitable for electron beam focusing. The design may be 
modified for circular geometry in which the angle 0 re¬ 
mains the same but the variation in thickness of the 
steel magnet is no longer linear with distance. 

The impedance of a wedge magnet may be lowered, 
that is the flux max’ be increased, by adding a constant 
thickness of steel magnet to it. Also, the initial sharp 
corner may be avoided by starting out with a small 
horseshoe magnet as in big. 13(b). 

VI. Conclusions 

Measurements have been presented which show that 
the assumption of fixed magnetization is a useful ap¬ 
proximation to the state of ceramic magnets. By means 

of this assumption a precise determination of remanence 
is made possible. Because of the fixed magnetization the 
field produced by isolated ceramic bars is easily com¬ 
puted, while the field due to ceramic magnets in an iron 
circuit may be calculated by image theory. It has been 
shown that by facing ceramic poles with a thin sheet oi 
iron the field homogeneity is increased at the expense of 
reduced stored energy in the gap. A design optimization 
procedure has been found that violates in a specific case 
the ancient criterion that the magnet operate at the 
point of maximum BH product. An effort to make use 
of the leakage field from a steel horseshoe magnet has 
led to the design of a low-leakage ceramic-steel magnet 
in which both magnetic materials operate at their re¬ 
spective points of maximum BH product. 

In applying the equations derived in this paper, the 
writer has been able to consistently predict field strengths 
within 10 per cent of their measured values. However, 
the ceramic-steel magnet has not been tested and so its 
actual performance must remain somewhat speculative. 

Appendix 

J. Field oj Two Equipotential Semi-Infinite Planes 

Integration of the Schwarz transformation 

(Zi — a)(Zi + a) 
dZ = ---dZ t 

Zi 

yields 

ZT 
/, = --a- In Zi + C. 

2 

We want to evaluate C and a so that the real axis in the 
Zi plane transforms into two lines parallel to the x axis, 
which terminate on the y axis at points 0, + i/l. Setting 
Re Z=0 and Z1 = ±a, gives 

a-
Re C =-F a- Ina. 

2 

Then 

Zt
Z = j(Zr - a2) - a- In — + C. 

a 

Then setting Z\=a, Im Z = il2 and Zt = — a, Im Z 
= — (i/2) gives, respectively, 

i 1 
C" = — • a2 = — • 

2 ir 

Since lines in Zi of constant angle are potential lines, 
and lines of constant radius are stream lines, we let 
Z, a= exp C^’+i U), where U and V are the poten¬ 
tial and stream functions. When U = 0 we move along 
the line Z — x, i/2 and when CU = ir, we move along 
the line Z = x, —i/2. For a potential difference of unity 
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we chose C" = tt. Thus, the complete transformation is 

Z = — [e2rV(cos 2tU + i sin 2trC) — 1] — V — HJ -J—-, 
2ir 2 

1'he field strength at the midplane may be obtained 
by setting I =4 and plotting dU/dx against x. 1'his is 
done by a graphical procedure involving the equations 
lor ¿7=5 

1 -dx 
- X = — (e^v + 1) + I', -= e2̂ + 1. 

2tt dV 

The charge density on the planes can be obtained by set¬ 
ting ¿' = 0 and calculating d\' dx from the equation of 
X against I’ 

1 
- X = — (1 - r2̂ ) + V. 

2ir 

It is clear that on the plane ¿ =0, the condition K = 0 
gives x = 0 so that the zero reference point for the stream 
function is at the edge of the plane. 
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Electron Trigonometry—A New Tool for 
Electron-Optical Design* 

KURT SCHLESINGER f, fellow, ire 

Summary—Electron-trigonometry is a new method to predict 
image formation in an electron-optical system, which may consist of 
one, or more, electron lenses of finite length, including electrostatic, 
magnetic or mixed lenses. 

Electron-trigonometry by-passes trajectory tracing and the de¬ 
termination of cardinal points. Instead, it provides immediate infor¬ 
mation about size and position of an electron image. 

To analyze an electrostatic system by “electron-trigonometry,” 
a given axial potential distribution is approximated by segments, 
which are either voltage-linear, or parabolic. These segments are 
joined together with continuity of function and slope. Linear sections 
are replaced by equivalent drift tubes whose lengths are scaled ap¬ 
propriately. Parabolic sections are shown to observe certain basic 
triangle rules about the sum of three phase angles of flight, which are 
specifically defined for object, image, and lens volume. Magnification 
and position of electron images are immediately known from these 
same phase angles. This includes both real and virtual images, and 
lenses of either polarity. 

A system including magnetic lenses is similarly treated. Such 
fields are subdivided into segments where the magnetic field is re¬ 
placed by its average value while the axis potential is either linear or 
parabolic. 

As a test case, electron-trigonometry is applied to the well-known 
system of a two-cylinder, bi-potential lens. This is a double lens 
system whose axis potential distribution is not simple. The results 
from electron-trigonometry are in excellent agreement with recorded 
data of performance. 

In another application, electron-trigonometry is used to compute 
the angular magnification of a cathode ray tube with post-deflection 
acceleration. The outcome of this analysis is a novel type of scan¬ 
stabilizer. It uses an envelope with nonuniform spiral coating to rea¬ 
lize a large, diverging lens. In this scan-stabilizer, beam propagation 
is essentially straight line. This results in a high value of deflection 
sensitivity (3.2 v/cm kv) which does not change over a very wide 
range of screen voltages (from 2 to 20 kv). 

I. Introduction 

1HE prediction of size and position of electron im¬ 
ages is the basic problem of electron-optical design. 
Its solution hinges upon the theory of the thick 

electron lens which has been developed to its most gen¬ 
eral mathematical formulation many years ago |1 ]. 

Unfortunately, this theory is not of much help to the 
practicing engineer. It is derived from the paraxial 
equation which has successfully resisted solution in the 
great majority of cases. In order to determine the six 
cardinal points of the lens, one needs information about 
principal trajectories, in addition to a complete plot of 

* Received by the IRE, January 12, 1961; revised manuscript re¬ 
ceived, July 31, 1961. This work is a bv-product of an R&D con¬ 
tract AF 33(616)-6593, sponsored by WADC, Wright-Patterson Air 
Force Base, Dayton. Ohio. The paper was first presented at the Fall 
Meeting of the Professional Group on Electron Devices, Wash¬ 
ington, D. C.; October 27-28, 1960. 

f General Electric Co., Cathode Ray Tube Dept., Syracuse, NW 

equipotentials for the field. Considering the tedious job 
of step-by-step graphical integration, the engineer usu¬ 
ally resorts to an automatic curve tracer, or winds up 
by preparing a program for a digital computer, while 
forgetting about the lens altogether. 

This situation is unsatisfactory in at least one respect: 
Analysis by computer gives only one-shot answers lor 
specific problems. By contrast, a good general theory 
can point out trends and functional relationships. Elec¬ 
tron-trigonometry (ET) has been found to be a power¬ 
ful tool for the design of electron-optical devices. This 
shall be exemplified in Section III. 

The method of electron-trigonometry can also be 
used to analyze systems using magnetic as well as 
mixed electron lenses. This will be briefly outlined in 
Section IV. 

II. Triangle Theorems in Electron-Optics 

To apply electron-trigonometry, a given axis poten¬ 
tial is first replaced by sections, whose voltage distribu¬ 
tion is either linear, or parabolic. The linear sections 
make no contributions to lens action. They can always 
be replaced by equivalent drift spaces, whose potential 
is equal to one of the two boundary potentials of the 
linear section, but whose length is re-adjusted. The 
parabolic sections on the other hand, act as ideal, thick 
lenses. 

The combination of one such lens section between 
two drift spaces is henceforth referred to as a “basic 
electron-optical system.” For such systems, extremely 
simple triangle relations exist, which form the body of 
electron-trigonometry. Image size and position can then 
be followed through a more complex system by re¬ 
peated application of these simple rules. No trajectory 
information is required. 

Fig. 1 shows a basic system of electrostatic electron 
optics. It consists of an object space a, an image space 
b, and a lens section /. We assume both a and b to be 
nonfocusing spaces, i.e., not contributing any radial 
restoring forces. Such nonfocusing spaces are either 
field free, or they are voltage-linear, both on axis, and 
also on the walls of a concentric cylinder. 1 his condi¬ 
tion can be realized in practice by coating a resistive 
spiral of uniform pitch on the inside of a cylindrical en¬ 
velope. At the ends, plane metallic disks or meshes may 
be used to terminate the field, if necessary. 

The focusing action in Fig. 1(a) takes place over a 
length /, which may fill part, or all, of the total system 
length. Within this volume, we assume an “ideal” lens 
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field, characterized by radial force components, that 
stay proportional to radius throughout, and are inde¬ 
pendent of axial position. This condition is met, if the 
potential distribution on axis is parabolic, i.e., a general 
quadratic form in z. Rudenberg [2] has shown in 1948 
that one way to realize such ideal lenses consists in us¬ 
ing hyperbolic pole pieces similar to the arrangement 
shown in Fig. 1(a) and 1(c). Such structures are there¬ 
fore also known as “hyperbolic lenses.” 

.4. Linear and Constant Voltage Sections 

I he system of Fig. 1(a) includes two sections with 
linear acceleration, as indicated in F'ig. 1(b) by the volt¬ 
age ratios P„ and Pb for object- and image-space, re¬ 
spectively. This system can be replaced by an electron 
optical equivalent, as shown in F'ig. 1(c). Here, the volt¬ 
age-linear spiral sections a and b are replaced by field 
free drift spaces of a different length (a* and b*), meet¬ 
ing the lens section (/) at its original boundary voltages 
I „ and I I he new voltage distribution is shown in F'ig. 
1(d). Object and image sizes remain unchanged in the 
process, but the new drift-lengths are readjusted to 
meet (1): 

1 + VP.. 

2 
b* = b-= • 

1 + V Ph 
(1) 

Fig- 2—Triangle theorem for positive electron lenses. 

B. Hyperbolic Lens Section 

The system is now transformed into that shown in 
Fig. 2(a) and 2(b). This arrangement is equivalent to 
Fig. 1(c) and 1(d), except that the hyperbolic lens is 
realized here in an alternative form. A lens cylinder of 
length / is coated on the inside by a set of nonuniform re¬ 
sistive spirals having variable, rather than constant, 
pitch. This “spiral lens” unit is equivalent to the em¬ 
bodiment used in Fig. 1, and either type may be used to 
provide the parabolic section of axis potential required 
lor focusing. I he lens cylinder has a much larger aper¬ 
ture, but it requires termination by a mesh (.1/,,, 
whenever a discontinuity of the gradient has to be 
realized. 

Electron-optically, an ideal hyperbolic lens is fully 
characterized by its length /, and by its power constant 
c. I he latter is the constant of proportionality between 
radial force per unit charge, and radial distance of axis. 
Hence, c is defined by 

(2) 
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On the other hand, Fr is linked to the space potential U 
by the relation 

In systems with cylinder-symmetry, we have the basic 
relation 

U = V - ¡rW" + • • • , (4) 

where V is the axis potential. Thus, for a parabolic sec¬ 
tion, 

^L =_L V".r, (5) 
dr 2 

Combining (2), (3) and (5) yields a general expression 
for the power constant of an electrostatic hyperbolic 
lens: 

This may be positive or negative. In order for c to be a 
constant, the axis potential must be parabolic, i.e., of 
the form 

V = Fm + c(z - zm)2. (7) 

Here, Fm is the potential minimum or maximum and 
zm is its axis coordinate [See Fig. 2(b) ]. The distribution 
(7) on axis calls for a hyperbolic space potential U, 
which is found from (7) and (4): 

U = Vm + c[(z — zm)2 — jr*]. (8) 

This space potential U determines the design of the 
nonlinear spiral coatings and also the shape and curva¬ 
ture of any terminating meshes as used for instance in 
Fig. 2(a). 

One important consequence of (8) is the fact that the 
potential distribution IF(2> on the wall of a cylinder is 
parabolic, if this is true for its axis potential V^. It D 
is the cylinder diameter, we have from (8), 

IF (I> = F(„ - 4 IP. (9) 

An application for this will be described in Section 1il-C. 
Finally, we can express the power constant c in terms 

of the voltages F„ and F» at the lens boundaries z„ and 
Zb- Inserting this into (6) and (7) yields: 

I b I a I « 
(10) 

This simple relation for the power of a hyperbolic 
lens is best illustrated graphically. Fig. 3 shows part of 
some arbitrary functions of axial potential, featuring 
two sections A and B, which are practically straight, 
and an intermediate section C, which is curved. The 
latter is to be replaced by a parabola with continuity 
of slope at both ends. If this is done, the junction¬ 

abscissas z„ and Zb will observe mirror symmetry with 
respect to the abscissa z, of the intersection Q. As a re¬ 
sult, the length I of the equivalent “Rudenberg” section 
is defined, if only one of the junction voltages, F„ or Vb 
is given. The power constant c of this parabolic lens 
section can then be read directly off the sketch below. 
We have 

E 
c = — (10a) 

where E is the voltage difference F^ — Fc, to be read off 
the graph as shown, both by magnitude and sign. 

The power factor c is positive for a converging, and 
negative for a diverging, electron lens. Numerically, it 
ranges in practical devices from about 500 v/in2 to 
about 50,000 v/in2 and beyond. The smaller figure oc¬ 
curs in lens fields of large volume, such as the bulb spiral 
lens shown in Fig. 9. The high values for c are found in 
focusing lenses for cathode ray tubes, including the 
main focus lens in picture tubes. Still higher lens powers 
are used in the electron microscope and also in modern 
micro-gun designs, as used in cathode ray tubes for ul¬ 
tra-high resolution. 

C. Triangle Theorem for a Positive System 

We are now going to derive certain rules of electron¬ 
trigonometry, also called “triangle-theorems,” or “delta¬ 
rules” for short. These delta-rules are valid for electron-
optical systems such as Figs. 2 and 4, comprising one 
hyperbolic lens between two drift spaces, all of arbitrary 
length. For simplicity, we call such a basic system posi¬ 
tive or negative, depending on the sign of the lens-power 
used. 
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Within the hyperbolic field, the electron trajectories 
are expressed by fairly simple equations (see appen¬ 
dixes). Thus, it is possible to describe the electron path 
through a basic system such as Fig. 2(c) by a set of four 
equations: 

ro 
ru = r„ + a — , (11) 

So 

r^ 
ri = r0 cos v>t H—- sin pc, (12) 

u 

r¡ = rn cos pc — ur» sin (13) 

b 
rk = rt + rt— • (14) 

¿i 

In this set, the first and last equation simply describe 
linear propagation in object- and image-space, respec¬ 
tively. Eqs. (12) and (13) connect the radial position 
and velocity at the lens output to their counterparts at 
the lens input. Specifically, the parameters w and pc are 
the “frequency” and the transit angle, or “phase,” of a 
hyperbolic lens. 1'hese data are found from length I 
and power constant c of the lens, by using (15) and 
(16) (see Appendix I). 

= x/qc, where r¡ = e/m (15) 

l\/c 
pc = x/2-tanh-1 '—=.--= ■ (16) 

VF. + Wo 

Eqs. (11) through (14) can now be used to find the 
four unknowns including rn, n, ri, and r^ Specifically, 
the image size rb then appears in the general form 

rb = M r„ + N-r», (1 7) 

where 3/ and N are expressions which contain only 
axial, but no radial, velocity components [see (18) and 
(19) I. We have: 

b 
M = cos pc-u sin pc (18) 

ii 
/ b a \ / 1 a b \ 

-V = I — + — I • cos pc + I-:-— ai I sin pc. (19) 
So/ \ œ Zo ¿i / 

Inspection of (17) shows that rb may become an 
“image” of r„. In order for this to occur, it is necessary 
for the tactor .V to disappear from (17) (focusing condi¬ 
tion). Once N is zero, the coefficient M in (17) indi¬ 
cates the magnification of the electron-image. 

The focusing condition N = 0 (19) assumes a surpris¬ 
ingly simple form if we introduce two new phase angles, 
one for the object- and one for the image-space. These 
are defined as 

a / c 
object phase: p„ = tan-1 —= ,|/ — , (20a) 

b / c 
image phase: ph = tan-1 — y ~ ’ (20b) 

In terms ot these three phase angles, which include 
the lens phase Iront (16), image formation in a system 
such as Fig. 2(a), or its equivalent Fig. 1(c), can be ex¬ 
pressed by a simple triangle relation: 

Pa + ph + Pc = T • (21) 

This permits one to find the image phase angle pb, and 
thus the image position b (20b), once object and lens 
phase are known, and vice versa. The image size is 
then also immediately known by introducing (20), (21) 
and (16) into expression (18) for 3Z. For the system 
magnification this yields the simple relation 

M (22) 
cos Pb 

The above developments may be summarized as fol¬ 
lows: 

Triangle theorem for a positive system: If an electron 
image is formed by a system including one positive lens 
element between two drift spaces, the sum of the three phase 
angles for object-, lens- and image-space amounts to 180°. 
If lens phase plus object phase add up to more than 90°, 
the image is real and inverted. If that sum is less than 90°, 
the image is virtual and erect. 

Applications for this triangle theorem will be given 
below. However, one interesting consequence of it may 
be mentioned here. By the use of (20a) and (20b), ex¬ 
pression (22) for the magnification of a positive system 
is readily transformed into the form 

(22a) 

For the lens power c, we know from (10) that it in¬ 
creases with decreasing thickness / of the lens. Thus, it 
follows from inspection of (22a) that the magnification 
of a positive system with one thick lens is intermediate 
between the “classical” value 

for a very short lens, and the value M+ = —1 which re¬ 
sults from (22a) for a long lens, occupying most, if not 
all, of the total system length. 

D. 'Triangle Theorem for a Negative System 

A similar, but slightly different, delta-rule governs 
image formation in a system comprising one negative 
lens element between two drift spaces. A “negative sys¬ 
tem” of this kind is shown in Fig. 4(a), and its axis po¬ 
tential V in Fig. 4(b). As before, we introduce three 
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phase angles 0„, <j>b, and 0(. for the two drift spaces, and 
for the lens volume, respectively. These are (see Ap¬ 
pendix Il for derivation) 

a /c^ 
<t>.. = tanh-1 —=4/ — ■ (23a) 

VV..V 2 

b /c-
<t>b = tanh -1 —- 4 / — . (23b) 

VVbV 2 

<t>r = \/l tan-1— = • (23c) 
x/l „ + VFs 

Here, C- is the absolute value of the power constant c of 
the negative lens: c_=|c|. c_ is always positive, al¬ 
though c is negative in this case. A comparison with 
(16) and (20) for phases in a positive system shows that 
hyperbolic functions there have been replaced by cyclo¬ 
metric functions here and vice versa. In terms of these 
new phase angles 0, we find another triangle theorem to 
hold for a negative system : 

Delta-rule for a negative system: 
a) Image condition: 

<b" + 06 + 0e = 0 (24) 

b) Magnification: 

cosh 

It can be seen from (25) that the negative electron lens 
is always noninverting, since 3/Js positive. If the lens 
forms a virtual image, rh, from a real object, ra (see 
Fig. 4), this imageisdemagnified (0„ > 0:1061 >0„ ;M_ < 1 ). 
By contrast, a magnified (Af_>l) real image (06>O) 
may be formed by a negative lens, if a virtual object is 
placed behind it. (0„ <0:06 < 10„ | ). This situation exists 
for instance in electrostatic focusing by means of a bi¬ 
potential lens (see Section III-A). 

The two triangle-rules as introduced .above tire sum¬ 
marized for practical use in Fig. 5. For a negative elec¬ 
tron lens, the delta theorem is stated in two versions 
which are supplementary. The alternate form for 0„* or 
06* is needed, if the expressions for 0„ or 0/, exceed unity, 
i.e., the range of the function tanh -10. 

In any practical application of electron-trigonom¬ 
etry, a rule of signs should be observed as follows: trace 
a path from object, through lens, to image. Any vector 
(a, b, I) which points in the direction of electron flow, 

Converging lens c positive; c+ = | c | Diverging lens c negative; C- = | c | 

.1/ 
cos 
COS ifl, 

.1/ 
cosh <>, 
cosh <t>i. 

IVc-

. u . 1 /2K« = tanh 1 — \/ —-
« ’ c 

.1/ 
sinh </>, 
sinh 0. 

Fig. 5—Rules of electron-trigonometry. 
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counts positive; if opposed to the flow, negative. The 
same signs also apply to the respective phase angles 
used in the triangulations. 

III. Applications of Electron-Trigonometry 

1 o illustrate the use of electron-trigonometry, two 
applications of it are presented below. The first is of the 
nature of a test case: it is the well-known problem of the 
two cylinder lens [3], This is a two-lens system, which 
will be analyzed by means of the delta-rules for both 
positive and negative lens elements. 

I he second application given here shows how elec¬ 
tron-trigonometry may be used to compute angular, 
rather than lateral, magnification. Here, the theory 
points the way to a novel type of post deflection accel¬ 
erator. This case is presented to show the use of the 
new method lor the design ot electron-optical devices. 

.1. The Two-Cylinder, Ki-Potential Lens 

I he system under consideration is shown in Fig. 6(a). 
Two cylinders of equal diameter, and of length L and 
L, are connected to voltages I and F», respectively. 

The grounded cathode K illuminates a wire mesh at the 
entrance to the first cylinder. We wish to find size and 
position of the electron image of this mesh, as a function 
of the voltage ratio P = V2: Fb For two cylinders of 
equal diameter D and narrow spacing, as shown in Fig. 
6(a), F. Gray |41 has given an accurate expression for 
the axis potential: 

Fj + F2 Fa — Fi / 2 \ 
F =-1--tanh I 2.64 — ) . (26) 

2 2 \ D/ 

We are replacing this function by two parabolic seg¬ 
ments which cover the same range of voltages (from Fi 
to Fa), and which are joined at the same slope as the 
original function (26). This approximation is shown in 
Fig. 6(b). The two parabolas are 

DF = I i + c+(z + X)2, 
2) F = F-. + c_(S - X)2. 

(27) 

(2«) 

The first represents a positive lens with the power con¬ 
stant 

(29) 

Fig. 6—Analysis of the bi-potential lens. 
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I he second is a negative lens with the same power: 

C— — C^. (30) 

I he thickness of both lenses follows from (26), 

X = O.76Z) = 0.38". (31) 

Both lens sections are shown in Fig. 6(d). We apply ET 
to the first lens. 1 he first cylinder has the dimensions 
/i = 2 in, D = % in. I he object distance then becomes, 
with (31): 0=4—X = 1.62 in. The object phase angle 
then follows with (29), (31), and P = 72: Vt as: 

<A, = tan-'2.14^//, ~1 • (32) 

1 he lens phase follows from (16) as: 

¡Pe = V2 tanh-1
VP - 1 

V2+ VP + \ 
(33) 

I he image phase now follows from the triangle rule for 
a positive lens. 

= IT ~ — ipe. 

Hence, the image distance b of the first lens is [from 
(20b) 1 

- VP + 1 
b t = V 2 • X  : 

VP - 1 
•tan (34) 

and the magnification of the first lens [from (22)] 

Af+
cos 

cos <pb
(22) 

This has been plotted in Fig. 6(e) as curve no. 3 which 
presents the action of the first, positive lens section act¬ 
ing alone. 

We now proceed to the second, diverging lens sec¬ 
tion of the two-cylinder system. This negative lens sec¬ 
tion looks at the image defined by (34) and (22) as a 
virtual object, and projects a real, magnified image from 
it. Hence, we enter b+ from (34) into the triangulation 
of the second lens as a negative object distance: 

(35) 

Hence, the object phase becomes: 

</>„ = tanh-1 -
a 

(36) 

binally, the image distance is found from (23b), 

2X / P 
b = --t /-— • (38) 

tanh I P — 1 

1 he magnification ol the negative section is known from 
(25) of the second triangle theorem, 

sinh <b„* 
M_ = -- • (25) 

sinh </>(,* 

The size ol the final image observed on the screen is 
then the product of the magnifications from both lenses, 
as found from (22) and (25), 

AAot.i = M+ M„ (39) 

I his is plotted in Fig. 6(e) as curve no. 1. One can see, 
by comparison with curve no. 3, that the combined sys¬ 
tem requires a much lower voltage Izj than the positive 
section alone to focus at a given throw. It is also in¬ 
teresting that the throw increases fast (from 4 in to 12 
in) with only a 3 per cent change of voltage on the first 
cylinder (300 v out of 10,000 v on the screen). Also, 
the over-all magnification is somewhat smaller for the 
composite system than for the positive lens component 
alone, and both values are again smaller than the dis¬ 
tance ratio, i.e., the optical magnification by a thin 
lens, placed between the two cylinders. 

It is noteworthy that the electronic magnification 
when plotted vs object distance, is essentially a straight 
line through the origin. This justifies the introduction 
of an “electron-optical factor” k, 

b runic • floptical. (40) 

This factor is a characteristic number for any electron-
optical system. In accelerating systems of this type, k 
is smaller than unity, but not as small as the root-of-
voltage formula, which is often used as a first approxi¬ 
mation. 

More important, however, than these details seems 
to be the experience that electron-trigonometry has 
here been applied to an electron-optical device which 
is definitely “non-ideal.” The results are in excellent 
agreement with data gathered by conventional meth¬ 
ods. ( urve no. 2 in Fig. 6(e) presents the performance 
of this two-cylinder lens as recorded in test-book litera¬ 
ture [3]. The agreement is within the accuracy of slide 
rule and of measurement. 

The phase angle of the negative lens follows from (23c) 
as: 

/5 . VP~\ 
<i>r = x/2-tan-1 - -== 

V2P + VP + 1. (37) 

I he image phase follows from the triangle theorem for 
negative lenses (24), 

^ = - - </>„ . (24) 

B- 1 riangle 1 hcory for Angular Magnification 

In some applications of cathode ray tubes, one is in¬ 
terested in the stabilization ot deflection in the presence 
ol post deflection acceleration (PDA). In other applica¬ 
tions, one wishes to magnify some small initial sweep 
by the action of a suitable electrostatic field after deflec¬ 
tion. Io design such systems, it is necessary to predict 
the amount of angular magnification which can be re¬ 
alized within a given system. 
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Fig. 7 shows the basic configuration for scan magnifi¬ 
cation. Point .4 is the center of a small, initial deflection 
a. After drifting through a field-free space a, the prede¬ 
flected ray enters into a lens field of the length I. It then 
leaves this field under an increased angle ß and tra¬ 
verses a second drift space, before reaching the screen. 
Intersection of the outgoing ray with the axis defines a 
point B, which is by definition an image point of .1. 
Hence, its position can be found by electron-trigonom¬ 
etry, as shown before. The actual scan magnification 
5 = Eb/Ea, as observed on the screen, can be read off Fig. 
7 as 

Eh

E. 

tan ß " 
-— 1 -
tan a _ 

(41) 

Here, the second factor indicates the influence of drift 
spaces surrounding the lens. Note that b is the only 
variable in this term. It counts negatively for a diverg¬ 
ing lens, as shown in Fig. 7. The first factor, 

(42) ma = tan ß/tan a, 

is an expression for angular magnification. A formal anal¬ 
ysis of the electron path in Fig. 7, assuming the lens 
volume to be confined between plane boundaries, leads 
to an expression of the form 

ma M-y/P = \-, P = Vb/Fu. (43) 

This equation provides the desired link between angu¬ 
lar and lateral magnification. It closely resembles the 
fundamental theorem by Helmholtz-Lagrange, except 
for the fact that a ratio of sines, rather than tangents, 
occurs there [5]. Numerically, this difference stays 
within 10 per cent for sweep angles up to 50°. 

The general expression for scan magnification is a 
combination of (41) and (43): 

1 -
i r 

.S' = -_ 
My/PL 

a + I + bt d 

L 
(44) 

This formulation suggests that: 

1) Acceleration opposes, and deceleration enhances, 
scan magnification. 

SCâhL teláGNl£7Q3nc2¿^ : ñNGULñP. MñGNIF/C.aT/ON: 

_ 

Fig. 7—Analysis of scan magnifiers. 
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2) A system using a diverging lens (M<\-,b nega¬ 
tive) is more promising than a system using a 
positive lens (b positive). By comparison, the sys¬ 
tem with a positive scan-magnifier lens requires 
greater length and is less efficient. 

Reference is now made to Fig. 8(a). This shows one 
way to realize a large negative lens of the accelerating 
type. The lens is constructed by the deposition of a 
nonuniform, resistive spiral coating on the inside of a 
cylindrical envelope. This “spiral lens” must have a de¬ 
creasing, i.e., nonuniform, turn density in the direc¬ 
tion toward the screen. The latter, in turn, is surrounded 
by a conductive band, which projects by |V2, or 0.35, 
screen diameters backward towards the gun. A drift 
space (a) after deflection is an essential component in this 
spiral-lens tube as we shall see. We compute, by elec¬ 
tron-trigonometry, the scan magnification 5 in this tube 
using (44). Since the tube has no drift space alter the 

Fig. 8—Scan stabilization by a spiral lens. 

lens /, we have a+l = L, and (44) reduces to 

1 — b 
S = -=-

M^VP L 
(45) 

Here, M is the magnification of the negative spiral lens, 
given above as 

cosh <t>„ 
M =-

cosh </n, 
(25) 

We start by computing the object phase </>„ from (23a). 
Introducing the lens power, 

Eô - E« 
C- = - , (46) 

and the post-acceleration factor P = Fa/F«, (23a) be¬ 
comes 

a_ 
<t>a = tanh~‘0.71 — -VP - 1. (47) 

Next, we formulate the lens phase 0C. Its basic equation 
(23c) transforms with (46) into 

V~P^T 
<t>e = VI tan-1 --= • (48) 

1 + VP 

From (47) and (48), we now get the image phased, by 
using the delta-theorem for negative lenses: 

<t>h = ~ <t>a ~ <t>r- (24) 

This phase angle is negative. It permits to find the lat¬ 
eral magnification by going into (25) with </>,,, and 
with </>„ from (47). Knowing </>(,, we also find the image 
distance b. From (23b) we obtain, after some manipula¬ 
tion, 

/~2P~ 
b = I Y —--tanh (49) 

We now have all necessary data to use (45) for the 
computation of scan magnification in the spiral-lens 
tube. This has been done in Fig. 8(c) for a wide range 
of post acceleration, and for various values of the fun-
nel-to-bulb ratio a/L. It will be seen from Fig. 8(c) 
that in the absence of any object-drift length (a=0), 
the diverging spiral lens is completely ineffective! At a 
post acceleration of 10:1, the deflection loss then 
amounts to 50 per cent, which is no better than stand¬ 
ard practice with a uniform spiral anode. However, as 
the relative funnel length a/L is increased, the spiral 
lens section I becomes shorter, and its power increases 
with I//2. The spiral thus becomes rapidly more effec¬ 
tive in opposing deflection losses from post accelera¬ 
tion. 'Ehe point of balance is reached for a/Z, =0.56. 
Beyond that, there is some slight overcompensation 
(about 20 per cent). At the critical funnel ratio, the 
theory predicts the raster size to stay constant within 3 
per cent over a 10:1 range of post acceleration! 



1V61 Schlesinger : Electron Trigonometry—.1 New Tool for Electron-Optical Design 1547 

C. An Experimental Test 

The above predictions of electron-trigonometry were 
put to a test by constructing an experimental cathode 
ray tube, which was built in close correlation to the the¬ 
oretical design. Fig. 9 shows a photograph of this tube, 
whose purpose it was to achieve constant deflection sen¬ 
sitivity over a wide range of screen voltages. 

The tube consists essentially of a cylindrical bulb, 
coated by a resistive spiral with nonuniform pitch. The 
specific turn-density per inch varies in such a manner 
that the voltage gradient decreases linearly with prog¬ 
ress toward the screen. The screen is metallized, and 
framed by a conductive band, which projects back by 
0.36 screen diameters. The voltage distribution along 
the wall is parabolic, as shown in Fig. 8(b). This estab¬ 
lishes within the bulb a diverging lens, which ap-
proaches the ideal field quite well, as confirmed by ex¬ 
perience. 

A second, essential feature is the fairly long uni¬ 
potential drift tube between the internal deflection 
yoke [6] and the spiral input. This funnel is at the 
average deflection potential, i.e., the second anode volt¬ 
age. At the far end, it is covered by a wire gauze. 

Fig. 10 shows a photograph of the actual performance 
ol this spiral lens stabilizer. Four conditions are shown 
with screen voltages going through 1-3.5-8.5 and 21 kv, 
while the second anode was held constant at 1000 v. 
The spiral lens stabilizer (left), is shown side-by-side 
with a conventional monoband intensifier (right), all 
voltages, including deflection and acceleration, being 
connected in parallel on both tubes. The spiral tube 
was found to have a high value of deflection sensitivity 

-3.2 v cm. kv -and this value did not change over the 
very wide range of screen voltages used in the test. Fig. 9 Spiral-lens tube assembly. 

IV. Elec tron-Trigonometry for Magnetic 
and Mixed Systems 

In the preceding sections, the method of electron¬ 
trigonometry has been presented in connection with 
purely electrostatic electron-optics. However, the 
method applies equally well to electron-optical systems 
which employ magnetic lenses, either alone, or in com¬ 
bination with electrostatic lenses. To prepare a problem 
of this kind lor electron-trigonometry, the system is 
again subdivided into sections, which have a linear, or 
a parabolic, potential distribution. The magnetic field, 
on the other hand, is replaced by the average value 
which it has across each section [7], 

Using polar coordinates r and 6, the following equa¬ 
tions hold lor each such section: 

r - rf- = - (50) 

1 d 
- (r2g) = frB (51) 
r dt 

z = ,1'. 

<a) (I,) 

(c) (<1) 

Fig. 10 Scan stabilizer test: spiral-lens tube (leit)—monoband 
lube (right). Second anode voltage: 1000 volts. Screens operat¬ 
ing at: (a) 1000 V, (b) 3500 v. (c) 8500 v, (d) 21,000 v. 

(52) 
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Undistorted image formation is one solution of these 
equations, since, for B=constant, (51) is satisfied by 

0 = = constant. (53) 

This implies a rotation of the entire image at the local 
Larmor frequency, independent of radius. It then fol¬ 
lows from (50) that 

- qr (54) 

Hence, an observer on a reference plane through axis, 
which rotates with the Larmor frequency, will find the 
beam subject to a composite lens field with an effective 
power constant of 

Ctotai " Cm T Ce, (55) 

where 

cm = hß2 (55a) 

and 

ct = |V". (55b) 

Here, the magnetic lens power cm is always positive and 
proportional to e/m, while the electric lens power is 
independent of e/m, and can have either polarity. 
Hence, our observer on the rotating reference plane 
gets correct results from electron-trigonometry, if he 
uses (56) for the phase <pc of the mixed lens, 

- lx/ct + cm
Vc = V2 tanh 1 — -= • (a6) 

V U T V r I 

Meanwhile, the magnetic field rotates the reference 
plane through an angle of 

= ÖT = ^BT, (SI) 

where T is the transit time through the lens. If the axis 
potential has a quadratic form 

V = a + bz + cz-, (58) 

then it can be shown by simple integration that the 
transit time 7’is always given by: 

C' dz /2 IVc7 
T = I = 4/—-tanh-1 - -(59) 
Jo I yc, y/Po + VI z 

Here V« and U( are the potentials at the two boundaries 
to the section. This leads to (60) for the image rotation 
per section: 

/Cm l^Ce 
= \/2- z -tanh-1 - —-— • (60) 

V c. y/V^y/Vt 

A comparison of (56) for the lens phase with (60) 
for the angle of rotation shows that the two angles are 
generally not equal, as long as the mixed lens has an 
electrostatic component (g^O). This becomes even 

more evident, if elemental angles are written down for a 
very thin slice of the mixed field. Eq. (56) then reduces 
to 

and (60) becomes1

It is now evident, that the two angles ç>r and become 
identical, if the lens section is purely magnetic (ce=0). 
This includes the practically important case of mag¬ 
netic focusing in the presence of a constant, or zero, 
axial electric field (V = a + bz). In systems of this kind 
the phase concept assumes a physical meaning: it can 
be directly observed as the angle of rotation of an elec¬ 
tron image! 

V. Automatic Computation 

During the past two years electron-trigonometry has 
been applied in these laboratories to a great variety of 
problems in electron-optics. Quite generally the method 
has been found to provide reliable, and often quantita¬ 
tive, guidance during the early design stages. In view 
of this experience and in order to save time, it was de¬ 
cided to prepare a program of electron-trigonometry for 
an IBM 709 digital computer. This work was done 
under the direction of B. A. Findeisen of this Depart¬ 
ment, and in cooperation with the Heavy Military 
Equipment Department of the General Electric Com¬ 
pany. At present we are in a position to compute the 
over-all electron-optical effect of as many as 250 sub¬ 
sections of a given axis potential. In this program, the 
computer automatically evaluates the power constant of 
each subsection and then uses this data to find the new 
image information by “electron-trigonometry.” Besides 
saving time, this method offers the important advan¬ 
tage of eliminating the factor of human judgment, which 
is ever-present, if field-approximations have to be found 
by graphical methods. 

Appendix I 

Phase Angle in a Positive Lens 

W ithin a hyperbolic lens, the power factor c is a con¬ 
stant, and the equations of motion are linear and har¬ 
monic. They read 

f = — (61) 

z = 2^(0 - Sm), (62) 

(56a) 

(60a) 

1 Eq. (60a) leads to the well-known expression for image rotation 
by a thick magnetic lens if the value for cm from (55a) is introduced 
prior to integration of (60a) through the lens field. 
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where zm is the position of the minimum axis potential, 
and y=e/m. At the start, we have 

/ = 0 z = 0 r = rn s« = x^t/Fo (63) 

and at the end, 

t = T z = I r = n z, = (64) 

The general solution of (61) and (62) is 

r» 
r = r0 cos ail 4-sin ait (65) 

ai 

z = zm(l — cosh y/lait) 4-— sinh (y/lait). (66) 
V 2o! 

Here, we introduced 

ai = \Zr/c (15) 

as the frequency of the lens. Eitting this into the 
boundary condition (64) yields 

I = zm[l — cosh x/2<a] 4-——sinh (x/^) (67) 
X/ 2 ai 

and 

zt = ¿o cosh (x/2^) — x/2wZm• sinh (x/2^). (68) 

These are two equations for the position z„, of the po¬ 
tential minimum, and also for the lens phase <pc. Solv¬ 
ing for the latter, we obtain the expression 

/x/c 
<pc = aiT = x/2tanh 1 ——-= (16) 

x/Fo 4- s/V i 

as used in the text. 

Appendix II 

Phase Angle in a Negative: Lens 

For a negative power constant, c<0 |cl =c_, the 
lens frequency w = x/9C becomes imaginary. Introduc¬ 

ing, instead, its absolute value 

2 = Vyc- (69) 

the equations of motion now read: 

r = 2-r (70) 

z = - 2il\z - z„). (71) 

Their solutions are 

r = r0cosh (27) 4- — sinh (2/), (72) 

z = Zm(l — cos(x/22/)) 4- 4/—sin(x/22f). (73) 

Eq. (23c) for the lens phase <p, follows from fitting (73) 
into boundary conditions similar to (63) and (64) in 
Appendix 1. 

The expressions (23a) and (23b) for object and image 
phase oi the negative lens follow from a system analy¬ 
sis, similar to the one given in the text for a system in¬ 
cluding a single, positive, electron lens. 
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New FM-AM Method of Compression, Expansion, 
and Multiplication* 

W. R. AIKEN t, MEMBER, IRE, AND C. SÜSSKIND J, SENIOR MEMBER, IRE 

Summary—A new method of employing the combination of two 
signals has been developed for magnitude compression or expansion 
of audio or video signals and for multiplication or other uses involving 
modulation with separated components (e.g., instrumentation and 
remote control). The first signal frequency-modulates a local oscil¬ 
lator, whose output is limited and then amplitude-modulated by the 
second signal; the combined FM-AM signal is detected in such a way 
that the first signal is restored to its original form, but modified in 
amplitude by the second signal. In compression-expansion, the 
method controls the signal level with great speed and over a wide 
band without introducing noise, “bounce,” or de shift into the output; 
no delicate balancing or matched-tube circuits are required. In multi¬ 
plication, the product of two voltages can be formed by means of a 
simple circuit that is extremely suitable for analog computers and 
similar applications. 

Introduction 

^HE method described below was initially devel¬ 
oped for the purpose of achieving nearly instan¬ 
taneous audio compression and expansion that 

would be free from the disadvantages of other methods 
in current use. Apart from the description contained in 
U. S. patents issued1 and pending (covering, among 
others, all of the uses described in the present paper), 
the first public report2 of the new method was largely 
concerned with the audio application. The present paper 
also describes video applications and use of the method 
to multiply two signals; however, the original audio ap¬ 
plication is used for the purpose of illustrating the de¬ 
tails of the operation of the method. 

Various techniques have been used to control the out¬ 
put of electronic amplifiers in the face of variations of 
the amplitude of the input signal averaged over an ar¬ 
bitrary interval of time. This problem is particularly 
familiar to engineers in the fields of audio and of radio 
broadcasting, and more recently, in television broad¬ 
casting. Without enumerating each of the many uses to 
which the present method can be put, the authors 
merely wish to point out that in radio transmission, for 
instance, a standard level of signal strength is obviously 
desirable from the viewpoint of optimum utilization of 
the transmitting facilities; automatic control of the oc¬ 
casional excessive modulation peaks permits a substan¬ 
tial increase in the signal power. In audio reproduction, 

* Received by the IRE, April 10, 1961; revised manuscript re-
ceived, July 24, ¡961. 

t Ross Radio Corp., Los Altos Hills, Calif. (Mr. Aiken is also Di¬ 
rector of Research at Kaiser Aircraft & Electronics, Palo Alto, Calif.) 

I University of California, Berkeley, Calif. 
1 \\. R. Aiken, U. S. Patent No. 2,923,887; February 2, 1960. 
2 W. R. Aiken and C. Süsskind, “Novel compression-expansion 

method for audio and video use,'’ 1959 IRE WESCON Convention 
Record, pt. 7, p. 4. (Abstract only.) 

the new method enables the listener to restore the full 
contrast present in the original signal (e.g., in vocal and 
instrumental music), which is generally reduced by com¬ 
pression introduced at the origin. 

Most of the circuits that have been proposed for con¬ 
trolling the amplification of a signal suffer from one or 
more serious delects. One such defect is that the control 
voltage may appear in the output of the amplifier and, 
moreover, may’ be many times larger than the desired 
signal itself. Some attempts have been made to reduce 
this undesirable effect by’ placing a limitation on the 
speed of response of the control operation so that the 
frequency of the control voltage lies well below’ the fre¬ 
quency of the signal voltage and may be thus filtered 
out relatively easily. Alternately, push-pull circuits or 
balanced-modulator circuits have been used to cancel 
out the control voltage in the amplifier output. How¬ 
ever, such remedies may restrict the control circuits to 
relatively low speeds of response and require expensive 
transformers and dynamically balanced tubes; more¬ 
over, it is usually necessary to operate amplifiers of this 
type at very low volume levels to maintain distortion 
within tolerable limits. As a result, previously proposed 
methods have been slow in operation, restricted in band¬ 
width, delicate in balance, and subject to considerable 
distortion. 

The present method suffers from none of these diffi¬ 
culties. The method consists of generating a selected 
carrier, modulating that carrier in accordance with the 
desired signal, modulating the signal-modulated carrier 
in accordance with a control voltage that may be de¬ 
rived from the desired signal itself or from an indepen¬ 
dent source, and demodulating the doubly modulated 
carrier simultaneously with respect to both modulations 
in such a manner that the control voltage appears only 
in combination with the desired signal but is not demod¬ 
ulated by itself. It is found that the effects of dynamic 
interaction between EM and AM signals are negligible. 

I’Lxi’ANSION AND COMPRESSION 

Expo nder 

To obtain expansion operation, the incoming signal is 
used to frequency-modulate a local oscillator (Fig. I). 3 

The resultant EM voltage is amplitude-limited if neces-

’ Phase modulation may also be used, similarly to the combination 
of amplitude and phase modulation described, for instance, in D. G. 
Fink, ed., “Television Engineering Handbook,” McGraw-Hill Book 
Co., Inc., New York, N. Y., Sec. 13.104; 1957. 
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Fig. 1 -Expander operation. Incoming signal frequency-niodu lates 
the local oscillator (typically a 5-Mc oscillator) and is simul¬ 
taneously rectified in another circuit to provide the control signal. 
The FM signal is amplitude-modulated by the control signal to 
provide a composite signal, which is the FM signal with its 
amplitude increased by the control signal. The detector then 
yields the original signal with an increased relative-amplitude 
variation. No trace of the control signal remains. 

sary (to remove residual AM) and then amplitude-mod¬ 
ulated by a control voltage that is also derived from the 
incoming signal; the control voltage is proportional to 
the (averaged) amplitude of the incoming signal. The 
output of the amplitude modulator is thus a signal that 
is both frequency- and amplitude-modulated; the FM 
content is proportional to the instantaneous value of the 
signal, and the AM content is proportional to the aver¬ 
age value of the signal, as rectified in accordance with 
the delay bias. This bias is applied to the rectifier and 
serves to make its output nonlinear by shifting the diode 
cutoff point; the resulting increase in required signal 
level also changes the slope of the rectifier characteristic. 

This composite signal is next detected by a Foster¬ 
Seeley or similar circuit responsive to both FM and AM, 
so that a demodulated signal results whose amplitude 
corresponds to the original signal as modified by the con¬ 
trol signal. In other words, the output of the detector 
stage varies linearly with the instantaneous frequency 
deviation (FM) and the amplitude of the deviated 
carrier (AM). Since the detector cannot respond to AM 
in the absence of FM, only the modulating effect of the 
controlling signal (AM) is present in the output; the 
modulating signal itself does not appear. However, the 
restored signal now has a considerably greater dynamic 
range than the original signal. 

Com pressor 

Operation as a compressor is illustrated in Fig. 2 and 
is substantially the same as the expansion action, except 
that the control signal is reversed in polarity and is de¬ 
rived from the output of the detector rather than from 
the input signal. Alternately, an independent source of 
control voltage may be used. 

In audio applications, the method may be used in am¬ 
plifiers in a relatively simple circuit for compression, 
limiting, or expanding. It is simpler, inherently more 
trouble-free, and has lower distortion and wider control 
range than existing circuits. Several versions of the com¬ 
pressor-expander for audio purposes have been demon¬ 
strated (Fig. 3), including a simplified, wholly transistor¬ 
ized one. Typical operating characteristics for action as 
expander and compressor are shown in Figs. 4 and 5 
(see p. 1552), respectively. The effects of using the above 
mentioned delay bias are illustrated in both plots. 

Fig. 2.—Compressor operation. Incoming signal freqnency-modulates 
the local oscillator as in expander operation, but the control signal 
is now derived from the detector output and serves to decrease the 
amplitude of the FM signal to provide the composite signal. The 
detector then yields the original signal with the decreased relative 
amplitude variation. No trace of the control signal remains. 

Fig. 3—Circuit diagram of early expander-compressor-limiter. Satu¬ 
rable reactor is used in the tuned circuit of the local oscillator 
(second tube) to effect frequency modulation. Later models are 
simplified by use of a varactor diode to replace the first (FM 
modulator) stage. 

Video Applications 

Although the method is being used to date at audio 
frequencies, it is inherently capable of operation at video 
frequencies as well. In video applications, the method 
can be used not only for controlling average signal 
levels, but for responding to individual picture elements. 
In this way, the shadow may be taken out of a video 
display or a scene may be brought out of partial shadow 
while another portion of the display is at high intensity. 
Moreover, the large dynamic range of vidicon camera 
tubes can be fully utilized without the danger of over¬ 
loading their amplifier circuits. Such automatic control, 
in conjunction with voltage feedback to the vidicon 
tube, permits the use of high (and varying) light levels 
while background or average levels are maintained con¬ 
stant. This application can thus result in a constant¬ 
contrast display that would have numerous applications 
in commençai, industrial, and military telecasting. 

Competer and Other Applications 
I'he method is also applicable to a number of other 

uses, as in instrumentation, remote control, and indeed 
any uses involving modulation with separated compo 
nents. It is capable of attenuating a signal by as much as 
60 db without the distortion that occurs in conventional 
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Fig. 5—Operating characteristics of compressor. Action opposite to 
that shown in Fig. 3 is obtained. ('I wo values of control bias are 
shown.) 

circuits with nonlinear transfer characteristics. One use 
that holds particularly good promise of widespread 
practical application is as an electron multiplier in ana¬ 
log computers and similar devices. This action is demon¬ 
strated in big. 6. 

It will be appreciated that the method described con¬ 
stitutes a linear electronic multiplier in which two volt¬ 
ages are multiplied together to obtain a product. The 
EM modulating voltage and the AM modulating voltage 
are the multiplying factors and the detector output is 
the product. The multiplicand may be used to fre-
quency-modulate an RE oscillator, the multiplier may 
amplitude-inodulate the I'M signal, and the signal that 
is detected according to the described method represents 
the product. 

VOLTAGE 

Fig. 6—Action of multiplier circuit. Multiplicand .1 is represented by 
deviation from center frequency, multiplier B, by the slope of the 
detector curve F' (two values are shown). 

The response curves of the detector are illustrated in 
Eig. 6. The amount of the multiplicand A, positive or 
negative, determines the position of the RE signal on 
the detector curve (positive or negative) as + X or — A”. 
The amount of the multiplier B determines the output¬ 
voltage amplitude, since the steepness of the detector 
curve depends on the amplitude of the RE signal. 

If the multiplier B=0, the amplitude of the RE wave 
is zero, and the output will be along the line X = 0. A 
nonzero value of the multiplier B results in an RE wave 
of corresponding amplitude, and the detector curve of 
Y' results, giving an output voltage of Yn. In this way, 
the multiplicand A moves the RE signal along a detector 
curve whose slope is determined by the multiplier B. It 
should be noted that the output of the device is sensitive 
to both positive and negative values of the multiplicand 
J, and that the multiplicand and multiplier may be 
interchanged. 

CONCLUSION 

A new method of using the combination of two signals 
has been proposed and demonstrated by which compres¬ 
sor-expander action can be obtained without the disad¬ 
vantages of existing schemes. The method is inherently 
capable of being used at video as well as audio frequen¬ 
cies, and is suitable for many other applications, notably 
in a multiplier circuit for computer applications 
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1. Scope 
These Reconi mended Practices define terms asso¬ 

ciated with loudspeakers and their testing, recommend 
various methods of testing, and indicate preferred 
methods of presenting information regarding their char¬ 
acteristics. Specific information is presented in Sections 
2-7. Discussions of a more qualitative nature are 
given in Sections 8 and 9. 

In these Practices, the tests recommended involve 
physical, steady-state measurements only. Work has 
been and is now being done on transient measurements 
of loudspeaker performance, but experience with these 
methods is still not sufficiently widespread to warrant 
their inclusion. 

While the physical data which can be obtained as 
detailed in Sections 4-9, inclusive, are a helpful guide 
in designing and in selecting a loudspeaker for a certain 
purpose, they are not a complete guarantee that the 
subjective performance will be satislactory. W herever it 
is possible, the quality of reproduction should be 
checked by means of listening tests such as those de¬ 
scribed in the literature.1

2. INTRODUCTION 

2.1 Definition 

A loudspeaker is an electroacoustic transducer in¬ 
tended to radiate acoustic power into the air. 

2.2 Types 

There are two general types of loudspeakers, namely, 
direct-radiator and horn. The direct-radiator type of 
loudspeaker is arranged so that it radiates acoustic 
power into the air directly from one or both sides ol its 
acoustic radiating element, or diaphragm. One side of 
the diaphragm may be totally isolated by means of an 
airtight enclosure, or, effectively, by a baffle ol ade¬ 
quate size. In order to control the response over part of 
the useful frequency range, the energy radiated from 
the back surface of the diaphragm may be acoustically 
coupled to the energy radiated from the front. 

The horn type of loudspeaker radiates the major por¬ 
tion of its acoustic power through a horn. This is a tube 
whose shape and cross section are chosen by design so 
as to increase the radiation resistance loading on the 
diaphragm of the loudspeaker for a substantial portion 
of the useful frequency range, and increase its radiated 
output and electroacoustic conversion-efficiency over 
that obtainable when it radiates directly. 

Both direct-radiator and horn loudspeakers have 
been designed for a wide variety of applications which 
influence their range, directional characteristics, per¬ 
missible distortion, and power handling capacity. Also, 
either type may be designed to operate as a single or 
multiunit device. One loudspeaker may be used to 

1 H. F. Olson, “Subjective loudspeaker testing," IRE Trans, on 
Audio, vol. Al'-l, pp. 7-9; September-October, 1953. 

cover the desired frequency range. Alternatively, two 
or more loudspeakers, usually interconnected by means 
of frequency-selective electric networks, may be oper¬ 
ated together so that each covers a portion of the de¬ 
sired frequency range, while the combination of loud¬ 
speakers covers the entire range. 

3. Measi rement Conditions 
3.1 Loudspeaker .Mounting 

The direct-radiator loudspeaker unit should be 
mounted in or on the enclosure or baffle called lor by the 
manufacturer, or it should be mounted in or on a baffle 
or enclosure which is completely described. The horn 
loudspeaker unit should be equipped with a horn speci¬ 
fied by the manufacturer, or with a horn which is com¬ 
pletely described. 

3.2 Electrical Connections 

The loudspeaker should be connected as specified 
by the manufacturer, with the proper networks and 
controls, if any, and these networks and controls should 
be adjusted as recommended. If not specified, the 
connections and adjustments used must be completely 
described. 

If the loudspeaker is of the excited-field type, the 
field should be energized with the rated current. 

3.3 Acoustic Environment 

The acoustic environment should simulate free-field 
conditions to the extent that the inverse-pressure vs 
distance law should hold within plus or minus 1 db at 
all frequencies at which measurements are made. 2 

Ambient noise should not affect the measurements to 
an extent greater than plus or minus 1 db. Departures 
from these conditions should be measured and de¬ 
scribed. 

3.4 Test Signals 

Fixed frequency, swept frequency and warbled sinu¬ 
soidal signals, as well as bands of noise, may be used 
for loudspeaker testing as dictated by the test and the 
type of instrumentation being utilized. Sweep and 
warble rates should be sufficiently slow that response¬ 
frequency measurement results do not differ signif¬ 
icantly from the steady-state readings. W hen bands of 
noise or warble signals are used their characteristics 
should be specified. 

Each performance parameter of a loudspeaker must 
be expressed as a function of frequency if it is to be ex¬ 
pressed completely. However, for many purposes it is 
desirable to condense the information to a single num¬ 
ber which represents a weighted average over a pre¬ 
scribed portion of the spectrum. Such an average may 
be obtained by means of a signal which sweeps re-

2 H. F. Olson, “Acoustical Engineering," D. Van Nostrand Co.. 
Inc., New York, N. Y., 3rd ed., ch. 10, pp. 445-450; 1957. 
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peatedly through the required portion of the spectrum 
at a rate sufficient to give a steady reading on a suitable 
indicating device.3

The electric power input for pressure-frequency re¬ 
sponse, pressure-directional response, and impedance 
measurements, should be kept as low as possible con¬ 
sistent with the ambient noise and the sensitivity of the 
measuring system, in order to minimize the effects of 
heating and nonlinear distortion in the loudspeaker. 
However, when it is desired to test a loudspeaker at 
high levels, adequate time should be allowed for the 
attainment of steady-state thermal conditions. Like¬ 
wise, when testing excited-field loudspeakers, steady¬ 
state thermal conditions should be attained. 

3.5 Measuring System 

The response of the measuring system including the 
microphone should be known. Nonlinear distortion 
should be limited to a level consistent with the type of 
data being obtained: however, moderate levels of sys¬ 
tem distortion are permissible for tests of maximum 
power capacity based upon mechanical or electrical 
failure. For nonlinear distortion measurements, the 
level of distortion products in the measuring system 
should have a negligible effect on the readings of dis¬ 
tortion products produced by the loudspeaker. The 
reference-pressure response (fundamental) and hence, 
the pressure-frequency response (fundamental) by def¬ 
inition require measurement of the pressure at the 
fundamental frequency. A frequency-selective indicat¬ 
ing or recording system may be required in order to 
minimize errors arising from harmonics in the output 
sound wave. 

The microphone used for measuring the sound pres¬ 
sure should preferably conform to the standards given 
in American Standard Specification for Laboratory 
Standard Pressure Microphones, Z24.8-1949, or the 
latest revision thereof, and be calibrated by the method 
described therein. Other types of microphones may be 
used if calibrated as described in American Standard 
Method for the Free-Field Secondary Calibration of 
Microphones, Z24.11-1954, or the latest revision there¬ 
of. If the microphone employs a pressure-gradient ele¬ 
ment, it is necessary to correct for proximity effect at 
low frequencies.4

The measuring device used for single frequency meas¬ 
urements should provide readings which represent the 
rms values. For complex waves or bands of noise, the 
readings should be obtained by means which indicate 
peak and rms values for the type of complex wave used’ 
or by a means with which these can be accurately cor-

3 H. F. Hopkins and \. R. Stryker, “A proposed loudness-effi¬ 
ciency rating for loudspeakers and the determination of system 
power requirements for enclosures." Proc. [RE, vol. 36, pp. 315-
355; March, 1948. 

4 Olson, op. cit., ch. 8, p. 288 ami Fig. 8.40A. 
5 L. L. Beranek, “Acoustic Measurements," John Wiley and 

Sons, Inc., New York, X. Y., ch. 11; 1949. 

related. When an automatic recording device is used, 
the rate of frequency sweep should be slow enough so 
that the trace does not differ significantly from the cor¬ 
responding single frequency reading. 

3.6 Preconditioning 

Permanent changes may’ take place in a loudspeaker 
as a result of motion of the diaphragm. It is therefore 
desirable to subject it to a period of preconditioning by 
applying a signal of the type discussed in Section 9. The 
power of the signal should be the average value at 
which the loudspeaker will be used. The precondition¬ 
ing should continue until changes of impedance, prin¬ 
cipal resonance and response can no longer be detected. 

4. Electric Impedanc e Characteristics 

I'our electric impedances are of importance in testing 
loudspeakers. They concern the loudspeaker itself and 
the source from which it receives electric energy. It is 
important to determine their values in order that the 
loudspeaker may be tested under proper conditions 
with regard to such characteristics as power transfer, 
frequency’ response, and nonlinear distortion. 

4.1 Electric Impedance of a Loudspeaker (Zs) 

4.1.1 Definition. The electric impedance of a loud¬ 
speaker is the complex value of the electric impedance 
given as a function of frequency’ and measured at the 
accessible signal terminals of the loudspeaker. 
4.1.2 Method of Measurement. The loudspeaker 

should be mounted, connected and tested in a suitable 
acoustic environment as discussed in Section 3.3. The 
impedance should be determined from measurement of 
magnitudes and phase relationship of the voltage and 
current supplied to the loudspeaker terminals. 

Note: l he impedance measurement should be made 
at an operating level at which voltage and current 
waveforms are essentially sinusoidal. 

4.1.3 Presentation of Data. Loudspeaker impedance 
data should be presented in complex form, indicating 
magnitude and phase angle as a function of frequency, 
or alternatively , resistive and reactive components as 
a function of frequency. Electric input conditions 
should be specified. 

4.2 Rating-Impedance of a Loudspeaker (Zn) 

4.2.1 Definition. The rating-impedance of a loud¬ 
speaker is the value of a pure resistance which is to be 
substituted for the loudspeaker when the electric power 
supplied by the source is to be measured. 

Note 1: This is sometimes referred to as nominal 
impedance. 
Note 2: As an example, a loudspeaker having a desig¬ 
nated rating-impedance of eight ohms is intended to 
be connected to the eight-ohm output tap of an 
amplifier. 
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4.2.2 Evaluation. It should be noted that the rating-
impedance is not the impedance of the loudspeaker at a 
designated reference frequency. It is, ideally, the aver¬ 
age impedance over the frequency band transmitted 
by the loudspeaker, weighted by the spectrum of the 
signal with which the loudspeaker will be used, and by 
such factors as distortion and frequency response. 

Note: The manufacturer usually recommends a value 
of rating-impedance, but when this information is 
lacking it may be estimated by one of the following 
procedures:6

a. Tor moving-coil direct-radiator loudspeakers, use 
the minimum value of the magnitude of the measured 
loudspeaker impedance in the frequency range above 
cone resonance, and add 10 per cent; or, measure the 
voice-coil de resistance and add 20 per cent. 

b. For horn loudspeakers in general, use the average 
of the magnitude of the measured loudspeaker im¬ 
pedance in the region at the center of the useful fre¬ 
quency band of the unit; or, as an alternative in the 
case of moving-coil horn loudspeakers, measure the 
voice-coil de resistance and add 40 per cent. 

4.3 Loudspeaker .Measurement Source Impedance (Zd) 

4.3.1 Definition. The loudspeaker measurement 
source impedance is the value of a pure resistance to be 
connected in series with the loudspeaker and a con¬ 
stant-voltage source in order to measure the loud¬ 
speaker performance. 

Note: The choice of the value of Zg will depend upon 
the type of amplifier to which the loudspeaker will be 
connected in use. 

4.4 Discussion of Impedances 

1'he efficiency of a loudspeaker varies as a function 
of frequency, and depends not only upon its ability to 
transform electric to acoustic power, but also on its 
ability to accept power from a source. The source may 
be a power amplifier, from which maximum power 
consistent with prescribed distortion conditions may be 
obtained only with a load impedance that is not neces¬ 
sarily equal to the source impedance. In order to reduce 
the discrepancies between idealized measurements with 
resistive sources and actual use with an amplifier, it is 
necessary to specify the four impedances involved in 
these two processes: the three defined in this section 
Zs. Zu and Zg, and a fourth, Zt, the internal im¬ 
pedance at the output of the amplifier with which the 
loudspeaker is to be used. 

I'he use of these quantities is illustrated in Fig. 1. 

The relation between generator and load impedance 
may be expressed by the regulation of the combination, 

6 V. Salmon, “Loudspeaker impedance,’’ IRE Trans, on Audio, 
vol. AU-1, pp. 1-3; July-August, 1953. See also “Coupling the speaker 
to the output stage," Newsletter of the 1RE-PGA, no. 3, p. 5; 
January, 1952. 

OPERATIONAL 
CIRCUIT 

TEST 
EQUIVALENT 

Ea is the mis value, in volts, of the open-circuit voltage of the am¬ 
plifier. 

Eg is the rms value, in volts, of the open-circuit voltage of the source. 
Zg is the loudspeaker measurement source impedance in ohms. 
Zi is the internal impedance, in ohms, at the output of the amplifier 

with which the loudspeaker is to be used. 
Zk is the loudspeaker rating-impedance, in ohms. 
Zs is the impedance, in ohms, of the loudspeaker, measured at its 

terminals. 

In the “ADJUST’’ row, the electric power Pg delivered to the 
loudspeaker rating-impedance, Zr, is set by adjusting the source 
voltage Eg. This electric power delivered to Zr is taken as a measure 
of the input power available to the loudspeaker. 

Fig. 1. 

where 

Regulation in db 

(terminated-circuit output voltage) 
= — 20 logio---;-;---. 

(open-circuit output voltage) 

It is important that the regulation be stated along with 
other conditions of measurement. 

Note: For example, a properly terminated triode 
amplifier has a regulation of approximately 3 db; for 
a matched source-load combination the correspond¬ 
ing regulation becomes 6 db; for a constant voltage 
generator, 0 db. 

5. Reference Pressure Response 
CHARACTERISTICS 

5.1 Reference Pressure Response of a Loudspeaker (Gl) 

5.1.1 Definition. The reference pressure response of a 
loudspeaker at a specified frequency, expressed in 
decibels, is the normalized pressure response indicating 
the ratio of output sound pressure level at that fre¬ 
quency in a free field on the principal axis referred to a 
distance of one meter, to the input electric power level 
at that frequency delivered to a resistance equal to the 
loudspeaker rating-impedance. 

Units: The recommended reference quantities are 
0.0002 microbar (dyne per cm2) for pressure and 0.001 
watt for power. For convenience, the reference pressure 
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response Gl, in db, may be exiwessed in the following 
forms: 

Gl = h - II = 20 log™ (pL/p¿) - 10 log 10 (Pe/Po) 
= 20 logio pt. — 20 logio Eu 4- 10 log 10 Zr 

+ 20 logio (1 4- Za/Zr) 

— 20 logio pn + 10 logio Po 

and, on substitution of recommended reference quan¬ 
tities, the expression 

— 20 logio p« 4- 10 login P» = 44 db, 

where 

h is the axial free-held sound pressure level pro¬ 
duced by the loudspeaker at a distance of 1 meter, 
in db referred to 0.0002 microbar (dyne per cm2). 

II is the electric power level delivered to the rating¬ 
impedance, in dbm (db referred to 0.001 watt). 

pt. is the axial free-held rms sound pressure at a dis¬ 
tance of one meter, in microbars. 

po is the reference sound pressure, 0.0002 microbar. 
Pt: is the electric power, in watts, delivered to a re¬ 

sistance equal to the rating-impedance of the 
loudspeaker, where 

Po is the reference electric power, 0.001 watt. 
Eg is the rms value, in volts, of the open-circuit volt¬ 

age of the source. 
Zr is the loudspeaker rating-impedance, in ohms. 
Zg is the loudspeaker measurement source im¬ 

pedance, in ohms. 

5.1.2 Method of Measurement. The loudspeaker 
should be mounted, connected, and tested in a suitable 
acoustic environment as discussed in Section 3. 

The microphone should be placed on the principal 
axis of the loudspeaker as specihed by the manufac¬ 
turer, or, if no axis is specihed, on the normal to the 
center of the radiating area or horn mouth, and at a 
distance at least three times the maximum transverse 
dimension of the radiating area or horn mouth in order 
to approximate free-held conditions. 
I'rom the free-held pressure pr, measured at a dis¬ 

tance ZJ(feet), the pressure pi, at one meter can be com¬ 
puted by the relation: 

pL = pr(DCt), 

or, in logarithmic form 

pt. in db = 20 logio pr 4- 20 logio D — 20 logio Ci, 

where 

Ci = 3.28 (number of feet in one meter). 

5.2 Average Reference Pressure Response 

When it is desired to rate a loudspeaker by means of 
a single value of the reference pressure response, it is 
preferable to take an average over a frequency band 3 

rather than to cite the value obtained for any one fre¬ 
quency. The method used should be described. 

5.3 Reference Pressure-Frequency Response 

5.3.1 Definition. The reference pressure-frequency re¬ 
sponse of a loudspeaker is the reference pressure re¬ 
sponse presented as a function of frequency. 

Note: The relative pressure-frequency response char¬ 
acteristic, commonly known as frequency response, 
is obtained by referring the response values at various 
frequencies to that at some reference frequency. 

5.3.2 Presentation of Data. When presenting data on 
the reference pressure-frequency response of a loud¬ 
speaker, the following quantities should be specihed: 
measured distance between the loudspeaker radiating 
area or horn mouth and the microphone: electric power 
input to the loudspeaker rating-impedance; value of this 
loudspeaker-rating impedance: and value of the meas¬ 
urement source impedance. 

Note: Unless there is a special reason for using other 
types of graphic presentation for pressure-frequency 
response curves, it is recommended that the fre¬ 
quency scale, or abscissa, be logarithmic, and the 
pressure scale, or ordinate, be linear in db, and that 
the length of a 10 to 1 frequency interval be the length 
of 30 db on the ordinate scale. 

6. Rating-Efficiency (tj) 
6.1 Definition 

Rating-efficiency is the ratio, usually expressed in 
decibels, of the output acoustic power to the electric 
power delivered to a resistance equal to the loud¬ 
speaker rating-impedance, that is, 

V = lOlogmfPi/Pi-), 

where 
V is the loudspeaker rating-efficiency, in db. 

Pi. is the total radiated acoustic power, in watts. 
Pt: is the electric power, in watts, delivered to a re¬ 

sistance equal to the rating-impedance of the 
loudspeaker, where 

_ Eg^-Zr 

'E “ (Zg + Zr)2 ’ 

6.2 Discussion 

The acoustic output of a loudspeaker can be deter¬ 
mined under free-field conditions by combining a meas¬ 
urement of the pressure on the reference (usally prin¬ 
cipal) axis with the directivity index. The formula for 
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loudspeaker rating-efficiency r), in db, may be expressed 
in these terms as follows: 

i) — 20 log],, pi. — 20 login Ec, + 10 login Zu 

+ 20 logm (1 + Za/Z^ - Kl - C 

where 

Ki, is the loudspeaker directivity index, in db (see 
Section 7.1.3). 

C is a constant which relates the pressure, in micro¬ 
bars at a distance of one meter to the acoustic 
power, in watts, transmitted through a sphere of 
1 meter radius. For air, under standard conditions 
of temperature and barometric pressure, the 
value of this constant C is 35.2. 

Note: Another method of determining loudspeaker 
efficiency which does not require a measurement or 
estimate of directivity index, utilizes a reverberant 
room.7

7. Directional Properties 
In many cases, the directional characteristics of a 

loudspeaker can be sufficiently described by measuring 
one or more pressure-frequency responses along axes 
at chosen angles to the normal axis as specified by the 
manufacturer. These will indicate how well the loud¬ 
speaker response characteristics obtained on the prin¬ 
cipal axis are duplicated over an area in which lis¬ 
teners may be located for a given application. 

In order to determine the loudspeaker rating ef¬ 
ficiency when operating under tree-field conditions, it is 
necessary to compute the directivity index. I his re¬ 
quires that pressure-frequency responses be obtained .it 
a large number of angles, or pressure-angle responses at 
a large number of frequencies, to provide adequate 
data. For many applications it is sufficiently accurate 
to use computed instead ol measured values ot the 
directivity index.8 An average value, using a test signal 
which covers a wide band of frequencies, has been 
found useful in public address and sound systems 
engineering.3

7.1 Directivity Factor and Directivity Index of a Trans¬ 
ducer 

7.1.1 Directivity Factor —Definition. 'The directivity 
factor of a transducer used for sound emission is the 
ratio of the intensity of the radiated sound at a remote 
point in a free field on the principal axis, to the average 
intensity of the sound transmitted through a sphere 
passing through the remote point and concentric with 
the transducer. The frequency must be stated. 

7 II. C. Hardy, H. II. Hall, and I.. G. Ranier, “Direct measure¬ 
ment of the efficiency of loudspeakers by use of a reverberation 
room.” IRE Trass, ox Audio, \o. Al'-lO, pp. 14 24; Xovember-
December, 1952. 

’ C. T. Molloy, “Calculation of the directivity index for various 
types of radiators, -’ J. Acoust. Soc. Am., vol. 20, pp. 387-405; July, 
1948. 

Note: The point of observation must be sufficiently 
remote from the transducer for spherical divergence 
to exist. See Fig. 2. 

7.1.2 Directivity Index Definition. The directivity 
index of a transducer is an expression of the directivity 
factor, in decibels, viz., ten times the logarithm to the 
base ten of the directivity factor. 

7.1.3 Directivity Index Mathematical Expression. 
The directivity index may be expressed in the following 
form : 

Kl = — 10 login— F F (p pr)'~ sin 6d3d^, 
4?r •' « 3 n 

where 

Kl is the loudspeaker directivity index, in db. 
pr is the axial free-field sound pressure, in micro¬ 

bars, at distance r. 
p is the free-field sound pressure, in microbars at 

the point (r, 6, xp). 
0 and are the angular polar coordinates of the 

system, and the principal loudspeaker axis is at 
0 = 0. 

7.1.4 Directivity Index—Method of Measurement. The 
loudspeaker should be mounted, connected, and tested 
in a suitable acoustic environment as discussed in Sec¬ 
tion 3. 

The reference axis for the position of the microphone 
should be the principal axis of the loudspeaker as speci¬ 
fied by the manufacturer, or, if no principal axis is 
specified, the normal from the center ol the radiating 
area or horn mouth. The microphone should be placed 
at a distance at least three times the maximum trans¬ 
verse dimension of the radiating area or horn mouth. 
The angular steps should be as small as needed to 
delineate accurately the directional pattern in the 
plane chosen. If the loudspeaker has no axis ol sym¬ 
metry, the measurements should be repeated in other 
planes until the field is mapped. 

The directivity index may then be calculated by 
numerical integration of the expression given under the 
definition above.9

9 “Calibration of Electroacoustic Transducers,” ASA Z24.24; 
1957. Contains information helpful in the calculation of directivity 
index. 
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8. Nonlinear Distortion 
8.1 Nonlinear Distortion in a Loudspeaker 

8.1.1 Definition. Nonlinear distortion in a loud¬ 
speaker is an undesired change in waveform due to 
deviation from a linear relationship between acoustic 
output and electric input. 

8.1.2 Discussion. The effect of this distortion on 
quality constitutes one of the factors which limit the 
useful magnitude of the output of a loudspeaker. Some 
of the more important causes of this type of distortion 
are: (1) nonlinear force-displacement relationships in 
the mechanical vibrating system of the loudspeaker, 
(2) nonuniform flux linkage throughout the displace¬ 
ment range in moving-coil loudspeakers, and (3) non¬ 
linearity in the air itself, especially in horn loud¬ 
speakers. The first two causes produce significant dis¬ 
tortion at low frequencies for which the displacement 
is greatest; the third cause is significant at high fre¬ 
quencies. 

In consequence of nonlinearity, components having 
frequencies other than those appearing in the electric 
input signal will be found in the acoustic output. For a 
single frequency input, these nonlinear distortion prod¬ 
ucts will be harmonics and subharmonics of the original 
input. In the case of a complex wave input there will 
be, in addition, intermodulation products, i.e., sum and 
difference frequencies of the original components and 
of various multiples of these components. 

Nonlinear distortion is commonly determined by a 
measurement of the distortion products, using a micro¬ 
phone to convert the acoustic output of the loudspeaker 
to a corresponding electric signal and appropriate net¬ 
works to identify and measure its various components. 
Distortion products fall in various parts of the spec¬ 
trum, having frequencies either above or below the fun¬ 
damental signal or signals by a small or large frequency 
interval, and may be harmonically or nonharmonically 
related to the original signals that produce them. Each 
of these products may have a different subjective im¬ 
portance. I' urthermore, loudspeaker distortion will vary 
markedly with the signal frequency or frequencies even 
with constant input power. For these reasons, the sub¬ 
jective evaluation of distortion through listening tests 
ma)' be more useful than measured data; and for the 
same reasons, no single method of measurement of dis¬ 
tortion is standardized herein. 
8.1.3 Methods of Measurement. The loudspeaker 

should be mounted, connected and tested in a suitable 
acoustic environment as discussed in Section 3. 

'I’he microphone should be placed as specified in Sec¬ 
tion 5.1.2. 

Each component of the output signal may be meas¬ 
ured individually by means of a wave analyzer which 
provides a narrow pass band movable over the spec¬ 
trum. The pressure amplitude of each component, ex¬ 
pressed in per cent of the amplitude of the fundamental, 
may be plotted vertically above a frequency scale. 

Harmonics of a single fundamental may be measured 
by the use of a high-pass filter which effectively sup¬ 
presses the fundamental and passes the harmonics with¬ 
out attenuation. The result, as indicated by a square¬ 
law meter (see Section 3.5), will be the root-sum-square 
of all harmonics present. Subharmonics will not be in¬ 
cluded. 

Subharmonics may be measured with the use of a 
low-pass filter which suppresses the fundamental and 
transmits all lower frequencies without attenuation. 
When measured with a square-law meter the result is 
the rms value of all subharmonics. 
Two input signals of equal amplitude are recom¬ 

mended for measurement of intermodulation distortion. 
A filter may be considered to “suppress effectively” a 

fundamental if it attenuates the fundamental to an am¬ 
plitude at least 10 db below that of the distortion prod¬ 
uct closest to it in frequency. 

In selecting fundamental frequencies for a measure¬ 
ment, it should be recognized that (a) the greatest meas¬ 
ured distortion occurs most often at the lowest fre¬ 
quencies; (b) distortion due to nonlinearity of the air 
occurs to a significant degree only in loudspeakers 
coupled to horns and is greatest at the higher frequen¬ 
cies; (c) harmonics and sum-products of plural test fre¬ 
quencies may not be radiated if the fundamental fre¬ 
quency or frequencies approach the upper limit of the 
effective radiating frequency range of the system, and 
nonlinearity may therefore be important principally in 
the production of difference-products; (d) difference¬ 
products may fall below the cutoff of a loudspeaker or 
horn and thus escape measurement; (e) harmonics and 
sum-and-difference-products falling in the middle por¬ 
tion of the frequency range of the loudspeaker, or of the 
ear, ma)' be much more important subjectively than 
those at the extremities of the range; (f) subharmonics 
ma)' be more important subjectively than harmonics; 
(g) nonharmonically related distortion products may be 
more important subjectively than harmonically related 
distortion products. 

8.1.4 Presentation of Data. Loudspeaker distortion 
must be expressed as a function of frequency if it is to be 
expressed completely. The electric input connections to 
the loudspeaker and the type of equipment used for 
measurement must be specified. 

9. Rated Power (Handling) Capacity 
9.1 Power Capacity Rating of a Loudspeaker 

Because of the many factors which influence the 
power capacity rating of a loudspeaker, no general 
agreement has been reached on what physical measure¬ 
ments should be made nor on a method of weighting the 
numerical value so obtained to arrive at a single rated 
power capacity. There is, however, general agreement on 
the object of such a rating. 

1’he objective is to obtain a power capacity rating 
which indicates to the user that the loudspeaker will 
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operate satisfactorily with an amplifier having the same 
power rating. Some of the more important factors to 
consider in the rating and in deciding whether operation 
is “satisfactory” are: 

1) operating life, 
2) freedom from spurious noises (buzzes, rattles, 

etc.), 
3) acceptable nonlinear distortion for the intended 

application. 

The operating life may be limited by electrical failure 
or mechanical failure arising from mechanical or ther¬ 
mal causes. The acceptable noise and nonlinear distor¬ 
tion depend on the application. For example, more 
noise and distortion might be tolerated in high-level, 
narrow-frequency-band, public-address speech systems 
than in broad-band, music systems. The standardiza¬ 
tion of power capacity ratings is further complicated by 
the fact that the important rating factors vary greatly 
with frequency and the frequency dependence differs in 
various designs intended for the same application. At 
present, subjective tests are an essential part of loud¬ 
speaker rating procedures. In making physical tests for 
rating procedures, the following minimum requirements 
should be considered. 

9.1.1 Testing .1 rrangements. The loudspeaker should 
be mounted and connected to the test equipment as dis¬ 
cussed in Sections 2.1 and 3.2. The acoustic environ¬ 
ment should simulate approximately that in which the 
loudspeaker will be used. The test enclosure should be of 
sufficient size and should employ sufficient damping 
that no abnormal resonances occur which might lead to 
abnormal mechanical fatigue in the loudspeaker. 

9.1.2 Type of lest Signal. I'he test signal should simu¬ 
late the energy distribution, both in frequency and time, 
of the intended signal source material. This is important 
in order to excite all modes ol vibration that may give 
rise to physical fatigue or noise and to insure normal and 
not excessive heating. This is particularly important in 

moving-coil loudspeakers where the rating may be lim¬ 
ited by the temperature of the voice coil. 

The rated power capacity of the loudspeaker is nor¬ 
mally based on the type of signal obtained from a linear 
system. Short-time-peak to long-time-average power 
ratios may be in the order of 20 db in linear speech anti 
music systems. If the system designer intends to repro¬ 
duce a modified signal, for example, a speech signal al¬ 
tered by substantial compression and limiting or clip¬ 
ping in which both the frequency and time distribution 
of the energy are modified, a special rating will, in gener¬ 
al, be required. 

Because of the difficulty of producing a satisfactory 
artificial test signal, speech and music are frequently 
used. This is preferably selected recorded material. 

Other test signals, such as pulsed sine wave, band of 
noise, warbled or swept frequency, have been used. I'he 
swept frequency signal is often one in which the fre¬ 
quency is varied linearly with time over a specified 
range. 

Note: For accelerated life tests the signal is fre¬ 
quently supplied to the loudspeaker through a limiter 
so operated as to give approximately a 1/8 second peak 
to 15 second average power ratio of 6 db. This alters 
the energy distribution and substantially increases 
the heating effects. The rated loudspeaker capacity is 
said to be equal to the rated amplifier output power 
if no failure or significant performance degradation 
occurs in 100 hours. What is obtained relates to a sys¬ 
tem rating since the overload characteristic of the 
amplifier is also involved. 

9.1.3 Duration of Test. The test should be continued 
for a sufficient length of time to permit (a) maximum 
steady-state temperatures to be developed at all points 
in the loudspeaker structure under the specified condi¬ 
tions of ambient air temperature and ventilation, and 
(b) fatigue failures of materials to develop (in order of 
10’ stress alternations). 
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Coincidence Techniques for Radar Receivers 
Employing a Double-Threshold 

Method of Detection* 
K. ENDRESENf and R. HEDEMARKf. associate member, ire 

Summary—The double-threshold method of detection calls for 
m or more detections in n consecutive trials to decide that a target is 
present. With the video coincidence techniques described, the re¬ 
quirement is m or more consecutive pairs, or triples, in n consecutive 
trials. The latter methods may increase the resistance to random 
interference, but a certain price has to be paid in normal radar-de¬ 
tection range. Important questions are, 1) If the interference has a 
probability p of exceeding the first threshold, what is the probability 
that a false target will be formed using these different techniques? 
2) What is the required signal-to-noise ratio for a given probability 
of detection when the rate of false alarm is held constant for all three 
techniques? The paper develops mathematical formulas to answer 
such questions, and also presents graphs for the cases n = 10, 20 and 
30 hits per target. Examples are worked out for n = 10. 

iNTRODt < TION 

i HE performance of a radar set may be degraded 
by unintentional interference pulses from, e.g., 
adjacent radar sets, or by intentional interference 

from a jamming source. The type of interference which 
will be considered in the following discussion is the one 
where random pulses appear at the detector output. To 
reduce the effect of such interference, advantage may be 
taken of the fact that pulses, due to a real-target return, 
appear at a constant position during several sweep pe¬ 
riods, whereas pulses which are not locked to the radar¬ 
pulse repetition rate may occur at random. Therefore, as 
is well known, the effective interference may be reduced 
by correlating two or more sweep periods. What is not 
generail}' known is the quantitative advantage to be ex¬ 
pected, and how such schemes will affect the normal 
radar performance. 

The authors have tried to establish the necessary 
formulas for a radar set employing certain digital-detec¬ 
tion techniques. It is assumed that the coverage area is 
quantized in azimuth and range, such that each quan¬ 
tum, or unit element, is identical in size and shape to 
one normal radar echo. 

Bask Conceits 

Single-Pu Ise Detection Probability 

When a target is illuminated by a pulsed-radar set, the 
receiver will accept a number, say n, of returns during 
one scan period. Each pulse is more or less contaminated 
by noise, and the pulse envelope will therefore fluctuate. 

* Received by the IRE, May 5, 1961; revised manuscript re¬ 
ceived, June 2, 1961. 

t Norwegian Defence Res. Establishment, Lilleström, Norway. 

As an example, Eig. 1 shows the probability that the 
signal-plus-noise amplitude exceeds a given relative 
threshold R, for various signal-to-noise ratios. 1 It is here 
assumed that the target echo itself is stead}-. 

The target echo will in general also fluctuate. For a 
monofrequency radar system, the echo from a jet air¬ 
craft may, e.g., be steady during one scan, but fluc¬ 
tuate from scan to scan. With a frequency-jumping 
radar set, an aircraft echo may also fluctuate consider¬ 
ably from sweep to sweep. Fig. 2 shows the probability 
of a single noise-contaminated radar return exceeding a 
given threshold R, for the extreme case when the signal 
itself is also noiselike. Figs. 1 and 2 apply for a single 
pulse. In radar detection, however, an ensemble of n 
pulses is considered. 

In PI’I systems where an operator judges whether tar¬ 
gets are present or not, the detection process is some¬ 
what obscure, as the role of the operator as a detection 
element is not precisely understood. In mathematical 
analyses it is assumed generally that for ever}- unit ele¬ 
ment each noise or signal-plus-noise sample is individu¬ 
ally detected and all n detected samples added.2-3 A tar¬ 
get is judged to be present if the sum exceeds a certain 
threshold. 

To account for the operator, an operator degradation 
factor is introduced, defined as the ratio between the ex¬ 
perimental and theoretical signal-to-noise ratios re¬ 
quired for detection. For example, this factor may be 
from two to ten times (3 to 10 db).3

Double- Threshold Method of Detection 

For automatic data extraction, digital methods are 
more convenient, and the detection criteria can be more 
exactly defined. A usual model is shown in Fig. 3(a). The 
individual pulse is compared with a fixed threshold R, 
(first threshold), and is classified as a one or a zero de¬ 
pending upon whether or not it exceeds the threshold. 
For each group of n pulses the number of ones are 
counted, and if the sum equals or exceeds a predeter¬ 
mined value m (second threshold), a target is judged to 
be present. 

1 S. O. Rice, “Mathematical analysis of random noise," in “Se¬ 
lected Papers on Noise and Stochastic Processes,” Dover Publica¬ 
tions, Inc., New York, N. Y., pp. 238-241; 1954. 

2 E. L. Kaplan. “Signal-detection studies, with applications," 
Hell Sys. Tech. J . vol. 34, pp. 403 437: Mardi, 1955. 

3 \V. M. Hall, “Prediction of pulse radar performance,” Proc. 
I RE, vol. 44, pp. 224-231 ; February, 1956. 
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(c) 
Fig. 3—Principle of coincidence circuits. (a) No coincidence. 

(b) Double coincidence, (c) Triple coincidence. 

PROBABILITY OF DETECTION OF SINGLE PULSE p 

Fig. 4—Probability of detection in a system not employing 
coincidence techniques. n = 10. 
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Fig. 5—Relation between the optimum second threshold and 
the number of samples. 

Fig. 4 illustrates for the case n = 10 the dependence of 
detection probability upon the value of m and the 
single-pulse detection probability p. The latter value for 
a given signal-to-noise ratio may be obtained from F'ig. 
1 or F'ig. 2. 
Swerling4 has shown that when m is suitably chosen, 

the double-threshold method requires about 1 db better 
signal-to-noise ratio than the post-detector integration 
method. An automatic system will be therefore in real¬ 
ity some 2-10 db better than a manual PPI system. 

F'ig. 5 gives (after Swerling) the approximate opti¬ 
mum value ol the second-threshold m as a function of n. 

False Alarm Rate 

W hatever system is used, there is a possibility that 
random noise may be falsely judged as being due to a 
real target return. On a normal PPI oscilloscope the 
number of unit elements that can accommodate a tar¬ 
get echo is of the order of 104-106. Consequently, if one 
requires that the mean number of false alarms occurring 
during one complete scan shall not exceed say one, the 
probability of false alarm within a given unit element 
should be less than, e.g., 10-5. This determines the 

4 I’. Swerling, “The ‘Double Threshold’ Method of Detection,’’ 
Rand Corp. Res. Memo. RM-1008; December, 1952. 

Fig. 6—Waveforms, example, (a) Xo coincidence (b) Double 
coincidence (c) Triple coincidence. 

thresholds to be used. In the double-threshold model, 
the optimum value of m is not very much influenced bv 
the false alarm rate. The first threshold is more critical. 

Video Coincidence Te< hxkji es 

Description of I ideo Coincidence Circuits in a Double-
Threshold System 

Io illustrate the principle of coincidence techniques 
in a double-threshold system, reference is made to Figs. 
3 and 6. 

In F'ig. 3(a) (no coincidence) the video signal is first 
quantized as outlined above, and then passed to a num¬ 
ber of counters (only one shown). Each counter only 
accepts pulses arriving within a certain range and azi¬ 
muth interval. The range interval is equal to the dura¬ 
tion of one normal radar pulse, and the azimuth interval 
equals the equivalent lobe width of the antenna. How 
this gating is performed will not concern the present 
discussion. 
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In Fig. 6(a) it is assumed that the number of sweeps 
per antenna lobe width is 5. For the purpose of illustra¬ 
tion m is put equal to 2. One target is present; all other 
pulses are due to noise. The number of counts for each 
range interval and the corresponding decisions are indi¬ 
cated. 

In Fig. 3(b) each sweep is coincided with the previous 
one. I'he corresponding waveforms are indicated in Fig. 
6(b). The counts and decisions are indicated, assuming 
m = 2 as before. In Figs. 3(c) and 6(c) each sweep is 
coincided with the previous two. 

In the examples cited in Fig. 6, it appears that the 
number of false decisions is reduced as the number of 
coincidence inputs is increased. This is true if the inter¬ 
ference is due to, e.g., strong random-pulse jamming. 

If the interference is due to noise, Fig. 6 is not repre¬ 
sentative. On the contrary, the first threshold would be 
set such that the number of false decisions was equal in 
all three cases, corresponding to the permissible false 
alarm rate. W hat would in fact vary in Fig. 6 is the de¬ 
tection probability for the real target. 

Probabilities of Detection and Raise .Harm 

The probabilities of detection and false alarm are 
derived in Appendixes I—111 for the cases of one, two, 
and three coincidence inputs. 

In the equations, the following symbols are used: 

po = Probability of detection, 
p = Probability that the received signal-plus-noise 

envelope exceeds the first threshold (e.g., Figs. 
1 and 2), 

pn = Probability that the noise envelope exceeds the 
first threshold (So N»= — x db in Figs. 1 and 
2), 
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Pea = Probability of false alarm, 
« = Number of pulses per target, 
m = Second threshold. Approximate optimum val¬ 

ues may be found from Fig. 5 (corresponding to 
n, n — 1 and n — 2 in the three cases). 

No general conclusion may be drawn directly from the 
equations as they stand, they being solved better nu¬ 
merically for each case of interest. The ND RE elec¬ 
tronic-computer FREDERIC has been programmed to 
give numerical values of po for any given n, m and p, 
employing the exact formulas (2), (5), and (7) presented 
in Appendixes I—111. Some results are given in Figs. 4 
and 7-11. The optimum values of m are found from Fig. 
5. 

To indicate how the curves may be used, a few ex¬ 
amples are given for the case n = 10. 

Example 1. Random Pulse Interference (n = 10) 

When the interference is due to nonsynchronized 
strong pulsed or frequency-swept interference, the time 
interval during which each sweep is perturbed is little 
dependent upon the value of the first threshold. Figs. 4, 
7, and 8 directly give the relative time that the radar set 
is disturbed. Comparative curves for the optimum-inte¬ 
ger value of m are given in Fig. 9 as functions of the 
mean duty cycle pi of the interference. It will, for in¬ 
stance, be seen that for a moderately intense interfer¬ 
ence with />i = 0.2, without coincidence the radar re¬ 
ceiver is disturbed for 3.5 per cent of the time, whereas 
with double and triple coincidence the figure is lowered 
to 0.05 per cent and 0.005 per cent, respectively. With a 
highly intense interference of />, = 0.5, which in fact 
would imply that an ordinary PPI is completely dis-

PR0BABILITY OF DETECTION OF SINGLE PULSE p 

Fig. 7—Probability of detection in a system employing 
double coincidence techniques. n = 10. 

Fig. 8—Probability of detection in a system employing 
triple coincidence techniques. n = 10. 
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Fig. 9—Effective disturbance time. w = 10. H/O|,t=5 
in all three cases. 

Fig. 10—Effective disturbance time. » = 20. w;<,Pt = 9 
in all three cases. 

Fig. 11—Effective disturbance time. »=30. fwopt —13 
in all three cases. 

turbed, the figures are 62 percent, 10 per cent, and 2.4 
per cent, respectively. 

Example 2. Noise Conditions (n = 10) 

Fig. 9 shows the advantage to be expected under the 
jamming types which the circuits are designed to com¬ 
bat. Next one might ask, what is the disadvantage, if 
any, under random (Gaussian) noise conditions? As an 
example, we may require that the false-alarm rate 
should equal 10 5, and we seek the signal-to-noise ratios 
required to give a detection probability of 50 per cent or 
90 per cent. Worked-out examples are given in Table 1 
where the figures and equations used also are indicated. 

It appears from Table I that for a steady signal, the 
required signal-to-noise ratio is increased by about 0.6 
db when double diversity is used, and by 1.2 db for 
triple diversity, for both values of pD indicated. For 
noise-like signal and po — 90 per cent, double and triple 
coincidence require 3.2 db and 6.6 db better signal-to-
noise ratio, respectively, than when no coincidence is 
used. For po = S0 per cent, the corresponding figures are 
2.3 db and 4.2 db. 

An increase in required signal-to-noise ratio implies 
that the radar range is reduced as indicated in Table 
II, which assumes that the radar system obeys an in¬ 
verse fourth-power law. 
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TABLE 1 
Determination of Required Signal-to-Noise Ratio 

w = 10(w = 5) • ptA = 10 5

No. of coincidence inputs One Two Three 

Probability pu of detection 90 per cent 1 50 per cent 90 per cent 50 per cent 90% 50% 

Probability po that a noise sample exceeds R, 0.033 
|Eq. (3)| 

0.112 
(Eq. (6)| 

0.16 
|Eq. (8)| 

Relative threshold Rt/\/Xo 2.61 
(Fig. 1 or 2 ( — *db)) 

2.12 
(Fig. I or 2 ( — «db)) 

I .92 
(Fig. 1 or 2 (—■»)) 

Probability/»that signal-phis-noise sample exceeds R, 0.65 0.45 
(Fig. 4) 

0.864 0.71 
(Fig. 7) 

0.94 0.82 
(Fig. 8) 

Required signal-to-
noise ratio So/Ao db 

Steady signal 
6 1 4 

(Fig- 1) 
6.6 ' 4.6 

(Fig. 1) 
7.2 5.2 

(Fig. 1 ) 

Noise-like signal 8.4 5 
(Fig. 2) 

11.6 7.3 
(Fig. 2) 

15 
(Fig 

9.2 
. 2) 

TABLE II 

Relation Between Required Incri asi in Signai -to-
Noise Ra i to and Rangi 

Reduction in range, 
per cent 6 12 16 21 25 29 35 

Increase in signal-to-
noise ratio, db 1 

- 3 4 5 6 7 

CoNt LUSKIN 

W hen coincidence techniques are used in a double¬ 
threshold detection system, a great advantage is ob¬ 
tained when the interference consists of pulses of low ef¬ 
fective duty cycle. The advantage is considerable even 
for high duty cycles which would in effect completely 
block a noncoincidence system. The advantage is greater 
the higher the number of coincidence inputs. Against 
suitably synchronized interference the advantage is lost. 

When the interfering signal is random noise, coinci¬ 
dence techniques reduce the range. The reduction is 
greater the larger the number of coincidence inputs. Due 
to the form of the radar equation, this disadvantage may 
be unimportant as compared with the advantage ob¬ 
tained under random-pulse interference conditions. 

Appendix I 

System Without Coincidence 

Consider Eig. 3(a). The probability that a video pulse 
exceeds the first threshold is denoted by p, and the num¬ 
ber of samples is n. The probability of detection, i.e., 
of receiving at least m pulses from the counter output, is 
found by adding terms of the binomial distribution, 

I’d = (D 

This may also be expressed as 

= + (-ir ¿ ' (2) 
\ml „„.t \X/\m — 1/ 

If pu is very small, as may be the case when only noise is 
present, the first term in (2) predominates, and the re¬ 
maining terms have alternating signs. The probability 
of false alarm therefore is given by 

pt a ~ "J pum , (3) 

where pn is the probability that a noise pulse exceeds 
the first threshold. 

Appendix II 

Coincidence System with I wo Lnpi ts 

Consider Eig. 3(b). The n samples are delayed by one 
sweep period and correlated with the undelayed signal, 
as shown in the example below, where digit 1 corre¬ 
sponds to a pulse out from the first threshold device 

Input 1 0 1 1 1 () 1 1 (» 0 

Delayed input 10 1110 110 0 

Output (»(111 0 0 1 0 0 

The coincidence circuit will give an output only if the 
delayed and undelayed sample are simultaneously 1. 
This requires the input signal to contain at least two l’s 
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in close configuration. More generally, r+1 l’s in close 
configuration will give out r l’s. 

The probability of getting k l’s in a predetermined 
order in the input signal is 

q(k) = ^*(1 - £)"-*. (4) 

The number of permutations containing k input l’s 
and X output l’s is denoted P(k, x), and the probability 
of detection is given by 

M 1 MUM 
pD = E Ü XU — pY~kP(k,x) + Á(x)(l - p)“. (5a) 

x—m k=x+\ 

In (5a), A(x) = 1 for x = 0 and is zero otherwise. By 
a rather cumbersome counting of permutations, one 
finally arrives at5

and 

Anax = |[» + X + ~ 1)"+Z)1- (5c) 

When the probability p = pn that a noise pulse exceeds 
the first threshold is very low, (5) simplifies to 

pea ~ pd“+x(n — m). (6) 

Appendix III 
Coincidence System with Three Inputs 

For the case illustrated in Fig. 3(c), the output will 
contain a 1 only if there are three l’s in close configura¬ 
tion in the input signal, e.g., 

Input 01101011100 

Delayed T 0 110 10 1110 0 

Delayed IT 0 110 10 1110 0 

Output 0 0 0 0 0 0 1 0 0 

4 K. Endresen and R. Hedemark, “\ ideo Sweep to Sweep Coinci¬ 
dence Techniques for Radar Receivers Employing a Double-
Threshold Mode of Detection," Norwegian Defence Res. Establish¬ 
ment. Internal Rept. No. T-209; November. 1960. 

The derivation proceeds along the same pattern as in 
Appendix 11. One first determines the number of favor¬ 
able permutations P(k, x) containing k input and x out¬ 
put 1 s. Next is calculated the maximum value of k. 
Omitting the details, one finds alter a laborious proce¬ 
dure5

Á'max 
pD = E E XU - pY^Pfk, x) + S(x)R(p, n) (Ta) 

x=m A=zd-2 

where 

0 ( n .i: „r ) 
P(k, x) = £ 

r— 

(« + 1 - k) 
.0, 5(£ — x + .V) + r, 

/0, 5(k — x — X) — 2 — r + s' 
■ * + LI $ 

«-1 \ , 

-V = Hl - (-1)*-'], 

g(n,k,x) = %(k—x—2 — X) for n>2k-x-2\ 

g(n,k,x) = i(2»-3£+x+2-.V) for n<2k-x-2] 

(7b) 

(7c) 

(7d) 

A,„ax = i|x + 21« + 1 — a(n, x)} + g(a), (7e) 

«(», x) = 0, 1 or 2, chosen to make kmax an integer, (7f) 

11 for a(n, x) = 2 

for «(„,,) ^2' ™ 

11 for x = 0 
■Mx) = rr « (7h) tO for x # 0, 

x " in + 1 - ¿\ 
R<P. «) = E( , ]Pk(f~p)n~k, (7i) 

\ k / 

u = 1|2h 4- 1 - (-1)"]. (7j) 

This exact equation, which is well suited for digital 
computation, should be used for all values of pD greater 
than ot the order 10~3—10-4. For very small values of 
pu, (T) simplifies into 

(8) pra ~ pd"+2(n — m — 1). 



1568 PROCEEDINGS OF THE IRE 

Correspondence 

October 

Antenna and Receiving-System 
Noise-Temperature Calculation* 

A Naval Research Laboratory report 1 

recently completed by the writer contains 
results, which are here summarized, that 
may be of interest. 

In Part I a calculated curve represent¬ 
ing the noise temperature of a typical di¬ 
rective antenna in the frequency range 100 
to 10,000 Me is presented (Fig. 1) together 
with the method and details of the calcu¬ 
lation. Since antenna noise temperature 
(averaged over all galactic directions) is 
virtually independent of antenna gain and 
beamwidth, the curve may be used as an 
approximation for any typical directive 
antenna. The assumed environmental con¬ 
ditions are: 1 ) average cosmic noise; 2) solar 
noise temperature ten times the quiet level, 
with the sun in a unity-gain minor lobe of 
the antenna pattern; 3) a cool-weather 
temperate-zone atmosphere; and 4) a fixed 
ground-noise contribution of 36°K, as 
would result with a ground at blackbody 
temperature 290°K viewed over a 7r-steradi-
an solid angle by minor lobes averaging 0.5 
gain (3 db below isotropic level). The values 
given by this curve may readily be modified 
for other conditions. 

Fig. I Antenna noise temperature tor typical con¬ 
ditions. Dashed curves are for maximum and 
minimum cosmic and atmospheric noise. 

Part II presents a methodology for uti¬ 
lizing this antenna noise temperature in cal¬ 
culation of a system noise temperature, from 
which the total system noise power output 
anti signal-to-noise power ratio may easily 
be computed. Basic concepts and definitions 
are first reviewed and then applied to devel¬ 
opment of formulas for noise temperatures 
of components of a cascade system and of 

* Received by the I Kb. July 7. 1961. 
1 L. V. Blake, “Antenna and Receiving-System 

Noise-Temperature Calculation," Naval Res. Lab., 
Washington, D. C., NRL Rept. No. 5668: 1961. 

the over-all system. The need for definition 
of both spot (frequency-dependent) noise 
temperature and average temperature over 
a pass band is pointed out, together with the 
need for definition of a transducer input 
noise temperature that reflects only the in¬ 
trinsic noise. 

Ihe IRE-defmed input noise tempera¬ 
ture2 of a two-port transducer, T„ is inter¬ 
preted to include, in the case of a multiple¬ 
input-response transducer, the effect of 
noise power contributed by a standard-tem¬ 
perature input termination via the spurious 
responses. For cascade-system noise-tem¬ 
perature calculation, a more suitable defini¬ 
tion (in the case of a multiple-response 
heterodyne transducer) is obtained by postu¬ 
lating a zero-temperature (noise-free) input 
termination. The resultant transducer out¬ 
put noise temperature, divided by the con¬ 
version gain for a particular response, gives 
an input noise temperature referred to that 
response. The response thus chosen is usu¬ 
ally designated the principal response, and 
this temperature is therefore called the prin¬ 
cipal-response input noise temperature, T,„ 
It is equivalent to T, with the noise contri¬ 
bution of the standard-temperature input 
termination via the spurious responses de¬ 
leted. Its relation to the transducer noise 
factor F is 

Tp = (F — 0) To. (11 

where 7o = 29O°K and /J is defined by the 
relation 

f “gW 
3 -- (2) 

J GCtdf 

G(f) is the available transducer conversion 
power gain as a function of input frequency, 
and the integral of the denominator is taken 
over the principal-response band only. Since 
by definition, 

T^tF-UT,,. (3) 

it follows that 

7, = 7. - (0-1)7,. (4) 

In a cascade system the noise-temper¬ 
ature contribution of a broad-band com¬ 
ponent that precedes a multiple-response 
transducer is shown to be expressible, sub¬ 
ject to some mild conditions, as the sum of 
the spot-temperature values in the various 
response channels weighted by the relative 
gains of the channels. I tilizing this result, 
a formula for the noise temperature of a 
basic system consisting of antenna, trans¬ 
mission line, and a multiple-response re¬ 
ceiver having s responses is obtained: 

Ty = T„ + ¿ [GX/J/GÍQ] 
1-1 

•[r.f/.y.kíp + TxM (si 
2 IRK Standard 59 IRK 20.S1, “Methods of 

measuring noise in linear twoports, 1959" (Proc. 
IRK. vol. 4«. pp. 60 68; January. 1960. See p. 68.) 

The frequencies fi are the nominal frequen¬ 
cies of the response bands, and/, is the prin¬ 
cipal-response frequency. 4, is the available-
loss factor of the transmission-line system, 
including antenna dissipative losses, and T, 
is the effective transmission-line output 
noise temperature, given by 

Tr = 7,(1 - 1/7,), (6) 

where 7, is the thermodynamic (Kelvin) 
temperature of the transmission-line lossy 
material. For the case of a single-response 
transducer (4= 1), (5) reduces to 

Ty - TJH + T, + 7„ (7) 

where the quantities on the right-hand side 
are evaluated at the nominal response fre¬ 
quency. (This equation, together with Fig. 
1. appeared in a recent paper on radar range 
calculation.)3

This system noise temperature is re¬ 
ferred to the receiver input terminals. If the 
effective signal power at this point is P„ the 
receiver output signal-to-noise power ratio is 

S/N = Pr/(kTyBy}. (8) 

where k is Boltzmann’s constant and By is 
the over-all system noise bandwidth. By 
suitable definition of Pr this result is appli¬ 
cable to simultaneous reception of signal in 
more than one response of a multiple-re¬ 
sponse system, as sometimes occurs in 
radiometry and possibly in other applica¬ 
tions. 

The system noise temperature may also 
be referred to the system input terminals. 
It is pointed out that this reference point is 
the only one for which a system noise tem¬ 
perature can be used to compare the low-
noise merit of different systems, and then 
only if standard environmental conditions 
(r.g., those of Fig. 1) are postulated, and if 
the system “input terminals" are defined to 
precede all dissipative losses, including any 
in what would ordinarily be considered the 
antenna (i.e., such losses must be included 
in evaluation of the transmission-line loss 
factor, Lr). The expressions for the system 
noise temperature referred to the system 
input, corresponding to (5) and (7). are 

Ty, = L,(fp)Tp + ¿ [G(/()/G(/p)J 
t-1 

•[7a(/i) + 7,(/.)7,(/1)] (9) 

and 

TNI = Ta + Lr(Tr + T (10) 

At the National Symposium of the IRK 
PGMTT in May, 1961, while the NRL re¬ 
port was in preparation, a five-member 
panel presented results of a study’ of the 

1 L. V. Blake, “Recent advancements in basic-
radar range calculation technique," IRE Trans, on 
M11. 1 r ary Electronics, vol. MIL-5, pp. 154-164; 
April, 1961. 

«II. A. Haus, ft al., “Elementary considerations 
of noise fierformance,” The Digest of Technical Papers, 
1961 PGMTT Natl. Symp., pp. 53 57. 
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noise-temperature method of analyzing sys¬ 
tem noise performance. They propose char¬ 
acterizing a multiple-response transducer by 
a “broad-band effective input noise temper¬ 
ature,” Ti„ which is related to Tp by the 
formula 

Tp = ßTh. (11) 

Therefore, system noise temperature is ex¬ 
pressible in terms of either of these quanti¬ 
ties through this relation. Another differ¬ 
ence in the approach of the PGMTT panel 
is their use of signal bandwidth, rather than 
system noise bandwidth, in definition of 
system noise temperature. Through con¬ 
sideration of both approaches it is hoped 
that more comprehensive IRE standards on 
transducer and system noise temperature 
may eventuate. 

L. V. Blake 
Radar Div. 

Naval Research Lab. 
Washington, I). C. 

(b 

Fig. 1—Parametric amplifier circuits, (a) Low-
impedance termination. (b) IliKh-impedance 
termination. 

Nonsymmetrical Properties of 
Nonlinear Elements in Low- and 
High-Impedance Circuits* 

The interest to date in parametric de¬ 
vices has primarily been concerned with the 
power conversion arising from the first-order 
nonlinear term in a reactance expansion, 
lor this case it makes no difference whether 
a particular nonlinear element is used in 
series or parallel resonant circuits since the 
power conversion is independent of the cir¬ 
cuit configuration. However, when the 
higher-order nonlinear terms are to be used 
for power conversion or when the perturlxi-
tions on tirst-order power conversion due to 
the higher-order nonlinearities are to be con¬ 
sidered, the circuit configuration which ter¬ 
minates the nonlinear device has an impor¬ 
tant influence on the operating characteris-
I ics. 

To illustrate this point consider the two 
common methods of reactively terminating a 
nonlinear capacitor in order to avoid power 
conversion into unwanted harmonic frequen¬ 
cies and mixing products. The capacitor 
may look into a low impedance at these fre¬ 
quencies so that a large number of harmonic 
currents How without significant voltage 
components, or the termination may lie a 
high-impedance one so that a large number 
of harmonic voltages exist without signifi¬ 
cant currents. These two cases are illus¬ 
trated by the amplifier circuits of Fig. I, in 
which the voltage across the capacitor in 
Fig. 1(a) and the current through the capac¬ 
itor in Fig. 1(b) consist essentially of the 
sum of only three components. 

To analyze these circuits two expansions 
of the nonlinearity of the capacitance are 
useful. For a semiconductor capacitor the 
usual approximation for the capacitance is 

* Received by the JRE, July 13, 1961. 

where Cb is the average capacitance at the 
(generally negative) bias voltage Vb, and 
V and q are the ac variations about the bias 
point. The charge variation on the capacitor 
may be expanded as a Taylor series in the 
voltage as 

q(l) = -I-

I n(n + OCbi,3(I) 

3!(0 — I'«)2
n(n + l)(n -F 2)C b^U) 

4ÜÍ~-V~b)3 + ’ ’ ’ (2)

and the voltage in terms of the charge as, 

f(/l = SBqd) -^qHt) - • • • 

1 ov — 9W — 77-
Cb — Fb)Cb2

(1 — 2n)nq3(t) 
3!(0 — Faj’Cs3
(2 — 3«)(1 — 2n)nq*U) 

4!(* - Vb^b3 ( ’ 

Although either of these expansions may be 
used in the analysis of these circuits, the use 
of the improper expansion is mathematically 
cumbersome ami does not lead to a good 
physical understanding of the characteris¬ 
tics of the circuit. Thus, the expansion 
should be made in terms of the variable 
consisting of the sum of the fewest com¬ 
ponents, with (2) being used for the circuit 
of Fig. 1(a), and (3) for Fig. 1(b). 

In the three frequency systems illus¬ 
trated, the even terms in the equations cause 

power conversion. In this respect the two 
circuits are equivalent, if higher-order per¬ 
turbations are neglected, as may be seen by 
computing the figure of merit, often used, 
of relative change in the average capacitance 
or elastance due to the pumping. 

Mb e„ I t (/) . n ; r(/) I 
= —L.—L = —-—— (4) (-B Cb 2!(0 — Fb) 

AS® SU 9(01 *|?(0| 
s« Sb 2'.(q> — Vb)Cb 

_ »Mol 
21(0 - I ») ’ 

1 he other terms in the expansions do not 
have this symmetry. The third term leads 
to a susceptance in each resonant circuit of 
Fig. 1(a) with the value 

jB. = j3ek( I F, I2 + 2 I V* I2 + 2 I F, I2), (6) 

and likewise a reactance in the circuit of 
Fig. 1(b) of 

where the F’s and /’s are the peak values 
of the voltages across and the currents 
through the varactor. These terms cause a 
signal-dependent and mutually-coupled sus¬ 
ceptance or reactance which produces non¬ 
symmetrical resonance curves and accounts 
for the jump phenomenon observable in 
nonlinear resonant systems. The significance 
of these expressions is that the reactance 
perturbation may be eliminated by using an 
abrupt-junction varactor (n = J) while the 
same cannot be done for the susceptances 
with presently available semiconductor 
capacitors. When the third term in the volt¬ 
age expansion is eliminated by using an 
abrupt-junction varactor, all higher-order 
terms which cause reactive and power con¬ 
version perturbations also vanish. This re¬ 
sult predicts that an abrupt-junction varac¬ 
tor used in a high-impedance circuit will give 
low phase distortion under high signal con¬ 
ditions, and that this is a good method of 
building large signal amplifiers and phase-
distortionless limiters. This has been sup¬ 
ported experimentally by measurements of 
phase distortion in parametric limiters using 
abrupt and graded-junction varactors at 30 
Me.1

In situations where higher-order terms 
in the expansions are to be used for power 
conversion, such as in parametric amplifiers 
using LF pumping, in third and higher har¬ 
monic generators, and in one-third and 
lower subharmonic generators, the series-
resonant configuration should not be used 
with an abrupt-junction varactor. 

A plot of the rate at which the first three 
nonlinear terms in the voltage expansion 
change with the junction exponent is shown 
in Fig. 2. It can be seen that the S, term goes 
through 0 at n = J with a rather steep slope 
so that to achieve good cancellation of this 
term careful selection of the varactor will be 
necessary, and biasing of the device should 

1 Private communication with W. T. Jones of 
Sylvania Waltham Labs., Waltham, Mass. 
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Fig. 2—Relative magnitude of terms in the 
voltage expansion. 

be done so that ( 1 ) is valid over the expected 
range of voltage variation with constant n. 
It is also clear that « = § is a good exponent 
value to use in systems depending upon the 
third term in the expansion for power con¬ 
version since this will eliminate all higher-
order perturbations. However, the react¬ 
ance perturbation corresponding to (7) will 
still be present in this case. 

Further developments in semiconductor 
technology may make it possible to control 
the individual nonlinear terms in the charge 
and voltage expansions and therefore to 
make possible tailor-made nonlinear ele¬ 
ments for given applications. Until then, 
however, we must be content to use the 
available nonlinear characteristics as judi¬ 
ciously as we can. 

A. L. Hei.oi-.sson 
Applied Research Lab. 

Sylvania Electronic Systems 
Waltham, Mass. 

in this process, is that the molten alloy does 
not adhere to the tungsten filament and 
drops off, thus making the complete evapo¬ 
ration impossible. 

A solution to this wetting problem has 
been found by precoating the IE filament 
with platinum. One inch of platinum wire, 
0.020 inch in diameter, was coiled around the 
bottom of the conical basket and melted 
thereon. The resulting coating proved ideal 
as a medium to which the molten alloy ad¬ 
heres perfectly. 

In order to ascertain that no significant 
amount of platinum was being evaporated 
in the process, a coated tungsten filament 
was weighed before and after 10 evaporation 
runs. Its weight change was compared with 
that of an uncoated control filament used 
for an equal number of runs. No appreciable 
difference in weight change was found be¬ 
tween the two filaments. 

To determine that no deleterious but 
undetected amount of platinum was being 
deposited on the stripes and affecting the 
electrical properties, 1000 devices processed 
with the new technique and 1000 control 
devices were compared. No significant dif¬ 
ference was found between the two groups. 

Platinum-coated tungsten filaments, 
which last as long as the uncoated filaments, 
have completely eliminated the lack of ad¬ 
hesion problem, thus offering considerable 
savings in time, labor and expensive ma¬ 
terials. 

These results extend the findings of L. 
Holland,1 who remarks that Ag can be kept 
in IE basket by binding fine platinum wire 
on the outside. 

The author is grateful to Ur. R. J. 
Gnaedinger, Jr. for valuable comments. 

Frank G. Pany 
Semiconductor Products Div. 

Motorola, Inc. 
Phoenix, Ariz. 

1 L. Holland, ‘’Vacuum Deposition oí Thin Films,’ 
Chapman and Hall. Ltd.. London. Eng., p. 112; 1958. 

Improved Tungsten Evaporation 
Filament for Gold-Silver Alloy* 

In the fabrication of Mesa transistors, 
base stripes are formed by evaporating a 
gold-silver alloy in a vacuum of less than 
5X10 -5 mm of Hg. The stripe thickness, 
2000 Â, is very critical and plays a major 
role in the electrical characteristics of the 
finished units. In order to control such thick¬ 
ness to a high degree of accuracy, it is essen¬ 
tial that the required amount of alloy be 
evapora ted com fit etely. 

The evaporation takes place at the 
bottom of a tungsten conical basket fila¬ 
ment, whose temperature is electricall} con¬ 
trolled. A phenomenon, frequently arising 

* Received by the IRE, August 1, 1961. 

Some Operating Characteristics of 
Flash-Pumped Ruby Lasers* 

In the course of a series ol experiments 
with rub}' optical masers, several observa¬ 
tions have been made which may be useful 
in the planning and interpretation of future 
experiments. 

Five lasers of various characteristics were 
used. All of them were made according to 
conventional designs.1 Evaporated silver 
coatings were applied so that one end had an 
estimated transmission of about I per cent 
and the other end was opaque. Pumping was 
performed by a GE T} pe 524 helical quartz, 
Xenon-fdled photoflash lamp. All experi¬ 
ments were done at room temperature. The 
pumping energy was supplied by an appro-

* Received by the IRE. June 26. 1061 ; revised 
manuscript received. July 31. 1961. 

1 R. J. Collins, et al., "Coherence narrowing direc¬ 
tionality and relaxation oscillation in the light 
emission from ruby." Phys. Rer. Lett.. vol. 5, no. 7, pp. 
303 305; October. I960. 

priate electronic circuit and a condenser 
bank capable of reaching the maximum 
ratings of the flash lamp (4000 volts and 
4000 joules). 

It was found that the pumping energy 
required to start laser oscillation depends 
upon the dimensions of the laser and upon 
the condition of its surfaces. Table I gives 
some threshold voltage values interpolated 
from the measurements. Fig. 1 shows curves 
of measured threshold voltages E for the 
various lasers. I wo curves each for lasers 
Nos. 1, 4, and 5 show the effect of re-
silvering. 

The thresholds could be determined 
easily and repcatably to within ±5 volts. 
Placement of the rub} within the flash 
tube could be varied by in without chang¬ 
ing the threshold voltage more than 50 volts. 

Oue unexpected result was that the 
pumping energy alone did not characterize 
adequately the laser threshold, contrary to 
the assumption used in previous publica¬ 
tions.1’ Fig. 1 shows that the threshold 
pumping energy II and charge Q vary in a 
linear manner with variations of the supply 
capacitance C, for a given laser and flash 
tulie. It appears that the highest efficiency 
is obtained with high voltages and an ap¬ 
propriately small condenser. 

To explore the nature of the “capacitance 
effect" and to explain the straight lines 
plotted in Fig. 1, preliminary measurements 
of the light emitted by the flash tube and by 
a laser were made. For each measurement, a 
Type 931A photomultiplier was used, 
driving an oscilloscope through a coaxial 
cable properly terminated so as to preserve 
the HF structure of the light pulses. 

To sample the flash-tube light, a diffuser 
of ground sapphire rod was mounted at the 
center of the flash-tube helix. The light was 
filtered through blue-green copper chelate 
solution, which transmits from about 4200 
to 6200 A, in an attempt to eliminate light at 
wavelengths not directly useful for pumping, 
and was attenuated by several layers of 
paper. The laser beam was also attenuated 
with paper. Both attenuators were adjusted 
until the largest signals obtained were 
within the ahnost-linear range of the photo¬ 
multipliers. 

The pumping light pulses were found to 
have a smooth exponential rise lasting about 
0.2 msec, one or two sharp peaks, and a 
smooth exponential fall which was 90 per 
cent completed in 1.7 msec for 558 mfd and 
0.8 msec for 258 mid. The laser beam began 
after a delà} depending upon the voltage 
applied. The envelope of its oscillogram was 
about the same shape, and ceased at about 
the same time, as the pumping light pulse. 
The envelope has a superimposed band of 
“noise" pulses presumably arising from sta¬ 
tistical fluctuations of the gain of the laser 
oscillator, resembling those reported else¬ 
where. The frequencies present exceeded 
100 kc and appeared to increase with the 
voltage. 

Table II shows that the pumping light 
pulse has a duration t near!} proportional 
to the capacitance C used, and an amplitude 
h governed < hiefly by the applied voltage E, 

- M. Cittan, et al., “A ruby laser with an elliptic 
configuration," Proc. IRE, pt. 1, vol. 49, pp. 960 
961 ; May, 1961. 
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TABLE 1 
Chahacteristics of Several Rubv Lasers 

No. Diam. 
(in) 

Length 
(in) 

C-Axis 
orientation 

Threshold with 300 mid 

Potential 
(volts) 

Charge 
(coulombs) 

Energy 
(joules) 

1 
2 
3 
4 
5 

0.500 
0.250 
0.250 
0.100 
0.100 

1.37 
1 .50 
1 .50 
0.75 
0.75 

0° 
0° 
0° 
0° 

90° 

3500 
3000 
2900 
2610 
2550 

1.05 
0.90 
0.87 
0.78 
0.76 

1840 
1350 
1260 
1020 
970 

TABLE II 
Light Pt i.si Characteristics 

Xenon Lamp, (Blue-Green) No. 5 Laser (Red) 

C apacitance 
mtd 

Initial 
voltage 

Peak 
amplitude 

VOUS 
Peak time, 

msec 
Duration 
msec 

Peak 
amplitude 

volts 

Start 
time, 
msec 

Duration 
msec 

558 

258 

4000 
3500 
3000 
2500 
2000 

4000 
3500 
3000 
2500 
2000 

0.15 

0.07 

0.015 

0.14 

0.07 

0.017 

0.2 O.3 

0.2.0.4 

0.2 0.6 

0.2 0.25 

0.2,0.3 

0.2 

3.5 

3.5 

3.5 

1.5 

1 .5 

2.0 

0.16 

0.04 
0.0075 
0.000 

0.10 
0.06 
0.01 

0.000 

0.1 

0.3 
0.6 

0. 1 
0.25 
0.4 

1.7 

1.0 
0.7 

0.7 
0.65 
0.4 

approximately as h = KV". This fact, to¬ 
gether with the capacitance effect, gives the 
formula h = (A/t+H)“, implying that the 
minimum light intensity required to start 
laser action is an inverse function of the 
time over which it is applied, phis a con¬ 
stant. 

A simple test with selected polarotds 
which were effective in the red part of the 
spectrum showed that the stimulated opti¬ 
cal emission from laser No. 5 was plane 
polarized. The electric vector of the emerg¬ 
ing laser beam was at right angles to the 
optic axis of the crystal, in agreement with 
a result recently reported by others.1 Wide 

3 I. D. Abella and H. Z. Cummins. “Thermal tun¬ 
ing of ruby optical maser.” J. A ppi. Phys., vol. 32, pp. 
1 177-1178; June. 1961. 

variations of pumping energy did not change 
the effect. I he much weaker fluorescent 
output,.however, did not seem to be plane 
polarized. As expected, no trace of plane 
polarization could be found in the beams 
Iront laser No. 3 and laser No. 4, which are 
optically symmetrical about their cylindri¬ 
cal axes. Attempts to find circularly polar¬ 
ized light failed also. 

The author wishes to thank the follow¬ 
ing for their valuable suggestions, help, and 
encouragement during this work: Dr. R. J 
Collins, Dr. G. Pish, G. Damewood, and 
W. Bradshaw. 

John C. Cook 
Southwest Research Institute 

San Antonio. Tex. 

Repetitive Hair-Trigger Mode of 
Optical Maser Operation* 

The ruby optical maser has a character¬ 
istic relaxation time between the Ë excited 
state and the ground state of the order of 
several milliseconds,1 by means of spontane¬ 
ous emission. This emission time is of course 
greatly reduced when the population in¬ 
version is sufficient to give rise to stimu¬ 
lated emission, i.e., optical maser action. 2 3 

For three-level devices such as ruby a very 
sizeable portion of the pumping energy is 
required just to transport half of the ground 
state population to the excited state and so 
bring the optical maser to the point of oscil¬ 
lation. The additional amount to provide 
stimulated emission is relatively small. 

One may then conjecture that it would be 
useful to provide enough excitation to bring 
an optical maser to the almost oscillating 
condition, and, since there is then no stimu¬ 
lated emission and the relaxation time is 
relatively long, one can provide a relatively 
small amount of energy at a later time (pro¬ 
vided this time is small compared to the 
relaxation time) and thus accurately control 
the time of the output with little or no jitter 
and achieve a kind of hair-trigger type of 
operation. 

In the past control ol the pumping pulse 
has been inadequate to obtain even repeat¬ 
able performance let alone this hair-trigger 
operation. We have demonstrated an alter¬ 
native method of obtaining a short pulse of 
coherent light. The idea was to use the indi¬ 
cation of optical maser output as a kind of 
preparation state and then, by the appli¬ 
cation of a much less energetic sharp pulse 
some time later (short compared to the re¬ 
laxation lime), to stimulate a short emis¬ 
sion. Since the optical maser crystal is just 
a shade below the threshold of oscillation, 
this relatively low-energy excitation pulse 
was found sufficient to bring about an im¬ 
mediate emission pulse. 

A crude experiment was performed in 
which a ruby, encircled by a small spiral 
flash tube, is in turn placed within a second 
larger spiral flash tube so that the ruby and 
flash tubes are all coaxial. (See Fig. 1.) A 
pulse of light, fairly rectangular in shape, is 
caused to lie emitted from the outer flash 
tube. This pulse has just sufficient duration 
for the ruby to begin emitting in optical 
maser action. Then the pulse is switched 
off, and the optical maser action ceases. 
Approximately 100 psec later a very short 
fairly low-energy pulse is applied to the 
inner flash tube, and the ruby is seen to 
emit 1 or 2 psec later. The emitted optical 
maser pulse is found to be much more 
vigorous than the pulse normally emitted, 
such as in the preparation state. 

Fig. 2 shows the trace of such an experi¬ 
ment. Because of the unfavorable geometry 
of the outer flash tube, the preparation-state 

♦Received by the IRE, July 14, 1961; revised 
manuscript received, July 26, 1961, 

1 S. Sugano and Y. Tanabe, “Absorption spectra 
of Cr*+ in AhOa,” J. Phys. Soc. (Japan), vol. 13, pp. 
880-899; August. 1958. 

2 T. H. Maiman, "Optical maser action in Ruby,” 
Prit. Commun, and Electronics, vol. 7, pp. 674 675; 
September, 1960. Also Nature, vol. 187, pp. 493 494: 
August. I960. 

1 RJ. Collins, el al., “Coherence, narrowing direc¬ 
tionality and relaxation oscillations in the light emis¬ 
sion from Ruby.” Phys. Rev. Lett., vol. 5, pp. 303-305; 
October, 1960. 
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Fig. 1 —Exp'.oded view oí coaxial flash tube and ruby 
used in hair-trigger LASER ex|>eriment. 

Fig. 2 —Trace of LASER emission during hair-trigger 
experiment. Scale is 100 Msec per major division. 

pulse was of 400 ^sec duration and required 
approximately 1200 watt-seconds before 
emission occurred. The pulse from the inner 
flash tube was only 60 watt-seconds and 
yielded, as seen, an optical maser emission 
in the hair-trigger mode several times as 
large as obtained in the preparation state. 

For applications such as the COLIDAR 
(Coherent Light Detecting /Ind Ranging) 
pulsed ranging system,1 it would be highly 
desirable to have periodic, controllable low-
jitter pulses. 

We propose to accomplish this by use of 
the radiation of optical maser output as a 
preparation for what we shall call the 
repetitive hair-trigger mode of operation. 
That is, the optical maser would be excited 
to where it emits. The excitation would 
then be turned off, and short bursts of ex¬ 
citation applied with a periodicity short 
compared to the relaxation time. This would 
cause a periodic optical maser output in 
predictable fashion. 

We make the simplified assumption that 
after the preparation phase the population 
dips slightly below the threshold and then 
decays exponentially. The energy required 
to excite a pulse in the repetitive hair-

4 M. L. Stitch, E. J. Woodbury, and J. H. Morse, 
“Optical ranging system uses laser transmitter," Elec¬ 
tronics, vol. 34, pp. 51 53; April 21, 1961. 

M. L. Stitch, F. J. Meyers, J. 11. Morse, and E. J. 
Woodbury, “Breadboard COLIDAR (coherent light 
detecting and ranging) system (unci.)," Proc. 5th Natl. 
Convention on Military Electronics, pp. 279-284; 
June, 1961. 

D. A. Buddenhagen, B. A. Lengyel, F. J. Me 
Clung, Jr., and G. F. Smith, “An experimental laser 
radar," 1961 IRE International Convention Rec¬ 
ord, pt. 5, pp. 285-290. 

trigger mode is then the amount required to 
bring the system back up to threshold. 

Let Ep = threshold energy for prepara¬ 
tion phase, r = pulse repetition rate, 
£ = threshold energy per pulse in the repeti¬ 
tive hair-trigger mode, /> = the required 
power for the repetitive hair-trigger mode, 
â£p = the immediate energy drop below 
threshold following an emission, and r 
= characteristic decay time. Then roughly. 

E = EP(\ — exp (—)l/rr) + &EP. (1) 

For r»l/r we obtain 

E S £,(l/rr) + ãEp (2) 

and 
p = rE S Ep/r + SEp. (3) 

Although precise values of the parame¬ 
ters in the above equations await experi¬ 
mental determination, it is evident that the 
much higher relative efficiency of this mode 
shoidd make it possible to increase not only 
the duty cycle, but the peak output as well. 
It is obvious that the jitter between optical 
maser output and pump input should be 
greatly reduced. 

M. L. Stitch 
E. J. Woodbury 

J. H. Morse 
Hughes Aircraft Co. 
Culver City, Calif. 

WWV and WWVH Standard 
Frequency and Time 
Transmissions* 

The frequencies of the Nationa’ Bureau 
of Standards radio stations WW\ and 
WWVH are kept in agreement with respect 
to each other and have been maintained as 
constant as possible with respect to an im¬ 
proved United States Frequency Standard 
(USFS) since December 1, 1957. 

The nominal broadcast frequencies 
should for the purpose of highly accurate 
scientific measurements, or of establishing 
high uniformity among frequencies, or for 
removing unavoidable variations in the 
broadcast frequencies, be corrected to the 
value of the USES, as indicated in the table 
below. The corrections reported have been 
arrived at by means of improved measure¬ 
ment methods based on LI- and \ Lh trans¬ 
missions. 

The characteristics of the USFS and its 
relation to time scales such as E r and U I 2 
have been described in a previous issue,1 to 
which the reader is referred for a complete 
discussion. 

I he WWV and WWVH time signals are 
also kept in agreement with each other. Also 
they are locked to the nominal frequency of 
the transmissions and consequently may 
depart continuously from UT2. Corrections 
are determined and published by the U. S. 
Naval Observatory. The broadcast signals 
are maintained in close agreement with UT2 

♦ Received by the IRE, August 24, 1961. 
1 Refer to “National standards of time and fre¬ 

quency in tlie United States," Proc. IRE (Corre¬ 
spondence), vol. 48, pp. 105-106; January, 1960. 

by properly offsetting the broadcast fre¬ 
quency from the USFS at the beginning of 
each year when necessary. This new system 
was commenced on January 1, 1960. A re¬ 
tardation time adjustment of 20 msec was 
made on December 16, 1959; another re¬ 
tardation adjustment of 5 msec was made 
at 0 UT on January 1, 1961. 

WWV Frequency 
With Respect to U. S. Frequency Standard 

1961 
July Parts in 10,0t 

2 
3 
4 
5 
6 
7 
8 
9 
10 
HÎ 

14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 

— 149.0 
-149.2 
-149! 
— 149.0 
-148.9 
-149.5 
-149.6 
-149.8 
-150.0 
-149.9 
-149.8 
— 150.7 
-150.4 
-150.1 
-149.8 
— 149.4 
-149.5 
-149.5 
-149.7 
119 9 

-150.0 
— 150.2 
-150.4 
-150.5 
— 150.9 
— 151.1 
-151.2 
-151.2 
-151.3 
-151.1 
-150.9 

+ A minus sign indicates that the broadcast fre¬ 
quency was low. The uncertainty associated with these 
values is ±5 X10 ". 

Î WWV adjusted -1 XIO 10 on July 11. 

National Bureau of Standards 
Boulder, Colo. 

Correction to “Stable Low-Noise 
Tunnel-Diode Frequency 
Converter”* 

In the second paragraph of the above, 1 

the statement is made that any noise 
sources in the nonlinear resistance are 
completely mismatched in the case gr=go, 
and g„/g. —>0. This statement must be 
qualified: the noise sources will be com¬ 
pletely mismatched (and the noise figure 
approach unity) only if in addition Ya/ 1i—»1 , 
where F» and 2 Yt are, respectively, the aver¬ 
age and the fundamental coefficients of the 
Fourier expansion of the equivalent modu¬ 
lated mean-square noise current in the non¬ 
linear resistor.2

F. Sterzer 
A. Presser 

Electron Tube Div. 
RCA 

Princeton, N.J. 

♦ Received by the IRE, August 1, 1961. 
1 F. Sterzer and A. Presser, Proc. IRE (Corre¬ 

spondence), vol. 49, p. 1318; August, 1961. 
- See, for example, M. J. O. Strutt, “Noise-figure 

reduction in mixer stages," Proc. IRE, vol. 34, pp. 
942-950; December. 1956. 
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Lossy Coupling in Parametric 
Amplifier* 

Heffner and W ade’s method of analysis, 1 

originally applied to a two-resonant circuit 
parametric amplifier with lossless coupling 
branch, may be extended successfully in the 
case of an amplifier with lossy coupling 
branch. Adopting their assumptions that 1) 
the network is linear, 2) voltages of frequen¬ 
cies other than resonant frequency may be 
neglected in respect to the resonant-fre¬ 
quency voltage across each circuit, and 3) 
the diode-cartridge capacitance may be in¬ 
cluded in parallel into both the resonant 
circuits (since it influences only resonant 
frequencies of the circuits), one comes to the 
equivalent circuit of the amplifier shown in 
I'ig. 1. For simplicity, the pump and bias 
circuits are not indicated in the figure and 
the load resistance has been included in the 
loss-resistance of the first (amplifying action) 
or second (mixing action) resonant circuit. 
I ’urthermore, the cosinusoidal form of all the 
time-varying quantities is assumed in the 
following according to the general relation 

a = a(w„/) = A cos (u„l + </>„) 
= J(1 <■'■""+ -l*r w). (1) 

Thus, for the case w:i=œi+w2, one may 
calculate the current i, in the coupling lossy 
branch according to 

Co i citait) J 
= «i(wi/) — (2) 

As the equation is linear, it may be split 
into two separate equations with exciting 
functions «i(wd) and —«»(wj/), respectively, 
leading to two solutions i.i and m, each of 
which has components at angular frequen¬ 
cies wi anti ui. I sing the perturbational 
method for solving (2) and taking advantage 
of earlier assumed linearity of the network 
whichjn the case of parametric diode means 
Co»C, one may confine himself to consider 
only the first two approximation terms in 
the series solution.2 Then, according to the 
general notation of (1), the complex ampli¬ 
tudes of the current i„ can be found as 

/ „_CW_ 
Zc(ui) 

Ia"=—~ ; IX---(3) 
ZeM iju^ZcMZ^M 

where primes and double primes denote 
that complex amplitudes correspond to 
angular frequencies w, and «2, respectively, 
and 

Zc(w) = r,(u) + —— (4) 
JwCo 

is the time-average impedance of the cou¬ 
pling branch of Fig. 1 at the given angular 
frequency w. 

* Received by the IRE. May 29, 1961; revised 
manuscript received, June 5, 1961. 

J G. Wade and H. Heffner, “Gain, bandwidth and 
noise characteristics of a variable parameter ampli¬ 
fier,” J. Appl. Phys., vol. 29, pp. 1321 1331; Sep¬ 
tember, 1958. 

2 K. Grabowski, Thesis, Dept, of Telecommuni¬ 
cation, Gdansk Inst. Tech., Poland; 1960 (in Polish). 
Also, “An application of the |>erturbational method to 
the analysis of a parametric amplifier and mixer,” 
Bull. Acad. Polon. Sei., Sér. sei. techn., vol. 7, pp. 515-
524; September, 1960 (in English). 

It is possible to show2 that (3) leads to 
the equivalent circuit of the parametric am¬ 
plifier shown in I'ig. 2, where the amplitude 
of the equivalent variable capacitance C, is 
related to the aniplitude of the actual vari¬ 
able capacitance C according to the relation 

C,“C( [l-|-tan24(w1)][14-tan23(a>.)]j 1 2, (5) 

where 

tan ô(w) = wCV.Iw). (6) 

Xow, the constant in time branch ZAu) 
[from (4) ] may be inserted in parallel in both 
the circuits, and finally, there remains a cir¬ 
cuit which is identical to that of Heffner and 
Wade. Therefore, one may use all their 
formulas, replacing in_them actual capaci-
tance-amplitude C by C, and adding to the 
admittances of both circuits the admittance 
l/ZAu). 

Asa simple illustration of this procedure, 
let us examine the condition for the setting 
up of oscillations in the amplifier. For the 
lossless coupling, the condition 1 was 

4Gi(wi)G2(ü>2) 
C2 >-- • (7) W|W2 

Xow, for coupling with losses, by (5) and 
(7), there results 

— dGirfwJGtrfw.). . 
C2 >-1 1 + tan2i(wi)] 

(1 + tan2 «(«.)], (8) 

where the subscript c at resonant conduct¬ 
ances indicates that they include losses of 
the coupling branch. 

In the case of ideal circuits, i.e., those in 
which the only losses in the network are 
those of the series resistance of the diode, 
the condition (8) becomes 

C2 > 4G,2 tan S(wi) tan Jfws). (9) 

Introducing— the capacitance modulation 
factor m, =C/Co, the last formula may be 
rewritten in a more pronounced manner as 

(tan (on) tan (w;)] 12 < y • (10) 

In the microwave range, the parameter 
usually does not depend on frequency; 

therefore, the condition for the setting up of 
oscillations in the amplifier finally becomes 

r.Cw < — • (11) 

where uai. is the geometric mean value of res¬ 
onant angular frequencies of the amplifier. 

Since, here, both resonant circuits have 
been eliminated by assuming them lossless, 

(10) or (11) might be useful as a definition 
of cutoff frequencies of a given parametric 
diode with an available capacitance-modu¬ 
lation factor nie, average bias capacitance 
Co and series resistance r.. 

Krzysztof Grabowski 
Telecommunication Dept. 

Gdansk Inst. Tech. 
Gdansk, Poland 

Discussion of Calculation of False 
Alarm Rate* 

In their interesting article, Thaler and 
Meltzer1 give an expression for false alarm 
rate, which is 

where F is the false alarm rate, M is the 
expected number of positive crossings of the 
the mean, (2(7) is the probability density 
of the noise amplitude at threshold setting 
/’(where T is in units of standard deviations 
measured from the mean), and 0(0) is the 
probability density of the noise aniplitude 
at the mean. They state that this expression 
holds whenever the threshold is set suffi¬ 
ciently far above the mean level of the 
noise. 

Expression (1) does not actually hold in 
general. A more correct expression is 

J Q(x)dx 

/ = -1/ - (2) 
J 0(.r)Æc 

where Q(x) is the probability density of the 
noise amplitude, and x is the amplitude in 
units of standard deviations measured from 
the mean. 

In one of the vases analyzed in the paper, 
that of the square-law detector, (1) and (2) 
do agree. The agreement occurs in this case, 
however, only because the post-detector 
probability density function happens to be a 
simple negative exponential, the chi-squared 
function with two degrees of freedom. 

W. M. Rogers, J r. 
Radiation Inc. 

Melbourne, Ela. 

* Received by the IRE. February 28, 1961. 
1 S. Thaler and S. Meltzer, “The amplitude dis¬ 

tribution and false alarm rate of noise after post¬ 
detection filtering," Proc. IRE, vol. 49, pp. 479 485; 
February, 1961. 

Author’s Comment-
The expression for false alarm rate given 

in our paper is an experimental result of the 
simulation study described. In each in¬ 
stance studied, the false alarm rate (defined 
as the number of threshold crossings per 
second) after post-detection filtering was 
found to be proportional to the amplitude 

2 Received by the IRE, March 20, 1961. 



1574 PROCEEDINGS OF Til E IRE October 

probability density, rather than to the 
integral of the density as suggested by 
Rogers. I'he former conclusion is the one 
expected since it agrees with a theoretical 
result (applicable to noise with a Gaussian 
amplitude distribution) given by Rice? The 
integral of the probability density equals the 
product of the average duration of each 
threshold crossing and the frequency of such 
crossings. Since both change in the same way 
with threshold level, the integral changes 
faster than the frequency of the crossings. 

When the threshold is too close to the 
mean level of the noise, some of the threshold 
crossings become so close together that it 
may not be appropriate to count each cross¬ 
ing as a separate false alarm. This effect 
was negligible at useful false alarm rates. 
The elimination of some threshold crossings 
at very high false alarm rates would have 
caused the false alarm rate to change more 
slowly with threshold than the frequency of 
threshold crossings. 

S. Thaler 
RCA 

Van Xuys, Calif. 
S. Meltzer 

Hughes Aircraft Co. 
Culver City, Calif. 

3 S. O. Rice, “Mathematical analysis of random 
noise," Bril Sys. Tech. J., vol. 23, pp. 282-332. July. 
1044; vol. 24. pp. 46-156, January. 1045. 

Microwave Radiation Hazards* 
Mumford's paper1 offers a much needed 

summary of the biological hazards of RF 
radiation, plus data on prediction, measure¬ 
ment and instrumentation. Going one step 
further, we have also observed that in 
addition to the biological hazards of direct 
exposure to microwave radiation, there can 
be hazardous secondary effects to technicians 
working in field intensities that might be 
considered acceptable from a biological 
standpoint. 

Objects made of conducting materials 
that are located in field intensities of only 
one or two milliwatts per square centimeter 
can easily serve to couple sufficient RF 
energy to be hazardous. For example, ob¬ 
servations have been made where a man 
carrying a wrench in each hand formed a 
dipole, coupling sufficient energy to produce 
a warming sensation in the body. It was also 
observed that an electrical shock can be 
produced when two wrenches or two rods 
are brought together, and then separated 
drawing a small arc. In the particular in¬ 
cident, the radiation sources was a pulse 
radar which producer! a fairly substantial 
peak power. The voltage causing the shock 
was undoubtedly the envelope of the RF 
resulting from arc rectification. The elec¬ 
trical shock received from field intensities 

* Received by the IRE, March 2, 1961. 
1 W. W. Mumford, “Some technical aspects of 

microwave radiation hazards," Proc. IRE, vol. 49, pp. 
427-447: February. 1961. 

of only one or two milliwatts per square cen¬ 
timeter was sufficient to discourage ventur¬ 
ing into a higher field intensity to repeat 
the experiment. 

While it appears improbable that an 
electrical shock hazard exists from the stand¬ 
point of an electrocution, this condition 
should be given recognition. Obviously a 
man working in such a precarious position as 
on a steel tower might have sufficient reac¬ 
tion to such a shock as to cause him to fall. 
On the basis of these experiences it would 
appear advisable to show due respect for 
field intensities even as low as one-tenth 
milliwatt per square centimeter. 

Thomas G. Custin 
Missile Detection Sys. Sect. 

General Electric Co. 
Syracuse, N. Y. 

Power Limiting in the 4-kMc to 
7-kMc Frequency Range Using 
Lithium Ferrite* 

Extensive investigations into the use of 
yttrium iron garnet (YIG) for microwave 
power limiters have been reported in the 
literature.1“1 The threshold for limiting 
occurs at particularly low power levels if the 
microwave frequency and biasing de mag¬ 
netic fie d are chosen for coincidence of the 
uniform precession and subsidiary ferromag¬ 
netic resonances. I he coincidence region of 
a sphere is the frequency octave defined by 
4ît J//3 < w/7 <8ttJ//3, where M is the 
saturation magnetization and 7 is the gyro-
magnetic ratio. Eor a YIG sphere with 
4r M=\ 750 gauss, the coincidence region 
extends from 1600 Me to 3200 Me. Non¬ 
magnetic ions such as Ga and Al can lie sub¬ 
stituted into YIG to lower the magnetiza¬ 
tion0 and to shift the coincidence region to 
lower frequencies. Coincidence limiters have 
been made to operate in the 1000-Me 
region with Ga-YIG. 

Ihe purpose of this note is to report ex¬ 
perimental evidence indicating the practi¬ 
cability of extending the useful range of 
coincidence limiters to about 7000 Me. I'he 
coincidence octave for a sphere of lithium 
ferrite6 which has a A-kM of 3900 Gauss at 
room temperature, extends from 3640 Me 

* Received by the IRE, August 1. 1961. 
1 R. W. DeGrasse, “Low-loss gyromagnetic cou 

pling through single crystal garnets," J. Appl. Phys.. 
vol. 30, pp. 155-156S; April, 1959. 

- C. N. Patel, “Investigations ot Magnetically 
Tunable Narrow Bandpass Nonreciprocal Filters 
Using Ferrimagnetic Resonators," Stanford Elec¬ 
tronics Labs., Stanford. Calif., Tech. Rept. no. 411-1. 
April, 1961. 

3 F. .1. Sa usa lone and E. G. Spencer, “Low-tem-
perature microwave power limiter," IRE Trans. on-
Microwave Theory and Techniques, vol. MTT-9, 
pp. 272-273; May. 1961. 

4 P. S. Carter. “Magnetically tunable microwave 
filters using single-crystal yttrium iron garnet resona¬ 
tors," IRE Trans, on Microwave Theory and Tech-
NiQt es, vol. MTT-9, pp. 252-260; May, 1961. 

E. G. Spencer and R. C. LeCraw, “Linewidth 
narrowing in gallium substituted yttrium iron gar 
net," Bull. Am. Phys. Soc., pt. 1. ser. 2, vol. 5, p. 58; 
January I960. 

« The lithium ferrite samples used in this work 
were grown by J. XV. Nielsen at Bell Telephone 
Labs., and with considerable improvement later at 
Airtron, Inc. 

Fig. 1 —Characteristic of the lithium ferrite limiter at 
5200 Me. The upper curve shows the input power 
and the lower carve shows the limited output 
power. At 1 wof input power the output remained 
less than 1.5 mw. 

to 7280 Me covering a frequency range of 
particular importance in microwave com¬ 
munications. I'he limiter structure consists 
of two rectangular cross-section, half-wave¬ 
length strip transmission-line cavities, and 
its operation is essentially the same as those 
previously employed.3 It will suffice here to 
present the limiter characteristics. 

Limiting was observed at 5200 Me at an 
output power level of 1 mw with an essen¬ 
tially flat characteristic which rose only to 
1.5 mw at about 1 w of input power. Fig. 1 is 
a picture of an oscilloscope presentation of 
the output power vs input power showing the 
sharp break at the limiting threshold. Ihe 
limiting power level can be raised to 
other predetermined values by simple 
modifications of the microwave structure. 
I he single crystal sphere used in this limiter 
had A// = 8 oersteds and A//* = 3.6 oersteds 
for spin waves of 5000 Me measured along 
the [111] (easy) axis7 of magnetization. 

In view of the present extensive use of 
the 4000-Me to 7000-Me frequency range, 
the results presented here indicate that the 
coincidence limiter using lithium ferrite may 
find important applications in microwave 
systems. 

F. C. Rossol 
Bell Telephone Labs., Inc. 

Murray Hill, N. J. 

7 R. T. Denton and E. G. Spencer, “Ferromag¬ 
netic resonance losses in lithium ferrite as a function 
of temperature," J. Appl. Phys, (to be published). 
See also the earlier paper by: A. D. Schnitzler, V. J. 
Polen, and G. T. Rado, “Ionic ordering effects in the 
ferromagnetic resonance of lithium ferrite mono-
crystals," J. Appl. Phys., vol. 31. pp. 348-349S; May. 
1960. 

Phase Inverters Utilizing Controlled 
Superconductors* 

In a recent article1 it was pointed out 
that controlled superconductors may be em¬ 
ployed in several classes of linear ampli¬ 
fiers. One amplifier configuration discussed 

* Received by the IRE, May 26, 1961. 
1 P. M. Chirlian and V. A. Marsocci. “The Con¬ 

trolled superconductor a-^ a ¡¡near amplifier," IRE 
Irans, on Component Parts, vol. CP 8, pp. 84-88; 
June. 1961. 
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was a push-pull circuit such as the one shown 
in Fig. 1. Such push-pull circuits may be 
operated class B to improve their operating 
efficiency. It is the purpose of this note to 
show that the phase-inverting driver trans¬ 
former is not necessary since the phase in¬ 
version may be implemented directly by the 
use of controlled superconductors. There¬ 
fore, the space-saving aspects of the thin-
film geometry can be maintained. I wo ex¬ 
amples of phase-inverting circuitry are 
shown in Eig. 2(a) and (b). It is of particular 
interest to note that in the circuit of Eig. 
2(a) the phase inversion is obtained by the 
interesting property of the controlled super¬ 
conductor which is that the phase of the 
output signal may be shifted 180° by revers¬ 
ing the polarity of one of the bias batteries. 

Fis. I —A conti-oiled-superconductor push-pull ampli¬ 
fier. Note that the symbolism used here applies to 
all types of controlled superconductors and not 
just to wire cryotrons. 

Fig. 2 Phase inverters employing 
controlled superconductors. 

This property is further discussed in the 
above-mentioned article. The second phase¬ 
inverter circuit only requires one input-bias 
battery; however, it has the disadvantage 
that it requires an additional control ele¬ 
ment. 

I*. M. Chirlian 
V. A. Marsocci 

1 )ept. of Elec. Engrg. 
Stevens Institute of Technology 

Hoboken, N. J. 

A Ferrimagnetic Limiter-Isolator* 

It has been generally known for some 
time that a ferrimagnetic power limiter can 
be built. 1 2 W hen the RF power level in a 
ferrimagnetic material exceeds a certain 
threshold value, and given a particular set 
of physical circumstances, a subsidiary ab¬ 
sorption peak will appear at a value of de 
field somewhat below that required for 
resonance. This nonlinear characteristic3 

of ferrites and garnets can be utilized to 
build a limiter-isolator. 

1'he threshold power level for the onset 
of nonlinear absorption is very important in 
determining the usefulness of a microwave 
power limiter. In practice this critical level 
is determined not only by the intrinsic 
properties of the material and the frequency 
of operation, but also by the size and shape 
of the material and the structural con¬ 
figuration in which the material is used. In 
rectangular wa\eguide this threshold power 
level has been studied using a vertical slab 
of nickel-zinc ferrite in the configuration 
shown in Fig. 1. 

The critical level for nonlinear absorp¬ 
tion can be attained at a lower incident 
power level for a small slab of ferrimagnetic 
material if it is placed in the region of circu¬ 
lar polarization as shown from the data in 
Fig. 1. Care must be taken to insure that the 
slab does not appreciably effect the normal 
microwave fields in the waveguide. This 
region of circular polarization of the micro-
wave magnetic field is also noted as the 
region utilized in designing ferrimagnetic 
isolators. With the material located in this 
region, the “spin waves” (the mechanism 
for nonlinear absorption) receive little or no 
excitation from the forward wave in the 
waveguide; however, the reverse wave 
heavily’ excites the spin waves and hence 
absorption is found to be non reci procal. 

Data taken at X band with the material 
in dielectrically loaded double ridge wave¬ 
guide are shown in Fig. 2. I'he material in 
this case was yttrium-aluminum-iron garnet. 
’I'he limiting action is noted as the difference 
between absorption at low’ power and at 10 
kw for the reverse wave. The nonreciprocal 
action of the structure is seen by comparing 
the forward wave with the reverse wave 
data at high power. Similar data are shown 
in Fig. 3 where yttrium-iron garnet slabs 
are located near the region of circular polari¬ 
zation in double ridge C-band waveguide. 
I he threshold in this structure is seen to be 
approximately 100 watts. I'he small ab¬ 
sorption peak in the forward wave at the 
field for main resonance results from lo¬ 
cating the material slightly out of the region 
of circular polarization. Lower thresholds 
have been obtained; however, it has been 
found more difficult to obtain good circular 
polarization when using these low’ threshold 
configurations. 

* Received by the IRE, June 26, 1961. 
1 G. S. Uebele, “Characteristics of ferrite micro¬ 

wave limiters," IRE Trans, on Microwave Theory 
and Techniques, vol. MTT-7, pp. 18-23; January, 
1959. 

2 R. L. Martin, "High-power effects in ferrite slabs 
at X-band," J. A ppi. Phys., vol. 30, pp. 1595-1605; 
April, 1959. 

3 II. Suhl, "The theory of ferromagnetic resonance 
at high signal powers," J. Phys, and Chem. of Solids. 
vol. 1. pp. 209-227; April, 1957. 

Fig. 1 Threshold power level (db below 10 kw) for 
a nickel-zinc ferrite as a function of position in 
rectangular X-band waveguide. 

MAGIC T CURRENT h><) 

Fig. 2 Subsidiary resonance region showing the high 
and low power response of an yttrium-aluminum-
iron garnet in dielectrically loaded double ridge 
X-band waveguide. 

Fig. 3 Subsidiary resonance region using yttrium¬ 
iron garnet slabs near the region of circular 
polarization in double ridge C-band waveguide. 

If the ferrimagnetic material is suffi¬ 
ciently long, the attenuation above the 
threshold will increase with increasing 
power, resulting in a constant back load on 
the microwave source. Thus, high power 
isolators can be constructed utilizing the 
subsidiary resonance. A device operating in 
this fashion can also be used as a power 
limiter, as illustrated in Fig. 2 by the low 
insertion loss of the low power reverse 
wave. Possibly the most unique application 
of the device would be the use of it in the 
antenna arm of the duplexer of a radar sys¬ 
tem. It would pass the high power trans¬ 
mitted pulse virtually unattenuated, but 
would attenuate any high power reflections 
from the antenna, or high power interfering 
signals from other sources and would pass 
any low power received signals virtually un¬ 
attenuated. It would thus be an isolator, a 
limiter, and a high power interference 
suppressor. All of these functions are per¬ 
formed passively and simultaneously. 

J. Brown 
G. R. Harrison 

Applied Physics Section 
Sperry Microwave Electronics Co. 

Clearwater, Fla. 
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On the Impedance of Long Wire 
Suspended Over the Ground* 

Much has been written over the years on 
the subject of the impedance of wires lying 
on the ground or suspended above it.1 The 
possibility that a long horizontal wire will be 
a feasible radiator of VLF radio waves has 
reopened interest in the problem. It is the 
purpose of this note to outline a rather sim¬ 
ple solution for the impedance of an infi¬ 
nitely long wire located at a height h over a 
homogeneous flat ground. 

Choosing a rectangular coordinate system 
(x, y, z), the ground is defined by the space 
z<0. The wire is located at z = h and is 
parallel to the x axis. Now for VLFs (i.c., 
less than 30 kc), and since the height It is to 
be much less than the wavelength, it is per¬ 
missible to neglect displacement currents 
both in the air and in the ground. For a uni¬ 
form current 7 in the wire of radius a, the 
electric field has only an x component and is 
given formally by* 3

'm« , r. C' 2 + ** + =,2t12
= 2. VU./,- ■ ' 

J. « e »(>+«> -| 
cos(Xx)dX I, 

n XT (X* T 7*) 1 2 -J 

where 72 = /a^wand n is the magnetic jxrme-
ability (assumed constant everywhere) and 
<r is the conductivity of the ground. It follows 
from the basic definition that the self im¬ 
pedance Z per unit length is given by 

This can be rewritten as 
/’ = p+ T P_, 

where 
p« f-X(2A±ao 

P+ = I-- —- dX. 
J, XTiX’Ti*) 12

Introducing the variable g = X/y and the 
parameter a = y( 2A + in ), the above is written 
as 

/• »r '* f "0 
/’. = - dv. J., s+d+j’l' 2

The integration contour now extends from 
the origin along a straight line in the fourth 
quadrant which makes an angle of 45° with 
the real axis. Noting that a= ak ,lr 1 and 
that the poles of the integral are of the imag¬ 
inary axis, it is seen that the integration 

* Received by the IRI . May 1961. 
1 E. ï). Sunde, “Earth Conduction Effects n 

Transmission Systems," D. Van Nostrand Co., Inc.. 
New York, N. Y.; 1949. (A good survey of the early 
work is given here. » 

2 J. R. Wait. “Fields of a line source of current over 
a stratified conductor," Af>f>l. Sei. Res., sec. B, vol. 3. 
pp. 279 202; 1053. 

’ .1. R. Carson, “Wave propagation in overhead 
wires with ground return." Bell Sys. Tech. J., vol. 
5. pp. 530-554; October, 1026. 

contour can be deformed to the real axis. 
Then, multiplying numerator and denom¬ 
inator by (ITg2)12- g. it readily follows 
that 

P± = f [U Tg*) l 2 -g]e “'dg 
J o 

= TM - . 
a 

where 

TM = f (1 Tg2)1 2c-“»dg. 

The definite integral T(a) can be expressed 
in terms of known functions as follows: 

T(a) ” — [//¡(a) — Ii(a)|. 
2a 

where Iida) is the Struve’s function1 of order 
one, and Fi(a) is the Bessel function of the 
second type of order one. The final solution 
is thus. 

P = 717(2/1 T fa)] 
1 

-,*(2/i T fa)2

T 7'[7(2/t - id)] -
-^(Ih — ta I1

For purposes of computation it is necessary 
to employ the series formula, 

a1_ 
EMM 

and tables for lj(a) which are available for 
complex values of a.6 For small values of a 
corresponding to low heights, the following 
formula may be useful: 

T terms in a2, a3, etc. 

T is Euler’s constant and is equal to 0.5773. 
Of particular interest is the real part of 

the impedance, or resistance SR, per unit 
length. For the usual case /i»a and thus 

T terms in (7/1)’, (7/1)3, etc.l 

pm r 2 — “I 
- 8 U /' + ••• J' 

Or if xW/i«!. 

Uhl 
SR = 

8 

which is conveniently written 
AR = r*/10/tr ohms per km when is the 

frequency in kc/sec. 
James R. Wait 

National Bureau of Standards 
Boulder, Colo. 

4 G. N. Watson. “Theory of Bessel functions," 
Cambridge University Press, Cambridge, Eng. 2nd 
ed.; 1944. (Struve’s function is defined on page 328.) 

* Natl. Bur. of Standards, “Tables of Bessel Func¬ 
tions Fo(s)and Fi(s)ïor Complex Argument," Colum¬ 
bia University Press. New York, N. V.: 1950. 

Masers, Lasers, and the 
Ether Drift?* 

It is the purpose of this letter to suggest 
that the ether drift experiment of Cedar-
holm, Bland, Havens, and Townes1 (here¬ 
after referred to as CBHT), performed with 
two opposed ammonia masers, has given a 
null result because it is not affected by an 
ether drift, contrary to the expectations of 
its authors. From a consideration of the error 
in this experiment a new ether drift test em¬ 
ploying an optical laser is proposed. 

Two of the authors2 have apologized for 
performing the experiment, since it seemed 
obvious to every right-thinking physicist 
that the null result was inevitable. On the 
other hand, the experiment, if true, could 
have considerable impact, since it has moved 
the upper limit for an ether drift from 
the previous value of 1.5 km/sec established 
by Joos, dow n to 0.015 ktn/sec.3 Since this is 
less than the motion of a terrestrial labora¬ 
tory due to the earth’s rotation (about 0.3 
km/sec in temperate latitudes), it would 
seem fruitless to look any more for ether drift 
effects. However, because of the importance 
of determining just this point, namely, 
whether or not the velocity' of light is con¬ 
stant with respect to the earth’s gravita¬ 
tional field, it was felt desirable to examine 
closely' the basis for the null result of the 
CBHT experiment. 

The theory is best given in the authors' 
words,1 discussing “the change in frequency 
of a beam-type maser due to ether drift, 
assuming the molecules in the beam to have 
a velocity' n with respect to the cavity 
through which they pass, and the cavity to 
have a velocity r with respect to the ether. 
The shift may be simply discussed by as¬ 
suming that if v is zero, radiation is emitted 
perpendicularly to the molecular velocity so 
that there is no Doppler shift. If the cavity 
and beam are then transported at velocity 
» through the ether in a direction parallel 
to u, radiation must be emitted by the 
molecules slightly forward at an angle 
<t> = i’ll — v/c with respect to u. The frac¬ 
tional change in frequency due to the 
Doppler effect is then E = u/c cos </> or uv/c' 
due to motion through the ether, assuming 
that the proper molecular frequencies are 
unchanged by such motion." It is further as¬ 
sumed that this Doppler-shifted radiation is 
receiver! by the cavity walls, and hence be¬ 
comes the operating frequency of the maser. 
Since the shift depends on the magnitude 
and orientation of the ether drift r with 
respect to u, two masers with beams going in 
opposite directions should show a change in 
beat frequency when their orientation is 
changed with respect to the earth, or a 
diurnal effect due to the earth’s rotation if 
they are kept in a fixed position. 

This theory was first propounded by' 
Moeller1 in a far from lucid fashion. The 
flaw in the theory arises from the fact that 

* Received by tile IRE, August 4, 1061. 
’ .1. P. Cedarholm, et aí., “New experimental test 

of special relativity,“ Phys. Ref. Lett., vol. I, p. 342; 
November, 1058. 

- .1. P. Cedarholm and C. 11. Townes. “A new ex¬ 
perimental test of special relativity." Nature. vol. 184. 
p. 1350; October 31.1050. 

3 C. H. Townes, “Quantum Electronics," Columbia 
University Press. New York, N. Y„ p. 581 : 1060. 

1 C. Moeller, “On the possibility of terrestrial tests 
of the general theory of relativity," 11 Nuovo Cimento. 
(Suppl. I, vol. 6. ser. 10. no. 1. p. 381; 1057. 
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both Moeller and CBHT believe that the 
wavefronts front the molecule are slightly 
tilted with respect to the molecule's velocity 
by the ether drift. A close examination of 
Moeller6 discloses no mechanism for pro¬ 
ducing a tilt, and leads to the conclusion that 
the wavefronts of radiation emitted at right 
angles to the molecule’s velocity arrive at the 
cavity wall still parallel to the molecule’s 
velocity and with no Doppler shift, regard¬ 
less of ether drift. 

Following a suggestion of Brillouin,6 

we may represent the radiation from a mole¬ 
cule by the idealized diagram of Fig. 1. Here 
the upper plane Ö, illuminated by plane-
parallel radiation, is traveling with the 
beam velocity u relative to the stationary 
plane C, which will represent the cavity 
walls. The aperture in plane B allows radi¬ 
ation to reach C, and will represent a mole¬ 
cule which is emitting radiation at right 
angles to the beam velocity. The path 
of the radiation from the molecule to 
the cavity walls is then as shown. We see 
that, although to the cavity walls the radi¬ 
ation appears to be coming in a line inclined 
to the perpendicular by the angle 6 = u/c, 
the wavefronts themselves arrive unchanged 
in direction, having traveled the intervening 
space with velocity c. They arrive at C at 
the same rate with which they left B. and 
there is no Doppler shift in this case. If now 
we add an ether drift t> to the left, as shown, 
the only effect of this will be to increase the 
angle of deflection of the beam to the value 
O' = (u +r)/c while leaving the wavefronts 
still parallel to the beam and the cavity 
walls. Once again, these wavefronts still 
arrive at the cav ity wall with velocity c, and 
no Doppler shift is produced. 

Fi«. 1. 

This is really just an elaborate way of 
explaining why, in prerelativ ity physics, no 
Doppler effect is found at a receiver when 
its distance from a transmitter remains con¬ 
stant, regardless of any ether drift. Since 
the transmitter is the ammonia molecule, 
and its distance from the cavity wall, the 
receiver, remains constant, no Doppler effect 
can be produced. 

We see then that the null result of the 
ammonia maser experiment is a sort of built-
in effect, inasmuch as the result will always 
be zero, regardless of any ether drift. 

- C. Moeller, “The Theory oí Relativity,” Oxford 
University Press, New York, N. Y., ch. I. pp. 1-15, 
1957. 

6 L. Brillouin, “Wave Propagation and Group 
Velocity,” Academic Press. Inc.. New York, N. V., 
p. 14; 1960. 

From a consideration of Fig. 1, which 
was used by Brillouin to illustrate stellar 
aberration, one is led to inquire, “Why not 
perform a terrestrial aberration experiment 
to measure small ether drifts?" For a drift of 
0.3 km/sec, which might be due to the earth's 
rotation, the aberration angle will be 
0.3/3 X106 or 10-6 radians. Since recent ex¬ 
periments by Jones’ have measured the de¬ 
flection of a light beam down to 2X10-12 

radians, the aberration experiment should 
be easy. Alas, this is not the case, and for a 
curious reason. It has been pointed out to 
the author that, using conventional point 
light sources and collimators, a terrestrial 
aberration experiment for measuring ether 
drift is impossible. This is because the source 
and collimating lens are also immersed in the 
drift, if it exists, and a deflection of the beam 
beyond the lens will not be found, since the 
ether drift will cause inclined wavefronts to 
enter the collimator; the angle of inclination 
being just sufficient to compensate for the 
ether drift deflection beyond the lens. 

Fig. 2. 

This can be seen from Fig. 2, which 
shows what happens in a collimator when a 
transverse ether drift exists. In the absence 
of an ether drift, the lens sees the spherical 
wavefront AH emitted from O, and turns 
this into a plane wavefront normal to the 
axis. In the presence of transverse drift, the 
lens sees the wavefront A'B'. which is dis¬ 
placed from AB in the direction of v. This 
wavefront appears to the lens to come from 
O', a point oil the axis. From the geometry, 
a central ray through O' makes an angle 
O^v/c with the axis, and the lens turns the 
displaced wavefront into an almost plane 
wavefront inclined to the axis by the same 
angle. The pencil enclosing these inclined 
waves continues to travel parallel to the 
axis, since the ether drift balances the tend¬ 
ency of the waves to depart from the direc¬ 
tion of the axis. A few moments of thought 
will convince the reader that reflection from 
mirrors, taking account of the relative 
change in ether drift, will not in any case 
allow the reflected pencil of inclined wave 
fronts to depart from the path pursued by a 
similar pencil of normal wavefronts in the 
absence of ether drift. 

This compensation is so good that one 
almost suspects that it is another law of 
nature that we cannot detect an ether drift 
by an aberration experiment. However, 

’ R. V. Jones, “The velocity oí light in a transverse 
magnetic field,” Proc. Roy. Soc., vol. 260, p. 47: 
February, 1961. 

many of the effects observed in crystal 
optics are due to a similar anisotropy, and 
are observable only because a pencil of plane 
wavefronts normal to the pencil can be 
introduced into the crystal. 

We may then look for a source of such 
wavefronts, not affected by ether drift, and 
a likely candidate seems to be the optical 
laser. This device is constrained to emit the 
largest part of its radiation with wavefronts 
parallel to the end plates, since this is the 
steady-state mode preferred by the laser. In 
the presence of a transverse ether drift, it is 
probably possible to set up a mode of in¬ 
clined wavefronts similar to the emergent 
beam of Fig. 2, in which the waves are re¬ 
flected from the end plates in such a manner 
that the back and forth propagation of 
energy is in the direction of the laser axis. 
In the case of the mode comprising waves 
parallel to the end plates, a transverse ether 
drift would cause the wavetrain to drift 
away from the axis. On the other hand, the 
active nature of the laser process may com¬ 
pensate this loss. 

In any event, theory does not now tell 
us which mode the laser prefers, and it will 
be of interest to try one as a source in an 
aberration experiment. Following Jones’ 
technique, it should be possible to form a 
coarse grating on the emitting plate, and let 
its image, without further collimation, fall 
on a similar obscuring grating with a radi¬ 
ation detector behind it. For a separation of 
one meter, the image of the first grating 
should be displaced TlO'cm for a v/c of 
10-«. 

While the maser, in the form of the 
CBHT experiment, seems to have failed us, 
the laser may save the day. The laser ex¬ 
periment is now under way. 

C. W. Carnahan 
120 Fawn Lane 

Menlo Park. Calif. 

Matrix Analysis of Networks 
Having Infinite-Gain Operational 
Amplifiers* 

It is the object of this note to describe 
ami prove a method of analyzing linear-
lumped time-invariant networks that con¬ 
tain an operational amplifier having inimité 
gain. I he generalization for the case of sev¬ 
eral operational amplifiers in a network is 
immediate and need not be described. 

An operational amplifier of gain A oper¬ 
ating between nodes i ami j introduces a 
constraint into the network by forcing the 
voltage ei of mxie j (with respect to the refer¬ 
ence node) to follow that of node e, so as to 
maintain the relation 

e, = Ae, (1) 
without, however, loading node i. Ihe 
method of analyzing constrained networks 

♦ Received by the IRK, May 5, 1961. 
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is applicable to this case. 1 It prescribes in 
this instance the following way of construct¬ 
ing the required admittance matrix 1’ from 
the admittance matrix Y ol the network 
without the constraint: in Y add column j 
multiplied by A to column i and subse¬ 
quently delete row and column j. The result 
is T. This procedure eliminates the con¬ 
strained node j from the network equations. 

The method is not immediately applic¬ 
able to the case .1—» « because of the appar¬ 
ent singularity introduced by the transition 
to infinity. In this case of infinite gain we 
shall eliminate the source currents operating 
into node j, as before, but shall retain c, 

In general, T can be written down with¬ 
out first writing Y. As an example consider 
the “double integrator” of Fig. 1. We have 

1 2 3 4 

G, 
—G, 
0 
0 

1 
2 
3 
4 

-G, 
Gi+Gï+Gx-EjCi 

-G: 

-G, 

0 
—G. 

Gî+sCî 
-iC, 

and eliminate c,, the voltage of the driving 
node. The following simple rule obtains: 
to obtain T, delete in Y the row correspond¬ 
ing 7'to the driven node and the column 
corresponding to the driving node. 

Turning now to the proof of this rule, 
we could start from the rule that applies to 
finite constraints. An independent proof 
will lie found simpler and more instructive. 

Eq. (1) becomes, for A = ± «>, 

e. = 0, 

making node i a “virtual ground." The 
operational amplifier injects into node j a 
current i.,», of such intensity as to enforce 
(2). Shifting i and J for convenience into 
leading positions in the matrix representa¬ 
tion, we have now (2) and 

where the right-hand side is the source¬ 
current vector. Making use of (2) in (3) we 
see that column i in Y and the entry e. can 
be omitted on the left-hand side. We intend 
to eliminate the unknown i. as well. This 
is achieved by deleting the Jth equation of 
(3), i.e., by deletion of row J in Y ami entry 
j in i,,,. The result is 

Y is used, as always, for the calculation 
of system functions. For example, provided 
f> is not driven and q is not driving, 

11 pq — Cq/Cp — (1 ^tqpt (Op/O bppftttp 
= Y^/Y^, (5) 

where superscripts denote cofactors. 

ami therefore, 

and the transmittance from 1 to 4. 

I G^Gr+Gj+rCi —Gq 
— Gq —¡Ci 

-1 
“ l Ro+Ri/Rs’ 

where ro=RaCaand R„ = 1 /Ga-
Amos Nathan 

Faculty of Elec. Engrg. 
Israel Institute of Technology 

Haifa. Israel 

A Self-Balancing Current 
Meter and Recorder* 

An undesirable voltage drop is usually 
introduced across the terminals for current 
measurement by conventional 1 devices. I his 
may be caused by current flow through a 
meter resistance or intentionally generated 
across a standard resistance when and where 
it is desired to convert the measurement to 
one of voltage. This extraneous potential 
often causes difficulties in the measurement 
of current-voltage relations in the fractional 
volt range. 

With negative feedback techniques it is 
possible to measure currents without intro-

1 \ Nathan, “Matrix analysis of constrained net¬ 
works." IEE Monograph No. 399E; September. í«MM». 
Republished in Pt. C of Proc. IEE, vol. IOS. PP- 98-
10ft: March. t<>61. 

* Received by the IRE, June 27, 1961. 
■ The work described here was completed before 

the recently introduced commercial devices which 
“clip on” rather than being inserted into the circuit. 

ducing a voltage drop across the measure¬ 
ment terminals. A conventional operational 
amplifier may be used as a fast instrument 
giving an output proportional to input cur¬ 
rent while keeping the potential difference 
across the input terminals very close to 
zero by feedback. 2-5 For steady or slowly 
changing currents, a servo self-balancing and 
recording potentiometer may be converted, 
by minor circuit changes described in this 
note, into a zero input impedance current 
recorder. 

A servo system which gives an output 
motion proportional to the input current, 
while holding the potential across its input 
terminals at a minimum, is shown schemati¬ 
cally in the upper part of Fig. 1. A network 
composed of a standard resistor R: in series 
with a fraction of a much lower resistance 
slidewire Rq is connected across the input 
terminals. An amplifier senses the de po¬ 
tential difference between the input termi¬ 
nals and applies torque to the motor when 
this voltage differs from zero. The wiper of 
the Rq slidewire will then move so that the 
voltage across its upper portion will balance 
(be equal and of opposite polarity to) the 
potential developed across R< by an input 
current. I,. If I: is much greater than Zi, the 
motor and wiper movement will be propor¬ 
tional to h. Ri determines the current range 
for a nominal full scale potential across Rq; 
R3 provides the usual calibration adjust¬ 
ment. 

The circuit may be modified to provide 
for a variable zero position as well as for cur¬ 
rent ranges where a large ratio of Z» to Zi is 
inconvenient. In the configuration shown in 
the lower part of Fig. 1, G (Ri+Rr) is made 
equal to R.I„ where /. is proportional to the 
difference in the position ol Rq and the zero 
adjust slide contacts. The latter condition 
is fulfilled if R, is large compared to Rq. R.. 

■ 1. Pelchowitch and .1. .1. Zaalberg van Zeist, “A 
wide-band electrometer amplifier." Re: Sei. Instr.. 
vol. 23, pp. 73 75; February, 1952. 

’ I. Praglin. “A new high stability micromicro-
ammeter," IRK Trans. on Instrumentation, vol. 
1-6, pp. 144 147; June, 1957. 

‘ J. W. Moore. “Electronic control ol some active 
bioelectric membranes," Proc. I RI'., vol. 47, pp. 1869-
1880; November, 1959. 

5 J. Praglin and W. A. Nichols, “High-speed elec* 
trometers tor rocket and satellite experiments," 
Proc. IRE, vol 48. pp. 771-779; April. I960. 
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and Ro. Several commercially available self¬ 
balancing potent iometers may be converted 
to this “curren tomcter” circuit with only a 
few wiring changes. For preliminary tests, a 
simple inexpensive commercial potentiome¬ 
ter (Varian Assoc., Model GIO, 10 mv full 
scale) was chosen for modification and test¬ 
ing. Table I gives the resistance values for 
full scale currents ranging from 10 mu to 0.01 
Ma (supplied from a source resistance of 106 

ohms). 

TABLE 1 

Full Scale Current 
10 pa 
1 .0 
0.1 
0.01 

Ri 27 Í2 
9 kJ2 

100 kS2 
1 .0 megU 

R<=49 kS2 
R. = 1 kS2 
Ro =5 kS2 
R: = 5 kU 
Rs = \ .5 k’2 

The value of /«varied from zero to 10pa 
for full scale movement. The damping ad¬ 
justment circuit normally used in the po¬ 
tentiometric configuration of this recorder 
was not required but the 1 mfd capacitor 
normally across Ri was retained. The poten¬ 
tial drop across the current measurement 
terminals, or “error voltage” was monitored 
and found to have an offset of about 200 mV 
and a dead-space of ± 25 to 50 mv. This dead¬ 
space amounted to about ±3X10”10 a and 
was small enough to give excellent tracking 
and reproducibility on all except the most 
sensitive current range (0.01 Ma full scale). 

It is also possible to change the current 
range by setting Ri=0 and varying R^. In 
this case, /. is made the equal and opposite 
of A. With this circuit arrangement, the 
response of the modified Varian G-10 be¬ 
came rather sluggish in the 0.1 Ma full scale 
range. This may have occurred because the 
source impedance of the balancing current 
(Ri = 5 megohms) was large with respect to 
the input impedance of this amplifier (about 
0.5 megohm). This might still be a useful 
circuit arrangement for use with amplifiers 
of higher gain and input impedance. 

John W. Moore 
Dept, of Physiology 

Duke Univ. Medical Center 
Durham, N. C. 

Formerly Lab. of Biophysics 
Xatl Institutes of Health 

Bethesda, Md. 

Reciprocal Relations in an 7V-Slab 
Dielectric* 

Transmission and reflection properties 
of radomes and plasma sheaths about mis¬ 
siles are typical of many current problems 
involving the propagation of radio energy 
through a dielectric. In such problems it is 
often convenient to represent the actual di-
electric by a number of parallel contiguous 

♦ Received by the IRE. July 10, 1961. 

slabs whose electrical properties are homo¬ 
geneous and isotropic in each slab. 

During a study in this area it became 
important to determine whether or not such 
a dielectric model exhibits reciprocal prop¬ 
erties for its transmission and reflection co¬ 
efficients. This note presents a proof that 
the transmission coefficients are identical for 
both directions of transmission but that the 
reflection coefficients are not. 

fhe method and notation used follows 
that of Stratton.1 He derives expressions for 
the transmission and reflection properties of 
a single slab separating two semi-infinite 
media ha\ ing different electrical constants 

Consider a plane electromagnetic wave 
normally incident upon a dielectric made of 
w homogeneous parallel slabs, the /th slab 
having thickness di and propagation con¬ 
stant k, ( Fig. 1 ). The quantities Ei, Eh, and 

Fig. I Dielectric model. 

Er designate the electric intensities of the 
incident, reflected, and transmitted waves 
at their respective interfaces. The corre¬ 
sponding magnetic intensities are 

.. ^0 .. . ko ko 
Ui = - /••/; Ur = -Er\ Ut — -Et-

UR; URo up„ 

The total E- and //-waves in the fth slab 
are the sums of the forward- and backward¬ 
traveling components in this slab and are 

The expressions for the continuity of the 
E- and //-vectors across the fth interface 
(counting from left to right) are 

e'1- di ,E. C + e di ,E._, 

- EC - Ei = 0 

ki-te^i-d’-J':. ^ — di ,Ei.,~ 

- kiEp + kiEr =0 i = 1, 2 ■ • • n + 1 

since ■ ■ ■ =p„. In the last 
pair the terms Et, k-Er replace the zeros in 
the right members. The quantity do is taken 
as zero. The determinant of this set of 
2« +2 linear equations is designated D. I'he 
determinants obtained by replacing the first 
and second columns of D by the column 

1 J. A. Stratton, "Electromagnetic Theory," Mc¬ 
Graw-Hill Book Co., Inc., New York, N. V., pp. 511-
516; 1941. 

matrix (0, 0, 0, • • • 1, ¿o)r„i are designated 
Nt and Nr, respectively. The transmission 
and reflection coefficients 7" and R are de¬ 
fined by 

so that 

Assume now that the wave propagates 
from right to left. All the E- and //-vectors, 
transmission and reflection coefficients, and 
determinants for this case are designated by 
primes on corresponding quantities for the 
opposite direction.2 At the fth interface 

- E,., ' = 0 
kiC^dtEC — k,c 'kd 

+ k.^Ei.,-' - 0 

where / runs from n + 1 to 1. The first and 
last pairs (» = n +1, i - 1 ) are 

Ei' + Er — E,d' — E„ ~ ' = 0 

koEl — kol'.R — k„E,C T knEn~' — 0 
and 

k^ddiRd' _ = koEr'-

The determinants, D, D' are equal to 

We now demonstrate that Nt = Nt' and 
that Nr^Nr. Apply the following transfor¬ 
mations to Nr- Multiply the third, fourth, 
• • • (2n-|-l)th, (2n+2)th columns by 

e1̂, • • • , respec¬ 
tively. Interchange the first and second 
columns, third and (2«+2)th columns, 
fourth and (2« + l)th columns, etc. for a 
total of (n + 1) interchanges. Next, apply a 
row interchange as follows. If n is even, 
there will be n inten hangest first and 
(2m + 1) rows, second and (2n+2)th rows, 
third and (2n —l)th rows, fourth and 2»th 
rows. etc. with the (« + l)th and (»+2)th 
rows fixed. If n is odd there will be n +1 
interchanges of rows, the same as before, 
now with the (n + l)th and (n+2)th row 
being interchanged. Multiply all odd rows 
by ( — 1 ). After multiplying both the first 
and second columns by ( — 1) we obtain a 
determinant whose elements are identical 
to Nt'- Since there is always an even number 
of sign interchanges, we have Nr“ Nr' so 
that T^T'. 

If these same transformations (with the 
exception of the last one) are applied to Nr, 
we obtain a determinant which differs from 
Nr' only in the sign of an, a.„+i,. elements 
which are now ( — 1 ). Thus, Nr' cannot equal 
Nr and so R/R'. This difference in the 
reflection coefficient is compensated by the 
change in the absorption of the dielectric-
slabs. 

R. Hollis 
The Martin Co. 
Baltimore, Md. 

2 The wave is now incident upon the («-Fifth 
interface. 



1580 PROCEEDINGS OF THE IRE October 

Construction of Probability 
Densities from Their Moments* 

Most engineering problems involving 
stochastic variables lead to Gaussian dis¬ 
tributions or distributions derived by func¬ 
tional mappings of Gaussian distributions. 
It is easy to show how dreadful it would be if 
such were not the case. The a priori simple 
problem of the construction of a probability 
density from the knowledge of its moments 
is a case in point. This is not a trivial prob¬ 
lem because the results of a number of meas¬ 
urements can only lead to two interpreta¬ 
tions: l)an estimate for the probability of 
occurrence of a given value provided this 
value did occur and 2) an estimate of the 
moments. The second interpretation is less 
restrictive and is less subject to variations 
when a new set of measurements becomes 
available. The accuracy of the estimates of 
the moments, however, is poorer the higher 
the degree of the moment, so that in prac¬ 
tice only a finite number of moments can be 
estimated. 

With this in mind, let us try to find the 
probability density p(r) when the moments 

are given from »;> to »i». 
It is well known that the knowledge of a 

number of moments of a probability density 
does not lead, in general, to more accurate 
prescriptions for the construction of this 
density than the Dieudonne-Markov in¬ 
equalities. In general, one cannot form a 
sequence of approximations, 

P-G) = /.(»»i, ’»2 ’ ’ ’ ’"»• f)> (O 

converging toward the density p(r) when n 
increases indefinitely. Nor can one, in gen¬ 
eral, form a convergent series of the form 

p(r) = ¿ pM- (2) 

Any probability density, however, has a 
Fourier transform, 

p(f) = J p(r)exp(—2rifr)dr. (3) 

The exponential can be expanded in power 
series of the argument. Integrating, one ob¬ 
tains 

P(f) = 52 ( — 2^ri^• • (4) 

The series (4) is convergent provided the 
moments do not increase too rapidly with n. 

The convergence will depend on the be¬ 
havior of p(r) for large magnitudes of r. 
Even as rapidly decreasing a function as the 
Gaussian distribution does not yield a con¬ 
vergent series. On the contrary, suppose that 
p(r) has a compact domain such that p(r) is 
certainly zero for 

I r I > «. (5) 

One can write 

r = RO (6) 
p(r) = p(8) (7) 
w„ = (8) 

= í P<Wd0. (9) 

* Received by the IRE, July 12, 1961. 

Using vertical bars for absolute value, one 
obtains 

I < 0°) 

The upper bound [right-hand side of (10)] 
for the absolute value of m» tends toward 
zero when n increases indefinitely. The cor¬ 
responding series (4) is convergent. 

Even when the series (4) is convergent, 
its inverse Fourier transform P is para¬ 
doxical; 

P(r) = £ —~ i' (r)m„ (11) 
, »! 0

where ioA is the »th derivative of the Dirac 
delta function placed at the origin. The 
function P(0 has the same moments as p(r) 
but is not equal to p(r). This is possible be¬ 
cause P(r) is not a probability density and 
is not positive definite. 

In order to transform P(r) into a prob¬ 
ability density, one can use the Taylor ex¬ 
pansion of the Dirac delta function placed 
at a distance r, from the origin; 

òri(r) = £ -—— (r). (12) 
n nl 

The Taylor expansion is sufficiently correct 
in distribution theory,1 because one can 
write 

är;(^) = P(ri) = 52 —;^'(0)- (13) 
„ »! 

The functions 0 are the usual functions 
of the class D. The Taylor series of a <p func¬ 
tion is well defined nearly everywhere. I'he 
series is, however, not defined on the bound¬ 
ary of the compact domain of the function. 
Thus, (13) is correct for almost all <p func¬ 
tions, but not for all and this is why the 
word sufficiently is added. We now write 

P(r) = (14) 

where the a> are either positive constants or 
zero. Using the Taylor expansion ( 12) 

P(r) = E ( X^r, ^ i* (r). (15) 

Equating (11) and (15), 

52 o.r," = . (16) 

The function P(r) (14) has the same mo¬ 
ments as p(r) provided the set of conditions 
(16) is satisfied. If one adds to this set of 
conditions that all a, must be positive, the 
function P(r) becomes a possible probabil¬ 
ité density. Because two probability densi¬ 
ties which have the same moments are the 
same, one must have 

a, = tp(ri). (17) 

The parameter e is an infinitely small 
quantity such that tô is the Kronecker delta. 
The introduction of e in distribution theory 
permits one to define unambiguously the 
product of distributions and thus to general¬ 
ize this essentially linear theory. In practice 

1L. Schwartz, “Theorie des Distributions, ’ 
Hermann and Co.. Paris, France, vols. 1 and 2; 1050. 

one does not know the higher moments with 
any accuracy so that one is forced to con¬ 
struct ptO from a finite number of moments. 
The set of conditions (16) is a linear inho¬ 
mogeneous set in Ui. The characteristic de¬ 
terminant is a Van der Monde determinant. 
It can only be zero if two r, are chosen equal. 
Thus, the set of conditions (16), restricted 
to a finite number of a, equal to the finite 
number of available moments, has always 
a well-defined solution for any chosen set of 
re The restriction that the a, must all be 
positive, restricts the possible choice of rt. 
Because of the essential additivity of mo¬ 
ments, sums of properly weighted solutions 
are also solutions. Thus assuming all solu¬ 
tions obtained to be equally probable, one 
finds for each value of r a probability den¬ 
sity pr*(p) for the value of the probability 
density p(r\ 

P. A. Clavier 
Aeronutronic Div. 

Ford Motor Co. 
Newport Beach, Calif. 

A Simple Passive-Element 
Electrical Analog to a Gyro* 

The writer has found a very simple elec¬ 
trical analog to a free gyroscope which, to 
his knowledge, has not been previously re¬ 
ported in the literature. 

Consider a gyroscope system with princi¬ 
pal axes in the directions .v, y, and z. Let the 
angular momentum of the gyro wheel be z 
directed and of magnitude SI, the principal 
moments of inertia be I, and I„ (including 
gimbals), the angular velocities be a, and 
w„, and external torques be T, and T„. The 
linearized equations of motion are: 

I?WX 4“ S2w tf — TZ

— Tu-

In matrix form: 

The above form clearly shows1 why' a pas¬ 
sive element electrical analog in which 
both gyro equations are the analogs of 
loop or node equations cannot be found. 
The off-diagonal terms of the matrix would 
represent mutual impedances or mutual ad¬ 
mittances, and hence would have to be 
identical. The matrix can be reordered, 
bringing the terms 1, —1, onto the diagonal, 
but a passive-element analog still cannot 
be found, since the — 1 represents a negative 
self-impedance or admittance, not realizable 
with passive elements. 

* Received by the IRE, July 17, 1961. 
1 J. A. Aseltine, “Transform Methods in Linear 

Systems Analysis," McGraw-Hill Book Co.. Inc. 
New York. N. V., pp. 75-82; 1958. 
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In matrix form 

I CS 1 | I F 

-1 LS 

Comparison shows 
logue is valid. 

dV 
d7 

Consider the circuit shown in Fig. 1. The 
node equation is 

Í2 
V = a, 

T, 

F, 

the following ana-

For gyro systems of ordinary dimensions, 
realizable salues of L and C would result. 

S2 

The loop equation for the L-C loop is 

di 
L- F - F,. 

dl 

A floated gyro, floated around the x axis 
with viscous constant I), can be represented 
by addition of a resistor, R = \l/D. in 
parallel with C. 

A rate gyro, restrained around the x axis 
with a spring of constant K, can be repre¬ 
sented by adding an inductor, L=ü/K. in 
parallel with C. 

Robert W. Redlich 
Elec. Engrg. Dept. 

Clarkson College of Technology 
Potsdam, X. Y. 

Measurement of Tunnel-Diode 
Conductance Parameters* 

An accurate knowledge of the instan¬ 
taneous incremental conductance (ga ) of a 
tunnel diode that is operating as a mixer 
(down converter) is necessary in order to 
correlate the theoretical and experimental 
data of such a diode’s performance. This 
note briefly describes a method of deter¬ 
mining gj that has proven useful in work on 
tunnel-diode mixers at Philco’s W estern De¬ 
velopment I laboratories. 

This method assumes that the local 
oscillator voltage »i is sinusoidal and that 

* Received by the IRE, July 5. 1*161. Performed 
under Contract AF 04(6471-532, AFBMD, Los An¬ 
geles, Calif. 

Fig. 1—Principle of test setup. 

Fig. 2—Go vs diode bias. 

Fig. 3 Gi vs dicxle bias. 
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Vo-MILLIVOLT 
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Fig. 4—G- vs diode bias. 

ga is a function of Vi for a given direct volt¬ 
age bias, Fo. We may therefore write 

t'i = Fi cos utl 

and 
gd = Go + Gi cos «4 4- • • • + G„ cosnwii, 

where the coefficients Go, Gb • • • , G„ de¬ 
pend on only F» and Ft for a given tunnel 
diode. The determination of gd is based on 
the relationship between gd and the current, 
id, through the diode. This relationship is 
given by 

Go — — £/i + 3C + 5/s + • • • 

(«Z. (n odd) / I 
((n + l)Z»+i («even)) J’ 

Gi = — £2/2 4- 4/4 ~F 6Z, 4- • • • 

I ( (n 4- IVn+i (11 odd) )"] 
lnl„ («even)) J’ 

Go = — QlZn 4- 5Zs 4" 7Zj 4- • • • 

«Z„ 
(« 4- l)Z»+i 

(n odd) I "I 
(n even) ) J’ 

2 
G„ = — (n + l)Z„+i, 

V1 

where h, Io, • ■ ■ , /„+i are the coefficients 
of the Fourier series representation of id, 
i.e., 

û = Io + h cos u,t 4- • ■ • 

4- Z„+i cos (« 4- 1)m4. 

Thus g,i may be determined by a measure¬ 
ment of Fi and of the coefficients Z„ where 
7 = 1, 2, • • • , «4-1. 

The test setup used for the measurement 
of I, is shown, in principle, in Fig. 1. The 
dual-trace oscilloscope is used to determine 
the sign of Z„ while the magnitude of Z, is 
determined by dividing R, into the voltage 
reading on the wave analyzer. The value of 
Ri is chosen so small that the voltage drop 
across it has a negligible effect on the ac¬ 
curacy of the measurements. Some of the 
results obtained with this setup for a GE 
type ZJ56 diode are shown in Figs. 2-4. 

Some values of Go and Gi that were meas¬ 
ured in this manner at audio frequencies 
have been found to be applicable at UHF 
frequencies. Thus, good agreement was 
found between the measured and calculated 
conversion gain and noise figure for a tun¬ 
nel diode operating at 420 Me. Further, 
this agreement was obtained not only at a 
single point but over a range of bias and 
local oscillator signal levels.1

Bent Christensen 
Space Sciences Dept. 

Philco Western Dev. Labs. 
Palo Alto, Calif. 

1 For more details, see “Semiannual Report of 
Advanced Equipment Studies," Philco Corp., Palo 
Alto, Calif., WDL-TR-1481, Section I: February 15. 
1961. 
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Experiments with Nonreciprocal 
Parametric Devices* 

It has been pointed out by Kamal1 that 
parametric diodes may be used to realize 
nonreciprocal networks. Recently, Baldwin2 

proposed a unilateral amplifier employing 
two parametric diodes pumped in quadra¬ 
ture. 

For some time now we have been experi¬ 
menting along similar lines with various 
nonreciprocal parametric devices. The fol¬ 
lowing is a report on the results of this work. 

The first of these experimental devices 
(Fig. 1) is a 200-Mc unilateral amplifier of 
the sort described by Baldwin. The two sig¬ 
nal circuits consist of strip line resonators 
A and A' coupled by a quarter wavelength 
section of a 50-ohm cable. I'he common idler 
circuit also consists of a strip transmission 
line BB’ capacitively loaded at lioth ends by 
parametric diodes C and C which are also 
part of the signal circuits. Signal and idler 
circuits are separated by sections of coaxial 
line D and D’ acting as short circuits for 
idler and pump frequencies and as additional 
capacitive loads at the signal frequency. 

Pump power at 850 Me is supplied to the 
diodes through small capacitors E and E' 
which are tuned out by coaxial stubs F and 
F'. A 3-db directional coupler provides the 
necessary 90° phase shift in the pump input 
circuits. At the pump frequency these cir¬ 
cuits are separated by means of a tunable 
stub G in the center of the idler circuit; de 
bias is also supplied at this point. 

The idler circuit may be tuned from 600 
Me to 700 Me by varying the bias voltage. 

We used a matched pair of Microwave 
Associates’ diodes No. MA-42O2X. Although 
we were able to achieve satisfactory non¬ 
reciprocal amplification, it was observed 
that for a given amount of pump power, 
maximum gain occurred at the edge rather 
than in the center of the signal band. 

Shifting the response back to the center 
of the band by detuning the idler circuit, 
more pump power was required for the same 
gain. Detailed analysis reveals the existence 
of a particular combination of nonzero idler 
and signal circuit reactances which requires 
less pump power than the case in which all 
reactances are tuned out. In this detuned 
condition, however, the device is no longer 
matched and the gain in the backward direc¬ 
tion is larger than unity. Consequently, we 
might expect the noise figure to be worse 
than in the ideal condition. 

In our case we measured a 4-db noise 
ligure: the predicted noise figure was of the 
order of 1-2 db. 

In agreement with the theory, we found 
the device to have a constant gain-band¬ 
width product. 

I he second device with which we have 
experimented is shown in Fig. 2. This is a 
100-kc circulator. I'he double-tuned circuit 
formeri by Li and L't, together with the 
parametric diodes D and D' is tuned to 2.5 

♦ Received by the IRE, August 7, 1961. 
1 A. K. Kamal, “A parametric device as a non¬ 

reciprocal element," PROC. IRE, vol. 48, j>p. 1424-
1430; August, I960. 

1 L. D. Baldwin, “Nonreciprocal parametric 
amplifier circuits," Proc. IRE, vol. 49, p. 1075; June, 
1961. 

Fig. 1—Circuit diagram of 200-Mc unilateral amplifier-

Fig. 3—Gain and isolation characteristics 
of 100-kc circulator. 

Me and has a bandwidth of approximately 
200 kc. This circuit is excited by the pump 
at 2.5 Me and will support both upper and 
lower sidebands. 

It is separated from the signal circuits 
by means of bypass capacitors Cand C which 
are tuned out by 100 kc by Lt and 

The three ports of the circulator are 
indicated by 1, 2 and 3. By properly match¬ 
ing port 3 we were able to achieve isolation 
greater than 20 db over a 0.7 per cent band, 
while forward insertion gain varied from 
4-1 db to — 1 db (see Fig. 3). 

It is a pleasure to acknowledge Dr. 
R. Adler’s support and valuable suggestions. 

A. KoRPEL 
P. Desmares 

Research Dept. 
Zenith Radio Corp. 

Chicago, HI. 

New Form of Plasma Dispersion 
Formula Usable for Analog 
Computing* 

For electric analog computation of Sell-
meier's dispersion formula1 of a Lorentz 
plasma in the absence of collisions and of a 
magnetic field, 

IP 
P=\-X=\~ — (1) 

(/=wave frequency and /v = plasma fre¬ 
quency) can very easily be represented with 
sin- and cos-generators. This is not so when 
the magnetic field influence is introduced. 
Indeed, the Appleton2-!. assen3 formula looks 
rather discouraging when 

(Yr=fn/f cos 0, 17, —lull sin 0, Z=»>/2/r/, 
fu gyrofrequency in the magnetic field B, 
V effective collision number of electrons, 0 
angle between wave normal and magnetic 
field B). Now, as (1) is the asymptotic form 
of (2) for/»///, Z«l, it is useful to write (2) 
in the form of (1) with an appropriate cor¬ 
rection term .1/, viz., 

M2 = 1 - X/(l - iZ - If) (3) 

where 

When the square root is eliminated, the 
terms with 171 cancel out anti we have for 
.1/ the simple equation 

.I/2 - M — 
(1 

YP 
X - iZ) 

- YP = 0 (5a) 

or 

M’ (l - X - iZ) - MYp 

— (1 — X — iZ)Yp = 0. (5b) 

The two roots .1/+ and M— correspond 
to the two principal polarizations, .1/+ to 
the electronic1 extraordinary one anti .li¬ 
to the ionic1 ordinary one. In the case Z=0 
(no collisions), it is easily seen that in the X 
range admitted for propagation (0<.Y<l) 
we have 

M+ > I Ft| and | 1/1 < -V - <0. (6) 

♦ Received by the IRE, July 5, 1961. This work 
was supported by a research grant from Bundes 
Wirtschafts Ministerium, no. A 190, 1959. 

1 W. Sellmeier, see P. Drude, “Lehrbuch der Op¬ 
tik," 1900. 

2 E. V. Appleton, "The influence of the earth’s 
magnetic field in wireless transmission," Proc. Inion 
Radio Set. Intermití., 1 (1928), 2 (lecture presented 
October 13, 1927, Washington, D. C.). 

3 II. Lassen, “I ber den Einfluss des erdmagnet¬ 
ischen Feldes auf die Fortpflanzung der elektrischen 
Wellen der drahtlosen Telegraphie in der Atmos¬ 
phäre," Elek. ach. Tech.. vol. 4, pp. 324 334; August. 
1927. 

4 R. W. Laren/. “Beitrag zur Magneto-Hydrody¬ 
namik kompressibler Medien," lecture presented at 
Bad Salzuflen. Germany; April, 1952 (unpublished). 
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For analog computing, we suppose Z = 0. 
It is not interesting to use the analytical 
solution of (5). 1 lowever, it is easier to repre¬ 
sent (5b) directly in the form 

.VIV = (1 - 17«. (7) 

It is seen from (6) that in (4) the expression 
in brackets should get the positive sign for 
JZ+and the negat b e for M . So as ( 1 — A) >0, 
the distinction between the principal com¬ 
ponents can simply be made by means of a 
diode giving one or the other sign in (7). 
M could be computed from A', Ft, Fl; 

but with our analog circuit representing (7), 
we actually use p, (1 — X)/fp, fp (Fig. 1, 

Fir. 1. 

leit side). The square of the refraction index 
p is finally calculated from (3) in the form 

P = 1 - A' - .1/(1 - p2) (8> 

with the circuit of Fig. 1, right side, with 
the inputs: M, (1—A'). The total arrange¬ 
ment used only four multipliers and two 
operational amplifiers. The diode switch 
enables the distinction between both mag¬ 
neto-ionic components. 

II. Porsche 
K. Rawer 

Ionosphären Institut 
(im F TZ der Deutschen Bundespost) 

Breisach/Rhein 
Germany 

The Expanded Reactance Series 
Resonator—“ERSER”* 

Synopsis 

ERSER is a circuit element wherein the 
bandwidth between the infinities of a series 
resonant circuit constructed from transmis¬ 
sion line elements can be exchanged for in¬ 
creased steepness of the reactance slope 
through resonance. It finds application in 
B.P. filters made of T.L. elements where a 
compact unit of high reactance slope with 
change of frequency is required to be made 
with practical values of the characteristic 
impedance. In freedom from spurious re¬ 
sponses and low insertion loss, it is superior 
to the alternative method of using a S.C. 
T.L., an integral number of X/2 long at the 
resonant wavelength X». 

Referring to Fig. 1, ERSER consists of 
a S.C. transmission line of low-characteristic 

♦ Received by the IRK, June 23, 1061. 

Fig. 1. Longitudinal and cross sections of ERSKR 
transmission line unit 

(b) 
Fig. 2. (a) Reactance curves of ERSKR for p =9. 

Compare with 0.5 X S.C. T.L. (p = l). 

Asymptotes are shown. 

Note bandwidth between infinities of series reso¬ 
nant range is reduced in ratio 2/r arctan p -, while 
reactance slope is increased in ratio (p-H)^. 
(bi Reactance curves of the equivalent 2.5 X trans¬ 
mission line. Note the excessive number of un¬ 
wanted zeros of the reactance characteristic. 

Fig. 3. R = insertion loss ratio of ERSER compared 
with the 0.5 (p + 1 ) X 2 long short-circuited trans¬ 
mission line. 

impedance Zov especially made to have high 
Q, terminating a T.L. of C.l. Zo, each line 
being effectively X0/4 long. Air is used as the 
dielectric. Trimming adjustment can be 
provided by a thread T at the low-current 
center of the unit. The input impedance of 
ERSER at 100A' per cent above the series 
resonant frequency, writing p=Zo/Zov is 

jZo tan 1_+ "I 
— tan2 A'tt/2J 

This is a series resonant circuit with 
Z.s = 0 at A = 0. As the reactance of a X/2 
S.C. transmission line at 100A' per cent 
above resonance is equal to JZo tan A'ir and 
is the best that can be done with a single 
element, the reactance scaling factor of 
ERSER is substantially equal to (p + l)/2; 
and infinities of Zs occur when tan 
A' ir/2=p-1'2 [Figs. 2(a) and 2(b)). 

The step up of the current in the S.C. 
end of Zo, in the ratio of p compared with 
the input line would appear to condemn the 
device on the basis of insertion loss; how¬ 
ever, it will be shown that it is superior in all 
practical cases to the only alternative, the 
(p + 1 )/2 of X/2 S.C. transmission line. 

If for convenience (p + l)/2 is considered 
integral and the unit of loss is that on X/4 
of T.L. of C.L Zo. then the loss of 

Cp 4- 1 “I 
I —— °f V2 T.L. of C.L Zol: ERSER 

when allowance is made for the p:l current 
step up in the outer X/4 line (Fig. 3). 

Plotting this in Fig. 3, ERSER is su¬ 
perior to an integral number of X/2 S.C. 
T.L. up to p=12, when b/a = 20. This is a 
good practical figure yielding Zo4-180 ohms 
and giving a reactance scaling-up of up to 
6-7:1 compared with a X/2 S.C. T.L. for 
p-=12. 

In conclusion, ERSER shows promise as 
a means of conveniently extending band-pass 
filters using T.L. elements into higher-
impedance ranges than have previously been 
found convenient, and is useful for the B.P. 
correction of antiresonant antennas. 

Note: Since preparing this note the writer 
has discovered the “compound line section,” 1 

using two X/4 lines in cascade. This is truly 
the inverse problem of the one studied here, 
in that Zo¡/Zo is made high in order to give 
a low-impedance wide-band short circuit. 

The author wishes to thank the Aus¬ 
tralian Department of Civil Aviation for 
their support. 

E. O. Willoughby 
Elect. Engrg. Dept. 

Cniversity of Adelaide 
Adelaide, South Australia 

1 Radio Research Laboratory, Harvard University 
( ambridge, Mass. “Very High Frequency Tech 
niques," McGraw Hill Book Co., Inc.. New York. 
N. Y„ vol. 2. p. 922: 1947. 
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Representation of Propagation 
Parameters for the Plasma in 
a Magnetic Field* 

In a recent paper the properties of a 
uniform plasma for the propagation of elec¬ 
tromagnetic waves were represented by 
curves plotted in the complex propagation 
plane.1 The effect of a de magnetic field can 
be shown by extending these curves to 
three-dimensional models in the way de¬ 
scribed below. 

The complex propagation plane is repre¬ 
sented by coordinates A=(cMa al’d 
B = (cMB, where a and 3 are the real and 
imaginary parts of the complex propagation 
constant and (c/o>) is the ratio of the ve¬ 
locity of light to the frequency of propaga¬ 
tion. In the above-mentioned paper, the 
parameters plotted were the normalized col¬ 
lision frequency Z = v/w where v is the colli¬ 
sion frequency and the normalized electron 
density X =(wPM\ where is the plasma 
frequency. The equations for the curves were 
derived from a conformal transformation of 
corresponding curves in the complex dielec¬ 
tric plane. These equations in turn were 
derived from the wave equation using the 
dielectric coefficient for a uniform plasma. 

A later communication2 indicated that 
by suitably choosing the normalized parame¬ 
ters to include the electron-cyclotron fre¬ 
quency wb these same curves could be used 
for the case of a plasma in the presence of a 
de magnetic field. The purpose of this note 
is to point out that the original curves 
plotted in the complex propagation plane 
can be extended to three-dimensional models 
for the case of a de magnetic field by intro¬ 
ducing a third coordinate Y=w„/w. 

Appleton's equation for the complex re¬ 
fractive index of a magneto-ionic medium is 
given by3

Fír. I -Collision frequency model ordinary wave. 
A =(c a)a »normalized attenuation constant. 
B = (c/w)0= normalized phase-shi t constant. 
Y =<*>,/<*>= normalized cyclotron t equency. 
Z = v u = normalized collision frequency. 

Fig. 2 Collision frequency model extraordinary wave. 
.4 = (c u)a »normalized attenuation constant. 
B = (c /w)8 »normalized phase-shift constant. 
Y =œz w normalized cyclotron frequency. 
Z=f w »normalized collision frequency. 

For the case of a longitud ual magnetic 
field, 1^=0, I',= Fand (1) reduces to 

1 -/z - 1« ± [1/« ± r>'] ' 

where X and Z are the normalized parame¬ 
ters defined above, and where 

F2=w,/w = the normalized cyclotron fre¬ 
quency in the direction of propaga¬ 
tion, z 

E, =«,/» = the normalized cyclotron fre¬ 
quency in the y direction 

w,=(e/m)B cos 6 
wu = (e/m)B sin ® 
9 = angle between the magnetic field B 

and the direction of propagation z. 

* Received by the IRE, June 30, 1961. This work 
was partially supported by NASA under research 
grant no. NsG 48 60. 

1 M. P. Bachynski, ft al., “Electromagnetic prop¬ 
erties of high-temperature air," Proc. IRE, vol. 4«, 
pp. 347 356; March. i960. 

2 M. P. Bachynski, ft al., “Universal representation 
of electromagnetic ¡»arameters in presence of de 
magnetic fields," Proc. IRE, vol. 49, pp. 354-355; 
January, 1961. 

3 J. A. Ratcliffe, “The Magneto-Ionic Theory and 
its .Applications to the Ionosphere," Cambridge Uni¬ 
versity Press, Cambridge, England; 1959. 

Since the square of the refractive index 
is equal to the dielectric coefficient, one can 
rationalize the right-hand side of (2) and 
equate the real and imaginary parts to K, 
and A',, the real and imaginary parts of the 
dielectric coefficient K. A conformal trans¬ 
formation from the complex dielectric plane 
to the complex propagation plane yields the 
following two equations for the normalized 
collision frequency case and for the normal¬ 
ized electron density case. 

(Z 2 + B2)2 - (2 - '«2 - -<’) 

+ (,_ ¡Ar).„ <4)

For the special case of no magnetic field 
these equations reduce to equations (12b) 
and (13b) of Bachynski.1 They are also con-

0 1.0 2.0 

Fig. 3 -Electron density model ordinary wave. 
.4 = (c u})a »normalized attenuation constant. 
H = {c w)0 » normalized phase-shift constant. 
E =wz = normalized cyclotron frequency. 
A’ =(&p w)’= normalized electron density. 

0 i.O 2.0 a 

Fig. 4 -Electron density model extraordinary wave. 
A =(c w)a »normalized attenuation constant. 
H = lc w)0 «normalized phase shift constant. 
F = œz w = normalized cyclotron frequency. 
X = (wp/w)2 »normalized electron density. 

sistent with the redefined parameters of 
Bachynski.2 Plots of (3) and (4) are shown in 
Figs. 14 where surfaces are formed for dif¬ 
ferent values of Z and .V. The plus sign in 
(3) and (4) corresponds to propagation of 
the ordinary wave, while the minus sign 
corresponds to propagation of the ex¬ 
traordinary wave. 

R. E. Haskell 
E. H. Holt 

Rensselaer Polytechnic Institute 
Troy, X. Y. 

Study of Electromagnetic Wave 
Polarization in Magneto-Plasmas 
by a Matrix Method of Crystal 
Optics* 

In a series of papers Jones' has developed 
a method for treating the behavior of opti-

* Received by the IRE. lune 30. 1961. This work 
was partially supported by NASA under research 
contract no. NsG 48-60. 

1 R. G. Jones. “A new calculus ior the treatment 
of optical systems," J. Opt. Soc. Am., vol. 31, pp. 
4X8 503, July, 1941; vol. 32, pp. 486-493, August, 
1942; vol. 37. pp. 107-112, February, 1947; vol. 38, 
pp. 671-684, August, 1948; vol. 46, pp. 126-131, 
February. 1956. 



1061 Correspondence 1585 

cal systems. We propose here a method for 
treating the study of electromagnetic wave 
propagation through magneto-plasmas by 
applying a modification of his method which 
is appropriate to the microwave region of 
the spectrum. 

The method of Jones is based upon the 
assumption that the components of the 
electric held vector of the light wave leaving 
the system are linear functions of the electric 
held components of the wave entering the 
system. That is, if £1 and E- are the complex 
components of a wave entering the system, 
then the output components of the wave, 
£/ and £2', are given by 

p-' Tr'"" pn 
L/./J Laza msîJ L£îJ 

or 

E' = ME. 

where M is a matrix characterizing the sys¬ 
tem. 

Systems which act to alter the relation¬ 
ship between orthogonal components of an 
electromagnetic wave in the microwave re¬ 
gion might usefully be characterized by such 
a matrix. A plasma in the presence of a de 
magnetic field might be considered as such a 
system. 

Fix. ï Polarimeter microwave circuit. 

A method for measuring the matrix has 
been proposed2 for application in the optical 
regions. The ease w ith which the components 
of the electric field can be separated in a 
microwave circuit makes the measurement 
of the matrix M simpler at microwave fre¬ 
quencies. 

By factoring out »i~ three polarization 
measurements using a microwave polarime¬ 
ter1 will determine the matrix M to within 
the complex constant m™. These measure¬ 
ments consist of measuring the output 
polarization for three differently oriented 
linearly polarized input signals. A block 
diagram of the microwave circuit is shown 
in Fig. 1. The complex constant mm can be 
determined from a conventional attenuation 
and phase-shift measurement. This is done 
by orienting the rectangular guide of the 

* Ibid., see vol. 37. 
’ P. .1. Allen and R. D. Tompkins. “An instantane¬ 

ous microwave polarimeter," Proc. IRK. vol. 47. 
pp. 1231 1237; July. 1959. 

receiving horn such that only the £2' com¬ 
ponent is received when the input signal to 
the system is linearly polarized in the X. 
direction. In this way the matrix M can Ire 
uniquely determined. 

R. E. Haskell 
E. H. Holt 

Rensselaer Polytechnic Institute 
Troy, New York 

and the correspondence between s—r and 
X* r/l •J-x1''-'' is as follows: 

X* r

1 +xs'*-"' 

1 X“ 
2 x 
3 Xs

4 x3
5 t 
6 x"> 
7 x1

A Decoding Procedure for Double¬ 
Error Correcting Bose-Ray-
Chaudhuri Codes* 

A two-error correcting Bose-Ray-Chau¬ 
dhuri Code* with nt information bits has as 
Syndromes corresponding to a single error 
in the (r-f-l)th bit position the vector 
(.V, X3'), where x is the primitive element of 
the GF(2m) held. A double-error would give 
rise to the syndrome (xr+x', x^+x*9). If we 
call the two components of this vector nt and 
n respectively, we have 

n = (xr + x’)(xtr + x^" -I- X**) 

tn3 = (x' + x'Xx*' + x8'), 

or 
» X"+" Tsr+<r-r> 

1 -|-s-ax---

nt3 Xs'-|-Xs' xSr(l + xs<,-r)) 

= ——— = f(s - r) (say). 
1 -I- r

It will be noticed that 

fC - r) =f(2m - 1 - s + r). 

so that a table containing only 2“-1 —1 en¬ 
tries would set up a one-to-one correspond¬ 
ence between l+(n/nt3) and s — r 

Also, nt = xr( 1 +x' -r), so that the error 
positions r and s can both be obtained by the 
given manipulation of nt and n. 

As an example, the double-error correct¬ 
ing (15, 7) Bose-Ray-Chaudhuri code has as 
single error syndromes, 

1000(1) 
0100(x) 
0010 (Xs) 
0001 (x3) 
llOO(x’) 
0110 (.Vs) 
0011 (x») 
1101 (x7) 
1010 (x") 
0101 (x9) 
1110 (x lu ) 
0111(x") 
1111 (x12 ) 
1011 (x 13 ) 
1001(xM) 

1000(1) 
0001 (x3) 
0011 (x6) 
0101 (x9) 
1111(x“) 
1000(1) 
0001 (x3) 
0011 (.V«) 
0101 (x9) 
1111 (x12 ) 
1000(1) 
0001 (x3) 
0011 (Xs) 
0101 (x9) 
1111 (xis ) 

Let there be an error in the positions 
shown by asterisks in the syndrome matrix 
so that the resulting syndrome, being the 
sum of the corresponding rows, is 

11000« = xOOHObi = xs), 

yielding 

whence we have from the table of corre¬ 
spondence s — r = 4. ï. e., there is a distance of 
four bits between the error positions. 

Again, 

that is. r = 3 yielding the error positions as 
4 and 8. 

In the case of single errors, l+(n/»i3) 
will yield 0, so that the position of the error 
can be found from m above. 

Unlike the Peterson Decoding Method, 2 

this method cannot be easily generalized 
toa larger number of errors. However, in the 
special case of double-error correcting codes, 
the method is advantageous in involving no 
successive trials. 

R. B. Banerji 
Case Institute of Technology 

Cleveland, Ohio 

- W. VV. Peterson. “Error Correcting Codes," 
Mass. Inst. Tech. Press, Cambridge, and John Wiley 
and Sons, Inc., New York. N. V.; 1961. 

Nonrealizability of the Complex 
Transformer* 

In these Proceedings Carlin1 hasgivena 
passive (and real) realization for the complex 
transformer at a single real frequency, 
po=jao. The question arises if such a trans¬ 
former can be realized at a single complex 
frequency p« with Re p«>G This question 
is of importance because of the recent uses 
of such a device in the various branches of 
electrical engineering. In this connection 

* Received by the IRE, July 17, 1961. 
1 R. C. Bose and D. K. Ray-Chaudhuri, “On a 

class of error correcting binary group codes." Informa¬ 
tion ami Control, vol. 3. |>p. 68-79; I960. 

* Received by the IRE, July 10. 1961. 
1 H. J. Carlin. “On the physical realizability of 

linear non-reciprocal networks." Proc. IRE. vol. 43. 
pp. 608-616; May. I9S5. (See p. 611.) 
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Edelmann2 has used them for visualizing the 
various transformations of power engineer¬ 
ing. Bello3 has used them to interpret the 
energy functions of nonreciprocal systems, 
and Belevitch4 has incorporated them in an 
ingenious extension of the Brune synthesis 
to nonreciprocal networks. W'e will show 
that Carlin’s result does not extend to p„ with 
Re p„>0. 

Let a superscript asterisk denote com¬ 
plex conjugation and a superscript tilde 
denote matrix transposition. A device de¬ 
scribed by 

17 = AT, 

A = - N*It, (1) 

with the Vs ami I's »-vectors and .V an 
nXn complex constant matrix, is called a 
complex transformer 2n-port (here we as¬ 
sume that N is not real). By properly load¬ 
ing such a device by an n-port of admittance 
matrix Yi, we can obtain an input admit¬ 
tance of 

F, = .V* J -A. (2) 

Further we have for the complex transformer 
itself 

IVA + r,*A = 0. (3) 

Interpreting the components of the Vs and 
fsas phasors, this last equation states that 
the average power input in the sinusoidal 
steady state is zero. Thus, the complex trans¬ 
former has several of the useful properties of 
the real transformer. 

We can now apply the result oi Desoer 
and Kuh3 which states that a network is 
l>assive at pn with Re p«>0, if and only if, 
</ (/?")>0. Eor our purposes it is more con¬ 
venient to use a generalization of </ defined 
by 

QJV.I.p) 
1/2[F*/+ 7*l] 

-(0-/I a| )| r/| 

l/2[V*l + 7*1’1 
if w # 0 
if« = 0. (4) 

Here | | denotes the absolute value. In 
Newcomb,6 it is shown that the inequality 

V, I, />o)>O must hold for every V and I 
if the network is to be passive at po. By 
using (3) and its complex conjugate trans* 
pose, we obtain for the complex transformer 

QÁVJ,p) 
( — (a/ I p I ) I 17 I if w # 0 
H) if« = 0. (5) 

Clearly, if ao>0, «»#0, then Q_( V, I, p») <0 
and the network is not passive at p (l. As a 
consequence the complex transformer can’t 
be realized at by passive, real elements. 

2 H. Edelmann, “Über die Anwendung von Über¬ 
tragermatrizen in Untersuchungen auf dem Netzmo¬ 
dell," Arch, elekt. Übertragung, vol. 11, pp. 149 158; 
April, 1957. 

* P. Bello, “Extension of Brune’s energy function 
approach to the study of LLF networks," IRE Trans, 
on Circvit Theory, vol. CT-7, pp. 270-280; Sep¬ 
tember, I960. (See p. 273.) 

4 V. Belevitch, “On the Brune process for «-ports,’’ 
IRE Trans, on Circuit Theory, vol. CT-7, pp. 280-
296; September, I960. (See p. 284.) 

5 C. A. Des<M*r and E. S. Kuh, “Bounds on natural 
frequencies of linear active networks," Proc, of the 
Polytechnic Inst, of Brooklyn Symp., vol. X, pp. 415-
436; 1960. (See p. 425.) 

• R. W. Newcomb, “Synthesis of Networks Passive 
at Po," University of California, Berkeley, ERL Rept., 
Series 60, Issue No. 317; September, 1960. (See p. 2.) 

It should be observed that (J (V, 
which, because of the synthesis method of 
Newcomb,’ coincides with Carlin's result. 
Eurther for a»>0, but w = 0, the device 
doesn't have real elements ami can’t be 
realized at a fixed frequency p„ = a„ even 
though Q-(V, I, <ro) = O. An alternate der¬ 
ivation of the “activity" of the complex 
transformer is found in Newcomb.8

The author is indebted to the National 
Science Foundation for the support of this 
work and Profs. Kuh and Desoer for their 
interest and guidance. 

R. W. Newcomb 
Dept, of Elec. Engrg. 
Stanford University 

Stanford, Calif. 

7 Ibid., p. 26. 
• Ibid., p. 25. 

Tunnel-Diode Super-Regenerative 
Parametric Motor* 

In an effort to harness the stimulance of 
a diode into rotary motion while maintaining 
the contact-free operation of the parametric 
motor, the author has carried out measure¬ 
ments on tunnel diodes and built a number 
of electro-mechanical devices. 1-3 The basic 
case of resistive load and maintained sta¬ 
bility is shown in Fig. 1(a). If the load con-

Fig. 1 (a) Tunnel-diode characteristics with possible 
variational bias ranges, (b) A simple scheme for 
turning tunnel-diode stimulance into rotary mo¬ 
tion. 

sists of a tuned circuit of proper inductance 
and capacitance, and if the dissipation of the 
system is sufficiently reduced, supersonic or 
high audio-frequency oscillations can be 
obtained, provided that the bias voltage is 
made to exceed the peak-point value V,„ but 
not the valley-point value Vr. The circuitry 
with diode and load in series connection 
is then largely that shown in Fig. 1(b), for 
which the steady-state frequency to a first 

* Received by the IRE, July 20. 1961. 
1 II. E. Stockman, “Parametric oscillatory and 

rotary motion," Proc. IRE (Correspondence), vol. 48, 
pp. 1157-1158; June, 1960. 

2 H. E. Stockman, “Parametric variable-capacitor 
motor," Proc. IRE (Correspondence), vol. 49, pp. 
970 971; May. 1961. 

3 H. E. Stockman, “Electric field motor" and 
“Tunnel diode electromechanical movement," U. S. 
Patent applications of January 26. 1961, and July 12, 
1961. 

approximation may be written 

where C' = C+Ci. If we now make the bias 
voltage variational and periodic around a 
chosen point, such as the peak point or the 
valley point, the tunnel diode will never 
settle down to the value J, in (1); on the 
contrary, it produces a Fourier spectrum of 
frequencies. Swinging into the negative-slope 
region in Fig. 1(a), we encounter a growing 
transient wave train with an instantaneous 
amplitude associated with the downwards 
current deflection Si. The wave-train instan¬ 
taneous amplitude /(/) is in the interval of 
interest almost proportional to Si, so that 
we may write to a first approximation 
f(/) = K[l—exp ( — t/T)\, where T is the 
time constant pertaining to the supersonic 
wave-train envelope. We observe that the 
generated stimulance is far from constant, 
taking the form of the time function 

gW = g + ¿ ̂pnua cos (p2irfl -F (2) 
p-1 

The net effect of a periodic bias voltage is a 
varying negative conductance, going through 
a maximum, the subsequent quenching ac¬ 
tion that makes the magnetic field appear 
and vanish in a periodic fashion, and the 
ensuing supersonic growing and decaying 
wave train of variational frequency. Utiliz¬ 
ing these facts for the accomplishment of 
rotary motion, we may now formulate a 
simple question: how can we make an 
alternating field in an inductor do me¬ 
chanical work in such a manner that a peri¬ 
odic induced EMF and bias voltage results, 
all within the realms of the source power, 
secured from the negative-conductance slope 
of the tunnel diode? The simple answer ap¬ 
pears in Fig. 1(b). If here the inductor con¬ 
tains a spinning magnet NS, the pulses of 
magnetic field will maintain the magnet in 
rotation, with the induced EMF of the spin¬ 
ning magnet providing the periodic bias 
voltage. 1'his new electric motor has only 
three essential parts: the inductor L with its 
winding capacitance C, the rotor-magnet 
NS, and the tunnel diode.4 The speed oi the 
motor is governed by the time constant T of 
the wave-train envelope, and the speed is 
therefore quite constant. Due to the 
quenching action the operation is said to be 
superregenerative; the response on a CRO 
is quite typical for that of a super-regenera¬ 
tive device. 

Parametric action appears in more than 
one respect. For an elementary system that 
may be represented by a single mesh with 
inductance and capacitance, loss resistance 
R, and slope-achieved stimulance Rx, there 
is a considerable change in inductance due to 
the rotation of the magnet, as is partly evi¬ 
dent from the extensive change in pitch of 
the supersonic oscillation. A first approach 
integro-differential equation may therefore 
be written in the form 

di / dL „ \. 
L — + ( —— F R„ + R p 
dt \ dt / 

+ r j idt = e(t). (3) 

4 Made by Sine-Ser Co., Waltham, Mass. 
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We may here rely on dL/dt and R y to cancel 
R, but in a different mode of operation we 
may rely on Ry alone to cancel the sum of 
dL/dt and R. The peculiar modes and the 
mode-switching of this motor leads to 
rather intricate equations in any effort of 
analyzing the motor operation. 

This is probably the world's simplest de 
motor and electronics motor, but it is essen¬ 
tially of interest because of its constant 
speed and “indestructible" design. One can 
actually make the speed increase slightly as 
the battery ages. The tunnel diode is almost 
independent of nuclear radiation; a fact of 
interest in space applications. Generally the 
motor then has small power requirements, 
anti may be operated from thermoelectric 
generators, atomic batteries, anti solar cells 
of the type used in space vehicles. If a re¬ 
storing force is applied to the moving mag¬ 
net, pendulum oscillations result. These are 
of theoretical interest since they start to 
build up from building-noise level. 

Harry E. Stockman 
Elec. Engrg. Pept. 

Lowell Technological Institute 
Lowell, Mass. 

An Adaptive Communications 
Filter* 

Considerable interest has been expressed 
recently in the application of adaptive filters 
to communication problems.1 The literature 
has described techniques that allow a 
matched filter for an unknown repetitive 
signal to be synthesized using information 
obtained from measurements of the signal 
and noise. Perhaps a more useful filter might 
be one which is optimum for a completely 
random communication signal (such as a 
random telegraph wave). Here the problem 
is not “optimum detection" as in a matched 
filter problem, but “optimum filtering." 

Such a filter is described in this note. It 
is one of several known techniques that 
attempt to adjust for minimum mean¬ 
square error. Assume that the filter is to be 
of the form shown in Eig. 1. It is desired to 
adjust the potentiometers, a,, to give mini¬ 
mum mean-square error. The number of 
taps, ku. is fixed. The transfer function of the 
filter is 

*0 

G(Z) = X a„Z " 
u 

(1) 

I he equation for the mean-square error 
may be obtained from the block diagram of 
Fig. 2. This equation is well known and is* 

* Received by the IRE, July 7, 1961. 
1 E. M. Glaser. “Signal detection by adaptive 

filters." IRE Trass, os Isformauos Theory, vol. 
IT-7, pp. 87 88; April, 1961. 

’J. R. Ragazzini and G. F. Franklin, “Sampled-
Data Control Systems," McGraw-Hill Book Co., Inc., 
New York, N. Y„ ch. 10; 1958. 

e’ = «.,(0) + 

(2i 
*0 1 ¿7 
E an(Z-" + Z^dZ) f — 
o > Z 

where Rs(r) is the signal autocorrelation 
function, Su(Z) is the sampled noise plus 
signal spectrum, S./Z) is the sampled signal 
spectrum, and the integration is around the 
unit circle. Uncorrelated signal anti noise is 
assumed. 

The optimum setting for a. may be found 
by setting the partial of e* with respect to a; 
equal to zero and solving for a, : 

Parseval’s theorem for discrete systems 
is 

1 / , , dZ — <b FdZ)F,(Z-^ — 

r 

= T-.é FdZ^F^Z) — 
Z 

r 

= E/i^n/^n. (4) 
— » 

Then a solution to (3) is 

1 £ dZt r^. ¿„(ZHi 
Z ( L h oh(Z)J) 

i 
I CdZ 

= T- (p-r S^Z^a,.^ 2*1J  z „ 
r 
1 £ dZ 

- ~»S.,(Z)Z'--=6. (5) 
2*JJ z 

Again using Parseval’s theorem 

Rs.x{T) is the signal-plus-noise autocorrela¬ 
tion function. Taking the inverse, 

Thus, we have ( A« 1 ) equations of the form 
ku 
E u..«s.a[(h - >)T] = Rs(,iT). (8) 
n—0 

Expressed in matrix form this is 

- ä.^a (0) 

Rs^T) 

Rs+^T) 

Rs+n(0) 

Rs^CD 

RsttdlT) ■ ■ • R,£k„T)-laa-
Rs+n(T) a, 
Rs+n(0) ■ a2

Rs(0) 
Rs(T) 
Rs(2T) 

. Rs.n^T).Rs+nW J a*J Rs(ktT) 

(9) 

Fig. I —A tapped delay-line filter. 

Fig. 2- The mean-squared error. 

Eq. (9) shows that for a tapped delay 
line filter of length kltT with no feedback, no 
autocorrelation for r greater than k»T is 
needed. The converse is not true, however. 
Even if the autocorrelations are zero for 
r^T, the longer the length of the delay 
line, in general, the better the results. Eqs. 
(9) may be modified for some other opera¬ 
tions on the signal. For example, if predic¬ 
tion is desired, R.£T) should be replaced 
with UsKw-f-ijr], where niT is the pre¬ 
diction time. 

The block diagram for measuring the 
autocorrelation functions is shown in Fig. 3. 
The tapped delay line could also serve as the 
line used in the synthesis of the filter. Un¬ 
correlated additive signal and noise are 
assumed. It is further assumed that the 
noise is stationary, or that its time-varying 
autocorrelation is known. This is a valid 
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Fig. 3—Measuring tile autocorrelation functions. 

assumption under most practical circum¬ 
stances. In fact the low-pass filter of Fig. 1 
can usually be adjusted to give a noise auto¬ 
correlation that is zero for r-nT\ n^0. If 
the noise is stationary and no signal is 
present, Rx(nT) is estimated and this infor¬ 
mation is stored. Then continuous estimates 
of Rs^x(nT) are made. Rs(nT) is 

Rs(nT) = Rs+K(nT) - Rx(nT). (10) 

Of course, if the signal is stationary, To can 
be made very large and good estimates of 
R.s(nT) will be available. 

If the low-pass filter cuts off at IF cps, 
then T, the delay between taps, should be 
less than 1/2 IF. For a small number of taps, 
conceptually, the complete filter could be 
built on an analog computer. However, a 
useful filter most likely will always be con¬ 
structed on a digital computer. Routines are 
available for easily solving 100 linear simul¬ 
taneous equations, and a 100-tap delay line 
makes possible a complicated G(z). 

If f(nT) is the sampled input to the com¬ 
puter, and C(nT) is to be the sampled filter 
output, the C(nT) and f(nT) are related by 
the simple difference equation: 

C(nT) = aof(nT) + Ui/[(» — 1)T] 

+ a*e/[(» - wr|. (11) 

This is the digital computer simulation of 
G(Z). The sampling theorem shows 

1 r T° 
~ f(l + nT)Mdt 

I 2ir 7'o 

= ^7,7^ E + M)T], (12) 
ZU / o m-o 

Therefore, the operations of Fig. 3 can 
easily be simulated digitally, A low-pass 
filter of bandwidth IF should precede the 
analog-to-digital converter. 

In rare cases, the square matrix of (9) 
could be singular. For example, if a no¬ 
noise signal were periodic exactly at the 
sampling frequency, two rows of the matrix 
would be identical. These situations should 
be of no practical interest. 
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Wave Propagation in a Turbulent Medium, 
by V. I. Tatarski 

Published (1V01 ) by McGraw-Hill Book Co., Inc., 
330 W. 42 St., N. Y. 36, N. Y. 257 pages 4-xiv ¡»ages 4-6 
bibliography pages 4-2 appendix pages 4-22 pages 
notes and remarks. Ulus. 7J X10. $9.75. 

In this extensive monograph the author 
not only has collected in one place the dis¬ 
persed theories describing various aspects of 
wave propagation through irregular media; 
he also has attempted to relate these theories 
to physical processes that would likely be 
responsible for such irregularities of refrac¬ 
tive index in the atmosphere. It is this tie be¬ 
tween wave theory, on the one hand, and 
atmospheric physics, on the other, that will 
be especially valuable to research workers 
who must make observations in or through 
the atmosphere or who are interested in the 
structure of the atmosphere itself. 

As is evident from the title, the author 
has singled out turbulence and turbulent 
processes for detailed analysis; and, though 
there may be some disagreement with the 
implications of this restriction, a thorough 
study of turbulent mechanisms and of the 
relation they bear to wave propagation phe¬ 
nomena is an important and valuable con¬ 
tribution. 

Structure function methods and corre¬ 
sponding spectral analysis are employed 
throughout, as are the concepts of statistical 
turbulence theory. In fact, on the basis of 
referenced evidence, almost all of whi< h is of 
Russian origin and which it is claimed pro¬ 
vides convincing substantiation of the Kol-
mogoroff theory of locally isotropic turbu¬ 
lence, the author proceeds to relate each 
wave propagation process to the isotropic ir¬ 
regularity structure that he associates with 
such turbulence. 

The book is divided into four parts: 
I. a review oi statistical turbulence theory; 
ll. scattering of electromagnetic and acous¬ 
tic waves; III. detailed analysis of line-of-
sight propagation, both by the method of 
geometrical optics and by the method of 
small perturbations; and IV. a comparison 
of theoretical residís and experimental data. 
In Part II the standard single-scattering 
(Born) approximation is employed to calcu¬ 
late the scattered fields, which are expressed 
in terms of the spectral representation of the 
refractivity irregularities. Similarly in Part 
III solutions are dev eloped for the usual log¬ 
arithmic amplitude and phase film lions and 
the intensity and structure of these variables 
are, in turn, evaluated through the spectral 
distribution of the refractivity. In both parts 
the results are generalized to include the im¬ 
portant case of locally homogeneous fields. 

Although Parts 11 ami 111 contain much 
useful information and many important re¬ 
sults, in the eyes of this reviewer it is Parts 
1 and IV that give this book its true value. 
The detailed introduction to the theory of 
homogeneous and locally homogeneous-ran¬ 
dom fields, the review of the statistical 
theory of turbulence and the discussion of 
its role in the study of atmospheric proc¬ 
esses, and the development of a model for 

the turbulent mixing of passive, scalar quan¬ 
tities, such as moisture vapor, all of which 
are included in Part I, will be especially help¬ 
ful to the worker with little or no back¬ 
ground in turbulence. The empirical results 
presented and analyzed in Part IV, pertain¬ 
ing both to wind and temperature fluctua¬ 
tions in the atmosphere and to the structure 
of received acoustic and electromagnetic 
fields in actual propagation experiments, will 
provide the investigator with valuable in¬ 
sight that no amount of purely theoretical 
analysis could supplant. 

In spite of its many strong features, this 
work is open to criticism for the manner in 
which problems of atmospheric turbulence 
have been oversimplified. The author ap¬ 
pears to consider Kolmogoroff's theory of 
locally isotropic turbulence the panacea for 
all problems in which turbulence plays a role. 
He does not seem squarely to face the fact 
that, in the analysis of any real situation, one 
must clearly and carefully relate the small 
scale structure, which may perhaps be ac¬ 
curately described by that model, to the 
large scale anisotropic structure, which cer¬ 
tainly cannot be properly represented in that 
way. He criticizes other authors for using 
phenomenological models of turbulence 
processes yet falls back on them himself, 
without comment, when in Chapter 10 he 
finally attempts to relate the large and small 
scale structures. One does not find fault with 
the author’s analysis but rather with the 
manner in which he has approached it and 
with the impression he has thereby created 
that all the pertinent turbulence problems 
are solved by the Kolmogoroff theory, and 
that all that remains is the application of the 
results to various wave propagation situa¬ 
tions. 

This rev iew could not close without brief 
comment on the translation. Dr. Silverman 
and the publisher have done another line job 
in transcribing this work into English. It 
reads clearly and smoothly, a number of 
helpful explanatory comments have been 
added, and a minimum number of mechan¬ 
ical and editorial errors have been allowed 
to survive to final production. All in all, this 
is a valuable contribution, especially since 
it makes this otherwise inaccessible material, 
and an extensive bibliography on the sub¬ 
ject, readily available to the Western scien¬ 
tific community. 

Ralph Bolgiano, J r. 
School ot Elec. Engrg. 

Cornell University 
Ithaca, N. Y. 

Semiconductor Devices and Applications, 
by R. A. Greiner 

Published (1961) by McGraw-Hill Book Co., Inc., 
330 \V. 42 St., New York 36, N. Y. 405 pages 4*5 index 
pages 4-xiv pages4*12 references pages 4*43 appendix 
pages 4*5 pages postface. Ulus. 6X91. $12.50. 

This is another in the growing list of 
books which attempt to cover both semi¬ 

conductor device principles and circuit ap¬ 
plications. fhe book is almost equally di¬ 
vided between these two areas. The first half 
is devoted to a review of modern physics, 
semiconductors, conduction in semicon¬ 
ductors, semiconductor materials prepara¬ 
tion, contacts, junctions, diodes, and tran¬ 
sistors; the latter half is devoted to small sig¬ 
nal and power amplifiers, de amplifiers, 
oscillators, and switching and logic circuits. 
Ihe treatment is roughly at the junior or 
senior level and is commendable in that the 
author attempts to interject de\ ice under¬ 
standing into circuit understanding. Ihe 
author’s writing style is facile and his book 
easy to read. 

Relative to the large number of very 
comprehensive books already available on 
semiconductors, semiconductor devices, and 
circuit applications of semiconductor de¬ 
vices, the b(M>k under review possesses a 
number of shortcomings. The first chapter 
on modern physics is t<x> brief to be worth 
much to a student unacquainted with mod¬ 
ern physics, and is unnecessary for the prop¬ 
erly prepared student. In terms of modern 
device practice, a chapter entirely devoted 
to metal-semiconductor contacts is wasted 
and takes space needed for other topics. A 
number of statements in the lirst half of the 
book are either in error or give the wrong 
emphasis. For example, silicon has greater 
importance than germanium but not neces¬ 
sarily or completely because of its greater 
abundance and higher operating tempera¬ 
ture; with silicon becoming more widely used 
than germanium, the most common method 
to measure lifetime is not the one stated; and 
a diffused impurity profile is not generally 
exponential. In places throughout the book 
strange terminology (strange to a student ) is 
introduced without explanation or any refer¬ 
ences. Some concepts or formulas are pre¬ 
sented without explanation or references and 
cannot but confuse the student or make him 
wonder why he doesn’t grasp “the obvious.” 
Unfortunately, many ol the more powerful 
concepts introduced by Shockley in analyz¬ 
ing junctions are not included and appar¬ 
ently must be supplied by the classroom in¬ 
structor. As mentioned, considerable space is 
given to metal-semiconductor contacts, and 
important matters such as minority carrier 
lifetime are not hilly developed. In spite of 
the generality of the title, hardly any de¬ 
vices besides junction diodes and transistors 
are considered in the text proper. 

Despite the limitations of this book, it 
should be found useful as an aid in instruct¬ 
ing students unfamiliar with semiconductor 
devices and who quite likely intend to spe¬ 
cialize in circuit applications. Ihe expe¬ 
rienced instructor will know what to add, 
what to delete, and what to correct, includ¬ 
ing misspellings of the well-known names 
Stirling and Hankel. 

Xick Holonyak Jr. 
Semiconductor Products Dept. 

General Electric Co. 
Syracuse, N. Y. 
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Philosophical Impact of Contemporary 
Physics, by Milic Capek 

Published (1961) by D. Van Nostrand Co., Inc., 
120 Alexander St., Princeton, N. ,1. 39V pages + 15 
index pages+vxii pages. 6X9 J. $7.50. 

The primary' purpose of this book is to 
bring into full focus the contrast between the 
classical anil modern conceptual frameworks 
of phy sics. The book begins with a system¬ 
atic examination of the fundamental class¬ 
ical concepts of space, time, matter, motion, 
and causality. These concepts and their mu¬ 
tual relations are discussed, and their con¬ 
nection with the philosophical thought of 
the period are expounded. The radical dif¬ 
ferences between the new concepts and their 
classical counterparts are explained, and 
misinterpretations due to the survival of the 
classical habits of thought are criticized. 

I he author of this book is well versed in 
both philosophy and physics, and is emi¬ 
nently qualified for the rather difficult inter¬ 
disciplinary task which he has set himself. 
Currently , Professor of Philosophy at Carle¬ 
ton College in Northfield, Minn., the author 
formerly taught physics at Doane College, 
the University of Nebraska, and the Univer¬ 
sity of Ohnutz (Olomouc) in Czechoslovakia. 

In principle, this book is intended both 
for students of philosophy interested in 
learning more about phy sics, and students of 
phy sics interested in gaining a deeper ap¬ 
preciation of the philosophical implications 
of their subject. In practice, the book will 
probably appeal more to the former group 
than to the latter, since it is written with a 
strong philosophical orientation. While the 
present reviewer found this book most 
worthwhile, he did not find it as incisive or 
illuminating as other books on the same gen¬ 
eral subject, such as Margenau’s “ 1 he Na¬ 
ture of Physical Reality.” Nevertheless, he 
feels the present author has made a signifi¬ 
cant contribution to the borderline area of 
physics and philosophy. 

Frank Herman 
RCA Labs. 

Princeton, N.J. 

Microwave Ferrites, by P. J. B. Clarricoats 
Published (1961) by John Wiley and Sons, Inc.. 

440 Park Avenue S., New York 16, N. Y. 253 pages 4-4 
index pages+xi pages-(-references by chapter. Ulus. 
6JX10. S8.00. 

This book contains an introductory chap¬ 
ter on general properties of ferrites, chapters 
on microwave behavior of ferrites and loss 
mechanisms in ferrites, a long chapter on 
propagation in media containing ferrites and 
a chapter describing briefly some microwave 
ferrite devices. The material in the first three 
chapters mentioned above may well be the 
most useful, although about forty percent ol 
the book is the propagation chapter which 
discusses the boundary value problems in¬ 
volved in various configurations. It is good 
to have this material brought together in one 
place with a consistent notation, although 
the components designers for whom the book 
is intended have generally used empirical 
methods because of the complexity of the 
analytical results. In this connection, the use 
of mathematical appendixes makes the text 
of the book relatively easy to read. 

In a book such as this, one might have 
hoped to find a discussion of nonlinear ef¬ 
fects, but the subject is mentioned only 
briefly in connection with loss mechanisms. 

Workers in the field are forced to adapt 
themselves to a mixture of cgs units and inks 
units, and the author has chosen to go along 
with the usual mixture. Two chapters on fer¬ 
rite properties use cgs units, and the rest of 
the book uses inks units except that mag¬ 
netic field strength is quoted in oersteds, 
and occasionally such terms as db per inch 
are used. 

This book is definitely not intended as a 
designer's handbook. The emphasis on the 
analytical results makes it rather specialized. 
However, the exposition is clear and workers 
in the area of microwave ferrites should look 
at the book and may well want to own it. 

E. H. Tlrm.k 
Bell Telephone Labs., Inc. 

Holmdel N. .1. 

Foundation for Electric Network Theory, by 
Myril B. Reed 

Published (1961) by Prentice-Hall, Inc., Engle¬ 
wood Cliffs, N. J. 323 pages 4-5 index pages 4*xii pages 
4-28 appendix pages. ¡Hus. 6J X9L $13.00. 

Professor Reed approaches resistive net¬ 
works by way of linear graph theory . He 
states in the preface: “ . . . this book may be 
used as a beginning course at the sophomore 
level or as an elective junior or senior course. 
It can also be used as supplementary or 
reference material for senior courses, grad¬ 
uate courses, and self or formal training of 
engineers in industry." 

Ihe first major division of the book. 
Chapters 2 through 8, deals with linear 
graph theory as the foundation for formulat¬ 
ing a set of linear simultaneous equations re¬ 
lating the voltage variables and current vari¬ 
ables in a graph by Kirchhoff's laws. I he 
second major part, Chapters 10 through 14, 
uses the results of the first part to derive 
properties of resistive networks. Chapter 1 
gives some introductory material; Chapter 9 
discusses such topics as energy, power, mis, 
and average; and the appendix presents an 
introduction to matrix algebra. 

Within the domain ol material selected, 
the arrangement is logical and, with the help 
of many illustrative examples, the explana¬ 
tions are very clear. There are many prob¬ 
lems at the end of every chapter, including 
the appendix, to enable the student to digest 
the material. 

Although Professor Reed claims to oper¬ 
ate from a “near-rigorous basis,” so as to give 
the students the solidest possible foundation, 
many theorems are listed as properties and 
presented without proof, on the ground that 
a “working knowledge" is being presented. 
In the reviewer’s opinion, this leaves the 
students with many unexplained mysteries. 
Therefore, it is doubtful whether it really is 
worthwhile to go into the detailed proper¬ 
ties of linear graphs at length, as is done in 
this book, instead of introducing just a few 
of the necessary concepts to enable the stu¬ 
dent to apply Kirchhoff's laws to networks 
as is done in Professor Guillemin’s book 
“Introductory Circuit Theory.” It is true 

that a student using Prolessor Guillemin’s 
book has to accept, without a “rigorous” 
proof, that the set of equations obtained is 
independent. It is equally true, however, 
that a student using Professor Reed’s book 
would have to take for granted that the co¬ 
efficient matrices in equations (6.3.1) and 
(6.3.2) are non-singular. 

There are some minor criticisms: 
1) It is rather disappointing that Professor 

Reed does not include a discussion of 
node-pair analysis based on cut-set ma¬ 
trices. 

2) Because of the number of symbols used in 
the book, a list of symbols at the end 
would be very helpful. 

3) In the appendix, a matrix is defined as an 
array of entries of quite general nature, 
viz., symbols, operators, etc. But later, in 
the proofs of the various properties of as¬ 
sociativity, commutativity, and distribu-
tivity of matrix operations, nothing is 
mentioned about the necessary assump¬ 
tions on the operations of the individual 
entries. 

4) According to definition 1.11.2, a negative 
resistor would be classified as a passive 
element. 

5) Although the statements about reciproc¬ 
ity (properties 10.4.1 and 10.4.2) im¬ 
plicitly exclude so-called controlled 
sources from the network, the non¬ 
reciprocal nature of vacuum tube and 
transistor circuits are not specifically 
mentioned. 

6) It is somewhat confusing that, in Chap 
ter 1, lower case letters a and b are used 
both to describe meter readings made on 
an element anil to designate the termi¬ 
nals of an element. 
In conclusion, it is the opinion of this re¬ 

viewer that if this book is to be used fruit¬ 
fully as a sophomore text, much guidance 
from the instructor is needed. 

Bede Ltu 
Bell Telephone Labs. 

Murray Hill. N. J. 

Plasma Acceleration—The Fourth Lockheed 
Symposium on Magnetohydrodynamics, 
Sidney W Kash, Ed. 

Published (1960) by Stanford University Press. 
Stanford, Calif. 117 pages +vii pages +bibliography 
by chapter. Ulus. 6¿ X9J. $4.25. 

I he book is a compilation of nine papers 
presented at the Fourth Symposium on 
Magnetohydrodynamics at the Lockheed 
Missile anil Space Division on December 2, 
1959. The first two papers discuss steady¬ 
state acceleration of plasma by crossed 
electric and magnetic fields. In one system, 
the magnetic field is derived by currents in 
the plasma; and, in the other, it is externally 
applied. In the third paper are derived scal¬ 
ing relations for devices employing fully 
ionized gases. In the fourth paper, plasma 
acceleration by a continuous train of trans¬ 
verse magnetic waves in ait electrodeless 
rectangular duct is investigated. The next 
four papers deal with the pulsed plasma ac¬ 
celerators which utilize the energy obtained 
in the discharge of high energy capacitors. 
Ihe last paper discusses the acceleration ol 
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ionized material by purely electrostatic 
means; a novel electrode arrangement is pre¬ 
sented and problems in the design of the 
electrostatic accelerator are analyzed. 

The book will be of interest to physicists 
and electronic engineers who are concerned 
with space vehicle propulsion or laboratory 
test “tunnels.'’ 

Conrad II. Hoeppner 
Elect nineties Corp. 

Melbourne, Fla. 

Transmission of Information, by Robert 
M. Fano 

Published (1961 I by The Technologj Press, Mass, 
lust. Tech.. Cambodge, and John Wiley and Sons, 
Inc., 440 Park Ave. South, New York 16, N. Y. 340 
pages+3 index paces +x pages +43 appendix pages. 
Illus. 6X9 J. $7.50. 

I he author has been active in the field of 
information theory since its very beginnings 
and has taught a graduate course on the sub¬ 
ject over the past ten years at the Massa¬ 
chusetts Institute of Technology. This book 
is an outgrowth of his lecture notes. 

The scope of the book is indicated by the 
following list of chapter headings and a brief 
description of their content. T he first chap¬ 
ter, “The Transmission of Information,’’ is in 
fact an introduction. Communication sys¬ 
tems are defined; and related problems, 
which form the subject of information 
theory, are outlined. I he major result, exist¬ 
ence and meaning of the channel capacity, is 
stated at this point in advance of a proof. 
Chapter 2, “A Measure of Information," in¬ 
troduces the concepts of mutual information, 
self-information and, by averaging over en¬ 
sembles of events, the various entropies. I he 
nomenclature used is in conformance with 
the IRE Standard on Information T heory. 1 

In these Standards, however, “self-informa¬ 
tion” is also called “information content,” 
and “mutual information” is called “trans¬ 
information.” in Chapter 3, “Simple Mes¬ 
sage Ensembles,” the encoding of an en¬ 
semble of messages is discussed. Optimum 
codes, which minimize the average length of 
the coded message, are constructed. In 
Chapter 4, "Discrete Stochastic Sources,” 
i.e., sequences ol messages specified by some 
statistical properties, are considered. Encod¬ 
ing is used to define their rates. The impor¬ 
tant case of Markov sources is discussed in 
some detail. The next chapter, “Transmis¬ 
sion Channels,” describes and classifies 
simple models of channels and lielines their 
capacity as the maximum mutual informa¬ 
tion per event between the input anil the 
output, when the probability of the input 
events is varied. It is computed for discrete 
channels and time-discrete continuous chan-

1 "IRE Standard mi Inhumation Theory: Defini¬ 
tion of Terms, 1958," Proc. IRE.pp. 1646 1648. Sep¬ 
tember. 1958. 

neis with additive noise. Gaussian noise and 
band-limited channels are considered. In 
Chapter 6, “Channel Encoding and Decod¬ 
ing,” it is shown that, for some channels, the 
capacity defined by means of the mutual in¬ 
formation is also the upper limit to the rates 
of transmission that can be approached with 
an arbitrary small probability of error. Con¬ 
versely, a rate of transmission larger than 
the capacity implies a finite rate of error. 
The three remaining chapters treat of en¬ 
coding and decoding for transmission 
through discrete constant channels. Chapter 
7 is “Encoding for Binary Symmetric Chan¬ 
nels,” and Chapter9, “Encoding for Discrete 
Constant Channels." In Chapter 8, “Multi¬ 
nomial Distributions,” special mathematical 
techniques (tilted distributions) are intro¬ 
duced to solve the problems of upper and 
lower bounds lor the probabilities of error in 
the last chapter. 

The text is reproduced by photo-offset. 
Errors, beside those mentioned in the errata 
sheet, are very minor ones: in formula 7.63, 
p. 233, the exponent of (1—p) should be 
n —k, and on page 355, problem 6.8 should 
be numbered 4.8. The index also is not quite 
complete since ergodic and tilting, for ex¬ 
ample, are not listed. 

The last chapter contains original ma¬ 
terial recently developed by the author and 
some unpublished results of C. E. Shannon. 

On the whole, the subject is presented 
clearly and simply. The book should be an 
excellent text for a first course on the sub¬ 
ject. The mathematical background of the 
reader does not have to include more than 
the fundamentals of probability theory and 
of Fourier analysis. A set of 80 problems 
should help the student assimilate the ma¬ 
terial and appreciate some of its practical ap¬ 
plications. 

T he question of the usefulness of infor¬ 
mation theory is sometimes raised in engi¬ 
neering circles. The author, certainly aware 
of this, gives an answer in the summary of 
the first chapter and in the conclusion of the 
last one. It is, in essence, that “communica¬ 
tion engineering is at the threshold ol a ma¬ 
jor technical revolution.” In this revolu¬ 
tion, data processing will play an important 
role, and adeep understanding of thefounda-
tions of the theory will be necessary. “Trans¬ 
mission of Information” will certainly con¬ 
tribute to this understanding. 

Georges A. Deschamps 
University of Illinois 

Urbana, 111. 

Digital Applications of Magnetic Devices, 
Albert J. Meyerhoff, Ed. 

Published (I960) by John Wiley and Sons, Inc., 
440 Eonrth Ave., New York 16, N. Y. 569 pages+14 
index pages+xix pages+bibliography by chapter+11 

appendix pages+7 glossary pages. Illus. 6X9¡. 
$14.00. 

ihis book, which could serve either as a 
text or reference handbook, covers a large 
number of digital logic and memory circuits 
whose operation is based on the use of mag¬ 
netic components or magnetic interactions. 
Many of the devices presented appear in a 
book for the first time. The subject matter 
is, for the most part, covered in a very com¬ 
prehensive manner. 

I he first seven chapters of this 604 page 
book serve as an introduction to the circuits 
described in subsequent chapters. An ele¬ 
mentary introduction to magnetism is given. 
The properties of magnetic cores, diodes, 
and transistors are discussed. The parame¬ 
ters and units to be used are defined. 

The next fourteen chapters, or approx¬ 
imately one-half of the book, are concerned 
with core-diode circuits. These circuits have 
been classified into three basic tepes. They 
are: 1) parallel magnetic-pulse amplifiers, 
2) delay parallel magnetic-pulse amplifiers, 
and 3) series magnetic-pulse amplifiers. I he 
treatment is rather extensive and complete. 

Memories suitable for high-speed digital 
systems are described in the following five 
chapters. Coincident-current and linear-
selection memories are described. Following 
a discussion of the general principles, specific 
designs are presented. T hin magnetic film, 
twistor, and superconductive memory ele¬ 
ments are treated briefly. Three chapters 
are then devoted to the design and applica¬ 
tion of regenerative transistor-core circuits. 
The final chapters concern carrier magnetic 
amplifiers and multiaperture core circuits. 

With the exception of the introductory 
material on ferromagnetism anil core prop¬ 
erties, most of the material presented is 
covered in sufficient detail and is handled 
well. The book would have been given better 
balance if the sections on core-diode and core¬ 
transistor circuits were substantially short¬ 
ened and the introductory material ex¬ 
panded. The use of mirror symbols to sim¬ 
plify core circuit presentations would also 
have been helpful. 

It is understandable that the twenty-live 
authors would concentrate on material with 
which they had firsthand experience. The 
final result, though, has both a lack of con¬ 
tinuity and an omission of many useful 
devices. An example of this would be the 
parametron which logically belongs in the 
section on carrier magnetic amplifiers. It is 
hoped that this will be remedied in future 
editions. 

In spite of the lack of balance, this book 
will definitely serve a useful purpose in a 
rapidly growing field. 

A. II. Bobeck 
Bell Telephone Labs., Inc. 

Murray Hill, X. J. 
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Scanning the Transactions-

Majority rule, which in various forms governs much of the 
affairs of man, is also governing the operation of more and 
more of his machines and equipment. The theory is that sev¬ 
eral heads, or parts, are often more reliable than one. The use 
of parallel redundant circuits to improve the reliability of 
electronic equipment is already a familiar technique. The ma¬ 
jority rule idea carries this technique a step further by adding 
a vote-taking element to the system which polls the outputs 
of the redundant parts of the system to determine, on the 
basis of a simple majority vote, which output is correct. 
Thus, each redundant part assumes more than the role of a 
stand-by and becomes a full-time performer that has equal 
billing with its counterpart. It has recently been proposed 
that the reliability of a system could be further improved if 
decisions were based on a weighted vote which took into ac¬ 
count the past voting record of each redundant part, rather 
than on a simple majority vote. To accomplish this, an 
adaptive vote-taker has been proposed which is able to reduce 
the significance it gives to the outputs from those parts which 
past experience shows are apt to make mistakes. I hus the 
vote-taker acts as an automatic repairman by gradually 
eliminating defective parts from the operations of the sys¬ 
tem. The heart of the proposed adaptive vote-taker is an ele¬ 
ment that provides variable gain with memory. A variable 
resistor with memory, called a memistor, has been success¬ 
fully applied to this function. It is believed that, with the ap¬ 
plication of adaptive techniques to redundant systems, the 
dependability and life expectancy of a system can actually be 
made to exceed that of its component parts. (B. \\ idrow. et 
al.. “Birth, life, and death in microelectronic systems.” IRE 
Trans, on Military Electronics, July. 1961.) 

The alphabet has played a greater role in the progress of 
mankind than many of us realize. The ancients who devised 
the letters of the alphabet deserve more credit for their con¬ 
tributions to many modern-day developments. In the elec¬ 
tronics field, for example, it is difficult to envision what life 
would be like if there were no A-scopes, F-layers, G-string 
transmission lines, J-scans, X-rays, or z-transforms. Even 
filters have their Q’s. More remarkable, however, is how those 
living centuries ago anticipated the physical shapes of things 
to come. It seems clear that in designing the characters of the 
alphabet they foresaw that today we would need such things 
as I-beams and S-curves, and would frown on such things as 

U-turns. Their foresight even carried into electronics where 
we find such examples as 11-guides and magic T’s. Whether 
they foresaw the new surface-wave structure that was re-
centlv developed is perhaps open to question. In any event, 
another worthy member has been added to the alphabetic 
list which is called a V-line. It is a wedge-shaped structure 
consisting of two conducting plates which form the sides and 
a dielectric medium contained within the V which supports 
the propagation of surface waves. A noteworthy feature is 
that the application of biasing potentials between the con¬ 
ducting plates may provide a convenient means of elec¬ 
tronically controlling the propagation characteristics. The 
V-line thus makes an interesting addition to the transmission 
line family. (P. Diament, et al.. “A dielectric surface-wave 
structure: the V-line,” IRE Trans, on Microwave Theory 
and Techniques, July, 1961.) 

How to supply the L in RLC is posing a problem today. 
The general trend toward microminiaturization has placed 
increasing emphasis on the use of semiconductor circuits. Un¬ 
fortunately, it is difficult to produce useful inductance in 
semiconductor materials. The alternative of using wire¬ 
wound inductors is unattractive because coils are bulky and 
hard to microminiaturize. How, then, do we expect to obtain 
microminiature versions of RLC filter circuits? The answer 
lies in the development of inductive semiconductor elements. 
Although the going is not easy, some progress has been made 
in this direction. Forward-biased junction diodes, for ex¬ 
ample. can be made to behave like inductive elements. Un¬ 
fortunately. they exhibit a low Q. Coupling them with nega¬ 
tive resistance devices has been tried in order to increase the 
Q, but serious temperature and stability problems have 
arisen. Better success has been achieved by combining a 
transistor with a 90° phase-shift network to make the circuit 
appear inductive to an external source, but again only a mod¬ 
erate Q is obtainable because of the low input impedance of 
the transistor. A recent evaluation of these and other possi¬ 
bilities indicates that at the present state of the art the most 
promising approach lies in operating a transistor in the alpha 
cutoff region to produce an “inductive transistor.” The prob¬ 
lem is an important one and further progress will be watched 
with interest. (H. G. Dill, “Inductive semiconductor ele¬ 
ments and their application in bandpass amplifiers.” IRE 
Trans, on Military Electronics, July, 1961.) 



1594 PROCEEDINGS OF THE IRE October 

Abstracts of IRE Transactions-

The following issues of TRANSACTIONS have recently been published, and 
are now available from The Institute of Radio Engineers, Inc., 1 East 79 
Street, New York 21, N. Y., at the following prices. The contents of each issue 
and, where available, abstracts of technical papers are given below. 

. IRE Libraries Non. 
Sponsoring Group Publication Members and Members

Colleges 

Aerospace and Navigational 
Electronics ANE-8, No. 2 $2.25 $3.25 $4.50 

Electron Devices ED-8, No. 4 2.25 3.25 4.50 
Microwave Theory and 
Techniques MTT-9. No. 4 2.25 3.25 4.50 

Military Electronics MIL-5, No. 3 2.25 3.25 4.50 
Nuclear Science NS-8, No. 3 2.25 3.25 4.50 

Aerospace and Navigational 
Electronics 

Vol. ANE-8, No. 2, Ji ne, 1961 
The Editor Reports -(p. 46) 
1961 Pioneer Award—(p. 47) 
Control Concepts of the AN/GSN-11 Termi¬ 

nal Air Traffic Control System S. D. Moxley, 
Jr. (p. 51) 

Capabilities of a newly completed terminal-
area air traffic control system are discussed, in 
terms of recent theories of flow control. .Adapt¬ 
ability of the system to gain the benefits of 
early arrival scheduling, time separation, se-
quencing, schedule resolution, shortest com¬ 
mon path, dual and crossing runways is de¬ 
scribed. The author defends close-control vec¬ 
toring as the only means to achieving both 
improved safety and increased traffic rate and 
discusses the system’s philosophy of increasing 
precision with decreasing range. Getting back 
to the pilot, means by which the system simpli¬ 
fies approach procedures, reduces congestion 
aloft, and provides continuous radar tracking 
are also discussed. 

Logarithmic Navigation for Precise Guid¬ 
ance of Space Vehicles—\V. G. Green (p. 59) 

The principles of logarithmic guidance are 
derived and their application to various space¬ 
flight guidance problems is discussed. Loga¬ 
rithmic guidance is shown to be ideal during 
the terminus of control where considerations of 
minimum fuel, minimum heating etc., can be 
subordinated to precise matching of vehicle 
kinematics to the desired trajectory. This pre¬ 
cise trajectory control is achieved utilizing 
velocity and position measurements to govern 
the vehicle deceleration. Multidimensional 
effects are considered and it is shown that vari¬ 
ous “degrees of control” of velocity vector mag¬ 
nitude and angle, time of arrival, act delations, 
geographical or inertial directions of approach, 
etc., can be achieved. 

The tolerance of logarithmic guidance to 
instrumentation errors and parameter vari¬ 
ations are confirmed by error analyses of these 
guidance principles applied to the control of the 
velocity vector during the deceleration process. 

Optimization of a Generalized Velocity-

Inertial System—W. A. Porter and L. F. Kazda 
(p. 72) 

In this paper the variational calculus tech¬ 
niques of the Wiener-Kolmogoroff optimum 
filter theory are employed to develop the sta¬ 
tistically optimum form of a generalized hybrid 
velocity-inertial system. A velocity-inertial 
system is considered which is general in both 
form and application. The form of the system 
encompasses pure inertial, pure Doppler, and a 
large family of Doppler-inertial hybrid sys¬ 
tems including the present-day second- and 
third-order Doppler inertial navigation and 
stabilization systems. The system may lx* 
used for a wide range of applications including 
any linear combination of acceleration, ve¬ 
locity, or vertical-reference sensing. 

The general system form is developed by 
employing an unspecified filter to mix the in-
ertially derived signal with the signal from the 
auxiliary velocity sensor. Asa result of utilizing 
this general system form, a single general error 
equation is found which represents the system 
error for each of the above system forms and 
applications. Using a linear analysis and the 
minimum mean-square error criteria, an opti¬ 
mum system form is found for the complete 
range of possible system applications. 

Abstracts — (p. 78) 
PGANE News (p. 79) 
Contributors (p. 81) 
Roster of PGANE Members (p. 82) 

Electron Devices 

Vol. ED-8, No. 4, Ji ly, 1961 
On the Heating of Output Windows of 

Microwave Tubes by Electron Bombardment— 
D. II. Preist and R. ('. Talcott (p. 243) 

An account is given of an exixuïmental in¬ 
vestigation of the behavior of output windows, 
the particular type chosen for study being the 
cylindrical type in a cavity resonator. By feed¬ 
ing microwave power into the cavity and 
measuring electric field and the heat dissipated 
in the window and in the metal walls, a non-
linear window-heating effect was discovered 
above a certain critical field strength. In this 
condition, watts dissipated at the window 

vary as the fifth or higher power of the electric 
field strength and the resulting thermal stresses 
may easily destroy it. Further experiments 
were ¡»erf or med on various modifications of the 
original structure in order to isolate and study 
the phenomena responsible for the heating. 
Some of these tests were made using an axial 
magnetic field. 

It was found that there are two distinct 
mechanisms of heating, one requiring the 
presence of the magnetic field and the other one 
not requiring it. Both involve energy exchange 
between the electric field and the window by 
free electrons which dance on the window sur¬ 
face synchronously with the alternating field 
and multiply by a secondary emission or multi¬ 
pactor process above a certain field strength. 
The critical field strength may lx- greatly re-
duced by the presence of contaminating films 
on the dielectric surface, and may lx* greatly 
increased by suitable surface treatment. 

It is shown that these effects are not re¬ 
stricted to cylindrical windows but will tend to 
occur at any dielectric surface in vacuum if the 
tangential RF field is strong enough. 

The Spacistor -J. M. Lavine, W. Rindner, 
B. Nost, and R. F. Nelson (p. 252) 

A brief description is given of several 
Spacistor structures and the techniques of 
fabrication. Detailed measurements of the 
four-pole parameters are reported and de¬ 
scribed with the aid of physical models. The 
mutual conductance is shown to depend upon 
injector-modulator spacing, injector current 
and modulator bias, with little variation to 25 
Me. Improvement in both gm and shielding is 
shown to occur when the modulator is injecting 
charge. Values of gm of the order of several 
hundred micromhos have been observed. The 
input resistance depends upon the characteris¬ 
tics of the modulator contact in the space¬ 
charge region and upon the de bias. Under 
forward-biased modulator conditions (optimum 
gm) values of input resistance of the order of 
several hundred thousand ohms are obtained. 
Under zero-bias or reverse-bias conditions 
(somewhat reduced gm), values of several 
megohms are obtained. Values of output re¬ 
sistance ranging to several hundred thousand 
ohms have lx*en observed with possibilities of 
larger values being obtained with improved 
design. Low frequency voltage gain of the 
order of 10 and power gain of the order of sev¬ 
eral hundred have been exhibited. The reduc¬ 
tion of power gain at 25 Me is attributed mostly 
to the array of contact and device resistances, 
and device and header capacities, some of 
which may be reduced by appropriate design. 
These prevented the elimination of shunting 
capacities and precluded higher frequency 
measurements. 

Preparation and Properties of Electrolumi¬ 
nescent Phosphors for Display Devices - II. F. 
Ivey and W. A. Thornton (p. 265) 

Electroluminescent phosphors for use in 
some electronic display devices should have 
brightness-voltage characteristics differing 
from those used in light sources, for example. 
The various factors of phosphor preparation 
and of cell construction which affect these 
characteristics have been studied. Special phos¬ 
phor powders with unusually high or unusually 
low values of “discrimination ratio” (a quantity 
related to the change in output as the applied 
voltage is varied) have been developed and 
their performance described. It has also been 
shown that thin phosphor films afford ex¬ 
tremely high values of discrimination ratio, 
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particularly if operated on de. The use of non¬ 
linear materials (especially zinc oxide) as 
auxiliary layers to increase the discrimination 
ratio obtained with a given phosphor has been 
studied. 

N-Beam Nonlinear Traveling-Wave Ampli¬ 
fier Analysis—J. E. Rowe (p. 279) 

In large-diameter electron stream traveling¬ 
wave amplifiers there is a significant variation 
of the circuit electric field across the stream. 
Most analyses neglect the effects of these field 
variations. An approximate method has been 
used to study the effect of transverse field vari¬ 
ations on the gain and efficiency of large-signal 
traveling-wave amplifiers. The annular electron 
stream is subdivided into a number of annular 
rings each containing an equal traction of the 
total current. It is assumed that the circuit 
field varies over the stream cross section and 
that each segment has a different coupling to 
the circuit. The space-charge field is assumed 
independent of radius. The effect on gain ami 
efficiency is calculated for a stream diameter 
of B = 1 and it is found that a subdivision of 
the stream into two segments with different 
couplings to the circuit gives a lower saturation 
efficiency but that further subdivision does not 
appreciably change the results. 

Traveling-Wave Tubes with Ferrite At¬ 
tenuators —F. K. Mullen (p. 2X4) 

In order to determine the efficacy of ferrite 
isolators used as internal attenuators in travel¬ 
ing-wave tubes, two TWT’s incorporating such 
isolators were developed, one using orthodox 
magnetic focusing, the other using electro¬ 
static focusing. The results of the experimenta¬ 
tion indicate that the ferrite can, in some cases, 
offer improvement in gain and efficiency over 
reciprocal attenuators. The limitations of this 
device are discussed together with some par¬ 
ticular advantages it may offer for special ap¬ 
plications. 

Design criteria for such isolators and the 
effects of the ferrite as a circuit element in 
TWT’s, are also investigated. 

The Reflex Klystron as a Regenerative 
Mixer—B. G. Whitford (p. 2X9) 

A simple receiver using a single reflex klys¬ 
tron as a mixer and local oscillator is described. 
Exiærimental data show typical performance, 
and a theory based on reflex-klystron and trans¬ 
mission-line theory is proposed which explains 
the observed behavior. The S- and X-band 
tangential sensitivities are about 15 db better 
than can be realized with a low-level crystal 
video detector and it is thought that this figure 
may be exceeded at the higher microwave fre¬ 
quencies where crystal sensitivity is relatively 
poor. 

A Ladder Structure for Millimeter Waves— 
E. A. Ash and A. C. Studd (p. 294) 

A planar structure, closely related to the 
stub-supported ring and bar structure, is an¬ 
alyzed using Fletcher’s method. The computed 
dispersion characteristics and interaction im¬ 
pedances show that it should prove useful in 
millimeter generators. Experiments at X band 
have shown that oscillation bands of over 1.7:1 
are possible working on a backward mode. 
Forward-mode operation with higher output 
powers, but with a more restricted bandwidth 
can also be realized. 

Some High-Power Window Failures— 
J. R. M. Vaughan (p. 302) 

Two types of RF window failure in a high-
power magnetron are investigated. Cracking is 
shown to depend on electrostatic charging of 
an evaporated metallic deposit on the window. 
Punctures were investigated by observations of 
X-ray stereo-autograms, and are shown to re¬ 
sult from an internal multi-pactor discharge, 
which in turn is enabled to function at high 
voltages by the stray magnetic field. Methods 
for curing both types of defect are given, with 
evidence that they are successful. The methods 

are applicable to other high-power microwave 
tubes, both magnetrons and klystrons. 

Crossed-Field Electron Interaction of the 
Distributed-Emission Space-Charge-Limited 
Type—J. F. Hull (p. 309) 

A semitheoretical, semiheuristic analysis is 
given of crossed-field electron interaction of the 
distributed-emission type. The emphasis of this 
paper is on the over-all picture of this complex 
type of interaction, rather than on mathemati¬ 
cal exactness. The results are given in terms of 
five equations from which can be calculated the 
amount of de applied power which is converted 
to real and reactive RF power under given 
conditions of frequency, RF potential, and 
magnetic-field strength. These equations are 
applied to the magnetron oscillator to predict 
power delivered to the anode by the electron 
bunches, frequency-pushing characteristics, 
V-I characteristics, and Rieke Diagrams. The 
agreement of the exjærimental data with the 
calculations over this wide range of character¬ 
istics confirms the validity of the analysis. 

Some Experiments with a New Type of 
Crossed-Field Gun—T. A. Midford and G. S. 
Kino (p. 344) 

The construction and testing of a crossed-
field gun based on an exact space-charge flow 
solution will lx* described. All the characteristic 
parameters of a gun of this type may be ob¬ 
tained analytically. Experimentally the gun 
was found to perform essentially as predicted. 
This gun has a moderately high convergence 
and produces a beam whose gross features give 
a very good approximation to planar Brillouin 
flow. Work by Anderson has indicated that 
crossed-field beams produced by a gun of this 
type may be somewhat less noisy than similar 
beams produced by other types of guns. 

High-Frequency Behavior of the Crossed-
Field Potential Minimum—T. Van Duzer and 
J. R. Whinnery (p. 331) 

A time-domain analysis of the high-tre-
quency currents in a crossed-field potential 
minimum is presented. The distinctions be¬ 
tween ordinary and crossed-field potential 
minimums are discussed and a one-dimen¬ 
sional model for the crossed-field case is de¬ 
scribed. The general form of the solution is 
given as an infinite array of coupled integral 
equations and the required expressions for the 
coefficients are developed. A reduced array of 
equations is used for a numerical analysis of a 
diode with a 100-gauss transverse magnetic 
field. The numerical analysis revealed only a 
minor modification of the current fluctuations 
as a result of the transverse magnetic field, 
although experiments have shown excess¬ 
energy crossed-field currents related to the po¬ 
tential minimum with magnetic fields lower 
than this. 

Contributors—(p. 342) 

Micro wave Theory and Techniques 

Vol. MTT-9, No. 4, July, 1961 
Report on Advances in Microwave Theory 

and Techniques—1960—R. C. Hansen and 
M. T. Weiss (p. 278) 

The Short Pulse Behavior of Lossy Tapered 
Transmission Lines—R. Stapelfeldt and F. J. 
Young (p. 290) 

An analytic method is given which allows 
the design engineer to assess rapidly the short 
pulse characteristics of any given tapered-
transmission-line type of pulse transformer. 
The method allows inclusion of both skin-effect 
losses and losses which are independent of fre¬ 
quency. The effects of mismatching at either 
end are shown to be as important as the tajx?r 
function of the line itself. The results of this 
approximate method are expressed as simple 

integrals and matching terms to which it is 
easy to attach physical significance. 

The method is applied to the analysis of 
two tapered-line pulse transformers which are 
geometrically uniform coaxial structures with 
tapered dielectric constants. The line whose 
nominal characteristic impedance is an expo¬ 
nential function of electrical position is shown 
to have a good rise time and tilt distortion 
characteristics. 

A Waveguide Quadruplexer System -P. 
Foldes and T. B. Thomson (p. 297) 

Practical design considerations are pre¬ 
sented for a relatively simple four-channel 
waveguide branching system. The most impor¬ 
tant electrical characteristic of this system is an 
extremely low pass-band reflection coefficient 
(better than 1.5 jær cent in 30-Me band) which 
has only very small variations with the environ¬ 
mental conditions. 

Some Recent Findings in Microwave Stor¬ 
age—J. D. Kellett (p. 306) 

This paper describes an experimental in¬ 
vestigation of frequency memory in a recircu¬ 
lating amplifier storage device. The objective 
of the investigation was to determine what 
mechanism caused injected energy to shift to 
preferred storage frequencies. Using fast-acting 
crystal switches, the output energy was selec¬ 
tively viewed, and it was found that the energy 
in any circulation when viewed separately was 
of the input frequency. The spectrum photo¬ 
graphs which are included in the paper show 
that the recirculating amplifier when operating 
with an open loop gain greater than unity does 
not oscillate at preferred frequencies. 

Excess Noise in Microwave Detector 
Diodes—J. J. Faris and J. M. Richardson (p. 
312) 

The dependence of available excess noise in 
type 1N26 microwave crystal-diode rectifiers 
on applied microwave power was measured. 
This may be approximated by a power law with 
constants characteristic of the particular crys¬ 
tal. As a consequence of the dependence of 
both excess noise and de rectified power on in¬ 
put-power level, there is a level which mini¬ 
mizes the ratio of these quantities. Similarly, in 
the case of a modulated microwave carrier 
there is an input level which minimizes the 
ratio of excess noise to demodulated power, and 
so provides optimum detection of small modu¬ 
lation. 

Quantum Fluctuations in Microwave Radi¬ 
ometry—L. P. Bolgiano, Jr. (p. 315). 

This paper assesses the possible significance 
of the quantum nature of electromagnetic radi¬ 
ation in limiting the measurement accuracy 
attainable with a microwave radiometer. 
Analogies are shown to exist between the form 
of a formula describing fluctuations in the radi¬ 
ometer output, and both a formula describing 
the radiometer input signal, and also, a formula 
describing the output of a photocell detector. 
Detailed quantum mechanical consideration of 
the processes of amplification and detection are 
circumvented by considering how the formula 
for fluctuations in the radiometer output might 
be modified so as to make it consistent with the 
measurement precision implied by these other 
formulas. A modified formula is suggested 
which includes a quantum fluctuation whose 
magnitude depends on signal power. 

On the Resolution of a Class of Waveguide 
Discontinuity Problems by the Use of Singular 
Integral Equations —L. Lewin (p. 321) 

It is shown that a considerable number of 
solutions of rectangular waveguide problems 
appearing in the literature are all special 
cases of a general treatment focused around the 
known solution of a singular integral equation. 
In terms of this a number of typical results are 
re-examined. The method is then applied to 
four new configurations, and the range of appli¬ 
cation and the limitations are examined. 
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K Dielectric Surface-Wave Structure: the 
V-Line P. Dia ment, S. P. Schlesinger, and 
A. Vigants (p. 332) 

Properties of the V-line, a wedge-shaped 
surface-wave structure comprising a cylindrical 
dielectric binding medium of sectorial cross 
section supported by two conducting plates, 
are considered in terms of its higher-order hy¬ 
brid modes of propagation. Practical modifica¬ 
tions of the ideal structure are emphasized. 

Design curves and equations are presented 
to determine various propagation parameters 
and their significance is discussed. Experimen¬ 
tal verification of the theory is described. 

Wave Propagation in a Medium with a Pro¬ 
gressive Sinusoidal Disturbance—A. Hessel 
and A. A. ( Miner (p. 337) 

A recent paper by Simon derives approxi¬ 
mate results, employing only three space har¬ 
monics, for the propagation characteristics of 
an electromagnetic wave traveling in a medium 
possessing a progressive sinusoidal disturbance. 
A rigorous result is presented here for this same 
problem, taking into account all of the space 
harmonics; also, a sufficiency condition for the 
convergence of this solution is discussed. This 
sufficiency condition is not satisfied in a par¬ 
ticular case treated by Simon. It is shown that 
his analysis of this case is in error, and that the 
total field is singular there. The singular nature 
of the field is associated with “supersonic’’ 
effects in the medium containing the progres¬ 
sive disturbance. 

A New Broad-Band Absorption Modulator 
for Rapid Switching of Microwave Power— 
F. Reggia (p. 343) 

This pa i mt describes a new technique for 
obtaining a broad-band absorption modulator 
for high-speed switching or amplitude modula¬ 
tion of microwave ¡>ower. This ferrite modula¬ 
tor, an outgrowth of the longitudinal-field 
rectangular-waveguide phase shifter, has elec¬ 
trical characteristics particularly desirable in a 
microwave switch. These include a zero-field 
insertion loss of approximately 0.5 db in the 
ON state, an isolation of greater than 60 db in 
the OFF state which is nearly independent of 
the magnetic control field in this state, and a 
nearly matched input impedance for all values 
of applied field. These electrical characteristics 
are nearly constant over a 30 per cent band¬ 
width at X band. Also, it is possible to design 
the amplitude modulator to have negligible 
phase shift at the desired operating frequency. 

Other characteristics of this ferrite modula¬ 
tor include small physical size, magnetic con¬ 
trol fields of less than 50 oersteds, operating 
temperatures up to 150°C, and a capability of 
less than one jusec switching time. 

Rectangular Waveguide Theoretical CW 
Average Power Rating H. E. King (p. 349) 

A theoretical CW average power rating, 
limitation imposed by a temperature rise re¬ 
sulting from power dissipation within the rec¬ 
tangular waveguide walls, can be determined 
by predicting the rise in temperature. Formu¬ 
las for the evaluation of the CW average power 
rating have been developed and are presented 
here, and the power rating curves are given for 
the WR-23OO waveguide (320 Me) through the 
WR-19 waveguide (60 kMc). 

Localized hot spots, associated with a 
standing wave on a mismatched waveguide, 
require a derating factor. The axial flow of 
heat from these* high current spots has been 
considered in calculating and plotting this de¬ 
rating factor. 

Correspondence —(p. 358) 
Contributors (p. 368) 
PGMTT News -(p. 371) 

Military Electronics 

Vol. MIL-5, No. 3, July, 1961 

Frontispiece—W. L. Doxey (p. 186) 
Message from the National Chairman — 

W. L. Doxey (p. 187) 
Frontispiece J. E. Thomas, Jr. (p. 188) 
Editorial J. E. Thomas, Jr. (p. 189) 
Birth, Life and Death in Microelectronic 

Systems B. Widrow, W. H. Pierce, and J. B. 
Angell (p. 191) 

In order to exploit the technological prom¬ 
ise's of microelectronics, electronic system 
techniques must lx* developed so that defective 
portions of a system can be tolerated without 
system malfunction. Such defects might be in¬ 
troduced during manufacture (at birth), or 
cause errors during operation (life). The num¬ 
ber of permanent failures which could be en¬ 
dured by a system before it fails completely will 
determint* its lifetime (death). 

In this paper, an adaptive vote-taker is 
proposed which compares the outputs of 
paralleled (redundant) system parts in a 
binary system and determines the most prob¬ 
able answer based on past performance of the 
separate parts. Initially, the vote-taker assigns 
equal significance to each redundant part, and 
(in a binary system) requires that a simple 
majority of the parts lx* correct. With experi¬ 
ence, the vote-taker continually reduces the 
weight (significance) of the outputs from those 
parts that make mistakes, thereby gradually 
eliminating the defective parts. Thus the vote¬ 
takers (which also may lx* paralleled if they 
are unreliable) act as automatic repairmen 
which delete defective parts of a system. Sys¬ 
tem dependability and life expectancy can lx* 
made to exceed the dependability and average 
life expectancy of the component parts. 

The heart of an adaptive vote-taker is an 
element providing variable gain with memory. 
A variable resistor with memory (memistor), 
which uses electrochemical deposition or re¬ 
moval of copper to achieve the variable mem¬ 
ory, has been successfully applied to this func¬ 
tion. 

Use of Passive Redundancy in Electronic 
Systems—J. J. Suran (p. 202) 

Circuit design predicated solely upon the 
premist* of providing circuits with greater and 
greater immunity against component tolerances 
at some point results in an increase in catas¬ 
trophic failure rates. Thus, circuits which are 
overdesigned to provide maximum protection 
against drift failures may actually contribute 
to a lower system reliability than do those cir¬ 
cuits which are designed to operate with tighter 
component tolerances. These considerations 
lead to the conclusion that as systems grow in 
complexity or as reliability requirements are 
significantly increased for current equipment, a 
point is reached where further improvement in 
design procedures will not necessarily lead to 
further increases in system reliability. A way 
out of this dilemma appears to be the introduc¬ 
tion of some form of redundancy on the com¬ 
ponent or circuit level in order to overcome the 
effects of the inevitable occurrence of catas¬ 
trophic component failures. This paper dis¬ 
cusses the application of redundancy tech¬ 
niques, of a nonadaptive and passive nature, to 
electronic circuits and systems. 

Power Dissipation in Microelectronic Trans¬ 
mission Circuits—J. D. Meindl (p. 209) 

The interrelationship of power dissipation, 
gain, stability, terminal impedance values, 
dynamic range and efficiency is investigated 
for small-signal amplifiers in the middle range 
of frequencies. Utilizing a novel circuit-design 
theory which treats a transistor along with its 
biasing resistors as a single entity, amplifier 
designs are derived which combine optimum 
ac jx*rformance and minimum de power dissi¬ 
pation. The product of ac power gain and dc-
to-ac efficiency is found to be a useful figure of 
merit for microelectronic transmission circuits. 

A Thermal Design Approach for Solid-State 
Encapsulated High-Density Computer Circuits 
—A. E. Rosenberg and T. C. Taylor (p. 216) 

This paper considers the thermal problems 
associated with the design of high component¬ 
density encapsulated circuits, constructed with 
small solid-state components. The thermal re¬ 
sistance to the dissipation of component¬ 
generated heat is shown to consist of that of 
the encapsulating medium, plus that of the 
external circuit cooling process. Because the 
external cooling becomes more difficult as the 
size of an encapsulated circuit is reduced, a 
method of constructing such circuits is proposed 
which minimizes the thermal resistance due to 
the encapsulating medium. This construction 
makes a large fraction of the allowable compo¬ 
nent temperature rise available for use in the 
external heat dissipation process by providing 
high thermal conductance paths for the transfer 
of heat from the surfaces of the components to 
one surface of the circuit structure. Analytical 
models are developed for the most important 
heat transfer processes in the proposed circuit 
structure. The equations based on these models 
are arranged in a form suitable for design use, 
and example designs are presented. 

Integration of Microcircuitry into Micro¬ 
assemblies R. A. Gerhold (p. 227) 

The necessity to hybridize newer microcir¬ 
cuitry techniques with existing design capa¬ 
bilities to achieve efficient equipment designs 
is established. An analysis is presented of the 
net size and weight advantages calculated for 
several components of a typical weapons sys¬ 
tem, as first the micromodule and then, pro¬ 
gressively, thin-film and solid-circuit tech¬ 
niques are integrated into the system design. 
The diminishing returns on the introduction of 
microcircuitry into many areas of the system 
emphazise the need for high efficiency in the 
integration of new techniques. The potential 
capabilities of an advanced type micromodule, 
which still retains the standardized micro¬ 
element dimensions and assembly procedures, 
are explored. A further advanced modular inter¬ 
connection of microcircuitry wafers into a 
projected microassembly is then described. 
0.002X0.010-inch copper ribbon conductors 
are welded to the metallized edge terminations 
of stacked substrate wafers by an electron beam 
technique. Interconnection requirement is 1600 
terminations per square inch. Sample illus¬ 
trated showed 2000 terminations per square 
inch, or 80,000 terminations per cubic inch. 
Termination capability is increased three times, 
and effective useful module volume is doubled 
compared to existing micromodule. Details of 
materials and processes for the micro-connec¬ 
tions are described together with a summary of 
the statistical reliability evaluation. The latter 
confirms the high reliability objective for this 
connection. 

A Family of Semiconductor Devices for Mi¬ 
croelectronic Applications —E. E. Maiden and 
W. F. Schnepple (p. 233) 

A variety of approaches to microminiaturi¬ 
zation is now being widely explored by elec¬ 
tronic systems designers. Among the ap¬ 
proaches taken, continued reliance is being 
placed upon discrete active components that 
can be used in module, welded, thin-film, or 
hybrid types of microcircuits. By the use of 
discrete elements, maximum circuit flexibility 
is retained, tight component tolerances are 
possible, and production shrinkage of complete 
circuit functions is minimized, as compared 
with the solid-state circuit approach. Moreover, 
“throw-away" maintenance costs are low. 

A series of microminiature silicon diodes 
and transistors has been developed and pro¬ 
duced for use in applications where stringent 
size and weight limitations, and high reliability 
requirements, exist. Through the use of ex¬ 
tremely simple mechanical constructions, sur¬ 
face passivation techniques and impervious 
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glass-like coatings, low cost can lx* achieved in 
mass production without sacrificing reliability. 
By use of appropriate fabrication processes, 
alloyed or diffused diodes and transistors can 
be formed in mesa or planar configurations, and 
an extension to epitaxial structures can be em¬ 
ployed. Electrical characteristics are com¬ 
parable to, or better than those of existing 
conventional types of diodes and transistors. 
At 25°C, failure rates below 0.01 per cent per 
thousand hours have been substantiated. 

This paper begins with an outline of the 
theory underlying surface protection tech¬ 
niques used, describes the construction and 
characteristics of several devices in the family, 
and presents test information proving a high 
degree* of reliability. 

Inductive Semiconductor Elements and 
Their Application in Band Pass Amplifiers— 
H. G. I Jill (p. 239) 

Filter circuits using wire-wound inductors 
are hard to microminiaturize because coils are 
rather bulky. This paper discusses different 
inductive sem iconduct or devices which may 
replace coils where space is a problem. 

Forward-biased diodes, properly designed, 
behave like very lossy inductances. Combining 
them with negative-resist a nee devices increases 
the but creates serious temperature and sta¬ 
bility problems. 

Relatively temix*rature-stable inductance 
elements are possible by combination of a phase 
shift network with a transistor. The principle, 
well-known in tube circuitry, gives high in¬ 
ductances with only a moderate Q because of 
the low input impedance of the transistor. 

Promising results have been demonstrated 
with a transistor operating in the a cutoff 
region. The device is de stable, and has a mod¬ 
erate temperature sensitivity which might be 
partly compensated if necessary. Avalanche 
multiplication is used to reduce the damping 
resistance of the inductive transistor. 

Simple band-pass amplifier circuits are pre¬ 
sented in the last section to demonstrate how 
to use the inductive transistor in practice. 

Fabrication of Microminiaturized Core 
Memories by Plastic Encapsulation Tech¬ 
niques G. R. Henderson, W. C. Earl and 
C. G. Kyratzis (p. 250) 

Plastic encapsulation of nonlinear ferrites, 
and the effect of this encapsulation on the mag¬ 
netic characteristics of the ferrites, is discussed 
in this paper. This technique provides greater 
immunity to shock and vibration damage than 
conventional core frames and provides bit 
densities in excess of one million per cubic foot. 

('hemical deposition and photographic 
techniques may b< used to form a portion of the 
wiring matrix. Through-hole plating of ferrites 
having a 15-mil diameter hole is possible. 

Small-evaluation memories have been fabri¬ 
cated, using both toroids and transfluxors. 
Temperature tests on these memories show 
that encapsulation causes a slight increase in 
switching speed and a small decrease on output 
for a given drive current. These changes remain 
almost constant over the temperature range. 
No significant changes have been noted in the 
noise output. 

Techniques outlined are presently being 
used in the fabrication of microminiaturized, 
nondestructive memories for missile and satel¬ 
lite application. 

MIST Module Electronics—I. Maloff and 
V. Lally Ip. 256) 

The MIST module is a proposed building 
block for electronic telemetry systems for use 
with weather balloons, providing a minimum 
hazard to fast-flying aircraft. This electronic 
telemetry system may be spread in two dimen¬ 
sions while having a minimum build-up or 
structure in the third dimension. Minimum 
STructure modules (MIST modules) area pro¬ 
posed answer to such a requirement. MIST 
modules have been built on an experimental 
basis and the brief experimental experience with 
working modules indicates that they will meet 
the requirements and provide electronic sys¬ 
tems which can be safely floated in the air lanes. 

Contributors — (p. 260) 

Nuclear Science 

Vol. XS-8, Xo. 3, J< ly, 1961 
A Digital Start-up Control Unit for Nuclear 

Reactors I. I). Schmidt, B. K. Eriksen, and 
W. Peil (p. l) 

The use of digital circuits for control of a 
nuclear reactor in the start-up range was pro¬ 
posed in a paper given by S. N. Lehr and V. P. 
Mathes at the Nuclear Engineering and Science 
Conference in 1959. A control of this type elimi¬ 
nates the many periodic adjustments that are 
required with linear circuits and results in a 
more accurate, reliable, and maintenance free 
unit. This paper describes the design and de¬ 
velopment of such a unit which computes and 
displays digitally the reactor level and period 
over nine decades of power. The level of the 
reactor is obtained from a discriminator and 
binary counter which resolve 2.5 m.v. pulses 
spaced as little as one microsecond apart. A 
time modulation technique incorporating bi¬ 
nary counters for comparison and read-out is 
used to compute the period with a short term 
memory employed to provide statistical 
smoothing. 

Use of Entrance Hodoscope for Particle 
Identification in Very-High-Energy Bubble 
Chamber Experiments W. Selove, II. Brody, 
E. Leboy and R. Fullwood (p. 13) 

At energies of 10 Bev and higher, it is not 
easy to obtain physically separated beams of t 
and K mesons. We have constructed a hodo¬ 
scope system which will register the identity of 
of each of 20 particles entering a bubble cham¬ 
ber over a 100 microsecond time interval. 
Particles are localized by a scintillator hodo¬ 
scope with matrix elements 1 cm square. Parti¬ 
cle identity is determined with Cerenkov 
counters. The combined information is dis¬ 
played on an oscilloscope and photographed at 
each bubble chamber expansion. 

The Log Count Rate Period Meter Used 
with Safety Circuits -H. Christensen and 
R. B. Stanfield (p. 22) 

Equations are presented that give the 
probable rate of spurious reactor scrams due to 
counter noise in the period circuits commonly 
used at low reactor power. It is shown how a 
filter introduced to reduce the spurious scram 
rate, will delay the circuit response in the case 
of true emergencies. A numerical example 
shows that a compromise can lx* reached that 
gives a very satisfactory circuit. 

Proportional Control and Pressurizer Pa¬ 
rameter Study of a Pressure Tube Reactor— 
D. E. Rathbone (p. 27) 

An investigation of the transient behavior 
of a pressure tube reactor indicated a definite 
need for external control to handle even normal 
load perturbations. Three proportional con¬ 
trollers were developed which were effective in 
containing the transients of the system for 
changes in load. A comparison of the three 
controllers indicated little preference between 
them with regard to variations in reactor power, 
primary loop temperature or system pressure. 
The final selection of a controller was thus an 
economic consideration. The result of the 
parameter study of the pressurizer indicated 
that a pressurizer size of 30 cubic f<*et, i of the 
total volume of the primary coolant, was ade¬ 
quate for the containment of the pressure and 
volume surge transients. 

Electronic Parts in a Hypernuclear En¬ 
vironment L. B. Gardner and A. B. Kaufman 
(p. 35) 

A Double-Delay-Line Clipped Linear Am¬ 
plifier —R. L. Chase and V. Svelto (p. 45) 

A compact transistorized linear amplifier 
has been designed that is suitable for many 
radiation counting applications. The amplifier 
delivers symmetrical double-delay-line dif¬ 
ferentiated output pulses, up to ±10 volts in 
amplitude with a differential non-linearity of 
±1%. It tolerates input signals 400 times full 
scale without producing spurious output pulses. 
Both a prompt output and one delayed by two 
microseconds are available. The clipping lines 
and the signal delay line are all terminated at 
both ends so that physically small, relatively 
imperfect delay lines can be employed. Five 
amplifiers occupy only 12j inches in a standard 
19 inch relay rack. 

A Digital Data Handler for Pulse Particle 
Accelerators—W. A. Higinbotham and I). W. 
Potter (p. 51) 

This paper described a digital data handler 
for storing information in a magnetic core 
memory during the pulse of a synchroton and 
transferring it to a slow memory during the 
dead time. Digital measurements of trajectory, 
pulse height, time of flight, run number, etc., 
are typical data. The magnetic core memory 
provides capacity for storing 32 words (events) 
of 96 bits during a burst. The information 
contained in the core memory is then trans¬ 
ferred to one inch magnetic tape during the 
dead time of the accelerator. Thence the infor¬ 
mation may Im* fed to a computer for future 
study. For economy, the data handler has one 
buffer which serves as the input, output and 
shift register. 

Contributors -(p. 57) 
Eighth Annual PGNS Meeting—(p. 60) 
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The number in heavy type at the upper 
left of each Abstract is its Universal Decimal 
Classification number. The number in heavy 
type at the top right is the serial number of the 
Abstract. DC numbers marked with a dagger 
(t) must lx* regarded as provisional. 

UDC NUMBERS 

Certain changes and extensions in L DC 
numbers, as published in PE Xotes up to an 
including PE 666, will be introduced in this and 
subsequent issues. The main changes are: 

Artificial satellites: 
Semiconductor devices: 
Velocity-control tubes. 

kit titrons, etc.: 
Quality of ret eiyed sig 

nal. propagation con¬ 
ditions. etc.: 

Color television: 

551.507.362 2 (PE 657) 
621.382 (PE 657) 

621.385.6 (PE 634) 

621.391.8 (PE 651) 
621.397.132 (PE 650) 

The “Extensions and Corrections to the 
UDC," Ser. 3 No. 6, August, 1959. contains 
details of PE Notes 598 658. This and other 
UDC publications, including individual PE 
Notes, are obtainable from The International 
Federation for Documentation, Willem Witsen-
plein 6. The Hague. Netherlands or from The 
British Standards Institution. 2 Park Street. 
London W. 1. England. 

ACOUSTICS AND AUDIO FREQUENCIES 

534.112-8:621.374.5 2827 
Mode Coupling Occurring in the Propaga¬ 

tion of Elastic Pulses in Wires A. H. Meitzler. 
(J. Acousl. Soc. Am., vol. 33, pp. 435 445; 
April, 1961.) Longitudinal and flexural ultra¬ 
sonic pulses in a stretched wire show consider-

A list of organizations which have avail¬ 
able English translations of Russian 
journals in the electronics and ail ed 
fields appears each June and December 
at the end of the Abstracts and Ref¬ 
erences section. 
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able distortion because of mode coupling at 
certain critical frequencies. Phase velocity cal¬ 
culations based on the real roots of the Poch-
hammer equations can be used to predict these 
critical frequencies for any isotropic elastic ma¬ 
terial. 

534.2(204) 2828 
Long-Range Sound Propagation in the Deep 

Ocean—F. E. Hale. (J. Acousl. Soc. Am., vol. 
33. pp. 456 464; April, 1961.) Information 
available from laboratory reports and un¬ 
classified literature on long-range convergence 
zone-propagation is discussed. 

534.231 2829 
Acoustic Intensity Anomalies introduced 

by Constant Velocity Gradients—M. A. 
Pedersen. (J. Acousl. Soc. Am., vol. 33, pp. 
465 474; April. 1961.) Spurious caustics can 
arise in ray-theory calculations ot intensity 
based on constant-gradient layers. The use of 
curved-line segments preserving continuity ot 
velocity and slope in the profile approximation 
is considered. 

534.232:537.228.1 2830 
Transient Performance of a Piezoelectric 

Transducer -M. Redwood. (J. Acousl. Soc. 
Am., vol. 33, pp. 527-536; April, 1961.) Elec¬ 
trical and mechanical outputs due to step in¬ 
put signals are discussed and analyses made 
with reference to the exact transmission-line 
equivalent circuit of a transducer. 

534.232-8 2831 
Hypersonic Resonance of Quartz at 3500 

Mc s—J. L. Stewart and E. S. Stewart. (J. 
Acousl. Soc. Am., vol. 33, p. 538; April, 1961.) 
Pure thickness-mode oscillations in the range 
2950-3600 Me were observed in X-cut crystals 
0.1 mm thick. The damping effect of a thin 
layer of water was detected. 

534.232.089.6 2832 
Cylindrical-Wave Reciprocity Parameter 

R. J. Bobber and G. A. Sabin. (J. Acousl. Soc. 
Am., vol. 33, pp. 446-451; April. 1961.) A 
parameter (2/pc)(RX)*L for use in stand¬ 
ard reciprocity calibration is derived from net¬ 
work theory and from wave propagation theory 
ami its validity is confirmed by experiment. 

534.522.1 2833 
Diffraction of Light by Very-High-Fre¬ 

quency Ultrasonic Waves— B. R. Rao and J. S. 
Murty. (Proc. Phys. Soc. (I.on don), vol. 77. 
pp. 958-964; May 1. 1961.) The investiga¬ 
tion was carried out using ultrasonic waves in 
water in the range 50 230 Me. 

534.846 2834 
The Problem of Acoustic Field Conditions 

in Recording Studios and their Representation 
in Rooms used for Reproduction -L. Keibs. 
(Tech. Mill. BRF, Berlin, vol. 4. pp. 125-129; 
December, I960.) Theoretical investigations of 
the relation between direct and indirect sound 
at different time intervals in rectangular rooms 
of volume 10,000 m3 and 100 m3 where sound is 
recorded are the basis of considerations of how 
these conditions can best be reproduced. 

534.88:534.417 2835 
Comparison Analysis on Four Directional-

Receiver Correlators—M. J. Jacobson and 
R. J. Talham. (J. Acousl. Soc. Am , vol. 33, pp. 
518 526 April, 1961.) Four systems are 
analyzed and their SNR’s are computed and 
compared. An examination is also made of 
their main lobes for various steering directions. 

621.395.61.089.6 2836 
Reciprocity Calibration of Microphones in 

a Diffuse Sound Field— IL G. Diestel. (J. 
Acousl. Soc. Am., vol. 33, pp. 514 518; April. 
1961.) The reciprocity parameter for a diffuse 
sound field follows from that for fret* space by 
replacing the distance by the “diffuse-field 
distance" of a point source. Hence the diffuse-
field v’oltage response can be derived. See 1397 
of May. 

ANTENNAS AND TRANSMISSION LINES 
621.315.212:621.372.2 2837 

On the Theory of the Coaxial Cable—P. 
Poincelot. (C.R. Acad. Set. (Paris), vol. 251, 
PI). 1623 1624; October 17. 1960.) Propa¬ 
gation along a coaxial line is studied in terms 
of Maxwell’s equations without introducing 
transmission-line constants. The method is ap¬ 
plicable to all symmetric coaxial structures. 

621.315.212:621.372.852.32 2858 
A Magnetically Variable Coaxial Attenu¬ 

ator with Low Basic Attenuation -J. Deutsch 
and M. Offner. (Frequenz, vol. 14, pp. 344-347; 
October. 1960.) The type of attenuator con¬ 
sidered uses a gyromagnetic material with an 
applied de magnetic field which is variable. In 
the range 6-8 Gc, such an attenuator can 
provide maximum attenuation >12 db and a 
minimum of <0.9 db. 

621.315 212.1:621.397.743 2839 
Recent Developments in Coaxial Cables for 

Television Distribution J. I). S. Hinchliffe 
(J. Bril. IRE, vol. 21. pp. 457 462; May. 1961.) 
Constructional improvements incorporated in 
newly developed cables are discussed. Details 
are given of methods of testing, and cable char¬ 
acteristics are compared. 
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621.372.2:621.373.421 2840 
Tapered Distributed RC Lines or Phase-

Shift Oscillators VV. A. Edson. (Proc. IRE, 
vol. 49, pp. 1021 1024; June, 1961.) The be¬ 
havior of tapered transmission lines of dis¬ 
tributed capacitance and inductance is ex¬ 
amined, and summarized in the form of a set of 
normalized curves. 

621.372.8.029.65 2841 
Waveguide Equipment for 2-mm Micro¬ 

waves : Parts 1 and 2 —C. VV. van Es, M. Gev-
ers, and F. C. de Ronde. (Philips Tech. Rev., 
vol. 22, pp. 113 125 and 181 189; February 16 
and March 14, 1961.) 

621.372.821 2842 
Design Notes for Strip-Transmission-Line 

Tuners—G. T. Orefice. (Electronic Ind., vol. 
20, pp. 104 105; March 1961.) Equations are 
given for the design of a shorted-line piston¬ 
capacitor tuner. They are applied to the case of 
a resonator with a frequency range of 500 1000 
me. 

621.372.823:621.372.831.1 2843 
The Excitation of Higher Modes by the 

Fundamental at an Off-Set Junction of Two 
Circular Waveguides K. Schnetzler. (Arch, 
elekt. Übertragung, vol. 14, pp. 421 424; Octo¬ 
ber, I960.) The mode conversion occurring at 
slightly displaced Hange couplings is calculated 
using formulas given by Solymar (1111 of 
1960) with some corrections. 

621.372.823:621.396.65 2844 
Circular Waveguide for Wide-Band Radio¬ 

Link Systems E. Gillitzer and R. Herz. 
(Frequenz, vol. 14, pp. 347-357; October, 
1960.) The properties and characteristics of 
circular waveguide are discussed and compared 
with those of rectangular waveguide, with par¬ 
ticular reference to their use as antenna feed¬ 
ers in 4-Gc radio-link installations. 

621.372.826 2845 
TwoWire- Millimetre-Wave Surface Trans¬ 

mission K. Ishii J. B. Y. Tsui, J. I). Horgan. 
(Proc. IRE vol. 49, p. 1076; June, 1961.) 
Experimental results are given relating to 
propagation on a two-wire line at 58 Gc. At¬ 
tenuation was much reduced compared with a 
single-wire line; the spread of the fields ap¬ 
peared to Im* much smaller. 

621.372.831 2846 
The Excitation of Higher Modes at Wave¬ 

guide Junctions—K. Schnetzler. (Arch, elekt. 
Übertragung, vol. 14, pp. 425 431; October, 
1960.) Formulas are derived for calculating the 
spurious modes generated in a gradual transi¬ 
tion between different waveguide, including tiie 
case in which the spurious mode is propagated 
only in part of the transition. See also 1726 of 
June and 2843 above. 

621.372.852.1 2847 
Design Relations for Resonant Post Wave¬ 

guide Filters— R. I). Wanselow. (J. Franklin 
Inst., vol. 271, pp. 94 107; February, 1961.) 
The procedures and graphs given for the design 
of waveguide filters with (J-factors under load 
ranging from 4 to 200 are shown to lx- adequate 
for most engineering applications. 

621.372.852.21 2848 
A Microwave Phase-Shifter with Dielectric 

Prisms R. Tremblay. (Cañad. J. Phys., vol. 39, 
pp. 409 418; March. 1961. In French.) Two 
identical prisms in opposition form a dielectric 
plate in a rectangular waveguide. The dis¬ 
placement of one relative to the other along the 
hypotenuse changes the effective length of tlie 
plate. 

621.372.852.323 2849 
Resonance Isolators for Millimetre Waves 

— H. G. Beljers. (Philips Tech. Rev., vol. 22, 
pp. 11-15; November 4, 1960.) Compact iso¬ 
lators for 35 and 70 Gc using crystal-oriented 
anisotropic ferrites are described. 

621.396.67:624.97.042 2850 
Load Specification for Aerial Supports— 

F. Staiger. (Rundfunktech. Milt., vol. 4, pp. 
253 257; December, 1960.) The problem in 
load calculations of allowing for ice formation 
on antenna masts is considered in order to 
achieve greater uniformity in design specifica¬ 
tions. 

621.396.67.095.1 2851 
Generating a Rotating Polarization—S. R. 

Penstone and A. VV. Adey. (Proc. IRE, vol. 49. 
p. 1089; June, 1961.) A method is described of 
generating an electromotive wave whose plane 
of polarization rotates at 80 cps, for use in 
rocket determinations of the electron density 
in the ionosphere. See also 2615 of I960 (Aik n). 

621.396.677.029.6 2852 
Investigations on Endfire Aerials in the 

Microwave Region—T. Heller. (Nachrtech. Z.. 
vol. 13, pp. 529 533; November, 1960.) The 
antennas considered are d¡electric-rod radi¬ 
ators of helical-line and Yagi structure, and the 
zig-zag antenna 12848 of 1959 (Sengupta)). The 
Hansen-Wood ya rd conditions for optimum 
directivity are determined, and practical 
measures for improving antenna efficiency are 
mentioned. 

621.396.677.3:621.396.43: 551.507.362.2 2853 
Communications Satellites using Arrays— 

M. H. Hansen. (See 3189.) 

621.396.677.3:621.397.61 2854 
Dipole Arrays for Transmitter Antennas for 

Television Bands IV/V—H. Laub. (Frequenz, 
vol. 14, pp. 327 334; October, I960.) Problems 
of electrical and mechanical design of antenna 
arrays for the frequency range 470 790 Me are 
discussed; a number of arrays are illustrated 
and examples of polar diagrams are given. 

621.396.677.71 2855 
Hybrid H-Guide Feeds Flush-Mounted 

Antennas -G. N. Voronoff. Electronics, vol. 
34 pp. 54 57; March 31, 1961.) A two 
dimensional array of slot radiators can be 
excited in this way. 

621.396.677.73 2856 
Horn Radiators as Gain Standards -K. E. 

Müller and J. Göller. Nachrtech., vol. 10. pp. 
414 422; September, 1960.) Approximation 
formulas for gain and field strength are given 
and the design procedure is summarized, with 
a comparison of calculated and measured char¬ 
acteristics. 

621.396.677.73:621.396.663 2857 
Direction-Finding Aerials with High Bear¬ 

ing Accuracy and Wide Frequency Ranges— 
K. P. Lensch. (Z. angew. Phys., vol. 12. pp. 
557 567; December, 1960.) Report of measure¬ 
ments on conical radiators of differing shajæ 
and construction, in the frequency range 100-
2400 Me. Measured radiation patterns are 
compared with those based on calculated 
values; agreement is only approximate. 

621.397.677.85 2858 
A Microwave Lens for Rapid Scanning — 

A. M. Scheggi and G. Toraldo di Francia. 
(Alta Frequenza, vol. 29, pp. 438-449; October, 
1960.) Description of the design and construc¬ 
tion of a configuration lens for 360° scanning, 
and also of a stack of such lenses. The radiation 
patterns and wavefronts obtained conform to 
theoretical predictions. 

AUTOMATIC COMPUTERS 
681.142 2859 

The Physics of Computer Elements— 
C. N. W. Lifting. (Brit. J. Appl. Phys., vol. 12, 
pp. 207 213; May. 1961.) The general princi¬ 
ples of acoustic, electrostatic, magnetic, optical, 
and superconducting storage systems are dis¬ 
cussed. Magnetic or superconducting devices 
show the greatest promise for future high-
speed applications. 

681.142 2860 
Control-Pulse Generation for a Digital 

Differential Analyser—P. L. Owen, M. F. 
Partridge, and T. R. H. Sizer. (Electronic Eng., 
vol. 33, pp. 364 371; June, 1961.) Circuit de¬ 
tails are given of a transistorized unit which 
generates control pulses by a pulse-division 
method involving some unusual processes. 

681.142:539.23 2861 
Thin Films as Elements for Automatic 

Computers—W. E. Proebster. (Elektrotech. Z., 
Edn. .4., vol. 81, pp. 913 920; December 5, 
1960.) A review is given covering the applica¬ 
tion of thin-film storage devices, including the 
cryotron, todata-processing techniques. Thirty-
three references. 

681.142:621.382.23 2862 
High-Speed Logic Circuits using Diode 

Logical Networks and Current-Switching Am¬ 
plifiers R. J. Miles. (Milliard Tech. Commun., 
vol. 5, pp. 286 294; March, 1961.) The use of 
diode networks as an alternative to transistors 
in logical networks is considered. The circuits 
are versatile and economical, but require as¬ 
sociated amplifiers and are likely to have a 
limiting switching time of about 10 nsec. 

681.142:621.382.23 2863 
Output-Coupling Networks for Use with 

Logical Circuits of the Emitter-Current Switch¬ 
ing Type —R. J. Miles. (Milliard Tech. Com¬ 
mun. vol. 5, pp. 295 300; March, 1961.) 
Zener-diode coupling networks required to 
transfer the collector-voltage swing in emitter¬ 
current switching circuits to earth level are 
considered. The disadvantage of low-coupling 
efficiency of passive output coupling networks 
is considered in comparison with the versatility 
which they give to standard logical elements. 

CIRCUITS AND CIRCUIT ELEMENTS 
621.3.004.6 2864 

Reliability of Electronic Components 
(Nachrtech. Z., vol. 13, pp. 505 528; November, 
I960.) Four paix'rs based on contributions toa 
discussion meeting on circuit components and 
materials held by the Nachrichtentechnische 
Gesellschaft in Stuttgart, May 5 6, 1960. 

1) Technological Measures for Improving 
the Reliability of Components — K. H. J. Rott-
gardt (pp. 505 512). 

2) Lifetime Investigations on Capacitors— 
VV. Ackmann ( pp. 513 518). 

3) The Effect of Humidity on the Electrical 
Characteristics of Capacitors -II. Veith (pp. 
519 523). 

4) The Unreliability of Electronic Equip¬ 
ment and its Causes—II. J. Frundt (pp. 524 
528). 

621.3.049.7 2865 
Recent Advances in Microminiaturization, 

Reliable Components and Cooling Techniques 
—G. VV. A. Dummer. (Solid-State Electronics, 
vol. 2, pp. 18-34; January, 1961.) 

621.3.049.75:621.382 2866 
Silicon Epitaxial Microcircuit -VV. Glendin¬ 

ning, C. Marlett, J. Allegretti, and D.Shombert. 
(Proc. IRE, vol. 49. pp. 1087 1088; June, 
1961.) A Si microcircuit formed by vapor-phase 
deposition techniques is described. An eight-
layered epitaxial structure was formed which 
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was capable of oscillation in different modes. 
Shunting capacitive and resistive leakage 
effects are discussed. 

621.314.224.020.4 2867

The Design and Performance of High-
Precision Audio-Frequency Current Trans¬ 
formers—J. J. Hill and A. P. Miller. (Proc. 
IEE. pt. B, vol. 108, pp. 327-332; May. 1961. 
Discussion, pp. 337-338.) Conventional multi¬ 
layer current transformers are found to have 
large high-frequency errors. Details are given of 
precision single-layer transformers which cover 
the range 50 cps 30 kc. 

621.316.5 2898
Application of Boolean Notation to the 

Maintenance of Switching Circuits S. Alex-
ander. (Electronic Eng., vol. 33, pp. 372-374; 
June. 1961.) Concise notation by Boolean 
algebra of the operations in the maintenance 
schedules of complex switching circuits is used 
to simplify testing and fault location. 

621.318.132 2869

High-Stability Ferrite Pot Cores—W. A. 
Everden. (J. Bril. IKE. vol. 21. pp. 409-414; 
May. 1961.) Describes a range of assemblies 
for laboratory use and for bulk production of 
stable inductors. 

621.318.57:538.221:621.318.134 2870 
Analysis of Ferrite-Core Switching for 

Practical Applications—P. A. Neeteson. (Elec¬ 
tronic Applic.. vol. 20, pp. 133-152; February, 
1961.) An analytical expression describing the 
switching process is derived which is suitable 
for practical circuit design. Measurements 
confirm the results of calculations. 

621.318.57:621.375.3 2871

Core Matrix Driver employing Magnetic 
Amplifiers J. Yamato and Y. Suzuki. (Kev. 
Elect. Commun. Lab., Japan, vol. 9. pp. 43-49; 
January/February. 1961.) A high-frequency 
magnetic amplifier with high efficiency, good 
SNR and high-output power has been de¬ 
veloped. 

621.319.4:621.372.54 2872

Low-Impedance Capacitor Design with 
Special Application to Filters —C. W. Mc¬ 
Cutchen and 1. D. Howard. (Electronic Enn., 
vol. 33, pp. 349-353; June. 1961.) Methods 
of reducing series inductance of conventional 
capacitors are investigated. Measurements of 
capacitor characteristics are discussed and an 
improved method of connection for filter ca¬ 
pacitors is described. 

621.372.44 2873

The Reactive Behaviour of Nonlinear Nega¬ 
tive Differential Resistors V. Cimagalli. 
(Alta Freqttenza. vol. 29. pp. 548 554; October, 
1960.) Nonlinear negative-resistance two-poles 
may have a reactive component when forming 
part of a given relaxation oscillator circuit 

621.372.44 2874

A General Steady-State Analysis of Power 
/Frequency Relations in Time-Varying React¬ 
ances R. G. Smart. (Proc. IRE, vol. 49, pp. 
1051 1058; June. 1961.) This analysis pro¬ 
duces the Manley-Rowe results as special 
cases. An “energy coefficient" is derived which 
specifies the behavior of an individual fre¬ 
quency transformation. The modes in which 
an individual transformation can operate are 
described and related to a wide range of vary-
ing-reactance devices. 

621.372.5:621.382.3:517.945 2875 
The Calculus of Deviations applied to Tran¬ 

sistor Circuit and Network Analysis —T. R. 
Nisbet and \\'. W. Happ. J. Bril. IRE, vol. 
21. pp. 437 450; May 1961.) Network analysis 

is simplified by the method described; rules are 
given for solving various transistor problems 
including the distributed-parameter network. 

621.372.54 2876

Some Considerations on Optimum Filters— 
F. Pandarese. (Note Recension! Notiz., vol. 9. 
pp. 1043-1051; November/December, 1960.) 
An explicit formula is derived which gives the 
pulse response of a filter for signal detection in 
noise, where the known signal is expressed in 
the form of a trigonometric polynomial. 

621.372.54 2877

The Design of All-Pass, Low-Pass and 
Band-Pass Filters with a Tchebycheff-Type 
Approximation of Constant Group Delay -E. 
Ulbrich and H. Piloty. (Arch, elekt. Übertra-
nitnn. vol. 14. pp. 451-467; October. 1960.) 

621.372.54 2878

Replacement of a Cascade of n Unequal 
Asymmetric Quadripoles of Equal Iterative 
Impedance by One Quadripole \V. Herzog. 
(Nachrtech. Z.. vol. 13. pp. 475-477; October, 
1960.) 

621.372.54 2879

The Cascade Connection of Nonreversible 
Quadripoles \V. Herzog. (Nachriech. Z. vol. 
13. pp. 477-478; October, 1960.) 

621.372.54:621.372.57 2880

The Synthesis of Active and Passive Filters 
by the Root Locus Method—A. Susini. (Alla 
Freqttenza, vol. 29. pp. 555-573; October. 1960.) 

621.372.54:621.375.4 288 1 
Active Filter Element and its Application to 

a Fourier Comb—F. T. May and R. A. Dandi. 
(Kev. Sei. Instr., vol. 32, pp. 387 391; April, 
1961.) A theoretical analysis is given and con¬ 
structional data are presented for a variable-Q 
variable-frequency band-pass filter using tran¬ 
sistor amplifiers. Stable-Q operation is possible 
over a ()-factor range of 10 250 for frequencies 
up to 4 kc. 

621.372.57:621.317.361.018.756 2882 
The Applicability of Active Filters to the 

Measurements of the Frequency Spectra of 
Pulses— H. G. Jungmeister. (Arch, elekt. 
Übertragung, vol. 14. pp. 432-434; October, 
1960.) The use in frequency analyzers of active 
filters comprising amplifiers with double-T type 
RC networks, results in higher Q-values at low 
frequencies than is possible with stagger-tuned 
LC circuits. The error assessment given by 
Seeger and Stiiblein (1497 of 1958) is also ap¬ 
plicable to this type of circuit. 

621.372.6 2883
Synthesis of Transformerless Active n-Port 

Networks -I. W. Sandberg. (Bell Sys. 'lech.. 
J., vol. 40. pp. 761 783; May, 1961.) 

621.373.431.1:621.382.23 2884 
A Circuit with Several Stable States using 

Tunnel Diodes -Y. Hazoni. (Nuclear Instr. 
Meth., vol. 10. pp. 229 230; March. 1961. In 
French.) The circuit has four stable states, the 
time required for a change of state being ot the 
order of 10“" sec. It can serve as a fast pre¬ 
storage device for a multichannel analyzer or as 
the basic unit of an associated address scaler. 

621.374:621.382.23 2885

A Tunnel-Diode Univibrator and Pulse 
Height Discriminator -Y. Hazoni. (Nuclear 
Instr. Meth., vol. 10, pp. 231 233; March. 
1961.) An adaptation of the tunnel-diode oscil¬ 
lator circuit (2884 above) and its operation in 
conjunction with a biased backward diode [see 
1959 WESCON Convention Record, pt. 3, 
pp. 9 31 (Leak, et <ff.)| are described. Applica¬ 

tions in pulse shaping and fast coincidence 
technique are noted. 

621.374.3 2886

A Fast Amplitude Discriminator—A. Sara-
zin, J. Samueli, and G. Bougnot. (Nuclear 
Instr. Meth., vol. 10 pp. 202 204; March, 
1961. In French) The circuit has a discrimina¬ 
tion range oi 1 -30 v, with a threshold stability 
within ±0.1 V. The output is a positive pulse 
1.5 V in amplitude, with rise time <10 nsec 
and duration of 200 nsec. 

621.374.3:621.382.3 2887

New Ways to Trigger Avalanche Pulse Cir¬ 
cuits—H. G. Dill. (Proc. IRE, vol. 49. p. 1093; 
June. 1961.) 

621.374.32 2888

Reversible Decimal Counters—J. L. Gold¬ 
berg. (Electronic Tech. vol. 38, pp. 234-245; 
July, 1961.) Circuit design for both binary and 
bi-quinary scales of notation is discussed. 

621.374.32:621.382.23 2889

Tunnel-Diode Binary Counter Circuit— 
H. Ur. (Proc. IRE. vol. 49, pp. 1092-1093; 
June. 1961.) 

621.375.127 2890

Investigation of the Single-Ended Push-
Pull Amplifier—F. Cervellati and P. Schiaffino. 
(Alta Frequenta, vol. 29. pp. 512 547; October, 
1960.) Theoretical and practical design aspects 
of various versions of this type of Al' amplifier 
are considered. 

621.375.4 2891
A Quick Method for Calculating Transistor 

Amplifier Circuits—R. R. Vierhout and A. J. H. 
Vendraik. (Electronic Eng., vol. 33, pp. 375-
381; June, 1961.) By neglecting the parameter 
hv: calculations on transistor amplifiers can be 
greatly simplified. This is applied in calcula¬ 
tions of feedback, temperature stability and 
noise. 

621.375.4:621.372.632 2892 
Calculation of Mixing Processes in Transis¬ 

tor Stages at Low Frequencies on the Basis of 
the Equivalent Circuit Diagram—J. S. Vogel 
and M. J. O. Strutt. (Arch, elekt. Übertragung. 
vol. 14. pp. 435-440; October, 1960.) The 
theory given in 2516 of August is extended to 
transistor mixer circuits and to distortion 
effects in them. 

621.375.4.018.783 2893 
Nonlinear Distortion of Transistorized Am¬ 

plifiers H. II. van Abbe and G. C. van Slag-
maat. (Electronic Appl., vol. 20. pp. 159 168; 
February, 1961.) Sources of distortion are ex¬ 
amined and methods are suggested for mini¬ 
mizing their effects. 

621.375.432 2894 
Designing Amplifiers with Nonlinear Feed¬ 

back L C. Looney. (Electronics, vol. 34. pp. 
46 49;'March 31, 1961.) Design criteria for the 
use of a nonlinear feedback loop with a transis¬ 
tor amplifier are given. Increase of dynamic 
range and an exponential response can be ob¬ 
tained. 

621.375.9 2895 
Design Theory of Optimum Negative-

Resistance Amplifiers —E. S. Kuh and J. D. 
Patterson. (Proc. IRE vol. 49 pp. 1043 -1050; 
June 1961.) An examination is made of ampli¬ 
fiers obtained by imbedding a linear active one-
port device in arbitrary three-port devices. The 
optimum gain-bandwidth formula synthesis 
procedure and design curves are given for this 
and other amplifier configurations. 
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621.375.9:538.569.4 2896 
Amplification through Stimulated Emission 

— the Maser R. A. Smith. (Brit. J. A ppi. Phys. 
vol. 12, pp. 197 206; May, 1961.) An account 
of the physical principles underlying two- and 
three-level maser action is given, and expres¬ 
sions for noise factor are derived. Recent 
maser applications in radio astronomy systems 
are noted. 

621.375.9:538.569.4 2897 
General Analysis of Optical, Infrared, and 

Microwave Maser Oscillator Emission J. R. 
Singer and S. Wang. (Phys. Rev. Lett., vol. 6, 
pp. 351 354; April, 1961.) The eq nations gov¬ 
erning coherent emission are generalized. Am¬ 
plitude modulation of the signal is to be ex¬ 
pected and this can be used for communica¬ 
tion purposes. 

621.375.9:538.569.4:538.222 2898 
Cross-Doping Agents for Rutile Masers — 

P. F. Chester. (J. A ppi. Phys., vol. 32, pp. 866-
868; May, 1961.) The electron paramagnetic 
resonance spectra of rutile doped with Ta, Nb 
and ('e have been examined at liquid-helium 
temperatures. Ta and Nb appear to be suitable 
for securing a short spin-lattice relaxation time. 

621.375.9:621.372.2 2899 
A New Microwave Power Amplifier—P. A. 

('lavier. (Proc. IRE, vol. 49, pp. 1083 1084; 
June, 1961.) A method is suggested in which 
one electrode of a Lecher or coaxial line is made 
electron-emissive. A signal propagated down 
the line produces an amplified current in the 
anode. 

621.375.9:621.372.44 2900 
Nonreciprocal Parametric Amplifier Circuits 

—L. I). Baldwin. (Proc. IRE, vol. 49, p. 1075; 
June, 1961.) Two circuit configurations are 
given which do not use a circulator but which 
have similar properties to the single-port re¬ 
flection amplifier with a three-port circulator. 

621.375.9:621.372.44 2901 
Staggered Operation of Doubly Resonant 

Parametric Amplifiers -S. Hamada and II. 
Mukai. (Rev. Elect. Commun. Lab., Japan, vol. 
9, pp. 20-25; January/February, 1961.) A 
broad bandwidth is achieved by staggered 
operation of doubly resonant variable-capaci¬ 
tance parametric amplifiers in the 6-Gc band. 

621.375.9:621.372.44:621.318.435 2902 
On Parametric Excitation with Current-

Saturable Inductances N. S. Prywes. (J. 
Franklin Inst., vol. 270, pp. 468 491; Decem¬ 
ber, 1960.) A parametric-amplifier circuit with 
an abrupt nonlinearity is described. A method 
of analysis of "relaxation oscillations’’ leads to 
a physical understanding of the cycle of oscil¬ 
lations and quantitative relations. The stability 
problem is also solved. 

621.375.9:621.372.44:621.382.23 2903 
Minimum Noise Figure of the Variable-

Capacitance Amplifier—K. Kurokawa and M. 
Uenohara. (Bell Sys. Tech. J., vol. 40, pp. 695 
722; May, 1961.) A discussion of the minimum 
noise figure of variable-capacitance diode am¬ 
plifiers, on the assumption that the series re¬ 
sistance is the only parasitic element. Some 
experimental figures are given for DSB opera¬ 
tion at 6 Gc and universal curves are included 
which illustrate the effect of changing network 
parameters and component temperatures. 

621.375.9:621.372.44:621.382.23 2904 
A Solid-State Analogue to a Travelling-

Wave Amplifier G. H. Heihneier. (Proc. IRE, 
vol. 49, pp. 1079 1080; June, 1961.) An at¬ 
tempt to improve the dispersive properties of 
multidiode parametric amplifiers was made by 

placing stacks of varactor diodes inside an L-
band helix. Bandwidths of 15-25 per cent and 
and a noise figure of 9.8 db were obtained. 

621.375.9:621.372.44:621.385.6 2905 
A Low-Noise Microwave Quadripole Am¬ 

plifier M. Ashkin. (See 3199.) 

621.375.9:621.372.44:621.385.63 2906 
Travelling-Wave Analysis of a Class of 

Parametric Amplifiers Based upon the Hili 
Equation —Fredricks. (See 3205.) 

GENERAL PHYSICS 
537.226 2907 

Electric Fields and Currents in Dielectrics 
—E. I. Adirovich. (Fiz. Tverd og o Tela, vol. 2, 
pp. 1410-1422; July, 1960.) A general solution 
is given for the distribution of electric field and 
charge-carrier concentration in a dielectric 
between two metallic contacts when field¬ 
emission and thermionic currents flow from the 
cathode. 

537.311.5 2908 
Potentials in a Conductor of Varying Cross-

Section R. Jaggi. (Phys. Rev., vol. 122. pp. 
448 449; April 15, 1961.) The importance of 
the eigen-Hall effect (see 1497 of 1954 (Busch 
and Jaggi) I in masking the Bernoulli voltage in 
experimental measurements is pointed out. 

537.525:538.69:621.314.6 2909 
Rectification Effect in Gaseous Discharges 

in Crossed Magnetic and Electric Fields G. 
Boucher and O. Doehler. (C.R. Acad. Sei., 
(Piris), vol. 251, pp. 59 61; July 4, I960.) 
Description of an experimental crossed-field 
diode consisting of two coaxial electrodes of 
stainless-steel tube, the inner electrode being 
filled with a ferrite stack separated by pieces 
oi sott iron. Results obtained with a hydrogen-
filled tube under a pressure of 10 ’ Torr, show 
that the system is more efficient if the magnetic 
field is localized near the inner electrode in this 
manner. 

537.533.8 2910 
The Theory of Secondary-Electron Emis¬ 

sion of Metals : Part 1—G. Bimschas. (Z. Phys., 
vol. 161. pp. 190 204; December 16, I960.) 

537.564-537.311.33 2911 
Complex Conductivity of some Plasmas and 

Semiconductors P. H. Fang. (Appl. Sei. Res., 
vol. B9, no. 1, pp. 51 64; 1961.) “The complex 
conductivities oi plasmas and semiconductors 
have been calculated for several cases where the 
collision frequency can lx* expressed as a power 
function of the energy. From the result, some 
characteristic parameters of the plasma origi¬ 
nally investigated by Spitzer are estimated. Tin* 
problem of determining the relaxation time 
from a nonsymmetrical dispersion is discussed.” 

537.56 2912 
Couette Flow of a Fully Ionized Gas, con¬ 

sidered as a Two-Component Fluid—L. A. 
Peletier and L. van Wijngaarden. (Appl. Sei. 
Res., vol. B9. no. 2, pp. 141 150; 1961.) 

537.56 2913 
Experimental Study of the Dimagnetism of 

Gaseous Plasmas with Electron and Nuclear 
Spin Resonance Techniques—T. C. Marshall 
and L. Goldstein. (Phys. Rev., vol. 122, pp. 367 
376; April 15, 1961.) 

537.56:538.56 2914 
Energy Conversion Mechanism in a 

Bounded Magnetized Current-Carrying Plasma 
—G. II. Joshi. (Phys. Rev. Lett., vol. 6, pp. 
339 341; April 1, 1961.) For a finite plasma, 
coupling exists between quasi-transverse elec¬ 
tromotive waves and quasi-longitudinal space¬ 
charge waves. This can lead to an energy 

transfer between the kinetic energy of drifting 
plasma and electromotive energy. This mech¬ 
anism may be useful for heating a thermo¬ 
nuclear plasma using the “runaway electrons.” 
Certain types of VLF radio noise can also be 
explained. 

537.56:538.561.029.65/.66 2915 
Emission of Submillimetre Electromagnetic 

Radiation from Hot Plasma in ZETA—G. N. 
Harding, M. F. Kimmitt, J. H. Ludlow, P. 
Porteous, A. C. Prior, and V. Roberts. (Proc. 
Phys. Soc. (London), vol. 77, pp. 1069-1075; 
May 1, 1961.) The first results are reported of 
experiments using spectroscopy in the far infra¬ 
red (0.1 1.6 mm). 

537.56:538.6 2916 
Oscillations of a Plasma in a Static Mag¬ 

netic Field N. Anderson. (Proc. Phys. Soc. 
(London), vol. 77, pp. 971 979; May 1, 1961.) 
The dielectric tensor is calculated and used 
together with the solutions to the propagation 
problem at zero temperature to allow for ther¬ 
mal effects. 

537.56:538.60 2917 
The Theory of Plasmas in the Presence of 

Magnetic Fields—J. Friedrich. (Z. Phys., vol. 
160. pp. 494 503; November 22, I960.) On 
the basis of Boltzmann's equation the complete 
theory of a stationary cylindrical plasma is ob¬ 
tained allowing for the presence of the intrinsic 
magnetic field and of an additional logitudinal 
magnetic field. 

538.221 2918 
Statistical Mechanics of Ferromagnetism; 

Spherical Model as High-Density Limit R. 
Brout. (Phys. Rev., vol. 122, pp. 469 474; April 
15, 1961.) The conjecture of the validity of 
the spherical model (3789 of i960) is examined 
and justified. 

538.56:621.396.677.8 2919 
Measurements on Resonators formed from 

Circular Plane and Confocal Paraboloidal 
Mirrors -E. II. Scheibe. (Proc. IRE, vol. 49, 
p. 1079; June, 1961.) A measured () of 260.000 
at 3.2 cm X was obtained, and results were in 
agreement with those of Fox and Li relating to 
optical masers (ibid., vol. 48. pp. 1904 1905: 
November, 1960). 

538.561:537.533 2920 
Cherenkov Radiation in a Dielectric Tube 

Waveguide B. W. Hakki and P. D. Coleman. 
(Proc. IRE, vol. 49 pp. 1084 1085; June. 
1961.) An experimental arrangement for meas¬ 
uring the radiation is described and results are 
given. High interaction resistances can be ob 
tained at the expense of physical size and mode 
interference. 

538.566:535.43 2921 
Shift of the Shadow Boundary and Scatter¬ 

ing Cross-Section of an Opaque Object—S. I. 
Rubinowand J. B. Keller. (J. Appl. Phys., vol. 
32, pp. 814-820: May 1961.) 

538.566:535.43 2922 
Near-Zone Back-Scattering from Large 

Spheres —V. H. Weston. (Appl. Sei. Res. vol. 
B9, pp. 107-116; 1961.) Backscatter from a jmt-
fectly conducting sphere for short wavelengths 
is theoretically treated. The back-scatter cross 
section is modified considerably as the receiver 
approaches to within a few radii, and becomes 
the cross section of a flat plate for a receiver 
very near the sphere. 

538.566:539.23 2923 
Reflection and Transmission of Conductive 

Films —M. V. Schneider. (Proc. IRE, vol. 49, 
pp. 1090 1091; June, 1961.) A more general 
relation for the reflection and transmission co-
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efficients is given for the case of oblique inci¬ 
dence, and perturbations due to frequency de¬ 
pendence and displacement currents are con¬ 
sidered. A formula is also derived for thick 
films. See also 4197 of I960 (Koide). 

538.569.4:537.525 2924 
Microwave Zeeman Effect of Free Hydroxyl 

Radicals H. E. Radford. (Phys. Rev. vol. 122, 
pp. 114 130; April 1. 1961.) The theory of the 
Zeeman effect in 211 levels of light diatomic 
radicals is extended to the general intermediate 
coupling case and used for detailed analysis of 
observed paramagnetic resonance absorption 
spectra, at 3 cm X, of the products of an electric 
discharge in low-pressure H-O and D-O vapor. 

538.569.4:538.222 2925 
On the Theory of Cross-Relaxation in 

Maser Materials M. Hirono. (J. Radio Res 
Labs, Japan vol. 8, pp. 1 15; January. 1961.1 
The cross-relaxation rate is calculated by the 
method of moments, taking into account the 
effect of the crystalline electric field. 

538.569.4:621.375.9 2926 
Phonon Masers and the Phonon Bottleneck 

C. Kittel. (Phys. Rev. Leit., vol. 6, p. 449; 
May 1. 1961.) A calculation shows that the 
transfer of energy from the electron spin system 
can set up a stimulated phonon emission lead¬ 
ing to maser action. 

538.691 2927 
‘Corkscrew’—a Device for Changing the 

Magnetic Moment of Charged Particles in a 
Magnetic Field R. C. \\ ingerson. (Phys. 
Rev. Lett., vol. 6, pp. 446 448; May 1. 1961.) 
A helical field source is described which pro¬ 
duces a monotonic increase or decrease in the 
transverse energy of a particle moving initially 
in the uniform field along the helix axis. 

539.2 2928 
Higher Random-Phase Approximations in 

the Many-Body Problem IL Suhl and N. R. 
Werthamer. (Phys. Rev.. vol. 122. pp. 359 
366; April 15. 1901.) "The usual random 
phase approximation combined with an equa-
tions-of-motion technique for the many-elec-
tron problem is extended yielding many of the 
known results of series summation methods in 
a straightforward manner. The method should 
apply to other types of many-body problems 
as well.” 

539.2:538.2 2929 
A Variational Approach to Correlation in an 

Electron Gas W. H. Young. (Phil. Mag., 
vol. 6. pp. 371 377; March, 1961.) A iieriodic 
electron density is allowed, and it is proved that 
there exist one-particle states energetically 
more favorable than the usual plane-wave orbit¬ 
als. 

GEOPHYSICAL AND EXTRATER¬ 
RESTRIAL PHENOMENA 

523.164:621.317.794 2930 
Digital Radiometer -Weinreb. (See 3115.) 

523.164.3 2031 
Radio Emission from the Cygnus Loop — 

D. S. Mathewson, M. 1. Large, and C. G. T. 
Haslam. (Monthly Notices Roy Astron. Soc.. 
vol. 121 no. 6, pp. 543 550; 1960.) A high-
resolution study of the Cygnus Loop has been 
made at 408 Me and the results are compared 
with the optical features. Estimates of the 
thermal and nonthermal radio emissions are 
made. 

523.164.3 2932 
Secular Variation of the Flux Density of the 

Radio Source Cassiopeia A—D. S. Heeschen 
ami B. L. Meredith. (Nature. vol. 190, pp. 
705 706; May 20, 1961.) Observations at 

1400 Me support the evidence of Hogbom 
and Shakeshaft (1492 of May) of a decrease 
of about 1 lier cent per annum in the flux 
density of Cassiopeia A over the last 12 years. 

523 164 3:523.42 2933 
The Microwave Temperature of Venus— 

D. E. Jones. (Planet. Space Sei., vol. 5, pp. 
166-167; June, 1961.) Solar corpuscular radi¬ 
ation may maintain an ionosphere on Venus, 
and the variation in observed brightness tem¬ 
perature mav consequently be a function ot 
zenith angle. 

523.164.3:523.45 2934 
The Source of Radiation from Jupiter at 

Decimetre Wavelengths: Part 3—Time De¬ 
pendence of Cyclotron Radiation—G B. Field. 
(J. Geophys. Res., vol. 66, pp. 1395 1405; May. 
1961.) Part 2:3471 of 1960. 

523.164.4 2935 
Radio Emission from the Perseus Cluster 

P. R. R. Leslie and B. Elsmore. (Observatory. 
vol. 81. pp. 14 16; February, 1961.) Two small 
components ot the Perseus cluster separated by 
350 kc have been identified. They may be 
physically related in a similar manner to that 
of the two emitting regions in Cygnus-A. 

523.165 2936 
The Effects of Betatron Accélérât ons upon 

the Intensity and Energy Spectrum of Mag¬ 
netically Trapped Particles -P. J. Coleman, 
Jr. (J. Geophys. Res,. vol. 66, pp. 1351-1361; 
May. 1961.) The effects of change of magnetic 
field on the energy spectrum are calculated. 

523.165 2937 
Characteristics and Fine Structure of the 

Large Cosmic-Ray Fluctuations in November 
1960 J. F. Steljes IL, Carmichael, and K. G. 
McCracken. (J. Geophys. Res. vo . 66. pp. 
1363 1377; May. 1961.) Report and discussion 
of observations of solar cosmic-ray increases 
on November 12 and 15. the former occurring 
at a time of a sharp Forbush decrease. 

523.165 2938 
Balloon Observations of Auroral-Zone X 

Rays R. R. Brown. (J. Geophys. Res .vol. 66. 
pp. 1379 1388; May. 1961.) X rays are detec¬ 
table about 10 lier cent of the time; large in¬ 
creases occur during geomagnetic disturbances. 

523.165 2930 
Seasonal Variations of Cosmic-Ray Inten¬ 

sity in Polar Regions—K. Maeda and \ . I. 
Patel. (J. Geophys. Res., vol. 66, pp. 1389 1393; 
May. 1961.) 

523.5:621.396.96 2940 
Analysis of a Type of Rough-Trail Meteor 

Echo B. A. McIntosh. (Cañad. J. Phys., vol. 
39, pp. 437 444; March, 1961.) The character¬ 
istics of 6-type echoes are examined in detail 
(see also 2226 of 1959). The rough trail may lx-
due to fragmentation of the dust-ball type of 
meteoroid. 

523.5:621.393.96 2941 
The Height Variation of the Ambipolar 

Diffusion Coefficient for Meteor Trails -J. S. 
Greenhow and J. E. Hall. (Planet. Space Sei.. 
vol. 5, pp. 109 114; June, 1961.) Both the 
two-station and the split-beam measuring 
techniques wen* used. It was concluded that 
the atmospheric scale height during winter at 
a height of 98 km above Jodrell Bank (53° 14' N) 
is 8.0 km. 

523.75:523.165 2942 
Delayed Propagation of Solar Cosmic Rays 

on September 3, 1960—J. R. Winckler, P. D. 
Bhavsar, A. J. Masley, and T. C. May. (Phys. 

Rev. Lett., vol. 6, pp. 488 491; May 1. 1961.) 
An analysis of balloon, rocket and ground-level 
observations reveals that the delay between the 
flare and the arrival of solar protons increases 
with decrease in proton energy. 

523.75:523.165 2943 
Rocket Observations of Solar Protons on 

September 3, 1960 L. R. Davis, < . I'.. Fichtel, 
D. E. Guss, and K. W. Ogilvie. (Phys. Rev. 
Lett., vol. 6. pp. 492 494; May 1. 1961.) The 
results of nuclear-emulsion and G-M counter 
observations are used to derive the integral and 
differential spectra for protons of energy 10 
200 Mev arriving at the top of the atmosphere. 

550.385.4 2944 
Magnetic Disturbances and the Earth s 

Magnetic Field J. S. Chatterjee. (J. Geophys. 
Res., vol. 66, pp. 1535 1546; May, 1961.) 
Storm-time changes in the earth s magnetic 
field could induce currents in the earth's core 
which interact with the steady field. This pro¬ 
duces a nett unidirectional current at the end of 
the disturbance which penetrates gradually 
down to the core and has a decay time of a 
million years. This current could be responsible 
for maintaining the steady field. 

550.385.4 2945 
Solar Corpuscular Showers and Families 

of Geomagnetic Storms -V. I Afanas eva. 
(Dokl. Akad. Nauk SSSR, vol. 135, pp. 1120 
1122; December 11, 1960.) Investigation of 
the effect of corpuscular showers in producing 1 ) 
magnetic storms and 2) magnetic disturbances 
during which the corpuscular showers pass near 
the earth without enveloping it. 

550.385.4:523.165 2946 
The Ring Current, Geomagnetic Disturb¬ 

ance, and the Van Allen Radiation Belts — 
S. I. Akasofu and S. Chapman. (J. Geophys. 
Res., vol. 66. pp. 1321 1350; May, 1961.) 
The negative phase of a magnetic storm is 
ascribed to the formation of a ring current at a 
distance about four earth's radii from the 
earth's centre. The magnetic field due to the 
current is calculated and compared with ob¬ 
servational results. 

551.507.362.1:523 165 2947 
Radiation Measurements during the Flight 

of the Third Space Rocket S. N. Vernov, 
A. E. Chudakov, P. V. Vakulov. E. V. Gorcha¬ 
kov, Yu. I. Logachev, and A. G. Nikolaev. 
(Dokl. Akad. Nauk SSSR. vol. 136. pp. 322 
324; January 11. 1961.) Preliminary analysis 
of results of instrument recordings made during 
the flight of the rocket between the 4th and 
18th of October 1959. 

551.507.362.2 2948 
Secondary-Electron Emission and the 

Satellite Ionization Phenomenon D. B. Med¬ 
ved. (Proc. IRE. vol. 49. pp. 1077 1078; June. 
1961.) Electron emission from a satellite and 
the electron density variation near it due to 
bombardment by neutral particles are con¬ 
sidered. 

551.507.362.2 2940 
Sputtering as a Possible Mechanism for 

Increase of Ionization in the Vicinity of Low-
Altitude Satellites G. D. Magnuson and D. B 
Medved. (Planet. Space Sei., vol. 5, pp. 115-
121; June, 1961.) An increase in ionization 
above ambient may occur at distances of up to 
1 mean path from the satellite. Ionization po¬ 
tentials of the injected atoms are | to J those of 
the ambient species. The probability of any 
collision leading to ionization should exceed 
10*6 with the model proposed, for the mecha¬ 
nism to be of interest. 
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551.507.362.2 2950 
The Effect of Atmospheric Rotation on the 

Orbital Plane of a Near-Earth Satellite— 
G. E. Cook and R. N. A. Plimmer. (Proc. Roy. 
Soc. (London) A, vol. 258, pp. 517-528; No¬ 
vember, I960.) Theoretical formulas are de¬ 
rived for the rotation of the orbital plane and 
change in orbital inclination of a near-earth 
satellite due to the influence of the atmosphere. 

551.507.362.2:523.165 2951 
Satellite Determination of Heavy Primary 

Cosmic-Ray Spectrum M. A. Pomerantz, 
S. P. Agrawal, P. Schwed and IL Hanson. 
(Phys. Rev. Lett., vol. 6, pp. 362-364; April 1, 
1961.) A preliminary report of the heavy¬ 
nuclei cosmic-ray flux observed aboard Ex¬ 
plorer VII is given. 

551.507.362.2:621 391.812.5 2952 
Drop-Out Phenomenon Observed in the 

Satellite 1958 Ôj Transmissions L. Liszka. 
(J. Geophys. Res., vol. 66, pp. 1573 1577; 
May, 1961.) Irradiation of the quartz oscillator 
in 1958 ó-.» during passage through the horns of 
the outer Van Allen belt may explain “drop¬ 
outs’’—sudden decreases of observed signal 
strength. 

551.507.362.2 4-523.3 :621.396.96 2953 
Sideband Correlation of Lunar and Echo 

Satellite Reflection Signals in the Q00-Mc/s 
Range R. E. Anderson. (Proc. IRE, vol. 49, 
pp. 1081 1082; June, 1961.) Measurements are 
described and records of signal variation arc 
illustrated. With lunar reflections a correlation 
of 0.1 was obtained between sidebands with 4 
kc separation: the correlation of signals re¬ 
flected from Echo balloon with 20-kc sideband 
separation was better than that of lunar reflec¬ 
tions with 500-cps separation. 

551.510.53 2954 
Production of Carbon in the Upper Atmos¬ 

phere— K. P. Chopra. (Planet. Space Sei., vol. 
5, pp. 164 166; June, 1961.) Before decaying, 
very fast neutrons originating from disintegra¬ 
tions by high energy cosmic ray particles may 
collide with nitrogen atoms to product“ ,BU and 
X«CH. This “neutron-capture” should result in 
carbon and boron atoms and traces of cyanogen 
gas being present in the upiær atmosphere, 
while by-products of the mechanism may con¬ 
tribute significantly to the formation of the 
inner radiation belt. 

551.510.535 2955 
Studies of the E Layer of the Ionosphere : 

Part 2 Electromagnetic Perturbations and 
Other Anomalies—E. V. Appleton and A. J. 
Lyon. (J. Almos. Terr. Phys., vol. 21, pp. 73-
99; June, 1961.) Departures from the predic¬ 
tions of simple theory in observed E-layer be¬ 
havior are attributed to perturbations arising 
from the motor effect of the Sv system of 
currents flowing there. The main effect is to 
raise/oE near noon in low latitudes and reduce 
it in high latitudes. The departure of/oE from 
proportionality to (cos xA and other anoma¬ 
lies an* also discussed. Part 1: 1432 of 1957. 

551.510.535 2956 
Note on the Role of Small Layers with Ir¬ 

regular Surfaces in the Formation of Sporadic-
E Layers J. Voge. (Amm. Télécommun., vol. 16, 
pp. 62 63; January/February, 1961.) In earlier 
work by du Castel el al. (ibid., vol. 15, pp. 38-
47 and 107 142; January/February and May 
/June, I960) irregularities in the refractive 
index of the troposphere have been represented 
by a model which has now been adapted to the 
E„ layer. The reflection coefficients calculated 
using the model are of the right order of magni¬ 
tude. 

551.510.535 2957 
Irregularities in the E, Layer of the Iono¬ 

sphere G. F. Fooks. (Nature, vol. 190, p. 
707 708; May 20, 1961.) Correlation analysis 
shows no systematic elongation at Cam¬ 
bridge (52°N, 0°E) in contrast to the E-W 
elongation of auroral, and N-S elongation of 
equatorial type of E,. There is a wide range of 
sizes in the scale of the irregularities in the 
diffraction pattern on the ground. 

551.510.535 2958 
Consideration of the Fx Layer in the 

Ionosphere S. Ishikawa and S. Hiidome. (J 
Radio Res. Labs., Japan, vol. 8, pp. 29 40; 
January, 1961.) A graphical statistical descrip¬ 
tion of the diurnal, seasonal and annual vari¬ 
ations of/0F( at Kokobunji and information on 
the relation between f0F\ and foF». 

551.510.535 2959 
Diurnal Variation of Fi-Region Drifts at 

Waitair -E. B. Rao and B. R. Rao (Curr. Sei.. 
vol. 30, pp. 9 10; January, 1961.) The results 
of Fi-region drift measurements for the four 
seasons in the years 1956 1958 are given. See 
also 2242 of 1959. 

551.510.535 2960 
Equatorial Spread-F at Ibadan, Nigeria— 

A. J. Lyon. N. J. Skinner, and R. W. Wright. 
(J. Almos. Terr. Phys., vol. 21, pp. 100 119; 
June, 1961.) Spread-F characteristics are 
closely related to the height of the layer; the 
irregularities may be due to hydromagnetic 
disturbances, which are increasingly attenu¬ 
ated at lower heights. See also 879 of March. 

551.510.535 2961 
Variation in Height of Anisotropy and 

Random Drift Velocity of the Irregularities in 
the Ionosphere— B. R. Rao and K. V. V. 
Ramana. (Nature, vol. 190, no. 4777, pp. 706-
707; May\ 1961.) Correlation analysis shows 
that the axial ratio ot the anisotropy ellipse and 
the random change factor (Vc),/V are both 
greatest tor waves reflected from heights of 
270 290 km. 

551.510.535 2962 
Possible Identification of Atmospheric 

Waves Associated with Ionospheric Storms— 
M. D. Wright. (Nature, vol. 190, no. 4779, pp. 
898 899; June, 1961.) The onset time of an 
ionospheric storm is defined as the time of first 
increase at II'F and the velocity is determined 
by measuring the time delay at Godley Head, 
1105 km north of Campbell Island. The mean 
northward velocity for eight well-defined 
storms was found to be in the range 406 691 
m/sec and may correspond to the velocity of a 
neutral gaseous wave as indicated by the 
Johnston Island nuclear explosion disturbance. 
i.e., 470 m/sec. 

551.510.535 2963 
A Method of Calculation of N(h) Profiles 

from Ionospheric h'ff} Curves—H. Hojo. (J. 
Radio Res. Labs., Japan, vol. 8, pp. 41 57; 
January. 1961.) See 1509 of May. 

551.510.535 2964 
A New Method for the Analysis of Iono¬ 

spheric h’(f) Records—J. E. Titheridge. (J. 
Atmos. Terr. Phys., vol. 21, pp. 1 12, April, 
1961.) A method is given for calculating the 
real heights of reflection in the ionosphere, from 
the observed virtual heights. The real height is 
assumed to be a polynomial in the plasm, 
frequency. 

551.510.535 2965 
General Expression for the Group Refrac¬ 

tive Index of the Ionosphere—V. S. N. Murty 
and S. R. Khastgir. (J. Atmos. Terr. Phys., 
vol. 21, pp. 65-69; April. 1961.) A general ex¬ 

pression for the group refractive index of the 
ionosphere is found in which wave frequency, 
electron density and collision frequency, mag¬ 
netic field and direction of propagation are 
variables. See also 2001 of 1960. 

551.510.535:517.64 2966 
A Solution of the Integral Equation h'(f) 

“ fa (fi f^dzffd— H. Unz. (J. Atmos. Terr. 
Phys., vol. 21, pp. 40 45; April, 1961.) A 
method involving power series expansions is 
given for solving the integral equation. One 
advantage of the method is the use of a set of 
master curves which applies for all stations. 

551.510.535:523.745 2967 
A Study of the Variations in a Daily Iono¬ 

spheric Index of Solar Activity—G. H. Bazzard. 
(J. Atmos. Terr. Phys., vol. 21, pp. 193-202; 
June, 1961.) A table of daily values of Je^e* 
sec X at Slough is given for 1959. The short term 
variations in Je from July 195 7-December, 
1959 are examined by statistical methods and 
it is shown that these variations are related to 
changes in the sun. 

551.510.535:523.746 2968 
A Long-Term Variation in the Relationship 

of Sunspot Numbers to E-Region Character 
Figures—R. Naismith, II. C. Bevan and P. A. 
Smith. (J. Atmos. Terr. Phys., vol. 21, pp. 
167 173; June, 1961.) The statistical relation 
between sunspot number and month mean 
values of Chs=fe* sec x at Slough suggests that 
from 1933 onwards, there has been a decrease 
in the value of ChE corresponding to a given 
sunspot number. 

551.510.535:523.75 2969 
Solar Flare Effects in the F Region of the 

Ionosphere—R. W. Knecht and K. Davies. 
(Nature, vol. 190, no. 4778, pp. 797 798; May, 
1961.) Increases in foF. were observed during 
flares in 1949 and 1956 which were accomplnied 
by increases in sea-level cosmic-ray intensity. 
Similar increases inJoFs are reported in Novem¬ 
ber, 1960, at two stations and simultaneous 
falls in isoionic heights of 10-20 km were also 
observed. 

551.510.535:539.16 2970 
Sporadic-E Phenomena associated with the 

High-Altitude Nuclear Explosions over Johns¬ 
ton Island—L, Thomas and R. E. Taylor. 
(J. Atmos. Terr. Phys., vol. 21, pp. 205-208; 
June, 1961.) Marked increases in E. occurred 
near latitudes 60° N and S and are attributed to 
the explosions. 

551.510.535:550.385.2 2971 
Magnetic Effects in the F Region of the 

Ionosphere—J. \V. King (J. Atmos. Terr. 
Phys., vol. 21. pp. 26 34; April, 1961.) Night¬ 
time values of faF. at stations in the south of 
Africa are found to decrease with increasing 
values of the equivalent planetary daily ampli¬ 
tude Ap. The magnetic control of nighttime 
ionization could account for the day-to-day 
correlation ot foF, values. The relation of iono-
spherically and magnetically quiet days is 
discussed. 

551.510.535:621.3.085 2972 
Automatic Ionogram Scaler—M. Onoye, 

F. Ochi, N. Omiya and K. Arai. (J. Radio Res. 
Labs, Japan, vol. 8, pp. 59-63; January, 1961.) 
An instrument has been designed which pro¬ 
jects an ionogram ontoascreen. The parameters 
which are read off are recorded simultaneously 
on punched tapes and in typewritten form. The 
tape can be used to produce punched cards if 
required. 

551.510.535:621.3.087.4 2973 
Active High-Frequency Spectrometers for 

Ionospheric Sounding : Part 3—Determination 
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of True Height from the Virtual Height of Re¬ 
flection—A. K. Paul. (Arch. elekt. Übertragung, 
vol. 14, pp. 468-476; October, 1960.) A new 
method for determining true height is described 
(see also 2591 of August) and its application to 
daytime and nighttime soundings discussed. 
Part 2: 2597 of August (Rawer). 

551.510.535:621.3.087.4 2974 
A New Type of Ionospheric Drift Recorder. 

— B. R. Rao and R. R. Rao. (J. Atmos. Terr. 
Phys., vol. 21, pp. 208 210; June, 1961.) A 
method of eliminating photographic and pen 
recording of fading signalsand thelaboriouscal-
culations. A tape recorder is used to introduce 
a variable time delay into one antenna feed. 
When this delay equals that of the received sig¬ 
nals a minimum is obtained. Delays of 0.07-1.5 
sec have been measured. 

551.510.535:621.391.812.63 2975 
Day-to-Day and Station-to-Station Cor¬ 

relation of Ionospheric F-Region Critical Fre¬ 
quencies J. W. King. (J. Atmos. Terr. Phys., 
vol. 21, pp. 35-39; April, 1961.) The correlation 
of simultaneous foF* values at stations sepa¬ 
rated by 1700 km in a north-south direction is 
found to have a semi-diurnal variation, the 
phase of which varies with season. Results at 
a single station show an important auto¬ 
correlation for values at the same time on con¬ 
secutive days, and this is ascribed to magnetic 
effects. 

551.510.535:621.391.812.63 2976 
Year-to-Year Changes in the Winter 

Anomaly in Ionospheric Absorption —L. 
Thomas. (J. Atmos. Terr. Phys., vol. 21, pp. 
215 217; June, 1961.) The mean anomalous 
component in a given winter is linearly related 
to tlie mean magnetic C figure for the same 
winter. 

551.510.535(98): 523.75 2977 
Some Characteristics of Solar Corpuscular 

Radiations which Excite Abnormal Ionization 
in the Polar Upper Atmosphere—K. Sinno. 
(J. Radio Res. Labs. Japan, vol. 8, pp. 17 28; 
January, 1961.) Statistical data on the time 
delay from the occurrence of a major flare until 
the onset of polar absorption have been studied. 
It is suggested that particles ejected from the 
sun may be trapped in a corpuscular cloud 
which may later intersect a magnetic line of 
force along which particles can travel to reach 
the earth. 

551.510.536 2978 
The Coupling between the Protonosphere 

and the Normal F Region—W. B. Hanson and 
I. B. Ortenburger. (J Geophys. Res., vol. 66, 
pp. 1425 1435; May 1961.) In the protono¬ 
sphere, above about 900 km, the distribution of 
protons is determined by diffusion rather than 
chemical processes: this region is independent 
of diurnal changes in the ionosphere. 

551.510.62 2979 
Continuous Recordings for the Determina¬ 

tion of the Vertical Gradient of the Refractive 
Index in the Free Atmosphere —H. I’. Bart holt 
and A. Rossbach. (Nachriech. Z., vol. 13, pp. 
462 464; October, 1960.) Report on measure¬ 
ments made by equipment mounted at six dif¬ 
ferent levels on a 160-m tower to determine the 
correlation between the refractive-index gradi¬ 
ent and field-strength fluctuations over a 250-
km radio-link path. 

551.510.62 2980 
The Radio Refractive Index Gradient over 

the British Isles -J. A. Lane. (J. Atmos. Terr. 
Phys., vol. 21, pp. 157 166; June, 1961.) Air¬ 
borne microwave refractometer measurements 
made in the British Isles confirm that the 
quantity (n — 1) varies exponentially with 

height. The variations in the parameters are 
less than those in the U. S. There is a high cor¬ 
relation between the surface value of (n — 1) 
and the average decrease in the refractive index 
in the first kilometre in altitude. 

551.594.21 2981 
A Criterion for Thunderstorm Theories— 

J. A. Chalmers. (J. Atmos. Terr. Phys., vol. 21, 
pp. 174-176; June, 1961.) Results on the charg¬ 
ing and external currents of the same storm 
favor the classical theory rather than the con¬ 
vection theories. See 165 of 1960. 

551.594.5 2982 
Aurora and Airglow from Colour Film Ob¬ 

servations— B. P. Sandford. (J. Atmos. Terr. 
Phys., vol. 21, pp. 177-181; June 1961.) 
Summary of experience using color film records. 

551.594.5:621.396.96 2983 
Investigation of Auroral Echoes: Part 2.— 

L. Harang and J. Tröim. (Planet Space Sei., 
vol. 5, pp. 105-108; June, 1961.) Ratios of 
measured echo signal strength at 40 and 80, and 
40 and 120 Me showed that the frequency de¬ 
pendence of the reflection coefficient is quali¬ 
tatively explained by either an inverse X2 law 
(partial reflection from large surfaces) or an 
exp ( —^/X2) law (scattering from field-aligned 
irregularities) Part 1: 1175 of April. 

551.594.6 2984 
Narrow-Band Atmospherics from Two 

Local Thunderstorms F. Horner. (J. Atmos. 
Terr. Phys., vol. 21, pp. 13-25; April, 1961.) 
Atmospherics from two storms were studied. 
Reception frequencies of 11 Me and 6 kc were 
used with power band widths in the range 200 
300 cps. Duration, peak amplitude, mean field 
strength and mean power flux were calculated. 
Results conflict with some theories of the origin 
of atmospherics. 

551.594.6 2985 
On the Extremely-Low-Frequency Spec¬ 

trum of Earth-Ionosphere Cavity Response to 
Electrical Storms H. R. Raemer. (J. Geophys. 
Res., vol. 66, pp. 1580 1583; May, 1961.) A 
comparison of the observed and calculated 
spectra in the range 5-33 cps. 

551.594.6 2986 
Simultaneous Observations of V.L.F. Noise 

(‘Hiss’) at Hobart and Macquarie Island — 
R. L. Dowden. (J. Geophys., Res., vol. 66, 
pp. 1587 1588; May, 1961.) The noise sources 
seem to lx* small in size and to have different 
locations at 4 and 9 kc. 

551.594.6 2987 
Dispersions of Multiple-Stroke Whistlers 

N. D. Clarence ami P. A. O'Brien. (Nature, 
vol. 190, pp. 1096 1097; June 17, 1961.) 
Analysis of I.G.Y. records at Durban indicates 
a 4-6 j>er cent increase in the dispersion of suc¬ 
cessive components of multiple-stroke short 
whistlers which supports the current-jet hy¬ 
pothesis of whistler generation. 

LOCATION AND AIDS TO NAVIGATION 

621.396.663.089.6 2988 
Problems of Calibration of Two-Channel 

Cathode-Ray Direction Finders —G. Kattner 
and W. Rohrbeck. (Nachrtech., vol. 10, pp. 
392 397, September, I960.) Methods of cali¬ 
brating and checking the calibration of direc¬ 
tion finders are outlined, including one for 
periodically interchanging the two channels. 

621 396.932.2:627.95 2989 
Marine Distress Beacon—K. Jirsa. (Tele-

funken Ztg., vol. 33, pj>. 290 294; December, 
1960.) Description of a floating distress Iwacon 
operating at 2.182 Me using battery-driven 

transistor circuits and the ferrite-rod antenna 
detailed in 4223 of 1959 (Baur and Ziehm). 

621.396.9634-534.88 2990 
Video Integration in Radar and Sonar Sys¬ 

tems -D. C. Cooper and J. W. R. Griffiths. 
(J. Brit. IRE, vol. 21, pp. 421 433; May, 1961.) 
The performance of ideal and practical systems, 
including the influence of antenna beamwidth, 
is examined. A new double delay-loop inte¬ 
grator giving a small improvement in threshold 
detection and having some practical advantages 
is described. 

621.396.963.325 2991 
Nonlinear Effects in Rotating-Coil P.P.I. 

Displays— R. II. C. Morgan . (Milliard Tech. 
Commun., vol. 5, pp. 252-258; March, 1961.) 
“Nonlinearity effects of the three coaxial de¬ 
flection coils in a PPI display system and meth¬ 
ods to minimize them by means of caretui coil 
design and adjustment, are discussed.” 

MATERIALS AND SUBSIDIARY 
TECHNIQUES 

535.215 2992 
Theory of the Photomagnetic effect in 

Cubic Anisotropic Crystals—A. A. Grinberg. 
(Fiz. Tverdogo Tela. vol. 2, pp. 1361-1367; 
July. I960.) 

535.215:537.311.33 2993 
Determination of Recombination Contents 

from the Spectral Characteristics of a Photocell 
with a p-n Junction: Part 2—G. B. Dubrovskil 
and V. K. Subashiev. (Fiz. Tverdogo Tela, vol. 
2, pp. 1562-1571; July, 1960.) The analysis of 
Part 1 |1871 of June (Subashiev)] is applied to 
photocells obtained by diffusion of donor im¬ 
purities in /»-type Si. 

535.215:539.23 2994 
Photoconductivity of Sulphur Layers 

Treated with Mercury Vapour—M. I. Korsun¬ 
ski!, N. S. Pastushuk, and G. D. Mokhov. (Fiz. 
Tverdogo Tela. vol. 2, pp. 1581 1583; July, 
1960.) Treated layers of resistance <10® U, 
showed simultaneous positive ami negative 
photoconductivity of large inertia. In the short¬ 
wavelength region (X = 453 m/i) negative photo¬ 
conductivity predominated; in the long-
wavelength region (X = 645 him) only positive 
photoconductivity was observed. 

535.215:546.47’221 2995 
An Investigation of the Induced Conduc¬ 

tivity in Thin Zinc Sulphide Layers -A. A. 
Didenko, Yu. A. Nemilov, and Y. I. Fomina. 
(Fiz. Tverdogo Tela, vol. 2, pp. 1434-1440; 
July, I960.) 

535.215:546.48’221 2996 
The Contribution of Ions to the Current 

through CdS at High Temperature K. W. 
Böer and II. Gutjahr. (Mber. Disch. Akad. 
IFiw. Berlin, vol. 2, no. 6, pp. 324 327; 1960.) 
Experimental investigations indicate that up 
to a temperature of 430°C, the ion current is 
less than 0.1 per cent. See also 2241 of July 
(Böer, el al.). 

535.215:546.48’221 2997 
An Investigation of the Lux Ampere Char¬ 

acteristics of CdS Single Crystals E. A. 
Sal’kov and G. A. Fedorus. (Fiz. Tverdogo 
Tela, vol. 2. pp. 1576-1580; July, I960.) Re¬ 
sults of photocurrent measurements are at 
variance with theory |see, e.g., 768 of 1956 
(Rose) and 3102 of 1958 (Bube)]. 

535.215:546.48’221 2998 
Intermittent-Light Method for the Meas¬ 

urement of Capture Cross-Sections for Traps 
in Cadmium Sulphide —E. A. Niekisch. (Z. 
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Phys., vol. 161, pp. 38-45; December 1, 
1960.) The method described in 2972 of 1955 
is used to determine capture cross-sect ions for 
shallow traps near the conduction band in CdS 
crystals. 

535.215.546.48’221 2999 
Current Noise and Distributed Traps in 

Cadmium Sulphide—J. J. Brophy. {Phys. Rev., 
vol. 122, pp. 26 30; April 1, 1961.) Measure¬ 
ments of noise as a function of frequency in 
a single crystal, at different temperatures and 
levels of illumination, give a 1// trapping noise 
spectrum of the form (1/w) arc tan wr. Values 
of T are obtained from the low-frequency turn¬ 
over point, and give trap depths which are in 
good agreement with discrete trapping levels 
determined from other measurements. 

535.215:546.48’221 3000 
Fine Structure and Magneto-optic Effects 

in the Exciton Spectrum of Cadmium Sulphide 
—J. J. Hopfield and D. G. Thomas. (Phys. Rev. 
vol. 122, pp. 35 52; April 1, 1961.) Detailed 
experimental study of the magneto-optic 
absorption sjæctrum of direct excitons formed 
from the top valence band and the conduction 
band, and theoretical interpretation of results. 
Sec also 1641 of 1960 (Thomas and Hopfield). 

535.215:546.48’241 3001 
The Optical Properties of Cadmium Tel¬ 

luride in the Far Infrared Region -A. Mit¬ 
suishi. (J. Phys. Soc., Japan, vol. 16, pp. 533-
537; March. 1961.) 

535.37:546.47’221:535.215 3002 
Impedance Changes Induced by Light in 

ZnS Phosphors I. Uchida and K. Satake. 
(J. Phys. Soc. Japan, vol. 16, p. 573; March, 
1961.) The impedance change of a capacitor 
containing a phosphor is interpreted in terms 
of an equivalent circuit and used to derive the 
photoconductivity. 

535.376 3003 
A New Electroluminescence Effect in Black 

Carborundum A. G. Gol’dman. (Dokl. Akad. 
Nauk SSSR, vol. 135, no. 5, pp. 1108 1110. 
December, 1960.) Samples are prepared by 
applying the /»-type material a sensitive w-type 
layer. When acted upon by current in the for¬ 
ward direction a luminescence is produced at 
the p-n junction. 

535.376 3004 
The Field Enhancement of ZnS.CdS-Mn 

Phosphors with X-Ray Excitation —H. Winkler, 
H. Röppischer, and ('». Wendel. (Z. Phys., vol. 
161, no. 3, pp. 330 338; December. 1960.) The 
results of experimental investigations differ to 
some extent from those of other authors. The 
“memory” effect described by Destriau (1213 
of 1959) was observed as a consequence of field 
action alone before X-ray excitation. 

535.376:546.47’221 3005 
Direct-Current Electroluminescence at Low 

Voltages W. A. Thornton. (Phys. Rev., vol. 
122, pp. 58-59; April 1, 1961.) Electrolumi¬ 
nescence can occur at applied voltages cor¬ 
responding to only about half the band gap of 
a ZnS phosphor; hence the acceleration¬ 
collision theory is ruled out at low voltage. 

535.376:546.47-31 3006 
Excitation of Zinc Oxide by Slow Electrons 

—P. Wachter. (Z. Phys., vol. 161, pp. 62-
73; December 1, 1960.) Investigations of low-
energy excitation of ZnO phosphors were car-
ried out with an electron beam of small ve¬ 
locity spread; a theoretical interpretation of the 
results is given. 

537.226:546.47 221:539.23 3007 
On the Dielectric Properties of Thin Films 

of Zinc Sulphide—R. Fuchshuber, R. Gullien, 
and S. Roizen. {C.R. Acad. Set., Paris, vol. 251, 
pp. 51-53; July 4, 1960.) 

537.227 3008 
Dielectric Properties of Solid Solutions of 

Sodium Niobate-Lead Zirconate and Sodium 
Niobate-Lead Titanate—W. R. Bratschun and 
R. L. Cook. (J. Am. Ceram. Soc., vol. 44, no. 
3, pp. 136-140; March, 1961.) 

537.227 3009 
Variation of Permittivity with Electric Field 

in Perovskite-Like Ferroelectrics H. Di¬ 
amond. (J. Appl. Phys., vol. 32, pp. 909 915; 
May, 1961.) Variation of incremental per¬ 
mittivity is shown to be associated with an in-
duced ferroelectric state rather than being di¬ 
rectly a property of domain processes; large 
variations with field must be accompanied by 
strong thermal sensitivity. 

537.227 3010 
Bismuth Titanate: a Ferroelectric -L. G. 

Van Uitert and L. Egerton. (J. Appl. Phys. 
vol. 32, p. 959; May, 1961.) Results of meas¬ 
urements of de resistivity’, dielectric constant, 
and hysteresis loops are given. 

537.227:546.431’824-31 3011 
Optical Absorption and Electrical Conduc¬ 

tivity of Reduced BaTiO :t Single Crystal— 
S. Ikegami, I. Ueda, and Y. Ise. (J. Phys. Soc., 
Japan, vol. 16, pp. 572 573; March, 1961.) 

537.227:547.476.3 3012 
The Effect of a Constant Electric Field on 

the Hysteresis of Rochelle Salt— K. N. Kar¬ 
men. (Fiz. Tverdogo Tela, vol. 2, pp. 1671 — 
1675; July, I960.) A circuit used for recording 
hysteresis curves during simultaneous applica¬ 
tion of steady’ and variable fields of different 
intensities is shown. Symmetric and asymmetric 
hysteresis loops are identified and discussed. 

537.227:547.476.3:539.12.04 3013 
Ferroelectric Properties of X-Ray-Damaged 

Rochelle Salt K. Okada. (J. Phys. Soc., 
Japan, vol. 16, pp. 414-423; March, 1961.) 

537.311.33 3014 
Semiconducting Properties of the AgFeTe^ 

Phase E. L. Shtrum. (Fiz. Tverdogo Tela, vol. 
2, pp. 1489 1493; July, 1960.) 

537.311.33 3015 
The Effect of Trapping Levels in Semicon¬ 

ductors on Steady-State Photoconductivity and 
on the Life time of Nonequilibrium Current 
Carriers—A. A. Grinberg, L. G. Paritskil, anti 
S. M. Ryvkin. (Fiz. Tverdogo Tela, vol. 2, pp. 
1545-1561 ; July, 1960.) A quantitative investi¬ 
gation is made of the effects of trapping levels 
introduced into the crystal on carrier recombi¬ 
nation under steady’-state conditions due to the 
presence of other traps in the forbidden zone. 
The effect of the filling of trapping levels on the 
variation of carrier lifetimes and photoconduc¬ 
tivity as a function of temperature and light 
intensity is discussed. 

537.311.33 3016 
Long-Range Interactions between Magnetic 

Moments in Semiconductors — W. Balten-
sperger and A. M. de Graaf. (Ilelv. Phys. Acta, 
vol. 33, no. 8, pp. 881-888; November, I960.) 
The interaction between magnetic moments in 
a nondegenerate electron gas is calculated, and 
account is taken of the additional interaction 
arising from virtual excitations of the valence 
band in semiconductors. 

537.311.33 3017 
Micro-masking for Chemical Etching of 

Semiconductors —S. Denda. {Solid-State Elec¬ 
tronics, vol. 2, pp. 69; January 1961.) A 

method of producing a picein mask down to 
30-/x diameter. 

537.311.33 3018 
Theoretical Calculations of the Enthalpies 

and Entropies of Diffusion and Vacancy Forma¬ 
tion in Semiconductors—R. A. Swalin. (J. 
Phys. Chern. Solids, vol. 18, pp. 290-296; 
March, 1961.) The covalent-bond approach is 
used to obtain kinetic parameters. 

537.311.33 3019 
One-Dimensional Overlap Functions and 

their Application to Auger Recombination in 
Semiconductors—A. R. Beattie and P. T. 
Landsberg. (Proc. Roy. Soc. (London), vol. 
258, pp. 486-495; November 8, I960.) Cer¬ 
tain overlap integrals, occurring as a tem-
perature-independent parameter in a previous 
paper (3341 of 1959), are evaluated. Used in 
conjunction with the previous theory, good 
agreement is obtained with experimental re¬ 
sults. 

537.311.33 3020 
Theory of the Auger Neutralization of Ions 

at the Surface of a Diamond-Type Semiconduc¬ 
tor Il. D. Hagstrum. (Phys. Rev., vol. 122, 
pp. 83 113; April 1, 1961.) 

537.311.33 3021 
Semiconducting Properties of Inorganic 

Amorphous Materials—H. L. Uphoff and J. H. 
Healy. (J. Appl. Phys., vol. 32, pp. 950 954; 
May, 1961.) Nine materials in the systems 
AsiSe:Te and AsiSzTe were tested. Resistivity 
varied exponentially with temperature; the 
Seebeck coefficient varied linearly. 

537.311.33:535.211 3022 
Photothermal Effect in Semiconductors— 

W. W. Gärtner. (Phys. Rev., vol. 122, pp. 
419 424; April 15, 1961.) The establishment of 
a temperature distribution in a solid by opti¬ 
cally’ excited diffusing and recombining carriers 
is called the photothermal effect. Theory’ is 
developed. 

537.311.33:538.567 3023 
Detection of Millimetre- and Submilli¬ 

metre-Wave Radiation by Free-Carrier Ab¬ 
sorption in a Semiconductor— B. V. Rollin. 
(Proc. Phys. Soc., vol. 77, pp. 1102 1103; 
May 1, 1961.) The change in conductivity 
when radiation is absorbed by' free carriers can 
be used for detection at mm and sub-mm X. 
The sensitivity’ for w-type InSb at a tempera¬ 
ture of about 2°K is eittimated. 

537.311.33:538.614 3024 
Theory of Interband Faraday Rotation in 

Semiconductors —B. Lax and V. Nishina. 
(Phys. Rev. Lett., vol. 6, pp. 464 467 ; May 1, 
1961.) The interband Faraday rotation and its 
dependence on frequency is examined by using 
a quantum-mechanics approach to calculate 
the rotations for the indirect and direct for¬ 
bidden transitions. 

537.311.33:538.63 3025 
Influence of Conductivity Gradients on 

Galvanomagnetic Effects in Semiconductors— 
R. T. Bate and A. C. Beer. (J. Appl. Phys. t 

vol. 32, pp. 800 805: May, 1961.) An approxi¬ 
mate solution is found of a boundary-value 
problem arising from the continuity’ equation 
in an inhomogeneous semiconductor. Experi¬ 
mental results indicate that transverse cur¬ 
rents, which do not occur in the simple case dis¬ 
cussed, do appear in general. 

537.311.33:546.24 3026 
Infrared Absorption and Structure of the 

Hole Band of Tellurium—V. M. Korsunski! 
and M. P. Lisitsa. (Fiz. Tverdogo Tela, vol. 2, 
pp. 1619 1623; July, 1960.) 
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537.311.33:546.28 3027 
Absorption of Infrared Radiation by Elec¬ 

trons in /»-Type Silicon—V. A. Yakovlev. 
(Fiz. Tverdogo Tela, vol. 2. pp. 1624-1628; 
July, 1960.) 

537.311.33:546.28 3028 
Problems related to p-n Junctions in Silicon 

—W. Shockley. (Solid-State Electronics, vol. 2, 
pp. 35-67; January. 1961.) A simple model of 
the behavior of holes and electrons in the high 
reverse fields of p-n junctions is shown to ac¬ 
count well for secondary ionization, avalanche 
breakdown and microplasma phenomena. Sta¬ 
tistical spatial fluctuations of donors and ac¬ 
ceptors are shown to have significant effects on 
avalanche breakdown. Typical noisy micro¬ 
plasma phenomena are probably associated 
with structural defects whose properties are 
specified. 

537.311.33:546.28 3029 
Impurity Effect upon Mobility in Heavily 

Doped Silicon—Y. Furukawa. (J. Phys. Soc., 
Japan, vol. 16, p. 577; March 1961.) A similar 
effect was obtained to that previously observed 
in heavily doped Ge (see 3941 of 1960). 

537.311.33:546.28 3030 
Some Experiments using a Vacuum-

Cleaned Silicon p-n Junction—J. T. Law. (J. 
Appl. Phys., vol. 32, pp. 848 855; May, 1961.) 
Changes in the junction characteristics during 
the adsorption of oxygen and hydrogen have 
berm investigated. In the clean condition the 
valence band edge was 0.13-0.14 ev below the 
Fermi level. A large excess current across the 
clean junction disapi»eared during absorption 
of gas. 

537.311.33:546.28:539.12.04 3031 
The Effect of Fast-Electron Bombardment 

on the Electrical Conductivity of Silicon and the 
Dependence of the Rate of Defect Formation 
on the Orientation of a Crystal with respect to 
the Electron Beam —V. S. Vavilov. \ M. 
Patskevich. B. Ya. Yurkov, and P. Va. Glazu¬ 
nov. (Fiz. Tverdogo Tela. vol. 2. pp. 1431 1433; 
July. 1960.) 

537.311.33:546.289 3032 
The Mechanism of Carrier Scattering in p-

Type Germanium M. N. Vinogradova, O. A. 
Golikova. B. P. Mitrenin. and I.. S. Stil'bans. 
(Fiz. Tverdogo Tela. vol. 2. pp. 1428-1430; 
July. I960.) 

537.311.33:546.289 3033 
Effect of Linear Dislocations on Charge 

Carrier Recombination in /»-Type Germanium 
—M. I. Iglitsyn and !.. I. Kolesnik. (Fiz. Tver¬ 
dogo Tela., vol. 2. pp. 1542 1544; July. 1960.) 

537.311.33:546.289 3034 
Investigation of the Kinetics of Fast Surface 

States on Germanium —V. G. Litovchenko and 
V I. Lyashenko. (Fiz. Tverdogo Tela., vol. 2. 
pp. 1592 1596: July. 1960.) Report of field¬ 
effect and photoconductivity measurements on 
high resistivity n- and /»-type Ge. 

537.311.33:546.289 3035 
Measurements of the Anomalous Trans¬ 

mission Factor and of the Reflection of X Rays 
on Good Germanium Single Crystals for the 
Bragg Case of Interference : Comparison with 
the Dynamic Theory of X-Ray Diffraction— 
V. Bonse. (Z. Phys., vol. 161, pp. 310 329; 
December 28, I960.) 

537.311.33:546.289 3036 
Impurity Concentrations in the Regrown 

Region of In-Ge Alloyed Junctions —F. E. 
Roberts. (Solid-Stale Electronics. vol. 2. pp. 8 
13; January, 1961.) The development of an 
infrared microscope for routine carriel -density 

measurements on small semiconducting speci 
mens is described. The results of a study made 
with it of In-Ge and In-Ga-Ge recrystallized 
alloyed regions are given. 

537.311.33:546.289 3037 
Regrowth of Germanium Single Crystal 

from Indium Melt — M. Tomono. (J. Phys. 
Soc., Japan, vol. 16, pp. 439-453; March, 1961.) 

537.311.33:546.289 3038 
Hot-Electron Nonequilibrium Carrier Dis¬ 

tribution in a Many-Valley Semiconductor—L. 
Goki. (J. Phys. Soc., Japan, vol. 16, pp. 575-
576: Marell. 1961.) Results of a study of the 
contribution of nonuniform charge density to 
the ellipsoidal energy surfaces in Ge are given. 
A reasonable deviation of collinear current and 
voltage directions is obtained: thus measure¬ 
ments of this quantity may be useful in studies 
of effective mass and carrier density. 

537.311.33:546.289 3039 
Cyclotron Resonance in Germanium -R. R. 

Goodman. (Phys. Rev., vol. 122. pp. 397 405; 
April 15. 1961.) A comparison is made of cy¬ 
clotron resonance theory and experimental 
data |see 1093 of 1956 (Fletcher el a/.)). Values 
of effective mass constants which best fit the 
data are found. 

537.311.33:546.289 3040 
Generation—Recombination Noise in p-

type Gold-Doped Germanium—L. J. Neuringer 
and \V. Barnard. (Phys. Rev. Lett., vol. 6, pp. 
455 457; May 1. 1961.) A theory is developed 
which accounts for the noise observed in inter¬ 
acting two-level systems and shows good quan¬ 
titative agreement with experimental observa¬ 
tions on Au-doped Ge. 

537.311.33:546.289 3041 
Third-Order Elastic Moduli of Germanium 

—T. Bateman, W. P. Mason, and H. J. Mc-
Skimin. (J. Appl. Phys., vol. 32. pp. 928-936; 
May. 1961.) 

537.311.33:546.289:535.215 3042 
A New Effect of Negative Photoconduc¬ 

tivity in a Magnetic Field A. A. Grinberg. S. R. 
Novikov, and S. M. Ryvkin. (Dokl. Ahad. 
Nauk SSSR. vol. 136, pp. 329 331; January 
11, 1961.) A note on effects observed in a p-
type Ge sample illuminated in the direction of 
an applied magnetic field. 

537.311.33:546.289:535.215 3043 
Modulation of Light by means of an Elec¬ 

tric Field -B. II. Claussen. (Proc. Phys. Soc.. 
vol. 77, pp. 1100 1101; May 1. 1961.) Ex¬ 
periments are noted on the modulation of 
light reflected at a Ge surface when the carrier 
density was varied by means of an applied elec¬ 
tric field. Results show that the modulation was 
a function of the dielectric used as a field plate 
rather than a function of the Ge surface. 

537.311.33:546.289:538.614 3044 
Faraday Effect for Direct Magneto-optical 

Transitions in Germanium - M. Suffczynski. 
(Proc. Phys. Soc.. vol. 77. pp. 1042 1045; 
May 1. 1961.) The Faraday effect due to the 
interband magneto-optical transitions in Ge 
is calculated. The direct transitons from the 
upper-most Landau levels of the two light-hole 
ladders and two heavy-hole adders are con¬ 
sidered. Measurement of the Faraday rotation 
offers a sensitive means of studying the effec¬ 
tive masses of the levels in the presence of the 
magnetic field. 

537.311.33:546.289:538.63 3045 
Galvanomagnetic Effects in n-Ge in the 

Impurity Conduction Range—R. J. Sladek and 
R. W. Keyes. (Phys. Rev., vol. 122, pp. 437 
442; April 15. 1961.) The measured magni¬ 

tude and the crystalline anisotropy of the 
magnetoresistance are interpreted in terms of 
the changes in the donor wave functions pro¬ 
duced by the magnetic field. The field depend¬ 
ence of the Hall coefficient is interpreted as a 
magnetoresistance effect of the conduction 
band. 

537.311.33:546.289:539.12.04 3046 
The Action of Radiation on Semiconduc¬ 

tors: Recombination Centres Introduced in 
Germanium by 2-MeV Electrons—P. Baruch. 
(Ann. Phys., (Paris), vol. 6. pp. 21-79; January 
/February. 1961.) 

537.311.33:546.289:539.23 3047 
Textural Properties of Germanium Films 

J. E. Davey. (J. Appl. Phys., vol. 32, pp. 877 
880; May. 1961.) 

537.311.33:546.26-1 3048 
Some Optical and Electrical Properties of 

Semiconducting Diamonds -A. Haljierin and 
J. Nahum. (J. Phys. Chern. Solids, vol. 18. pp. 
297-306; March. 1961.) 

537.311.33:546.3-1’289’28 3049 
Magnetic Susceptibility of Ge-Si Mixed 

Crystals -G. Busch and O. Vogt. (Helv. Phys. 
Ada, vol. 33, no. 8, pp. 889 910: November. 
1960. In German.) Susceptibility was measured 
as a function of temperature for 34 samples in 
the tem|»erature range 300 1200°K. The results 
are compared with those of measurements of 
cyclotron resonance and magnetoresistance. 

537.311.33:546.3-1’289’28 3050 
Lattice Thermal Conductivity of Ger-

manium-Silicon Alloy Single Crystals at Low 
Temperatures—A. M. Toxen. (Phys. Rev., vol 
122. pp. 450-458; April 15. 1961. 

537.311.33:546.431 ’824-31:621.316.825.2 
3051 

Semiconducting Bodies in the Family of 
Barium Titanates—O. Saburi. (J. Amer. 
Ceram. Soc., vol. 44, pp. 54 63; February 1, 
1961.) The resistivity/temperature charac¬ 
teristics of the semiconducting Ba titanates are 
examined to determine compositons suitable 
for the construction of positive-type thermis¬ 
tors. 

537.311.33:546.47’241:546.48’221 3052 
Some Electrical Properties of Zinc Tellu-

ride-Cadmium Sulphide Heterojunctions-
M. Aven and D. M. Cook. (J. Appl. Phys., vol. 
32. pp. 960 961; May, 1961.) Techniques for 
preparing the junctions at room temperatures 
are described. Rectification ratios up to 5X10 1 

were obtained with a CdS film and about 10-
with a ZnTe film. The l/V characteristic of a 
CdS-film junction is given. 

537.311.33:546.48’19 3053 
Galvanomagnetic Properties of n-Type 

CdAs- A. S. Fischler. (Phys. Rev., vol. 122. 
pp. 425 429; April 15. 1961.) 

537.311.33:546.561-31 3054 
Electrical Conductivity of Single-Crystal 

Cuprous Oxide at High Temperatures —R. S. 
Toth, R. Kilkson, and D. Trivich. (Phys. Rev.. 
vol. 122. pp. 482-488; April 15. 1961.) 

537.311.33:546.681’86 3055 
Optical Investigation of the Band Structure 

of GaSb -M. Cardona. (Z. Phys., vol. 161, no. 
1. pp. 99 102; December. 1960.) The reflec¬ 
tivity of GaSb was measured at photon ener¬ 
gies between 0.5 and 5 ev; the structure ob¬ 
served is similar to that of Ge. 

537.311.33:546.681’86 3056 
Distribution Coefficients of Impurities in 

Gallium Antimonide—R. N. Hall and J. H. 
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Racette. (J. A ppi. Phys., vol. 32. p. 856: May, 
1961.) 

537.311.33:546.682’18 3057 
Optical Studies of the Band Structure of 

[nP—M. Cardona. (J. Appl. Phys., vol. 32T p. 
>58; May, 1961.) 

537.311.33:546.682’86 3058 
Infrared Cyclotron Resonance in InSb— 

S. D. Palik, G. S. Picus, S. Teitler, and R. F. 
•Vallis. (Phys. Rev., vol. 122, pp. 475-481; 
Xpril 15, 1961.) 

>37.311.33:546.682’86:538.569.4 3059 
Cyclotron Resonance in Indium Antimonide 

it High Magnetic Fields—B. Lax, J. G. Mav-
oides, H. J. Zeiger, and R. J. Keyes. (Phys. 
Rev., vol. 122, pp. 31 35; April 1, 1961.) An 
mproved theoretical treatment is given which 
iccounts satisfactorily for various sets of ex-
>erimental data. 

537.311.33:546.682 ’86:538.63 3060 
Magnetoresistance and Hall Effect in 

Oriented Single-Crystal Samples of n-Type 
ndium Antimonide—C. II. Champness. 
Cañad. J. Phys., vol. 39, pp. 452-467; March, 
1961.) 

537.311.33:546.682 ’86:538.63 3061 
Influence of Magnetoconductivity Disccn-

dnuities on Galvanomagnetic Effects in 
[ndium Antimonide— R. T. Bate, J. C. Bell, 
ind A. C. Beer. (J. Appl. Phys., vol. 32, pp. 
S06 814; May, 1961.) Observations are pre¬ 
dicted qualitatifvely by considering a simple 
nodel consisting of a long thin specimen 
laving a discontinuity in resistivity and Hall 
coefficient in the current direction. The 
boundary-va lue problem is solved for this case. 

537.311.33:546.683’231 3062 
Certain Properties of Thallium Selenide 

Single Crystals—G. A. Akhundov, G. B. 
Xbdullaev, and G. D. Guseinov. (Fiz. Tverdogo 
Tela, vol. 2, pp. 1518-1521; July, 1960.) 

537.311.33:546.873’221 3063 
Some Semiconducting Properties of B:s-

muth Trisulphide—L. Gildart, J. M. Kline, 
ind I). M. Mattox. (J. Phys. Chern. Solids, 
/ol. 18 pp. 286 289; March 1961.) Preparation 
)f single crystals dendrites and crystalline 
ihns is described. Data are given for the ther-
•nal energy gap of films optical energy gap re-
ustivity carrier concentration and mobility, 
thermal conductivity and Seebeck coefficient 
or single crystals. 

537.311.33:621.391.822 3064 
Approximate Solution to Semiconductor 

Noise as a Queuing Problem—T. L. Saaty. 
(Proc. IRE vol. 49 p. 1095; June 1961.) An 
alternative treatment to that of Bell (3897 of 
1958) indicating the possible usefulness of the 
queuing representation for low frequencies. 

537.312.62 3065 
The Surface Impedance of Normal and 

Superconducting Indium at 3000 Mc/s—P. N. 
Dheer. \Proc. Roy. Soc. (London) .4, vol. 260, 
no. 1302 pp. 333 349; March 1961.] From 
impedance measurements, a value is obtained 
lor the penetration depth Xo, and the Fermi 
surface area is estimated. 

537.312.62 3066 
Superconducting Tunneling on Bulk Ni¬ 

obium—M. D. Sherrill and H. H. Edwards. 
Phys. Rev. Leit., vol. 6, pp. 460-461; May 1, 
1961.) Measurements of tunneling current for 
Vb-Pb junctions are described. 

537.312.62:539.23 3067 
An Upper Limit for the Resistivity of a 

Superconducting Film—R. F. Broom. (Nature. 
vol. 190, pp. 922 933; June 10, 1961.) A 
persistent current was induced in a Pb-In 
film at 2.1°K. Hall-effect probe measurements 
showed the resistivity to be < 10~2,SLcm. 

537.533.8 3068 
Reflection of Slow Electrons from Tungsten 

Single Crystals, Clean and with Adsorbed 
Monolayers—P. Kisliuk. (Phys. Rev., vol. 122, 
pp. 405-411; April 15, 1961.) Experimental 
results are described and considered in relation 
to theory and previous experimental work. The 
technique permits continuous recording of the 
change in work function as gas is adsorbed. 

537.533.8:539.23 3069 
Certain Regularities in the Secondary Elec¬ 

tron Emission from Thin Metal Layers and 
Semiconductors—I. M. Bronshtein and B. S. 
Fraiman. (Dokl. Akad. Nauk SSSR, vol. 135, 
pp. 1097 1100; December 11, 1960.) Ex¬ 
perimental investigation of the relation be¬ 
tween ô and i) for thin layers of Ca, Be, Ba or 
Ti applied resjiectively to base layers of Be, Ca, 
Ti, or Ba, where Ô and rj are the coefficients of 
slow secondary emission and inelastical re¬ 
flection. 

538.22:538.569.4 3070 
Nuclear Quadrupole Resonance in an Anti-

ferromagnet—J. C. Burgiel, V. Jaccarino, and 
A. L. Schawlow. (Phys. Rev., vol. 122, pp. 429-
436; April 15, 1961.) 

538.221 3071 
The Magnetic Field above the Surface of a 

Plate-Shaped Domain Structure with Bloch-
Wall and Surface Poles—C. Greiner. (Mber. 
Dtsch. Akad. IFws. Perlin, vol. 2, no. 6, pp. 
328-336; 1960.) The field distribution is calcu¬ 
lated. 

538.221 3072 
Magnetic Properties of Fe;iP—M. C. Cade-

ville and A. J. P. Meyer. (C.R. Acad. Sei., 
(Paris) vol. 251, pp. 1621 1622; October 17, 
I960.) 

538.221 3073 
A Method of Analysis of the Magnetic His¬ 

tory of Ferromagnetic Specimens by means of 
the Preisach Diagram—H. Seidel. (Z. angew. 
Phys. vol. 12, pp. 493-501; November, 1960.) 
The Preisach diagram [see, e.g., 842 of 1957 
(Feldtkeller and Wilde)] can be used to analyze 
the magnetization processes which a specimen 
has undergone previously. Discrepancies be¬ 
tween theory and measurements relating to 
Rayleigh’s constant are discussed and the use 
of the principle in the development of storage¬ 
type devices is indicated. 

538.221 3074 
The Influence of Internal Magnetic Cou¬ 

plings on the Shape of Preisach Functions of 
High-Permeability Materials —H. Girke. (Z. 
angew. Phys., vol. 12, pp. 502 508; November, 
1960.) The unsymmetrical arrangement of 
Preisach functions already observed are ex¬ 
plained [3590 of 1960 (Wilde and Girke)]. 

538.221 3075 
Effects of the Special Heat Treatment on 

Permalloys S. Tomita. (J. Phys. Soc., Japan, 
vol. 16, pp. 393 396; March, 1961.) Heat treat¬ 
ment of mumetal and 50 per cent Ni-50 per 
cent Fe permalloy at temperatures from 200°C 
to 600°(' was found to give a marked increase 
of maximum permeability. The effect is at¬ 
tributed to inhomogeneous internal structure 
in these materials. 

538.221:538.569.4 3076 
Study of the Magnetization in a Single 

Crystal of Silicon-Iron by Ferromagnetic Reso¬ 

nance—A. Connies. (C.R. Acad. Sei., Paris, 
vol. 250, no. 21, pp. 3458-3460; May, I960.) 
The theory of phases of elementary domains 
leads to a method of determining the true mag¬ 
netization direction in a phase from the ex-
jMTÍmental resonance curve. See 978 of March. 

538.221:539.23 3077 
Measurements on the Magnetic Anisotropy 

in Evaporated Iron Films R. Vrambout and 
L. De Greve. (Appl. Sei. Res., vol. B9 no. 2, 
pp. 102 106; 1961.) 

538.221:539.23:538.691 3078 
The Magnetic Deflection of Electron Beams 

in Thin Iron Films II. Boersch, W. Raith, 
and H. Weber. Z. Phys., vol. 161. pp. 1 12; 
December 1, I960.) Experimental investiga¬ 
tions of the effect of film thickness, and the 
internal magnetic field , on the angle of deflec 
tion of an electron beam passing through the 
film. 

538.221:621.318.124: 538.569.4 3079 
Ferromagnetic-Resonance Line Width in 

Cobalt-Substituted Ferrites—C. W. Haas and 
H. B. Callen. (Phys. Rev., vol. 122, pp. 59-68; 
April 1, 1961.) 

538.221:621.318.132 3080 
Possibilities of Modifying the Magnetic 

Properties of Permalloy Alloys—F. Pfeifer. 
(Elektrotech. Z., Edn. .4, vol. 81, pp. 945 949; 
December 1, 1960.) Important characteris¬ 
tics of permalloy-type materials can be modi¬ 
fied by high-temperature annealing and by 
tempering. The results of experimental investi-
tions on various alloys are given and dismissed. 

538.221:621.318.134 3081 
Effect of Boron on Square-Loop Cadmium 

Manganese Ferrites— B. R. Eichbaum. (J. 
Amer. Ceram. Soc., vol. 44, pp. 51 54; Febru¬ 
ary 1, 1961.) A ferrite toroid dipped in boron 
solution before heat treatment possesses much 
lower coercivity than an undipped core. The 
switching time, Curie oint and UV^/UVt ratio 
are also reduced. 

538.221:621.318.134 3082 
Exchange Anisotropy in Mixed Maganites 

with the Hausmannite Structure—I. S. 
Jacobs and J. S. Kouvel. (Phys. Rev., vol. 122, 
pp. 412-418; April 15, 1961.) 

538.221:621.318.134 3083 
Magnetic Torque Curves for a Single Crys¬ 

tal of Thulium Orthoferrite (TmFeOj)—C. 
Kuroda T. Miyadai, A. Naemura, N. Niizeki, 
and H. Takata. (Phys. Rev., vol. 122, pp. 446-
447; April 15, 1961.) Experimental results 
indicate that a previously proposed model 
(1956 of 1959 (Sherwood et a/.)] should be 
modified. 

538.221:621.318.134:548.5 3084 
Growth of Single-Crystal Iron Ferrites by 

the Czochralski Method— F. II. Horn. (J. 
Appl. Phys., vol. 32, pp. 900-901; May, 1961.) 

538.222:538.569.4 3085 
Effect of Configuration Mixing and Co¬ 

valency on the Energy Spectrum of Ruby— 
S. Sugano and M. Peter. (Phys. Rev., vol. 122, 
pp. 381-386; April 15, 1961.) 

539.23:537.533.7 3086 
Hot Electrons in Metal Films: Injection 

and Collection—J. P. Spratt, R. F Schwarz, 
ahd W. M. Kane. (Phys. Rev. Lett., vol. 6, pp. 
341 342; April 1, 1961.) A device is described 
in which quantum tunneling electrons are 
emitted into a thin metal film. The structure 
facilitates the separation of these hot elec¬ 
trons. The characteristics of the device are 
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given which show that it could be used as an 
amplifier. 

548.5 3087 
Radio-Frequency Technique for Pulling 

Oxide Crystals without employing a Crucible 
Susceptor—F. R. Monforte, F. W. Swanekamp, 
and L. G. Van Uitert. (J. Appl. Phys. vol. 32 
pp. 959-960; May, 1961.) Details are given of 
a water-cooled RF induction-heating coil which 
keeps the center part of the charge molten and 
the outer part solid. 

MATHEMATICS 

517.512.2 3088 
Simplifying the Fourier Integral by Ade¬ 

quate Specification—C. G. Mayo and J. W. 
Head. (Bril. J. Appl. Phys., vol. 12, pp. 248-
250; May, 1961.) Use of a limiting metrical 
form of definition of the impulse function is 
shown to be superior to the normal idealized 
Dirac function in removing ambiguities such 
as those occurring in an analysis of the voltage 
developed across a resistance with residual 
shunt capacity when a current impulse is ap-
plied. 

517.64:551.510.535 3089 
A Solution of the Integral Equation 

*'(/) = /m((/:/o)^(/o)~Unz. (See 2966.) 

517.918 3090 
Taylor-Cauchy Transforms for Analysis of 

Varying-Parameter Systems—Y. H. Ku. 
(Proc. IRE, vol. 49, pp. 1096-1097; June, 
1961.) Six examples are given. See also 2853 of 
1960 (Ku et al.). 

518.4:621.372.5 3091 
Graphs with Two Kinds of Elements—S. L. 

Hakimi. (J. Franklin Inst., vol. 270, pp. 451-
467; December, 1960.) Fundamental properties 
of graphs with red and black elements are stud¬ 
ied and the procedures given are modified to 
find the number of poles and zeros of network 
functions of an RLC network. 

519.281.2 3092 
A New Technique for Increasing the Flexi¬ 

bility of Recursive Least-Squares Data Smooth¬ 
ing—N. Levine. (Bell Sys. Tech. J., vol. 40, pp. 
821 840; May, 1961.) Optimum, or arbitrary, 
weights can be assigned to the observations, 
and the restriction of a constant data interval 
can be removed without affecting the optimum 
weighting or recursive features. 

MEASUREMENTS AND TEST GEAR 

529.786:621.3.018.41 (083.74) 3093 
Results of a Long-Range Clock Synchroni¬ 

zation Experiment —F. H. Reder, M. R. 
Winkler, and C. Bickart. (Proc. IRE, vol. 49, 
pp. 1028-1032; June, 1961.) Propagation and 
synchronization experiments are described to 
examine the possibility of setting up a world¬ 
wide network of synthconized atomic clocks. 
Original synchronization is established by using 
an atomic clock which is flown from the master 
to the slave clock and maintaining it by phase 
tracking a VLF signal controlled by the master 
clock. 

537.311.33 : [546.28 + 546.289 3094 
A Rapid and Accurate Method for Measur¬ 

ing the Thickness of Diffused Layers in Silicon 
and Germanium—B. Jansen. (Solid-State Elec¬ 
tronics, vol. 2, pp. 14-17; January, 1961.) A 
cleavage technique is described which permits 
accurate microscopic measurement of layer 
thickness. 

621.3.018.41(083.7) 3095 
Caesium Frequency Standards: Description 

and Results—P. Kartaschoff, J. Bonanomi, and 

J. De Prins. (Helv. Phys. Acta, vol. 33, no. 9, 
pp. 968-973; December, 1960. In French.) 
Brief information concerning the two standards 
at the Swiss Horological Research Laboratory, 
Neuchatel, includes records of frequency com¬ 
parisons made with other Cs standards from 
June to September, 1960. 

621.317:621.382.3 3096 
Transistors in Measurement Techniques: 

Properties and Application—Schneider. (See 
3187.) 

621.317.3:621.391.822 3097 
Measuring Amplitude and Phase—N. R. 

Goodman. (J. Franklin Inst., vol. 270, pp. 437 
450; December, 1960.) The amplitude and 
phase of moderately wide-band noise and noise 
contaminated by extraneous noise can be de¬ 
termined from a pair of finite moving averages 
on the sample noise record. The method is ap¬ 
plicable to radio-star scintillation data. 

621.317.3.088 3098 
Accuracy in A. C. Measurements—G. H. 

Rayner and A. Felton. (J. I EE, vol. 7, pp. 141 — 
144; March, 1961.) Absolute values of induc¬ 
tance and capacitance can be obtained to an 
accuracy within 10-20 parts in 10*, while cali¬ 
bration accuracy is within 30-100 parts in 10*. 
Voltage and current at frequencies up to 50 kc 
can be measured to within 1 part in 10*, and 
power and energy to within 5 parts in 10*. 

621.317.313:621.314.224 3099 
Techniques for the Calibration of Standard 

Current Transformers up to 20 kc/s—J. J. 
Hill. (Proc. IEE, pt. B. vol. 108, pp. 333-336; 
May, 1961. Discussion, pp. 337-338.) 

621.317.32:621.375.13.029.4 3100 
The Design of an Audio-Frequency Ampli¬ 

fier for High-Precision Voltage Measurement 
—S. Harkness and F. J. Wilkins (Proc. IEE, 
pt. B, vol. 108, pp. 319-326; May, 1961. Dis¬ 
cussion, pp. 337-338.) The amplifier is based 
on the “ring-of-three” feedback circuit and 
gives a number of fixed gains between 2 and 
1000 in the frequency range 30 cps-30 kc. 

621.317.321:537.311.33 3101 
Concerning a Rapid Method of Precise 

Measurements of Thermal E.M.F. of Semi¬ 
conductors—O. V. Emel’yanenko and F. P. 
Kesamanly. (Fiz. Tverdogo Tela, vol. 2, pp. 
1494 1496; July, 1960.) Contact thermocouples 
with controlled heating are used. 

621.317.331:537.311.33 3102 
Equipment for Measuring and Recording 

the Resistance of Semiconductors in Coordi¬ 
nates log R=f(\/T)—L. G. Sapogin and V. M. 
Ivko. (Fiz. Tverdogo Tela, vol. 2, pp. 1482-
1488; July, 1960.) The equipment comprises a 
logarithmic and a hyperbolic amplifier, circuit 
details of which are given. 

621.317.331:537.311.33 3103 
An A.C. Bridge for Semiconductor Re¬ 

sistivity Measurements using a Four-Point 
Probe—M. A. Logan. (Bell Sys. Tech. J., vol. 
40, pp. 885-919; May, 1961.) 

621.317.335 3104 
Improvements in the Precision Measure¬ 

ment of Capacitance—G. H. Rayner and 
L. H. Ford. (Proc. IEE, pt. B, vol. 108, pp. 
337-338; May. 1961. Discussion on 2123 of 
1960.) 

621.317.337:621.372.413 3105 
The Effects of Parasitic Modulation on the 

Accuracy of Measurement of the Q-Factor of a 
Resonator F. H. Janies. (Proc. IEE, pt. B, 
vol. 108, pp. 316-318; May, 1961.) An exten¬ 
sion of a previous paper (ibid., pt. B, vol. 106, 

pp. 489-494; September, 1959) to cover the 
case where parasitic modulation is found. 
Theoretical and experimental results in such a 
case are given. 

621.317.343:621.315.212 3106 
Impedance Measurement on Coaxial Cables 

by means of Pulse Echo Tester —R. Codelupi. 
(Note Recensioni Notiz., vol. 9 pp. 1006-1033; 
November/December, 1960.) 

621.317.361.018.756:621.372.57 3107 
The Applicability of Active Filters to the 

Measurements of the Frequency Spectra of 
Pulses—Jungmeister. (See 2882.) 

621.317.373:621.376.5 3108 
Measuring Frequency Stability of Pulsed 

Signals—R. H. Holman and R. B. Shields. 
(Electronics, vol. 34, pp. 61-65; April 21. 
1961.) A method of measuring the phase differ¬ 
ence between pulses as a pulse-to-pulse rms 
deviation, which does not require synchroniza¬ 
tion or frequency reference from a signal 
source. 

621.317.7: [621.382.3 + 621.372.5 3109 
A Loss and Phase Set for Measuring 

Transistor Parameters and Two-Port Networks 
between 5 and 250 Mc/s—D. Leed and O. 
Kummer. (Bell Sys. tech. J., vol. 40, pp. 841 
884; May, 1961.) The maximum inaccuracy is 
0.1 db in loss, and 0.5° in phase. The special 
problems of broad-band measurement on 
transistors are reviewed, and details are given 
of the experimental equipment and the results 
obtained. 

621.317.7:621.397.6 3110 
Some New Video Measurement Tech¬ 

niques and Apparatus —Weaver. (See 3166). 

621.317.74 3111 
A Transfer-Function Analyser for Linear 

and Nonlinear Components—A. K. Choud¬ 
hury, M. S. Basu and A. K. Mahalanabis. 
(Electronic Eng., vol. 33, pp. 382-385; June, 
1961.) A method of measuring frequency re¬ 
sponse, gain and phase is described requiring 
only normal laboratory components. 

621.317.75 3112 
A Voltage Waveform Analyzer—R. Dehors 

and G. Seguier. (C.R. Acad. Sei. Paris, vol. 
250, pp. 3464 3466; May 23, 1960.) A bridge 
method of analysis is described in which volt¬ 
age measurements can be made at any point in 
the cycle. 

621.317.75 3113 
Phase Sensitive Wave Analysis -O. J. 

Haga and D. Midgley. (Electronic Tech., vol. 
38, pp. 257-261; July, 1961.) “A method of 
phase analysis is described in which the input 
waveform is applied to one input of a multi¬ 
plier. The other input takes in turn reference 
sine and cosine waves generated locally at the 
harmonic frequencies. To maintain phase¬ 
coherence, operation is interrupted in alternate 
fundamental periods, allowing initial condi¬ 
tions to be reset in the reference-wave genera¬ 
tor. Results are given for an experimental cir¬ 
cuit with a wattmeter performing the function 
of multiplication.” 

621.317.79.029.64/.65 3114 
A Microwave Interferometer with Coher¬ 

ent Background —A. Boivin and R. Tremblay. 
(Cañad. J. Phys., vol. 39, pp. 393-408; March, 
1961. In French.) The operation of the instru¬ 
ment is based on the principle of coherent 
background. The reference signal is distributed 
over the whole of the image space, using suit¬ 
ably polarized sources and a turnstile antenna 
for detection. The diffraction pattern is scanned 
twice to determine both the real and imaginary 
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parts, in Cartesian form, of the distribution of 
complex amplitude. 

621.317.794:523.164 3115 
Digital Radiometer—S. Weinreb. (Proc. 

IRE, vol. 49, p. 1099; June, 1961.) The power 
spectrum of nosmic noise is measured, over a 
5-Mc band, via its autocorrelation function. 
To eliminate the effects of gain fluctuation, the 
signal is amplified and limited; the autocorre¬ 
lation of the resulting square waves is found by 
a digital technique and, assuming a Gaussian 
input signal, is transformed to the power spec¬ 
trum. It is hoped that one can detect the galac¬ 
tic deuterium line. 

621.317.794:621.396.62.029.65 / .66 3116 
Submillimetre-Wave Radiometry—Long 

and Rivers. (See 3143.) 

OTHER APPLICATIONS OF RADIO 
AND ELECTRONICS 

562.2:621.396.9 3117 
An Electronic Distance Measurement Sys¬ 

tem for Accurate Survey -(Proc. I RE Aus¬ 
tralia, vol. 22 pp. 22 25; January 1961.) An 
explanation of the principles and operation of 
the “Tellurometer” relating to its application m 
Australia. See 19X0 of 1959 (Wadley) and 
back references. 

535.376.07:537.227 31 IS 
Ferroelectric Scanning of Electrolumines¬ 

cent Displays—M. Cooperman. (RCA Rev., 
vol. 22 pp. 195 205; March 1961.) A new 
scanning method using a BaTiQi crystal is de¬ 
scribed. 

536.587:621.382.3 3119 
The Transistor as a Temperature-Sensing 

Device in Temperature Control Systems— 
J. E. Pallett. (Electronic Eng. vol. 33 pp. 360-
363; June, 1961.) A detailed examination is 
made of the use of a transistor in a common¬ 
base circuit for the detection of small temjx*ra-
ture changes. 

537.533:621.9 3120 
The Electron Beam as a Tool—S. Panzer 

and K. H. Steigerwald. (Elektrotech. Z., Edn .4. 
vol. 81 pp. 925 932; December 19. 19603 
The techniques reviewed include welding, sol¬ 
dering, cutting, milling, drilling, alloying and 
vapor deposition. 

621.362:621.387 3121 
Calculation of the Maximum Efficiency of 

the Thermionic Converter -J. 11. Ingold. (J. 
Appl. Phys., vol. 32, pp. 769 772; May, 1961.) 

621.362:621.387 3122 
Oscillations and Saturation-Current Meas¬ 

urements in Thermionic Conversion Cells — 
R. J. Zollweg and M. Gottlieb. (J. Appl. Phys., 
vol. 32, pp. X90 X94; May. 1961.) RF oscilla¬ 
tions in Cs-filled thermionic diodes are inter¬ 
preted on the basis of a model which assumes 
the ions oscillate in an excess negative charge 
potential well outside the cathode. 

621.387.462:537.311.33 3123 
On the Energy Expended per Electron-

Hole Pair Produced in p-n-Junction Detectors 
—E. Baldinger and W. Czaja. (Nuclear Instr. 
Meth., vol. 10, pp. 237 239; March, 1961.> 
Previous work relating to radiation counters 
(see, e.R., Proc. Roy. Soc. (London), .4, vol. 224» 
no. 1158 pp. 362 373; July, 1954 (Erskine)] 
indicates that for gases, the energy loss 
e — kt + k»!, where k] and k> are constants and I 
is the ionization energy of the gas. A similar 
correlation holds for semiconductors. See also 
2753 of August (Baldinger et al.). 

PROPAGATION OF WAVES 

621.391.812.62 3124 
Experimental Results with Transhorizon 

Tropospheric Propagation -F. du Castel. 
(Ann. Télécommun., vol. 15, pp. 255-259; 
November/December, 1960.) Results of experi¬ 
mental studies made in the period 1957-1960 
are discussed. 

621.391.812.62 3125 
Theories of Tropospheric Propagation Be¬ 

yond the Horizon J. Voge. (Ann. Télécom¬ 
mun., vol. 15, pp. 260-265; November/Decem¬ 
ber, 1960.) A review, with 38 references. 

621.391.812.62 3126 
Several Aspects of Radio-Meteorology and 

Radio-Climatology—P. Misme. (Ann. Télé¬ 
commun., vol. 15, pp. 266 273; November 
/December, 1960.) Three as¡>ects are consid¬ 
ered: 1) investigation of a model atmosphere 
callable of sustaining transhorizon propagation, 
2) refraction, 3) choice of parameters in radio¬ 
climatology. 

621.391.812.62:551.510.62 3127 
Radio-climatology Tests in the Congo 

Basin — P. Mismo. (Ann. Télécommun., vol. 16, 
PI>. 28 40; January/February, 1961.) An in¬ 
vestigation of the refractive index of the air, its 
gradient, the stability of the lower atmosphere 
and the water-vapor pressure at different 
heights. 

621.391.812.62.029.63 3128 
Some Factors Influencing 3-cm Radio-

Wave Propagation Oversea Within and Be¬ 
yond the Radio Horizon F. A. Kitchen, 
W. R. R. Joy, and E. G. Richards. (Proc. IEE, 
pt. B, vol. 108, pp. 257-263; May, 1961.) 
Propagation of 10-Gc radio waves over sea did 
not agree with calculations based on an at¬ 
mosphere of uniform refractive index gradient. 
Signal losses of 5 —3C db often occurred within 
the horizon and were usually accompanied by 
an interference pattern. 

621.391.812.62.029.64 3129 
Experimental Investigation of the Instan¬ 

taneous Frequency Structure of Propagation 
in a Heterogeneous Medium -J. Biggi, F. du 
Castel, J. C. Simon, A. Spizzichino, and J. 
Voge. (Ann. Télécommun., vol. 15, pp. 274 276; 
November/December, I960.) Experimental re¬ 
sults obtained over a 300-km radio link are 
given. The transmitter frequency is swept over 
the range 3.3 3.5 Gc in 1/20 sec and the re¬ 
ceived signal analyzed as a function of either 
amplitude or time. 

621.391.812.63 3130 
The Fading of Radio Waves Weekly Scat¬ 

tered at Vertical Incidence from Heights near 
90 km —O. Awe. (J. Almos. Terr. Phys.. vol. 21, 
pp. 142 156; June, 1961.) At 2 3 Me the fading 
rate was about 20 maxima/minutes. The echo 
shajx* is often such as would lx* expected from 
a rough screen. Appreciable energy is returned 
from directions well away from the vertical. 
The fading is due to random movements of the 
scattering elements whose rms velocity is about 
13 m/sec. 

621.391.812.63 3131 
The Fading of Radio Waves Reflected from 

the Ionosphere at Oblique Incidence -O. Awe. 
(J. Almos. Terr. Phys. vol. 21, pp. 120 141; 
June, 1961.) Pusle transmissions near 2 Me 
were used. Echoes from 90 km and 120 km had 
fading periods near 1 minute and 6 sec respec¬ 
tively. Diffraction studies suggest that the ir¬ 
regularities near 90 km are horizontal disks 
while those at 120 km are spherical. Those near 
300 km are elongated along the earth’s field 
with an axial ratio of 3:1. 

621.391.812.63 3132 
Results of the Approximate Calculation of 

Space-Wave Field Strength at the Limits of the 
Transmission-Frequency Range—B. Beck¬ 
mann. (Nachr'ech. Z., vol. 13 pp. 470-472; 
October, 1960.) Examples of the application of 
the formula given in 306 of 1960 are discussed. 

621.391.812.63.029.45 3133 
Effect of Underground Induced Polariza¬ 

tion on E.L.F Propagation—H. Raemer. (J. 
Geophys. Res., vol. 66, pp. 1596 1597; May, 
1961.) The largest possible corrections to the 
mode parameters are found to lx* negligible. 

621.391.812.63.029.45 3134 
A Comparison between Theoretical Data on 

Phase Velocity of VLF Radio Waves —J. R. 
Wait. (Proc. IRE, vol. 49, pp. 10X9 1090; 
June, 1961.) Fairly good agreement is indicated 
between the measured phase velocity and 
mode theory. The ionosphere is assumed to be 
sharply bounded, with its lower edge at 70 km 
during the day and 90 km at night. 

621.391.812.63.029.45 3135 
The Numerical Solution of Differential 

Equations governing the Reflexion of Long 
Radio Waves from the Ionosphere: Part 4— 
D. W. Barron. (Proc. Roy. Soc. (London) A, 
vol. 260, no. 1302, pp. 393 40X; March, 1961.) 
Reflexion coefficients calculated for a series of 
models of the daytime ionosphere in summer by 
methods described previously, are compared 
with observed values. The model whose theo¬ 
retical properties most nearly agree with ex¬ 
perimental obsei vat ions is found and sugges¬ 
tions are made as to how it should be changed. 
Sunrise and sunset transitions are also discussed 
and it is shown that the sharp change in re¬ 
flection coefficients can be explained in terms 
of a low-level D layer which is only present in 
the daytime. Part 3: 3455 of 1959 (Barron and 
Budden). 

621.391.812.63.029.62 3136 
Studies of Ionospheric Forward Scattering 

using Measurements of Energy Distribution in 
Azimuth W. C. Bain. (Proc. IEE, pt. B, vol. 
10X. pp. 241 252; May, 1961.) A marked 
diurnal variation of the mean bearing of the 
37-Mc forward-scatter signal was found. This 
and other results suggested that the scattering 
process on the 1740-km link used was due 
mainly to meteor reflections at night but that 
during the day turbulent scattering was also 
of importance. 

621.391.812.63.029.62 3137 
Directional Observations on Delayed Sig¬ 

nals on an Ionospheric Forward-Scatter Circuit 
—W. C. Bain. (Proc. IEE, pt. B. vol. 108, pp. 
253 256; May, 1961.) A study was made of the 
mean bearing of the delayed signals arriving at 
Slough from Gibraltar after reception of the 
forward-scatter signal. Results for the first two 
of these to arrive at Slough are given, and also 
details of round-the-world echoes. See also 3136 
above. 

621.391.812.63.029.63 3138 
The Effect of Faraday Rotation on Inco¬ 

herent Back-Scatter Observations —G. IL 
Millman. A. J. Moceyunas, A. E. Sanders, and 
R. F. Wyrick. (J. Geophys. Res., vol. 66, pp. 
1564-1568; May, 1961.) Preliminary observa¬ 
tions of incoherent scattering conducted at 
Trinidad (10.7°N, 61.6°W) with a high-power 
pulse radar operating at 400 Me are described. 

RECEPTION 

621.376.23 3139 
Certain Problems concerning the the De¬ 

tection of Weak Signals — B. Picinbono. (Ann. 
Télécommun., vol. 16, pp. 2 27; January/Feb-
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ruary, 1961.) A thesis; for shorter papers on 
two different aspects of this work, see 1630 of 
May and 2763 of August. 

621.391.82:621.396.73 3140 
Probabilities of Interference with Mobile 

Field Radio Derived from a Field-Strength 
Survey at 59 Mc/s—D. R. W. Thomas. (Proc. 
I EE, pt. B, vol. 108, pp. 264 272; May, 1961.) 
The variation of field strength at 59 Me with 
distance was found to agree well with calcula¬ 
tions, its distribution at a given distance was 
found to be log-normal. Probabilities ot inter 
ference are derived and presented graphically. 

621.391.823 3141 
Radio Interference from Ignition Systems 

—A. II. Ball and W. Nethercot. Proc. I EE. 
pt. B, vol. 108, pp. 273-278; May, 1961.) Com¬ 
parison of American, German and British 
measuring equipment, techniques and limits. 
Good agreement was found between the vari¬ 
ous measuring sets. 

621.391.827 3142 
A Mechanism for Direct Adjacent-Channel 

Interference C. L. Ruthroff. (Proc. IRE, 
vol. 49, p¡). 1091 1092; June, 1961.) The effects 
of limiters can cause the modulation in a EM 
channel to appear as undistorted modulation 
in an adjacent channel. 

621.396.62.029.65 .66:621 317.794 3143 
Submillimetre-Wave Radiometry M. W. 

Long and W. K. Rivers, Jr. (Proc. IRE. vol. 
49, pp. 1024 1027; June, 1961.) Greater sensi¬ 
tivity in reception at sub-mm X will result from 
the use of a direct detection system using a 
chopper, square-law detector and narrow-band 
amplifier than will be* obtainable with a super¬ 
heterodyne system. 

STATIONS AND COMMUNICATION 
SYSTEMS 

621.376.56:621.391.82 3144 
Errors in Detection of R.F. Pulses Em¬ 

bedded in Time Crosstalk, Frequency Cross¬ 
talk, and Noise -E. A. Marcatili. (Bell Sys. 
Tech. J., vol. 40, pp. 921 950; May, 1961.) 
Calculations are given of the probability of 
error in the detection of RE pulses in a combi¬ 
nation of Gaussian noise, time crosstalk from 
two neighboring pulses, and frequency cross¬ 
talk from an adjacent channel. Criteria for the 
optimum design of a PCM system are discussed. 

621.376.56:621.391.82 3145 
Time and Frequency Crosstalk in Pulse-

Modulated Systems —E. A. Marcatili. (Bell 
Sys. Tech. J., vol. 40, pp. 951 970; May, 1961.) 
The time and frequency crosstalk between 
Gaussian RE pulses sent via adjacent fre¬ 
quency channels over the same transmission 
medium is calculated. See also 3144 above. 

621.396.41 3146 
A Study by means of an Analogue Computer 

of the Spectrum of Compatible Single-Side¬ 
band Modulation H. Mertens. (E.B.U. Rev., 
no. 64 A, pp. 249-258; Decern ber, 1960.) 
Analysis of the signal spectrum produced by 
the Kahn system of SSB modulation (971 of 
1959). 

621.396.43:551.507.362.2 3147 
Application of Artificial Satellites to Com¬ 

munications on Ultra Short Waves M. Doluk-
hanov. (Radio, Moskau, no. 5, pp. 21 22; May, 
1961.) A note on satellite period and trans¬ 
mitter power for heights of 1000, 2000, 3000. 
4000, 5000 and 35,818 km. 

621.396.43: 551.507.362.2 3148 
A Transatlantic Communication Experi¬ 

ment via Echo I Satellite —W. C. Jakes, Jr. 

(Nature, vol. 190, p. 709; May 20, 1961.) Fur¬ 
ther details are given relating to the experi¬ 
ment described in 1306 of April (Carru et al.). 

621.396.43:551.507.362.2:621.396.677.3 3149 
Communications Satellites Using Arrays 

R. C. Hansen. (Proc. IRE, vol. 49, pp. 1066 
1074; June, 1961.) Automatic angle return 
arrays are investigated for both passive and 
active systems. These Van Atta arrays return 
a signal in the direction of incidence and are 
effective over at least ±45°. Thus only partial 
stabilization or single axis (spin) stabilization 
need be used, greatly simplifying the station¬ 
keeping orbit control problem. An active \ an 
Atta scheme has inherently high reliability 
since many of the distributed amplifiers can 
fail without serious performance degradation. 
The distributed structure also allows use of low-
power solid-state amplifiers. 

621.396.65.029.63 3150 
FM120/2200: Radio-Link Installation for 

120 Telephony Channels in the 2-GC/s Band — 
(Telefunken Ztg.. vol. 33. pp. 295 323; Decem¬ 
ber, 1960.) 

Part 1 : Radio-Link System—E. Willwacher 
(pp. 295 302, English summary, pp. 334 335). 

Part 2: Modulation Equipment—R. Heer 
and H. Oberbeck (pp. 302-305, English sum¬ 
mary, p. 335). 

Part 3: Radio Equipment—W. Schlot ter¬ 
beck (pp. 306 309, English summary, p 335). 

Part 4: Design of Aerial Duplexers -W. 
Schlotterbeck and E. Willwacher (pp. 309 313, 
English summary, p. 336). 

Part 5: Stand-By Circuit J. Goeldner and 
O. Tegel (pp. 313 318, English summary, p. 
336). 

Part 6: Equipment for Diversity Reception 
—H. Weber (pp. 318-323, English summary, 
p. 336). 

621.396.712 3151 
B.B.C. Sound Broadcasting 1939-60 

E. L. E. Pawley. (Proc. I EE, pt. B, vol. 108. 
pp. 279 302; May 1961.) A review of progress. 

621.396.946 3152 
Frequency Allocations for Space Communi¬ 

cations —(PROC. IRE, vol. 49, pp. 1009 1015; 
June, 1961.) The technical aspects of space 
communications are examined with special 
attention to the use of satellites for commercial 
trunking purposes. The influence of system de¬ 
sign on frequency allocation and utilization, 
and associated problems are discussed. 

SUBSIDIARY APPARATUS 

651-52 3153 
Theory of Nonlinear Control—Y. H. Ku. 

(J. Franklin Inst., vol. 271, pp. 108 144; 
February, 1961.) A review of work in various 
fields of nonlinear control (157 references). 

621.311.62:621.383.292 3154 
Stabilized E.H.T. Supply Unit for Photo¬ 

multipliers—II. Constans and D. Vallat. 
(Electronic A ppi., vol. 20, pp. 153 -158; Febru¬ 
ary, 1961.) Provided the load is substantially 
constant, the circuit will produce an output 
voltage of 1000 2000v with an error not ex¬ 
ceeding 0.5 per cent during mains fluctuations 
of ±10 per cent. 

621.311.69:621.383.5 3155 
Spectral Response of Solar-Cell Structures 

—L. M. Terman. (Solid-State Electronics, vol. 
2, pp. 1-7; January, 1961.) Measurements on 
Si cells with the p-n junction 0.6 to 5.0 g below 
the surface show that the short wave response 
(X>0.75 m) is relatively increased by making 
the junction close to the surface, and the long¬ 
wave response by making it deeper. Effects ot 
rough and smooth surfaces were also studied. 

621.314.63 3156 
On the Electrical Parameters of some Types 

of Selenium Rectifier I. Kh. Geller and P. V. 
Sharavskii. (Fiz. Tverdogo Tela, vol. 2. pp. 
1441 1449; July, 1960.) 

621.316.72:621.318.3 3157 
Variable, Precision-Regulated, Low-Volt¬ 

age High-Current Supply for Large Electro¬ 
magnets R. C. Mobley. (Rev. Sei. Instr., vol. 
32. pp. 432 433; April, 1961.) Circuit details 
are given of a power supply with combined 
electronic- and magnetic-amplifier control de¬ 
livering currents of 5 200 A at 40v with regula¬ 
tion and ripple values <0.01 per cent. 

TELEVISION AND PHOTOTELEGRAPHY 

621.397.12:621.397.232.6 3158 
A New Type of Vestigial-Sideband Fac¬ 

simile System K. Kubota and K. Kobayashi. 
(Rev. Elect. Commun. Lab., Japan, vol. 9, p. 
85 90; January/February, 1961.) A simple sys¬ 
tem performing homodyne detection and elimi¬ 
nating quadrature distortion, which does not 
require AFC. 

621.397.13:621.395.625.3 3159 
A Magnetic Wheel Store for Recording 

Television Signals J. II. Wessels. (Philips 
Tech. Rev., vol. 22, pp. 1 10; November 4, 
1960.) The device described will store one or 
two frames of a television signal indefinitely. 
The recording is made on the ¡»eriphery ot a 
magnetically coated rotating wheel using a 
frequency-modulation technique. A useful ap¬ 
plication in radiology is mentioned. 

621.397.132 3160 
Comparative Investigations of Modified 

N.T.S.C. Colour Television Systems using Pre-
or Post-correction of Gradation -K. Bernath. 
(Rundfunktech. Mill., vol. 4, pp. 232 237; 
December, 1960.) The advantages of pre¬ 
correction are established on the basis of ex¬ 
perimental results. 

621.397.132 3161 
Colour Television Transmission with Si¬ 

multaneous Frequency and Amplitude Modu¬ 
lation of the Colour Carrier (F. A. M. Method) 
—N. Mayer. (Rundfunktech. Mill., vol. 4, pp. 
238 252; December, I960.) The system de¬ 
scribed combines some ot the advantages of the 
“Henri de France” (SECAM) system of color 
television (see, e.g., 3660 of 1960) with those of 
the NTSC method. Pictures obtained on mono¬ 
chrome and color television receivers are repro¬ 
duced. 

621.397.132 3162 
Trends towards a Common European 

Standard for Colour Television—F. Cappuc-
cini. (Note Recensioni Notiz., vol. 9, pp. 993-
1005; November/December, 1960.) The prob¬ 
lem of establishing a standard for compatible 
color television is related to the unification of 
European monochrome standards. Particular 
consideration is given to a 625-line standard 
with 8-Me channel width. 

621.397.331:621.391 3163 
Television Band Compression by Contour 

Interpolation—D. Gabor and P. C. J. Hill. 
(Proc. IEE, pt. B, vol. 108, pp. 303 -315; May, 
1961.) This method of compression uses redun¬ 
dancies between fields and between frames. The 
waveband gain is 4:1 without deterioration in 
picture quality. The results of tests in a photo¬ 
mechanical model are given. 

621.397.331.24 3164 
Measurements of Sharpness on Picture 

Tubes —W. Schröder. (Telefunken- Röhre, no. 
37, pp. 17 70; October, 1960.) A method is de¬ 
scribed which permits the measurement of fo-
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cusing quality at any point on the screen of a 
television tube. The various factors influencing 
spot size are discussed with reference to the 
results of measurements. 

621.397.334.2:778.6 3165 
Electronic Reversal of Photographic Colour 

Negatives—K. Welland. (Arch, elekt. Über¬ 
tragung, vol. 14, pp. 441-450; October, 1960.) 
An experimental flying-spot scanner with three 
input channels and a display unit is described. 
Correction and calibration methods are dis-
cussed. ( 'olor reproductions of photographically 
and electronically reversed test pictures are 
given for comparison. 

621.397.6:621.317.7 3166 
Some New Video Measurement Techniques 

and Apparatus—L. E. Weaver. (E.B.U. Rev., 
no. 64A, pp. 242 248; December, 1960.) De¬ 
scription of techniques and apparatus used by 
the BBC, including a sine-squared pulse and 
bar generator, a test-waveform generator for 
nonlinear distortion measurements, and an out¬ 
line of the spectrum method of measuring ran¬ 
dom noise (2345 of 1959). For German version 
see Rundfunktech. .Mitt., vol. 5, pp. 8-14; Feb¬ 
ruary, 1961. 

621.397.61 3167 
Methods and Limitations of Television 

Camera Techniques R. Theile. (Elektrotech. 
Z., Edn .4, vol. 81. pj). 895 903; December 
5, 1960.1 The principles underlying electron-
optical image conversion are outlined and 
flying-spot scanning and storage-type camera¬ 
tube techniques are discussed in greater detail. 
Picture quality and sensitivity limits are con¬ 
sidered in relation to results obtained by photo¬ 
graphic means. 

621.397.61:621.396.677.3 3168 
Dipole Arrays for Transmitter Aerials for 

Television Bands IV/V—Laub. (See 2854.) 

621.397.62 3169 
Synchronizing and A.G.C. Circuits in TV 

Receivers—E. M. Cherry. (Proc. IRE, (Aus¬ 
tralia), vol. 22, pp. 61-76; February, 1961.) 
Practical details are given for the design of a 
high-quality television receiver from funda¬ 
mental considerations. The design is simple and 
noncritical. 

621.397.62:616-001.26 3170 
Aspects of the Emission of X Rays from 

Television Receivers M. V. Callendar and 
D. F. White. (J. Bril. IRE, vol. 21, pp. 389-
400; May, 1961.) Measurements made with a 
proportional counter of the dose rates from typ¬ 
ical picture tubes show the radiation level is 
considerably less than the recommended level 
of 0.5 mil lirönt gens per hour. 

621.397.62.004.6 3171 
Component and Valve Reliability in Do¬ 

mestic Radio and Television Receivers — D. W 
Height man. (J. Brit. IRE, vol. 21, pp. 401-
407; May, 1961. Discussion.) Statistical in¬ 
formation on the reliability of television re¬ 
ceivers is reviewed. Some reasons for failure are 
examined and suggestions for improvements 
made. 

621.397.63:621.395.625.3 3172 
A Translator-Modulator-Demodulator as 

used in V.H.F./F.M. Techniques, for Tele¬ 
vision Tape-Recording Equipment II. Fix and 
W. Habermann. (Rundfunktech. .Mitt., vol. 4, 
pp. 222 231; December, 1960.) The modifica¬ 
tion of the Ampex method of video tape record¬ 
ing to meet the requirements of the CCIR 625-
line standard is discussed. The use of double 
frequency-changing overcomes most of the 
quality defects. 

621.397.7 3173 
Television Centre of Greater Moscow— 

(Radio, Moskow, no. 1, pp. 6-7; January, 
1961.) Brief description of a broadcasting tower 
to be built in Moscow which will have a base 
diameter of 65 m and a height of 520 m. The 
station will transmit simultaneously six sound 
and five television programmes, one being in 
color, over a radius of 120-130 km. 

TRANSMISSION 

621.311.61:551.507.362.2 3174 
Beacon Transmitters and Power Supply for 

Echo I—J. G. McCubbin and H. B. Goldberg. 
(RCA Rev., vol. 22, pp. 147-161; March, 1961.) 
The transmitter has an output of 5-10 mw at 
107.94 Me and is mounted with Si solar cells, 
batteries and antenna on a printed-circuit 
board 10 inches in diameter. 

621.396.61:621.396.662.6 3175 
The Design of a Highly-Stable Short-Wave 

Exciter Stage with Decade Switching in the 
Range 1.5—30 Mc/s—H. Valdorf and R. 
Klinger. (Frequenz, vol. 14, pp. 335 343; Octo¬ 
ber, 1960.) A crystal-controlled oscillator pro¬ 
vides the standard frequency from which the 
output frequencies are derived by multiplica¬ 
tion, mixing and division. Decade switching in 
1-kc steps and facilities for interpolation are 
available in the unit described. 

TUBES AND THERMIONICS 

621.382.2 3176 
Properties and Applications of Semiconduc¬ 

tor Diodes— H. F. Grave. (Elektrotech. Z., Edn 
A, vol. 81, pp. 761 767; October 24, 1960.) 
Circuits for class-B and class-C demodulation 
are given, and diode applications in the field of 
HF and h.v. measurement, and as protective 
and control devices are briefly reviewed. 

621.382.2 3177 
Investigation of the Characteristics of Ger¬ 

manium Diodes—I. M. Senderikhin and P. V. 
Sharavskil. (Fiz. Tverdogo Tela, vol. 2, pp. 
1497 1505; July, 1960.) Static and pulse char¬ 
acteristics of thermistors and Ge point-contact 
and junction diodes are discussed in relation to 
thermal effects. 

621.382.2 3178 
Contribution to the Theory of Thermal 

Breakdown of Germanium Diodes I. M. Sen¬ 
derikhin. (Fiz. Tverdogo Tela, vol. 2, pp. 1506-
1517; July, 1960.) The reverse characteristics of 
Ge point-contact and junction diodes are ana¬ 
lyzed and general theory of thermal breakdown 
is proposed. In point-contact diodes breakdown 
occurs earlier due to the field effect. 

621.382.2 3179 
Field-Effect Pinch-Off of Surface Leakage 

in High-Voltage Diodes—T. Kan. (Solid-State 
Electronics, vol. 2, pp. 68 69; January, 1961.) 
It is shown how reduced surface leakage and in¬ 
creased reverse-breakdown voltage can be 
achieved by proper geometry, so as to utilize 
the field-effect pinch-off. 

621.382.22 3180 
The Electrical Properties of Extensive Cur¬ 

rent Paths in Space-Charge Regions Close to 
the Surface of Semiconductors -E. Grosch¬ 
witz, E. Hofmeister, and R. Ebhardt. (Z. 
angew. Phys., vol. 12, pp. 544 557; December, 
1960.) Theoretical treatment of surface cur¬ 
rents in inversion layers, particularly relating 
to conditions in point-contact semiconductor 
diodes. See also 2799 of August. 

621.382.23 3181 
Construction and Characteristics of Silver-

Bonded Diodes—S. Kita. (Rev. Elect. Commun. 

Lab., Japan, vol. 9, pp. 26 30; January/Febru-
ary, 1961.) 

621.382.23 3182 
High-Frequency Power in Tunnel Diodes— 

G. Dermit. (Proc. IRE, vol. 49, pp. 1033-
1042; June, 1961.) An expression is developed 
for HF tunnel-diode power with a simple dis-
sipative load and for signals confined within 
the nearly linear range of the diode negative 
resistance. Results are plotted for Ge and 
GaAs. 

621.382.23 3183 
The Equivalent Noise Current of Esaki 

Diodes—R. A. PuceL (Proc. IRE, vol. 49, pp. 
1080 1081; June, 1961.) 

621.382.23 3184 
Gallium Antimonide Esaki Diodes for 

High-Frequency Applications— C. A. Burrus. 
(Proc. IRE, vol. 49, p. 1101; June, 1961.) Di¬ 
odes have been made, using both p- and n-type 
material, by methods similar to those applied 
for GaAs (J. A ppi. Phys., vol. 32, pp. 1031-
1036; June, 1961.). They have been tested as 
oscillators in the 50-Gc range. 

621.382.23:621.372.44 3185 
Some Effects of Material Parameters on 

the Design of Surface-Space-Charge Varactors 
—D. R. Frankl. (Solid-State Electronics, vol. 
2, pp. 71-76; January 1961.) Theoretical dis¬ 
cussion of the effects of material parameters 
(semiconductor and dielectric materials and 
layer thicknesses) on the capacitance variation 
and cut-off frequency of varactor diodes. 

621.382.23:621.375.9 3186 
A Millimetre-Wave Esaki-Diode Ampli¬ 

fier—C. A. Burrus and R. Trambarulo. (Proc. 
IRE, vol. 49, pp. 1075 1076; June, 1961.) 
Amplification with Esaki diodes has been 
achieved in the frequency range 55-85 Gc. 
Gain was 20 db with 40 Me bandwidth. Noise 
figure was 16-18 db, mainly due to circuit 
losses. 

621.382.3:621.317 3187 
Transistors in Measurement Techniques: 

Properties and Application—H. Schneider. 
(Elektrotech. Z., Edn A, vol. 81, pp. 767-773; 
October, 1960.) Analysis of the properties and 
characteristics of transistors to assess their 
suitability for various measurement applica¬ 
tions; the advantages and disadvantages in 
comparison with relays and thermionic tubes 
are indicated. 

621.382.3:621.318.57 3188 
Storage Time of a Transistor with a Decay¬ 

ing Turn-Off Current —D. M. Taub. (Proc. 
IEE, pt. B, vol. 108, pp. 344 347; May, 1961.) 
A theoretical calculation of the storage time. 

621.382.3.002.2 3189 
Methods of Producing Stable Transistors 

—J. J. A. Ploos van Amstel. (Philips Tech. 
Rev., vol. 22. pp. 204 214; March 14. 1961.) 
Very stable Ge transistors are produced by 
“surface forming at 140° C, with the transistor 
encapsulated in a mixture of silicone grease, 
boracic acid and arsenic. 

621.383 3190 
Photoelectric Cells and Photomultipliers 

J. Sharpe. (Electronic Tech., vol. 38, pp. 196-
201 and 248 256; June and July, 1961.) A re¬ 
view of the properties and applications of pho-
toemissive cells and photomultiplier tubes. 

621.383.5 3191 
The Influence of the Surface Recombina¬ 

tion Velocity and the Absorption Coefficient on 
the Transient Characteristics of Photodiodes— 
A. A. Grinberg and N. B. Strokan. (Fiz. 
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Tverdogo Tela, vol. 2, pp. 1536-1541; July, 
1960.) 

621.385.032.213.23 3192 
Emission of Negative Ions of Oxygen from 

Dispenser Cathodes: Parts 1 & 2—N. A. Sur¬ 
plice. {Brit. J. A ppi. Phys., vol. 12, pp. 214— 
219 and 220-221 ; May, 1961.) Report of experi¬ 
mental investigations of negative-ion emission 
from cathodes of BaO in sintered Ni and of sin¬ 
tered W impregnated with Ba aluminate. 

621.385.032.213.23 3193 
The Emission Equation of the Oxide Cath¬ 

ode—J. Ruf. {Telefunken—Röhre, no. 37, pp. 
79 132; October, 1960.) Thermionic-emission 
theory is reviewed and emission equations re¬ 
lating to various models of oxide cathode are 
given (46 references). 

621.385.032.213.23 3194 
The Evaluation of Oxide-Cathode Quality 

by Shot-Noise Tests—L. G. Sebestyen. (J. 
Brit. IRE, vol. 21, pp. 463-467; May, 1961.) 
The shot-noise test appears to be more sensitive 
than other methods and does not affect the 
cathode. Simple test equipment is described. 
See also 4018 of 1958 (Dahlke and Dlouhy). 

621.385.2 3195 
The Effect of Elastically Reflected Elec¬ 

trons on the Characteristics of a Thermionic 
Diode — K. H. V. Booth and I. A. Harris. 
{Proc. Roy. Soc. {London) A, vol. 261, no. 
1304, pp. 134 152; April, 1961.) The elastic 
reflection of slow electrons (<2 ev) in a diode 
with an oxide-coated cathode has a major effect 
on the I/v characteristic and the electric field 
distribution. 

621.385.3:621.396.61 3196 
Calculation of Optimum Operational Data 

of Transmitter Valves G. Schuster. {Hoch-
frequenriech. u. Elektroakust., vol. 69, pp. 124— 
132; August, 1960.) Calculations and charac¬ 
teristic curves refer to the use of a power triode 
in induction heating equipment, but are of gen¬ 
eral application in determining optimum oiær-
ating conditions. 

621.385.3.029.6 3197 
Applications of Microwave Triodes— 

J. P. M. Gieles. {Philips Tech. Rev., vol. 22, 
pp. 16-28; November 4, 1960.) A comprehen¬ 
sive survey of current practice in the commer¬ 
cial field. 

621.385.6:537.533.08 3198 
Electron-Beam Analyzer using a Piezo¬ 

electric Scanner —T. Fujii. {Rev. Sei. Instr., 
vol. 32 pp. 434 444; April, 1961.) This instru¬ 
ment measures transverse current density dis¬ 
tributions of high-density electron beams 
using a moving pinhole target driven by a pair 
of BaTiOj elements. Sampling can be carried 
out very close to the anode aperture of an elec¬ 
tron gun 

621.385.6:621.375.9:621.372.44 3199 
A Low-Noise Microwave Quadrupole Am¬ 

plifier—A. Ashkin. (Proc. IRE, vol. 49 pp. 
1016-1020; June, 1961.) The design of a 
quadrupole amplifier is discussed and experi¬ 
mental results using a frequency of 4137 Me 
are described. At a gain of 19 db the measured 
double-channel noise figure is 0.79 db. 

621.385.62/.63:621.391.832.4 3200 
New Results on Frequency Multiplication 

and Nonlinear Phase Distortion in Klystrons 
and Travelling-Wave Tubes F. Paschke. 
{RCA Rev., vol. 22, pp. 162-184; March, 1961.) 
The nonlinear space-charge-wave equation is 
solved by third-order successive approximation. 
Phase delay and frequency multiplication ef¬ 
fects agree well with experimental observations. 

621.385.623.5 3201 
Effect of Magnetic Fields upon Reflex-

Klystron Characteristics—M. E. Brodwin and 
J. W. Davis. {Rev. Sei. Instr., vol. 32, pp. 223-
224; February, 1961.) Experimental results 
show that magnetic control of frequency is as 
effective as repeller control, and that the con¬ 
trolling elements are independent of the klys¬ 
tron power supply. This system should be ad¬ 
vantageous for the stabilization of high-voltage 
mm-wave klystrons. 

621.385.63 3202 
Power Carried by the Cyclotron Waves and 

the Synchronous Waves on a Filamentary 
Electron Beam—S. Saito. Proc. IRE, vol. 49, 
pt. 1, pp. 969-970; May. 1961.) 

621.385.63:621.373.423 3203 
An Electrically Tunable Microwave Oscil¬ 

lator with High Efficiency and a Constant Out¬ 
put Level Independent of Frequency— W. 
Eichinand H. Heynisch. {Nachrtech. Z., vol. 13, 
pp. 457-461; October, 1960.) The oscillator 
described consists of a combination of a back¬ 
ward-wave oscillator with a traveling-wave 
amplifier system in the same envelope and 
coupled by a common electron beam. The effi¬ 
ciency obtainable is that of a traveling-wave 
tube. Experimental results are given which 
were obtained with modified traveling-wave 
tubes containing a section of interdigital line or 
an eccentrically arranged helix, operating in 
the 4-6-Gc region. 

621.385.63:621.375.9:621.372.44 3204 
Excitation and Amplification of Cyclotron 

Waves and Thermal Orbits in the Presence of 
the Space Charge—R. Adler, A. Ashkin, and 
E. I. Gordon. {J. A ppi. Phys., vol. 32, pp. 
672-675; April 1961.) The effect of space¬ 
charge on the motion of an electron beam and 
its individual electrons in the transverse fields 
of cyclotron-wave amplifiers is considered. The 
effect is such that low-field quadrupolar ampli¬ 
fiers do not saturate at low gains. 

621.385.63:621.375.9:621.372.44 3205 
Travelling-Wave Analysis of a Class of 

Parametric Amplifiers Based upon the Hill 
Equation— R. W. Fredricks. {J. Appl. Phys., 
vol. 32. pp. 901 904. May. 1961.) Formulas are 

deduced for the complex wave number of 
beams, and conditions for growing-wave solu¬ 
tions are presented. The case of a sinusoidal 
pump field variation is treated, the optimum 
condition obtains when the pump frequency is 
twice the beam natural frequency. 

621.385.632:621.391.822 3206 
Noise Smoothing by Reactive Damping in 

Finite Multi-velocity Electron Beams -J. 
Berghammer. {RCA Rev., vol. 22, pp. 185 194; 
March, 1961.) In an electron beam with rec¬ 
tangular velocity distribution a pair of reac-
tively damped waves exist in addition to the 
Hahn-Ramo waves. Noise smoothing can re¬ 
sult in long low-velocity beams of high density. 

621.385.632.12 3207 
Propagation of E.M. Waves along a Helix 

—R. Dingeldey and A. Cunliffe. {Electronic 
Tech., vol. 38, pp. 262 266; July, 1961.) The 
introduction of an inner conductor along the 
axis of a helix to provide electrostatic focusing 
in a traveling-wave tube is considered. The in¬ 
ner conductor allows both slow and fast waves 
to be propagated corresponding respectively to 
the waves propagated along the helix and the 
conductor. Each is modified by the presence of 
the other. Experimental data are discussed. 

621.385.69:621.372.2 3208 
Distributed Amplifier Tube—T. Kojima. 

{Rev. Elect. Commun. Lab., Japan, vol. 8, pp. 
343-368; July/August, 1960.) The anode and 
grid are helical lines with a common velocity of 
propagation for EM waves. Theory of ampli¬ 
fication and measured characteristics are given 
for two experimental tubes, one of which has 
an operating range 0 150 Me. See 1081 of 1960. 

621.385.832 3209 
Dynamic Deflection Sensitivity of Inclined 

Deflection Plates -E. Gundert. {Telefunken— 
Röhre, no. 37, pp. 5-16; October, 1960.) The 
deflection angle of an electron beam at the end 
of inclined deflection plates is calculated for 
frequencies at which electron transit time is no 
longer negligible with respect to the period of 
the deflection voltage. The plate length for the 
largest deflection angle is also calculated. 

621.385.832:681.142 3210 
Design of a High-Resolution Electrostatic 

Cathode-Ray Tube for the Flying-Spot Store— 
H. G. Cooper. {Bell Sys. Tech. J. vol. 40, pp. 
723-759; May, 1961.) The design is discussed 
in relation to optimum gun performance and 
minimum deflection focusing. A substantial re¬ 
duction is effected in beam aberrations due to 
fringing of the deflection fields. 

621.387:621.362 3211 
Calculation of the Maximum Efficiency of 

the Thermionic Converter J. II. Ingold. {J. 
Appl. Phys., vol. 32, pp. 769-772; May, 1961.) 

621.362:621 387 3212 
Oscillations and Saturation-Current Meas¬ 

urements in Thermionic Conversion Cells— 
Zollweg and Gottlieb. (See 3122.) 




