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Poles and Zeros 

Plasma. On those occasions 
when a Special Issue of the 
Proceedings is assembled, 
the Editor uses this page to say 

a word about the issue. On this occasion, as usual, the Editor 
was preparing his “gaseous discharge” when he received a 
copy of the excellent introduction to this Special Issue. 
Messrs. Herold and Dow had produced such an all inclusive 
introduction that the Editor’s “discharge” was thoroughly 
quenched. Your attention, therefore, is directed to the “Intro¬ 
duction to the Plasma Physics Issue,” page 1747. 

One cannot, however, fail to emphasize and acknowledge 
the outstanding effort of Guest Editor E. W. Herold and his 
Co-Guest Editor D. G. Dow. Their work, with the coopera¬ 
tion of the contributing authors, has produced this unusually 
well balanced treatment of an increasingly important subject. 
Not only did these editors solicit, review, and accept the 
eighteen papers that comprise the issue but also they sug¬ 
gested the cover design. As an addenda to this issue, for 
those with a special interest in the propagation aspects of the 
subject, watch for the January, 1962, issue of the Transac¬ 
tions of the Professional Group on Antennasand Propagation. 

Tutorial. The Board of Editors is aware of its primary 
responsibility to bring to IRE members the most up-to-date 
material of broad general interest and the most recent ad¬ 
vances in all phases of the art. It discharges this responsibility 
through the pages of the Proceedings. The Board is equally 
aware of its obligation to provide IRE members with the op¬ 
portunity to inform themselves of the essence of areas cognate 
to their own specialty. To satisfy this latter need and to meet 
its clear responsibility the Board of Editors has evolved an 
extensive plan for a series of review and tutorial papers. 

To initiate this plan, suggestions were solicited from the 
Editors of the Professional Group Transactions. This solici¬ 
tation, supplemented by ideas from the members of the Board, 
resulted in an initial list of over thirty topics and suggestions 
for authors for each. The Managing Editor then began the 
task of inviting selected authors to prepare contributions for 
publication in the Proceedings for this series of review and 
tutorial papers. Through the splendid cooperation of L. A. 
Zadeh, the series started in the October, 1961, issue. Professor 
Zadeh, a leading authority on the subject, presented Part I 
of a survey of time-varying network theory. 

It is the hope of the Board of Editors that this new series 
of papers will enhance the value of the Proceedings to IRE 
members. It may not, however, meet the needs and desires of 
all members. To assure that all subjects of interest are ulti¬ 
mately covered, you are in vited to send in your suggestions for 
topics and authors to the Managing Editor. 

Dreams May Come True. For many years there has been 
an increasing tendency to ask why the profession of radio and 
electrical engineering should be represented by two profes¬ 
sional technical societies. At the grass roots there has been an 
effort to compensate for this situation by a growing number 
of cooperative ventures, and this same tendency has been 
spreading to regional activities as well. Nevertheless, there 
has been a continuing trend toward the proliferation of meet¬ 
ings, redundancy of subject matter, and conflict of interest 
where there should be solidarity and a single minded ap¬ 
proach to the same area of interest. 

October, 1961, may well be a date never to be forgotten in 
the electrical and radio engineering profession. During that 
month, through arduous work on the part of members of 
both IRE and AI EE, through fortuitous circumstances, and 
through a sincere desire to move in a direction dictated by the 
dear necessity of the profession as a whole, the Boards of 
Directors of I RE and AI EE pass’ed resolutions looking toward 
the possible amalgamation of the two organizations and the 
formation of a single organization for the entire profession. 
President Berkner’s letter to Section Chairmen giving the 
background of this entire proposal will be found on page 1743. 
It deserves your thoughtful consideration. 

Student Affairs. Student membership in IRE continues to 
grow. In recognition thereof and with full realization of the 
significance of its program for students in the further growth 
and development of IRE, a new and important post has been 
added to the headquarters staff. The Executive Committee 
authorized the organization of student affairs into a separate 
division of the IRE administration, and the appointment of 
an appropriate person to be designated as Student Affairs 
Secretary. It is a pleasure to announce the appointment of 
W. Reed Crone to this newly created position. The “IRE 
News and Notes” section of this issue of the Proceedings 
provides additiona’ detail. We welcome Mr. Crone and wish 
him success in this new venture. 

Section News. At its meeting in October, the Executive 
Committee approved the petition for the formation of an IRE 
Section in France. The section, to be known as the French 
Section, is Number 111; may it grow and prosper. 

Texas claims another big first! The El Paso Section held 
a regular section meeting at Radio Station XEI.O in Juarez. 
Chihuahua, Mexico. They believe this to be the first regular 
meeting of a United States Section to be held in another 
country. IRE goes international again!— F. H., Jr. 
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Bertram R. Tupper (A'36-SM'46-F’54) was born in Vancouver, British Columbia, on 
April 15. 1906. He received his B.Sc. degree from the University of British Columbia, Van¬ 
couver, in 1928. 

After graduation he was employed by the British Columbia Telephone Company in the 
Transmission Engineering Department. The company was interested in the possibility of 
serving the Northern British Columbia coast by Radiotelephone, and the North-west Tele¬ 
phone Company, an associate company, was formed for this purpose. As Radio Engineer for 
the North-west Telephone Company, he took a leading part in building up a large medium 
frequency point-to-point and ship-to-shore network on the B.C. Coast. 

In 1942 he was appointed Radio Consultant to the joint military services in the Pacific 
Coast area. The Telephone Company acted as prime contractors in providing defense com¬ 
munication in British Columbia and as a result of these defense requirements to the off-shore 
islands, FM VHF radio systems were built up which provided voice and teletype circuits 
between the radar sites and operational bases. Since 1958, he has been Chief Engineer of the 
British Columbia Telephone Company, which is an affiliate of General Telephone and 
Electronics Corporation, and which recently absorbed the North-west Telephone Company 

Mr. Tupper has served as a member of Sir Robert Watson Watts’ Canadian Air Defence 
Communications Evaluation Committee in 1953-1954. For two years, he has been Chairman 
of the Electrical Board of Examiners for the Association of Professional Engineers of British 
Columbia and is a past Chairman of the Vancouver Section of the IRE. 

He received the IRE Fellow Award in 1954 in recognition of his application of radio tech¬ 
niques to the extension of toll telephone services in Canada. 
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Open Letter from the President 
The following letter from Lloyd V. Berkner, President of the IRE, is self-explanatory with reference to the 
actions of the two Boards concerning the possible consolidation of the IRE and AI EE. This letter is pub¬ 
lished to provide full information to the IRE members.—The Editor 

October 20, 1961 

Dear Mr. Section Chairman: 

At its meeting on October 18, 1961, the IRE Board 
of Directors took action which makes possible future 
joint measures by IRE and AIEE aimed towards con¬ 
solidation of their resources, membership and activities 
into a single new professional society dealing with the 
whole range of radio and electrical engineering and re¬ 
lated professional interests. At its meeting on October 
20, 1961, the Board of Directors of the AIEE took simi¬ 
lar action. The action taken by the two Boards at this 
time is no more than a preliminary step toward the 
formulation of specific proposals on which each Board 
and the membership of each society must act subse¬ 
quently in accordance with their statutes. Nevertheless, 
the proposal is now at a stage that the IRE Board 
desires the broadest possible discussion on the part of 
IRE membership. The Board has therefore instructed 
me to communicate with the Sections asking for their 
views after their careful consideration of the substantive 
effects of the proposal. The resolution of the Board is 
appended hereto. 

Formation of a single professional radio and electrical 
engineering society through combination of IRE and 
AIEE is a matter of major international professional 
importance. I shall endeavor to outline the reasons that 
have led the IRE and AIEE Boards to join in discus¬ 
sions that open the potentiality of merger of the two 
societies into a single professional society in our field of 
technology. All related factors deserve the most mature 
consideration. But above all, the decision should be 
reached primarily on the judgment of that course of 
action that would lead the radio, electrical and elec¬ 
tronic profession to develop in the most healthy and 
fruitful fashion. 
The AIEE was founded as a New York corporation 

in 1884 to meet the professional needs represented in a 
growing power, telephone and telegraph industry. 
AIEE now has about 65,000 members, headquarters in 
the new Engineering Building in New York, and re¬ 
sources of about 81.5 million. 
As you well know, the IRE was founded as a New 

York corporation in 1912 to meet the professional needs 
represented in radio communications. IRE now has 
about 92,000 members, its own headquarters in New 
York and resources of about 84.5 million. 

Because of the basic evolution of each Institute to¬ 
ward the broad methods of electronics, on which both 
societies are founded, there has been an increasing over¬ 
lap of interest in the two societies. This overlap has been 
in evidence in a number of ways. 

1) Between 5000 and 6000 engineers are members of 
both AIEE and IRE. 

2) Some technical standards committees of the two 
societies deal with similar standards problems that 
have produced conflicts. This has led to establish¬ 
ment of joint AIEE-IRE standards committees. 
Both societies deal with overlapping standards in 
the international field through ASA and I EC. 

3) Standards for admission in the two societies are 
generally equivalent and by agreement members 
in a given grade of one society are admitted, upon 
application, to the corresponding grade in the 
other without further examination. 

4) AIEEand I RE have formed joint student branches 
at many universities and technical institutes to 
avoid the obvious conflicts of common interest 
that arise from similar student interests in the 
same university departments. 

5) Both IRE and AIEE are members of the Engi¬ 
neers’ Council for Professional Development 
(ECPD), where their interests are very similar. 
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Moreover, the rapid evolution of training in radio, 
electrical and electronic engineering and in ap¬ 
plied physics, in the universities and in industry is 
toward an identical curriculum for members of the 
two societies. 

6) There is a broad overlap of much of the material 
published by the two societies. 

7) A large number of local and U. S. national meet¬ 
ings are jointly sponsored by I RE and AI EE. The 
two societies have a major problem in avoiding the 
duplication and unnecessary proliferation of meet¬ 
ings on similar subjects. 

8) AI EE is evolving toward formation of technical 
groups, very similar in purpose to the Professional 
Groups of IRE. This evolution promises a great 
increase in the area of conflict and duplication be¬ 
tween the two societies. 

The administration of these joint activities is com¬ 
plex and necessarily incomplete and consuming of major 
time and effort of the profession. Equivalent time on 
positive professional programs would greatly strengthen 
the profession. 

Moreover, the areas of conflict are steadily enlarging 
as the advance of electronics brings both societies ever 
more into the same areas of interest, t ypical examples 
of the problems that could be avoided by synthesis of 
the two societies are mentioned below: 

1) Under one society and one Editorial Board, the 
publications of the two societies could be tailored 
for much better coverage of our professional field. 
Members would have a wider choice of the type 
of publications individually desired. 

2) Meetings in the whole field could be simplified and 
duplication automatically avoided. Attendance 
would be improved. 

3) The danger of increasing overlap and conflict of 
the IRE’s professional groups and Al EE’s tech¬ 
nical groups could be avoided. The whole field of 
professional specialized technical societies could be 
more rationally covered by 35 to 40 professional 
groups of the new society. 

4) The administration of student sections would be 
simplified, and one publication, such as the IRE 
Student Quarterly, would serve the combined 
student needs. 

5) Sectional activities would be simplified, the 
strengths of small sections enhanced, and activi¬ 
ties in professional group chapters would become 
more rational. 

6) Standards activities would be simplified, and dan¬ 
gers of conflict entirely removed, especially in view 
of IRE’s vigorous participation in international 
standardization. 

7) The new society would enjoy the international 
character of IRE with its attendant advantages. 

Likewise, it would carry the mantle of a “founder” 
society brought to it by AIEE. 

8) The combined headquarters staffs could provide 
a much broadened service to our membership, our 
section organization, our professional group struc¬ 
ture, our regional, national and international 
meetings, our technical committees, and our pub¬ 
lication structure through reduction in duplica¬ 
tion. 

The synthesis of the new society would create an in¬ 
ternational professional institute with a membership of 
more than 150,000, an annual budget of about 86,000,-
000, and publications of great breadth and depth with 
wider opportunity for choice. The opportunities of its 
membership would be substantially increased within the 
new framework that is promised. The present office 
space controlled by IRE and AIEE appears sufficient 
to service the new institute, but with the elimination of 
obvious elements of duplication the service to the mem¬ 
bership by the combined headquarters staffs would be 
substantially broadened. 

Over the years there have been a number of joint 
committees charged with exploring possible areas of 
mutual interest, beginning with the attempt (1922) to 
merge the two societies in which Dr. Alfred N. Gold¬ 
smith (Founder IRE) and Professor A. E. Kennelly 
(then Past President of the IRE and President of the 
AIEE) were active. In spite of their efforts, the attempt 
failed because of the then preoccupation of AIEE in 
nonradio activities. The most recent committee was 
established in 1960, with Donald G. Fink as Chairman 
for the IRE, which seriously discussed the possibility 
of merger. 

The emergence of electronics in the broad sense has, 
since that time, brought the two societies into more in¬ 
timate juxtaposition. Typical is the growing preoccupa¬ 
tion of both societies in the fields of surface and satellite 
communications, automatic control, computer tech¬ 
niques, magnetohydrodynamics and plasma physics 
(with its promise of nonrotating and more efficient 
power generation), solid-state physics, information the¬ 
ory, instrumentation, and a host of other new technical 
developments which are of common concern to both. 
Only merger of the two societies can avoid an ever 
larger scale duplication, overlap, and conflict since the 
membership of the two societies draw their strength in 
ever greater measure from the same basic scientific ele¬ 
ments and the same educational backgrounds. 

Therefore, the future of the radio, electrical and elec¬ 
tronic professions would appear to be greatly benefited by 
synthesis ol the two societies into a single institute. 

For these reasons, the two Boards have felt that 
thorough exploration of a possible merger would be in 
the best interests of our members and of the profession. 

The steps in this exploration have been as follows: 
1) In January, 1961, Junior Past President Ronald L. 
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McFarlan, acting on my behalf, was invited to meet 
with the Board of AI EE in New York for discussion of 
mutual IRE-AIEE problems. 
2) On March 20, 1961, the Board of IRE invited 

President Clarence Linder, AIEE, to join it at a lunch¬ 
eon where the mutual problems of IRE and AIEE and 
past history of attempts toward merger were discussed 
fully and frankly. At that meeting it became evident 
that while many mechanical problems of merger stood 
in the way, the professional interests of our membership 
should be the primary objective of closer cooperation. 

3) At the Executive Committee meeting of April 27, 
1961, I reported on a conversation which I had had with 
President-elect of AIEE Warren Chase, to explore I RE-
AI EE cooperation. It was the consensus of the Execu¬ 
tive Committee that I be authorized to appoint a suit¬ 
able member of I RE to a committee, without limitations 
of scope, to discuss IRE-AIEE relations in conjunction 
with a suitably appointed delegate selected by AIEE. 
The Board of Directors of IRE, at their meeting the 
next day, April 28, concurred with the recommendation 
of the Executive Committee, whereupon, I appointed 
Dr. Patrick E. Haggerty as the IRE representative to 
that committee and the AIEE appointed Fellow 
Richard Teare. 
4) Haggerty and Teare met in Pittsburgh, Pa., on 

May 21, 1961. During their discussion it became appar¬ 
ent that continued cooperation was becoming so com¬ 
plex to administer, and the danger of serious conflict was 
so rapidly increasing, that the possibilities of merger 
should be considered without delay. In the view of 
Haggerty and Teare the profession would be greatly 
strengthened by synthesis of AIEE and IRE into a 
single radio, electronic, and electrical engineering insti¬ 
tute. They specifically recommended that Warren Chase 
and I appoint an ad hoc committee to explore this possi¬ 
bility more critically. 

5) Upon this recommendation 1 acted to appoint P. E. 
Haggerty (now President-elect IRE) and Ron McFar¬ 
lan (Junior Past President IRE) and Haraden Pratt 
(Secretary and Past President IRE), while President 
Warren ('luise of AIEE appointed Clarence Linder 
(Junior Past President AIEE) and Richard Teare 
(Chairman AIEE Committee on Coordination). Chase 
and I served as ex-officio members. 

6) This quasi-official Committee met in New York 
on September 13, 1961, to explore the problems of merg¬ 
er. The general recommendations were: 

a) That in spite of mechanical problems, the pro¬ 
fessional advantages outweighed these problems, 
and that the two Institutes should move actively 
toward merger into a new professional society. 

b) That the Committee should be voted authority 
by both Boards to draft statutes for a single soci¬ 
ety into which IRE and AIEE could be merged. 

These statutes could then be considered by the two 
Boards and, if satisfactory, referred to the mem¬ 
bership of the two societies for adoption. 

7) On October 18, 1961, and October 20, 1961, re¬ 
spectively, the IRE and AIEE Boards accepted the 
report. The Committee on formulation of plans for 
merger of AIEE and IRE into a single society has been 
activated with the membership shown in the resolution 
attached. Statutes and bylaws for eventual considera¬ 
tion by the Boards, publication and final action of the 
membership, will be drawn in the coming weeks. 

As these plans have developed, I have consulted per¬ 
sonally with many leaders and Section Chairmen of 
IRE. In the balance I have encountered a most favor¬ 
able and enthusiastic response to the preliminary pro¬ 
posals. The feeling seems general that so much pro¬ 
fessional strength could be acquired by suitable action, 
that the mechanical problems should be appropriately 
solved in the interest of professional advantage. 

I came away from the discussions of September 13, 
with the feeling that amalgamation could be accom¬ 
plished without losing the vital aspects of I RE organiza¬ 
tion that have made it great. Both AI EE and 1 RE negoti¬ 
ators have approached the problem with a sense of 
statesmanship that would look to creation of a new 
institute having the best characteristics of both the I RE 
and the AIEE, at the same time dropping outmoded 
procedures. Both sides recognized that evolution of the 
profession requires changes from time to time that must 
be clearly foreseen, and undertaken promptly if the 
profession is to prosper. 

I therefore ask you to discuss this whole matter in 
your next Section meeting, and advise me of your 
views before December 1, 1961, so that the drafting 
committee may have the benefit of your thinking. 

Sincerely yours, 

RESOLUTION 

WHEREAS, the Board of Directors of The Institute 
of Radio Engineers and the Board of Directors of the 
American Institute of Electrical Engineers have con¬ 
cluded that the advancement of the theory and practice 
of electrical and radio engineering, and the educational 
and scientific objectives of both Institutes, may be bet¬ 
ter served by a merger or consolidation of the two Insti¬ 
tutes into one organization in which all present mem¬ 
bers would be included, and in which they would enjoy 
the same rights and privileges now conferred upon them 
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by their separate organizations, and it appearing that 
such consolidations would not affect the Institutes or 
their members, now therefore, be it 

RESOLVED, that the Board of Directors of IRE 
deems it advisable, in accordance with the stated objec¬ 
tives of IRE, to move actively toward the consolidation 
of the activities and organization of IRE with those of 
the American Institute of Electrical Engineers (AIEE), 
by consolidation or otherwise, provided that the legal 
and operational problems incident to such consolidation 
can be satisfactorily resolved, and 
FURTHER RESOLVED, that Lloyd V. Berkner, 

Patrick E. Haggerty, Ronald L. McFarlan, and Hara-
den Pratt, be and they hereby are appointed to join 
with Warren H. Chase, Clarence H. Linder, B. Richard 
Teare, Jr., and Elgin Robertson, when appointed by the 
Board of Directors of AIEE, as members of a commit¬ 
tee, which shall be authorized and directed to undertake 
such studies as they shall deem necessary and appropri¬ 
ate to determine the feasibility, practicability and form 
of such consolidation, and to make a report thereon to 
the Boards of the two Institutes not later than Febru¬ 
ary 15, 1962, with a view to submission to a vote of the 
memberships of the two Institutes, and consummation, 
if so approved, by January 1, 1963, and 
FURTHER RESOLVED, that such committee shall 

be authorized to meet with the officers, directors and 
representatives of the two Institutes to consider the 
proposed amalgamation of the two groups and to make 
available to such persons such documents and informa¬ 
tion relating to I RE as such committee deems advisable 
under the circumstances, and 
FURTHER RESOLVED, that this committee be 

directed to prepare, in consultation with representa¬ 
tives of IRE and AIEE, a proposed constitution and 
bylaws and such other documents as counsel may rec¬ 
ommend, with ¿i view to submission thereof to the 
Boards of Directors of the two Institutes on or before 
February 15, 1962, and 
FURTHER RESOLVED, that the proper officers 

and directors of the Institute of Radio Engineers be and 
they hereby are authorized and directed to cause a copy 
of these resolutions to be delivered to the Board of Di¬ 
rectors of the American Institute of Electrical Engi¬ 
neers, and 

FURTHER RESOLVED, that these resolutions shall 
become effective as soon as the President of the I nstitute 
of Radio Engineers has been notified in form satisfactory 
to him and to counsel for the Institute of Radio Engi¬ 
neers that the Board of Directors of the American 
I nstitute of Electrical Engineers has adopted resolutions 
substantially to the effect of these presents. 
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Introduction to the Plasma Issue* 
D. G. DOWf, MEMBER, IRE AND E. W. HEROLD J, FELLOW, IRE 

Guest Editors 

I IE study of the physics of ionized gases has had 
I a long and complicated history.The word “plasma” 

was first coined by Langmuir and Tonks in 1929 
to denote a gas in which an important fraction of the 
molecules are dissociated into ions and electrons, the 
gas as a whole remaining electrically neutral. The lab¬ 
oratory study of plasmas, of course, had been pursued 
long before that, many important discoveries in the 
realm of gas discharge phenomena having been made in 
the 1800’s. These studies, continuing into the Twentieth 
Century as exemplified by the work of Langmuir, served 
.is the foundation for many practical electronic devices 
used for the generation, rectification, and control of 
electrical energy. The plasmas used in these devices 
usually have a low-charge density, and the fractional 
ionization is ordinarily less than one percent. This small 
percentage of ionization is sufficient to provide good 
electrical conductivity which can be controlled ex¬ 
ternally , but it is difficult to study theoretically because 
ol the numerous competing processes involving neutral 
atoms, metastable atoms, ions, electrons, and collective 
oscillations of ions and electrons. 

With the progress made in astronomy and theoretical 
physics in the early part of the Twentieth Century, it 
was realized that most of the matter in the Universe, 
that in the stars, exists in the fully ionized state. Thus, 
a new form of plasma physics evolved in which the stud} 
was largely theoretical, and was concerned with matter 
at immensely high temperatures and pressures, the lat¬ 
ter being balanced by the gravitational forces of the 
stars. Much of the work currently of interest and many 
of the men of greatest stature in the field of plasma 
physics started in the field of astrophysics. 

Recently the astrophysicists have tackled problems 
which are more earthbound, although hardly any less 
exotic. The advent of an understanding of thermo¬ 
nuclear fusion, and its possibilities for the generation of 
power, have created a great deal of activity concerned 
with high density, high temperature plasmas of terres¬ 
trial design. Since these cannot be confined by gravita¬ 
tional forces as they are in the stars, magnetic methods 
of confinement must be used, and a large amount of 
theoretical and experimental work has been conducted 
with an eye toward the generation and containment of 
hot dense plasmas by magnetic fields. In the U.S.A., 
this area of study began under the AEC-sponsored 
Sherwood project, which was originally highly classified, 

* Received by the IRE, October 13, 1961. 
t California Institute of Technology, Pasadena, Calif. 
j Varian Associates, Palo Alto, Calif. 

and thus developed a language and fraternity of its own 
before most of it was declassified in 1958. 

A third group of investigators in the realm of plasma 
physics consists of those who were originally aero-
dynamicists. As airborne vehicles move faster and faster, 
their effect on the environment increases. One of the 
principle manifestations of this is the increasing temper¬ 
ature, eventually reaching a range in which appreciable 
ionization takes place, making the air conductive. The 
equations of gas dynamics are modified by this conduc¬ 
tivity, and thus plasma physics is an important area of 
study for those in the missile and aircraft fields, in addi¬ 
tion, the high temperatures which exist in rocket Hames 
lead to appreciable ionization, and the conductivity of 
this material may be an important consideration. Re¬ 
cently, the desirability of extremely high velocity rocket 
exhaust has led to attempts to use electrically-acceler¬ 
ated particles for rocket propulsion. 

Einally, we should discuss the field of radio propaga¬ 
tion which has made important contributions to the 
understanding of plasmas and their interaction with 
electromagnetic radiation. It has long been recognized 
that portions of the earth’s upper atmosphere are ionized 
enough to cause refraction and reflection of radio waves. 
The basis for much of the world’s long range communi¬ 
cation is the fact that the ionospheric layers will reflect 
radio signals with greater or lesser amounts of attenua¬ 
tion depending on the frequency, ion (and thus electron) 
density, and altitude (and thus the neutral density). In 
order to understand and make use of this phenomenon, 
many’ contributions had to be made to the understand¬ 
ing of the behavior of the ionosphere and the influence 
of a plasma on radio signals. Closely related to this has 
been a study of more recent origin which arises because 
ol the high-speed aircraft and missile phenomena which 
concern the aerodynamicists. In spite of the plasma 
sheath surrounding these vehicles, we must communi¬ 
cate with them, and some interesting problems have 
been attacked, and system proposals have been evolved. 
The properties of this plasma sheath also result in some 
interesting radar return properties, with obvious mili¬ 
tary interest. (It should be noted that the word “sheath” 
in this context means the layer of plasma surrounding a 
a vehicle; much earlier, the word was used by' Langmuir, 
and still is used by gas discharge physicists and engineers 
to denote the non-neutral layer which surrounds the 
plasma in a discharge. The reader should beware of this 
ambiguity.) 

Plasma physics, then, might be divided up into four 
major disciplines, separated not so much by the concepts 
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used as by their historical aims and the interests of those 
involved. These might be denoted by the following 
names: gas discharges, fusion plasma physics (including 
astrophysical applications), aerodynamical applications, 
and radio propagation plasma studies. As might be ex¬ 
pected, this special issue of the Proceedings is aimed 
predominantly at the electronics engineer and empha¬ 
sizes the fields most concerned with the communication 
and electronics arts, namely gas discharges and radio 
propagation. It has been our intention in laying out this 
issue to make it largely one in which the basic principles 
and known fundamentals of plasma physics are ex¬ 
pounded as they apply to problems in these areas, with¬ 
out concentrating on specific devices and techniques. 
Wherever possible, the fundamentals are emphasized 
and detailed engineering concepts omitted. 11 is our hope 
that in this way an issue of reasonable size will com¬ 
municate many oi the basic ideas, and stimulate the 
reader’s interest in some of the areas of plasma physics 
and its engineering applications. 

With this background, let us scan this special issue on 
plasma physics. 

Plasma Physics .In Elementary Review, (Bachynski. 
p. 1751). This paper summarizes most of the areas of 
current interest in plasma physics, and serves as a back¬ 
ground article for almost all of the rest of the issue. The 
thermonuclear problem, astrophysics, propagation, 
noise, propulsion, and electronic devices are all treated 
in a form which allows the reader to grasp the basic con¬ 
cepts preparatory to reading the specialized articles. 

Oscillations and Noise in Low-Pressure DC Discharges, 
(Crawford and Kino, p. 1767). All laboratory discharges 
seem to be plagued with an excess amount of low fre-
quencv noise, and in special cases, oscillation. In this 
paper the authors review the history of scientific investi¬ 
gation into this phenomenon, and present in a coherent 
package the bulk of present day knowledge about this 
noise as well as some tantalizing suggestions for con¬ 
trolling it. These phenomena take place in two different 
frequency ranges, the first generally below one mega¬ 
cycle and dominated in some manner by the ionic prop¬ 
erties, and the second in the microwave range typically 
governed by the electron plasma frequency. The com¬ 
plete explanation of the source of either of these forms ol 
noise is still lacking. However, much experimental data 
exists, and a qualitative picture has been presented 
which is consistent with the observations. 

Ionic and Plasma Propulsion for Space Vehicles, 
(Brewer, Currie, and Knechtli, p. 1789). In their search 
for higher specific impulse (thrust per unit mass of 
propellant), rocket experts have turned to electrical ac¬ 
celeration of ions or plasmas as a potentially practical 
method for obtaining this objective. I he engineering 
technicpies required are an interesting mixture of elec¬ 
tronics, power conversion, and astronautics. I he authors 
of this paper present an outline of the basic principles 
underlying this line of approach, and follow with the 
basic system concepts appropriate to two somewhat dif¬ 

ferent technicpies, the ion engine in which ions are ac¬ 
celerated and then mixed with electrons to iorm a 
plasma, and the plasma rocket in which the neutral com¬ 
bination of ions and electrons is accelerated. A number 
of specific technicpies are illustrated and the basic tech¬ 
nological problems are presented. In this area, as with 
many space instrumentation problems, high efficiency, 
high-power electrical sources will be necessary for prac¬ 
tical utilization of these techniques. 

Transmission of Electromagnetic Waves Through an 
Ionized Layer in the Presence of a Strong Magnetic Field, 
(Harley and Tyras, p. 1822). This paper attacks the 
same problem, that is, the enhancement of propagation 
through a plasma by the use of a magnetic field. The 
plasma is approximated here by a succession ol slabs so 
that the variations in density may be reasonably repre¬ 
sented. A numerical calculation is given showing the 
transmission as a function of magnetic field for a specific 
model of density variation. 

The Use of Magnetic Fields in the Elimination of the 
Re-Entry Radio Blackout, (Hodara, p. 1825). The effect 
of a plasma sheath on a re-entering space vehicle is to 
greatly reduce the high frequency propagation through 
this sheath. This paper discusses the technicpie of im¬ 
proving the communication with a space vehicle by 
imposing a magnetic field near the antenna which 
reduces the attenuation through the sheath. 

RF Reflectance of Plasma Sheaths, (Taylor, p. 1831). As 
noted earlier, the plasma sheath about a re-entering 
space vehicle not only degrades the communication with 
it, but also changes markedly the radar return. This 
paper exhibits a calculation of the reflectance of a plane 
sheath which can be used as an approximation of the 
true sheath problem. The result is obtained in analytic 
form, in general as the ratio of two complex infinite 
series. 

Mutual Coupling of Two Thin Infinitely-Long Slots 
Located on a Perfectly Conducting Plane in the Presence of 
a Uniform Plasma Layer, (Yee, p. 1837). The plasma 
sheath about a re-entering body is again considered, this 
time from a near-field point of view, in which the author 
considers the mutual coupling between two antennas lo¬ 
cated on the surface of the body. The result is expressed 
as a coupling coefficient between the two antennas. It is 
shown that the coupling is generally less than that which 
would exist in the absence of the plasma, provided the 
operating frequency is above the plasma frequency. 

Antenna Noise Temperature in Plasma Environment, 
(Bachynski, French, and Cloutier, p. 1846). Again the re¬ 
entry sheath is considered. I n this paper, the authors are 
concerned with the degree to which the plasma itself 
contributes noise energy to the antenna. Since the sheath 
is at an extremely high temperature, even a small degree 
of coupling to the plasma may result in badly degraded 
noise performance. The analysis shows a peak in noise 
temperature in the vicinity of the plasma frequency, 
above which the noise is principally external, and below 
which it arises mostly in the vehicle. Because auxiliary 
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magnetic fields may also be used in these vehicles, the 
calculations have been extended to include the appropri¬ 
ate anisotropy. The noise then exhibits peaks at both 
plasma and cyclotron frequencies, but the structure is 
much more complicated, and general conclusions are 
harder to draw. 

Generalized Appleton-Hartree Equation for any Degree 
of Ionization and Application to the Ionosphere, (Shkarof-
sky, p. 1857). This paper is motivated by the problems of 
ionospheric propagation, but may have much broader 
application. The author formulates the generalized 
equations for propagation of electromagnetic waves 
through a plasma, when the collisions result from both 
electron-neutral and electron-ion collisions in arbitrary 
mixtures. The analysis is compared with experimental 
results, and a proposal is made that ionospheric electron 
temperatures may be measured by correlating sufficient 
propagation data. 

The Electrical Conductivity of a Partially Ionized Gas, 
{Sengupta, p. 1872). The problem of conductivity of a 
plasma is considered theoretically over the range where 
both electron-neutral, and electron ion collisions are im¬ 
portant. Explicit expressions for both the real and 
imaginary parts of the conductivity are given in integral 
form. While these general forms are applicable to any 
degree of ionization, the author also presents expressions 
for the same quantities for the case that the plasma is 
fully ionized, in which case the conductivity may be ex¬ 
pressed in terms of known transcendental functions. 

Interaction of Microwaves in Gaseous Plasmas Im¬ 
mersed in Magnetic Fields, (Rao, Verdeyen and Goldstein, 
p. 1887). The 1930’s saw the discovery of the Luxem¬ 
bourg effect, in which a strong radio transmitter passed 
its own modulating intelligence onto other signals whose 
propagation path passed over the region of the trans¬ 
mitter. Correctly explained as a nonlinear plasma effect 
(cross-modulation) in the ionosphere, the phenomenon 
has its modern counterpart and extension scaled down 
to laboratory size by use of microwaves. This paper 
covers basic studies of plasma characteristics in a strong 
5 Gc sec microwave field, using a weak sensing signal at 
6 Gc/sec for the measurements. A magnetic field swept 
through cyclotron resonance is also used. The data are 
all taken in the inherently equilibrium state of the after¬ 
glow, using pulse techniques; thus, the rise in electron 
temperature due to absorption of power, and the changes 
in collision frequency, can be used for analytic compari¬ 
son of the data with theory. Good qualitative agreement 
is found. 

Frequency Conversion in a Microwave Plasma, (Baird 
and Coleman, p. 1890). Closely related to the above paper, 
is the present one in which plasma nonlinearity is used 
in a practical way to get microwave frequency multi¬ 
plication and frequency mixing. The work indicates that 
the principal source of nonlinearity is modulation of the 
electron density at twice the drive frequency. Little or 
no magnetic field was used. In the experiments, a 9 
Gc/sec high-level signal and 11 Gc/sec low-level signal 

produced a 20 Gc/sec output, about 25 to 30 db down; 
the same large conversion loss occurred for second har¬ 
monic generation. The values agree with those expected 
from this theory. Thus, the results are still rather far 
from useful, but it is expected that much higher power 
densities might improve matters. 

A Plasma Microwave Detector, (Taylor and Herskovitz, 
p. 1901). In this paper, the authors describe a novel use 
of an activated plasma as a microwave detector. This is 
done in a most unusual way, by detecting the change in 
recombination radiation, as observed by a photomulti¬ 
plier. It appears that the presence of microwaves changes 
the electron temperature slightly so as to reduce the re¬ 
combination and to quench the light. Greatest sensitiv¬ 
ity requires the low electron temperature of the after¬ 
glow equilibrium state. As little as a microwatt of input 
could be detected, which is rather remarkable even 
though it is considerably poorer than a video crystal. 
The authors point out that such a plasma detector is 
burn-out proof and has an extremely wide bandwidth. 
Several suggestions are proposed which might increase 
the sensitivity (with a reduction in bandwidth) but they 
have not yet been tried. 

Interaction of a Modulated Electron Beam with a 
Plasma, (Boyd, Gould, and Field, p. 1906). There has been 
great interest in recent years in the use of electron¬ 
beams interacting with a gaseous plasma to produce 
microwave amplification. This paper describes the first 
successful experiments of a few years ago, in which the 
microwave modulation of an electron beam was in¬ 
creased by interaction with a “resonant” plasma. Later, 
traveling-wave amplification was achieved, by inter¬ 
action with a slow propagating wave on the plasma 
column. These two different modes are compared and 
both theory and experiment are described. In the experi¬ 
ments, both helix coupling at 3 Gc/sec, and cavity 
coupling at 0.5 Gc/sec are employed. The observed 
gains of 7 db/cm in the plasma resonance case, though 
only half of the theoretical, are nevertheless significantly 
high. In the slow-wave case, about 0.8 db/cm is observed 
again well below theory. The discrepancies with theory 
are not unexpected because the theory assumes a uni¬ 
form, loss-free plasma. Unfortunately, the present inter¬ 
actions are very noisy compared with conventional 
traveling-wave high-vacuum tubes. 

A Method of Measurement of Flame Attenuation at 200 
Me, (Biggs, p. 1917). The first plasma ever produced by 
man on earth was the flame, i.e., a gas ionized by its 
high temperature. Many years ago, the electrical con¬ 
ductivity of flame was studied, today it is once again of 
major importance in magnetohydrodynamic power gen¬ 
eration or propulsion, and in missile trails. In the paper 
by Biggs, 200 Mc/sec measurements are described 
which can be used to obtain conductivity and dielectric 
constant of flames passing between a two-bar measuring 
line. Distilled water is used to calibrate, and theoretical 
curves are shown for electron densities ranging to 10 9 

per cm3. 
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Electrical Characteristics of a Penning Discharge, 
(Helmer and Jepsen, p. 1920). The Helmer and Jepsen 
paper concerns a most interesting type of magnetically-
confined plasma known as the Penning discharge. Orig¬ 
inally proposed as an ionization gauge, this discharge 
can take place at gas pressures as low as 10 -1- mm of 
mercury, ordinarily considered an ultra-high vacuum. 
This type of discharge is the basis of the getter-ion 
vacuum pump. In this paper, it is shown that the 
trapping of electrons along the axis of symmetry is so 
effective that the axial potential is severely depressed. 
By a split anode structure, oscillations were obtained 
from the magnetron-like structure whose cathode is the 
space-charge cloud. With the normal anode, star-shaped 
sputtering patterns indicate that complex instabilities 
are present. Probably the most important result is the 
discovery that intense, nearly monochromatic, ion beams 
can be produced by such discharges. 

Generation and A pplication of Highly Ionized Qui¬ 
escent Cesium Plasma in Steady State, (Wada and 
Knechtli, p. 1926). This next paper covers work on the 
method of generating plasma which requires no electrical 
discharge. It has been known that highly ionized plasma 
can be generated by use of cesium vapor in the vicinity 
of a hot electron-emitting tantalum cathode. With two 
such plasma sources facing each other, and only a mod¬ 
est confining magnetic field, the authors show that 
plasma densities of 10’- per cm3, and 90 per cent ioniza¬ 
tion, are obtained. This work is of importance in that 
such plasmas are basically quiescent, and need no ap¬ 
plied electric field to maintain them. In practice, such 

plasmas are useful for physical measurements, in 
thermionic energy converters and in plasma sources for 
rocket propulsion. 

.1 New Approach to Thermionic Energy Conversion, 
(Bernstein and Knechtli, p. 1932). The original work 
on high-efficiency thermionic energy converters used 
a self-generated cesium plasma resembling that de¬ 
scribed in the preceding paper. I lowever, a low tem¬ 
perature electron emitter does not ordinarily release 
enough ionized cesium to make an efficient device. 
Eor a long time, workers have been trying to obtain an 
auxiliary source of ions which would not require too 
much energy to produce. In the Bernstein and Knechtli 
paper, such a source is described; while this work was 
going on, a similar concept was also explored inde¬ 
pendently in England. The structures devised appear to 
work well and to make a very important contribution 
to the low-temperature thermionic energy converter. 
In this paper, data on an argon plasma source are given; 
it is calculated that a 1500° K. cathode should be suffi¬ 
cient to provide an over-all efficiency of conversion of 
25 per cent, if a sufficiently low work-function anode 
can be devised (Editor's note: a good low work-function 
anode is still a long way from realization). By modu¬ 
lating the plasma source, it should be possible to gen¬ 
erate ac directly. 

In concluding this Introduction, the Editors wish to 
thank the special group of reviewers who, although they 
must remain unnamed, are responsible for the selection 
of the papers, and much of the detailed editing of the 
papers. 
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Plasma Physics—An Elementary Review* 
M. P. BACHYNSKIf, senior member, ire 

Summary—Although plasma phenomena have been observed in 
nature since the beginning of time, it is only in recent years that man 
has recognized the vast potential that plasmas hold for his future 
activities. One needs only to consider the scale of present day plasma 
physics experiments in order to realize the emphasis now being 
placed on the subject. At one extreme, there is the formation of arti¬ 
ficial plasmas in nature such as in the Argus experiment and at the 
other is the study of microplasmas in tiny crystals of semiconducting 
material. 

This paper summarizes the role plasma physics is playing in 
present day scientific activities. A brief description is given of plasmas 
in nature, of the role of plasma physics in attempts at the ignition, 
control and diagnosis of thermonuclear fusion reactions, of the 
effect of plasmas on communication and telemetry from space and 
re-entry vehicles, of propulsion techniques (ionic, magneto-hydro-
dynamic, plasma) which utilize plasmas, and of the possibilities of 
incorporating plasmas in practical devices. In conclusion, the future 
prospects of plasma physics are outlined. 

Introduction 

LITTLE did prehistoric man realize, as he watched the sun, lightning discharges, the Aurora Borealis, or 
even his open fire, that he was observing plasma 

phenomena. Only in recent time has it become evident 
that the principal state of matter of the Universe is 
neither solid nor liquid nor gaseous, but plasma—a 
system including many free electrons and ionized atoms 
whose mutual interactions markedly affect its proper¬ 
ties. This fourth state of matter probably comprises 
more than 99.9 per cent of the matter in our Universe. 

Although an ideal plasma could readily be created in 
the laboratory many years ago in the form of a par¬ 
tially ionized gas, such investigations were not pursued 
very actively since the techniques for controlling a 
plasma were in a primitive state, and it appeared that 
they bore little relation to phenomena occurring on the 
earth. Consequently, the astrophysicists who realized 
the role played by ionized matter in Galactic processes 
were left unmolested in their ivory towers to make some 
of the earliest and most significant contributions to 
plasma physics. It remained for two very recent de¬ 
velopments to give the necessary impetus to make 
plasma physics “fashionable.” These were the successful 
creation ol an uncontrolled thermonuclear fusion reac¬ 
tion in the form of the hydrogen bomb and the realiza¬ 
tion of large rocket thrusts which enabled vehicles to be 
propelled at hypersonic velocities and hence to open the 
door to the space age. 1'he hydrogen bomb opened the 
search for techniques of controlling the thermonuclear 
fusion reaction for generation of electrical power on 
earth, while attempts to thrust further and further into 

* Received by the IRE, August 14, 1961. 
t Research Labs., RCA Victor Co., Ltd., Montreal, Can. 

space were confronted by communications and guid¬ 
ance problems involving plasma physics phenomena. 
Even the problem of propulsion in space itself has be¬ 
come a branch of the subject. As a result, plasma physics 
has become one of the most intensely investigated fields 
of science (see Fig. 1) with controlled experiments rang¬ 
ing in size from many earth diameters, such as the arti¬ 
ficially formed plasmas in high-altitude nuclear explo¬ 
sions of the Argus experiment, to the minute micro¬ 
plasma of importance in tiny crystals of semiconduct¬ 
ing material. 

plasma physics research, i960 ao 

Fig. 1—(a) Plasma physics research, 1960 B.C. 
(b) Plasma physics research, 1960 A.D. 

I his paper is intended as a short exposition of the role 
plasma physics is playing in present day scientific ac¬ 
tivities; of a number of the ideas presently being investi¬ 
gated and of some hopes for the future. A brief descrip¬ 
tion is given ol plasmas in nature, of plasma physics 
activities in attempts at control, ignition, and diag¬ 
nosis of thermonuclear fusion reactions, of the interac¬ 
tion of electromagnetic waves with plasma and their ef¬ 
fect on communications and on telemetry from space 
and re-entry vehicles, of plasma propulsion techniques, 
ol the possible practical devices incorporating plasma 
properties, and of prospects for the future. 
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Plasmas in Nature 

The Sun 

The sun 1-3 and its activities, upon which the existence 
of life on earth fundamentally depends, is a plasma phe¬ 
nomenon. The visible part of the sun or the solar at¬ 
mosphere can be considered to consist of three layers. 
The photosphere comprises the visible disk which is a 
few hundred kilometers thick. Present-day knowledge 
attributes an average particle density of 10 l8/cm3 to 
this region with a free electron density of 10 12 electrons/ 
cm3. The photosphere is thus a plasma. Surrounding the 
photosphere is a reddish ring approximately ten thou¬ 
sand kilometers thick above which flame-like promin¬ 
ences rise. This is the chromosphere, a very inhomoge¬ 
neous region consisting principally of hydrogen, helium 
and calcium, which radiate energy due to electron-pro¬ 
ton recombination and excitation of the light elements. 
Surrounding the chromosphere and extending millions 
of kilometers into space is a thin, hot atmosphere- the 
corona. The corona is very tenuous—stars are visible 
through it and comets traverse it unaltered. A steep 
temperature gradient extends from the chromosphere to 
the hotter corona where temperatures exceeding one 
million degrees exist (see big. 2). Although almost all 

Fig. 2—Plasma between earth ami sun. 

known elements are seen in its spectrum, the presence 
of fully ionized hydrogen and helium ions is of prime 
significance. 

It is now considered that the self-sustaining action of 
the sun is that of a huge thermonuclear device which re¬ 
leases energy by fusing together protons to form neutral 
helium atoms. The process can be written in short: 

Ap —» He' + 2e+ + energy (26.7 Alev). 

This process proceeds at a slow rate establishing tem-

1 G. P. Kuiper, Ed., “The Sun” (“The Solar System,” vol. 1), 
University of Chicago Press, Chicago, III., ami Cambridge University 
Press, Cambridge, Eng.; 1953. 

2 T. G. Cowling, “Nuclear reactions in stars,” Proc. Roy. Soc. 
(London) A, vol. 260. pp. 170-174; Feb. 21, 1961. 

3 J. A. Ratcliffe, Ed., “Physics of the lipper Atmosphere,” Aca¬ 
demic Press, New York, N. Y.; 1960. 

perattires in the interior of the sun exceeding 20 million 
degrees. Due to the large mass of the sun, the force of 
gravity is sufficient to prevent the escape of all but the 
most energetic charged particles (plus radiation) from 
the hot plasma. 

Plasma Phenomena Due to Sun’s Radiation 

As the ionizing radiation from the sun (principally 
ultraviolet and X-ray radiation) |>enetrates deeper and 
deeper into the atmosphere of the earth it encounters a 
larger and larger density of gas particles. As a result the 
radiation produces more and more electrons per unit 
volume. However, in this process the radiation is ab¬ 
sorbed so that a position is reached where the rate of ab¬ 
sorption of the radiation is greater than the rate of in¬ 
crease of the atmospheric density. Consequently, the 
rate of production of electrons decreases as one proceeds 
to lower altitudes. Hence there exists a height, which 
depends on the gas density gradient and the absorp¬ 
tivity of the radiation, where the rate of electron produc¬ 
tion is greatest. By this process, a great natural blanket 
of plasma, the ionosphere,4-7 which envelopes the earth 
from an altitude of approximately 70 to over 300 kilo¬ 
meters, is produced. The various “layers” of the iono¬ 
sphere (D, E, E in order of increasing altitude and also 
electron density) represent regions oi ionization ranging 
from 10' to 10” electrons per cm3, each merging into the 
next higher region without pronounced minima. An ac¬ 
curate, detailed explanation of the formation of the 
ionosphere is not yet available, although the gross fea¬ 
tures are readily accounted for. 

In addition to the ionosphere, whose existence has 
been known for some time, recent satellite experiments 
have discovered other plasma effects due (at least in 
part) to radiation from the sun. These are the Van Allen 
radiation belts80 (see Fig. 3) in which high-energy 

Fig. 3—Van Allen natural radiation zones. 

charged particles (principally electrons and protons) are 
trapped in regions where they execute complicated 
trajectories which spiral to and tro along geomagnetic 
lines of force across the earth’s equator and, at the same 
time, drift slowly around the earth. The net result is an 

4 “ I he Physics of the Ionosphere,” I he Physical Society, London, 
Eng.; 1955. 

5 Proc. IRE, Special Issue on the Ionosphere, vol. 47, pp. 131-
323; February, 1959. 

• “International Symposium on Fluid Mechanics in the Iono¬ 
sphere,” J. Geophys. Res., vol. 62, pp. 2037-2238; December, 1959. 

7 “Symposium on the Exosphere and Upper F-Region,” J. Geo¬ 
phys. Res., vol. 65, pp. 2563 2636; September. 1960. 

8 J. A. Van Allen, "Radiation belts around the world,” .Sei. Am., 
vol. 200, pp. 39-47; March, 1959. 

9 P. J. Kellogg, “Electrons of the Van Allen radiation," 
Geophys. Res., vol. 65, pp. 2705-2713; September, 1960. 
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electric current associated with the belts which should 
slightly modify the magnetic field at the earth's surface. 
Particles can escape from the belts by collision with the 
atmosphere and recombination to form neutral parti¬ 
cles. Due to this slow loss, the radiation regions are 
maintained only as a result of a continual replenishment 
of particles. 

Completely different origins are attributed to the two 
radiation belts. (The data from C. S. satellite Pioneer \ 
indicates a third radiation region 10 surrounding the 
earth at a distance of 8-10 earth radii.) The inner belt is 
ascribed to cosmic rays, which penetrate into the 
atmosphere forming proton-electron pairs which are 
“trapped” by the magnetic field of the earth and main¬ 
tained in the belts. The outer belt is thought to be due 
to and maintained by streams of neutral plasma con¬ 
sisting mainly of protons and electrons which are 
ejected from time to time by the sun. This belt changes 
considerably in extent and intensity depending on the 
solar activity. These streams are considered to be 
ejected at very high velocities (1000 km/sec) so that the 
particles are confined by the magnetic fields associated 
with such intense electric currents. 

Plasma Phenomena Resulting from Solar Disturbances 

The emission of radiation and particles from the sun 
does not by any means proceed at a uniform rate. At 
times the chromosphere of the sun becomes turbulent 
and vortices (sunspots) appear. These sunspots reach a 
maximum (in number and size) about every 11 years. 
At the maximum the sunspots are found to be concen¬ 
trated principally in one hemisphere of the sun, and, as 
the sunspot cycle proceeds, the spots decrease in num¬ 
ber and intensity, move nearer the sun’s equator and 
finally disappear at a time of sunspot minimum. These 
disturbances then proceed to break out again in the 
opposite solar hemisphere reaching a peak in another 
eleven-year period. The total sunspot cycle thus takes 
about 22 years to complete. 

I’he result of the solar eruptions is an enhanced dis¬ 
charge of strongly electrified particles from the surface 
of the sun forming strong plasma whose fields and parti¬ 
cles permeate interplanetary space. Simultaneously, in¬ 
tense ultraviolet and X-ray radiations are emitted 
which enhance the normal ionization of the earth’s 
atmosphere. The streams of ejected particles travel into 
space and on occasion are intercepted by the earth. 
When this happens, about a day after the solar erup¬ 
tion, a geomagnetic storm resulting in sharp fluctuations 
in the strength and direction of the earth’s magnetic 
field occurs. These streams of plasma are able to find 
their way into a circular zone around the geomagnetic 
poles (the auroral zone) where electric currents of mil¬ 
lions of amperes are generated. This seriously distorts 

10 L. V. Berkner, “Science in Space," Goldschmidt Memorial 
Lecture, X111th General Assembly of URSÍ, London, Eng.; September 
6, 1960. 

the normal magnetic fields around the polar regions, 
causing the incoming particles which produce auroras 
to spread further and further southward. Finally, the 
particles become trapped in the outer Van Allen radia¬ 
tion region forming a ring current about the equator 
which falls off slowly and in a few days attains its “nor¬ 
mal” value. 

At times of sunspot maxima, particularly violent 
solar eruptions with the projection of hot “fireballs” of 
material into space are also known. These explosions 
give rise to the arrival of energetic particles at the earth 
in about 1-4 hours after the event and long before the 
slower but more intense main stream of plasma. The 
density of particles is insufficient to distort the earth’s 
magnetic field, but the particles enter into the polar cap 
following along the almost vertical magnetic field lines 
where they cause a prompt blackout of radio communi¬ 
cations. 

During the periods of sunspot maxima, observations 
of the solar-induced phenomena have been organized on 
an international scale. I’he International Geophysical 
Year (IGY) thus has been to a large extent devoted to a 
study of plasmas in nature. 

THERMONUCLEAR PLASMA 

The Thermonuclear Process 

It is well known that the nucleus of any atom is com¬ 
posed of a number of protons and neutrons which are 
held together by strong binding forces and that, by 
modifying the atomic structure of certain nuclei, en-
ergy may be released. In one method, the energy arises 
from the splitting of heavy nuclei into lighter fragments. 
This process of fission creates a net energy yield due to 
the fact that the mass of the original nucleus is greater 
than the sum of the masses of the fragments after fission 
has occurred. An alternate method is the combination 
ol certain light nuclei into heavier components whose 
mass is less than the sum of the masses of the original 
constituents. This is the fusion process. 

Of the light elements, the two isotopes of hydrogen, 
deuterium (consisting of one proton and one neutron) 
and tritium (consisting of one proton and two neu¬ 
trons) appear among the leading candidates as fuels 
for fusion reactions. (Hydrogen itself is not practical 
since its rate of fusion is much slower than either of its 
two isotopes under the same conditions.) Reactions of 
principal importance for these constituents are 

He* + it + 3.2 Mev 

I) + 
T T p T 4.0 Mev 

D+ T-> He* + 11 4- 17.6 Mev. 

In each case, energy is released, and although this en¬ 
ergy is appreciably less than that released in a fission 
reaction, the energy per unit mass of fuel is greater from 
fusion than from fission. Since deuterium occurs in na-
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lure (about 1 part in 6000 of the most abundant element 
in our universe—hydrogen) and can be readily and inex¬ 
pensively separated from hydrogen, it presents an al¬ 
most inexhaustible supply of basic fuel lor fusion. 

The fundamental goal of thermonuclear research is 
the production of economic power from the controlled 
release of fusion energy. 11-14 In addition to the low cost 
and abundance of the fuel required, the fusion reac¬ 
tion holds the promise of being inherently safe in that 
there would be no possibility of “runaway” reactions. 
The fusion products are nonradioactive and hence pre¬ 
sent no disposal problems, and furthermore a controlled 
fusion device offers the possibility of direct generation 
of electric power by the elimination of the inefficient 
heat cycle. 

For fusion to occur, the particles must approach suffi¬ 
ciently close to each other for long enough time that the 
short-range nuclear forces interact causing the nuclei to 
fuse. This is the so-called Thermonuclear reaction. Due 
to the positive charge on the nuclei, the particles tend 
to repel each other strongly. In order to overcome these 
Coulomb forces, the particles must be made to collide 
at high velocities corresponding to temperatures oi the 
order of 108°K (for a Maxwellian distribution of particle 
energies). At such temperatures, attainable only in 
gases, the gas is fully ionized consisting ol ions and iree 
electrons, i.e., a plasma. Thermonuclear research is thus 
concerned with the confinement, heating, and diagnosis 
of very-high-temperature plasmas. 

Confinement 
One of the major requirements for thermonuclear fu¬ 

sion is a means to contain the hot plasma 16-18 in a given 
volume for a sufficient length of time such that an appre¬ 
ciable portion of the nuclei will fuse together. Solid ma¬ 
terial containers are of no value for this purpose due to 
the cooling effect on the plasma when it comes into con¬ 
tact with the walls and the consequent quenching ol the 
reaction. It is thus necessary to use a force which acts at 
a distance, such as gravitational or electric or magnetic 
fields. For masses of the size encountered in laboratory 
experiments, gravitational forces are much too weak to 

11 R. F. Post, “Controlled fusion research—an application ol the 
physics of high temperature plasmas,” Proc. IRE, vol. 45, pp. 134 
160; February, 1957. 

12 “Controlled release of thermonuclear energy," Nature, vol. 20, 
pp. 217-223; January 25, 1958. 

13 Second U. N. internad. Conf, on the Peaceful l ses of Atomic 
Energv, vol. 31: “Theoretical and Experimental Aspects of Con¬ 
trolled Nuclear Fusion," vol. 32: “Controlled Fusion Devices,” 
United Nations, Geneva, Switzerland; 1958. 

11 A. Simon, “An Introduction to Thermonuclear Research,” 
Pergamon Press, New York, N. Y.; 1959. 

15 A. S. Bishop, “Project Sherwood—The U. S. Program in Con¬ 
trolled Fusion,” Anchor Books, Doubleday & Co., Inc., New York, 
N. Y.; I960. 

16 J. G. Linhart, “Plasma Physics,” North-Holland Publishing 
Co., Amsterdam, The Netherlands; 1960. 

17 M. A. Leontovich, Ed.. “Plasma Physics and the Problems of 
Controlled Thermonuclear Reactions, Pergamon Press, New York, 
N. Y., vols. 1 4; 1960. 

18 N. R. Nilsson, Ed., Proc. 4th Internat. Conf, on Ionisation Phe¬ 
nomena in Gases, North-Holland Publishing Co., Amsterdam, I he 
Netherlands, vols. 1, 2; 1960. 

be of practical use (although these are precisely the 
forces which .ire effective iu confining the plasma parti¬ 
cles in the sun and other large stellar masses). Static 
electric fields act in opposite directions on positive ions 
and electrons causing charge separation which creates 
opposing fields, making this method ineffective. The 
only plausible schemes are those involving magnetic 
fields (either static or slowly varying in time) and pos-
sibly combinations ol RF electric fields and magnetic 
fields. Some of the suggested schemes of plasma confine¬ 
ment will now be discussed: 

1) Pinch : This is one of the earliest schemes suggested 
for plasma confinement. 121319 20 It is based on the prin¬ 
ciple that a current flowing in a conductor produces its 
own magnetic field which encircles the current [see l ig. 
4(a)]. This magnetic field exerts an inwardly directed 
force which tends to constrict or “pinch” the conductor. 
A high-temperature plasma is a very good conductor 
(its resistance can be many times lower than that ol 
copper), so that in the pinch confinement the current is 
made to flow in the plasma itseli. As the current builds 
up, its associated magnetic field increases in strength 
and in turn pinches the plasma into a dense, hot region 
in the center of the container. 

The pinch devices need not be linear in configuration. 
In fact, in order to eliminate end losses, one of the favo¬ 
rite configurations is the torus. ZE I A, the British ma¬ 
chine at Harwell, is an example of a toroidal pinch de¬ 
vice. 

Unfortunately, highly constricted columns ol plasma 
are unstable against forces which distort its shape, and 
any initial disturbances tend to grow in amplitude so 
that the column rapidly disintegrates. It has been dem¬ 
onstrated that the presence of a longitudinal magnetic 
field within the plasma-current discharge has a stabiliz¬ 
ing influence which inhibits the formation of small 
“kinks.” In addition, theory predicts that external con¬ 
ducting shells may also assist in controlling the insta¬ 
bilities. A great deal of investigation still remains to be 
done on schemes of this type. 

2) Magnetic Mirror: The use of a straight section of 
tube to contain a thermonuclear plasma requires some 
suitable technique for “stoppering” the ends ol the con¬ 
tainer. One approach is to wind magnetic field coils 
about a straight section of tube so as to produce an 
axial magnetic field which is weak in the central region, 
but strong at the two ends [see Fig. 4(b)]. I he strong 
fields at the ends tend to repel the charged particles of 
the plasma and hence tend to move them back towards 
the central region. These strong fields at the ends, which 
trap the particles 11-17 thus constitute the “magnetic 
mirrors.” 

The requirement for containment ol plasma particles 
by a magnetic mirror is that the particle energy in the 

” R. Latham and J. A. Nation, “Report on linear pinch devices,” 
Nmlear Instr, and Methods, vol. 4, pp. 261-272; June, 1959. 

20 R. J. Bickerton, “Brief review of the toroidal stabilized pinch,” 
Nuclear Instr, and Methods, vol. 4, pp. 273-278; June, 1959. 
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Fig. 4—(a) Pinch. A current in a column of plasma creates an en¬ 
circling magnetic field which exerts an inward force on the 
charged plasma particles and hence “pinches” them to the center 
of the tube. The pinch effect unfortunately tends to be unstable, 
(b) Magnetic mirror. Current carrying coils are wound on a 
cylinder so as to produce strong magnetic fields at each end. The 
plasma can then be trapped between the two end “mirrors.” 
(c) Cusp geometry. By suitable arrangement of magnetic field 
coils “cusp” configuration of confining magnetic fields is possible. 

axial direction be small compared with its energy in the 
perpendicular direction. If the axial velocity of the par¬ 
ticle is too great, the mirror fields will not turn the 
particle back, and hence it will escape. This creates the 
problem of how the particles should be injected so that 
trapping by the mirrors will occur. Suggested schemes 
include the injection of beams of low-energy ions which 
are given large perpendicular accelerations by RI' elec¬ 
tric fields as they pass slowly through the central mir¬ 
ror region, thus giving them sufficient transverse energy 
to be trapped. A second scheme is to inject a beam of 
high-energy neutral atoms as molecules and break these 
up as they pass through the confinement volume, thus 
providing a means for continuous re-injection of ener¬ 
getic particles. 

A second problem is that the above-mentioned aniso¬ 
tropies in the velocity-space required for containment of 
the plasma in a mirror machine can give rise to instabil¬ 
ities. These instabilities are of two types; one is due to 
unstable electrostatic plasma oscillations which grow at 
the expense of the electron energy and the second to 
unstable hydromagnetic disturbances which cause the 
confining field to become “rippled” and to fluctuate 
rapidly, which in turn gives rise to enhanced diffusion of 
particles across the field. 

The use of mirror machines is thus not without its 
problems, and considerable investigations are yet to be 
made. 

3) Other Schemes: Other schemes lor the containment 
of thermonuclear plasmas include the Stellarator,21 

which uses a magnetic field parallel to the axis of a to¬ 
roidal tube and is produced by external currents flow¬ 
ing in solenoidal windings encircling the plasma. The 
confining fields are such that the magnetic lines of force 
generate not a single circle but an entire complex heli¬ 
cal or toroidal surface suitable for the trapping of plasma 
particles. Some of the stability problems of the Stel¬ 
larator are similar to those of the toroidal pinch, al¬ 
though the much smaller currents in the plasma inter¬ 
act less violently with the confining fields. 

Another approach is based on the idea that, as a re¬ 
sult of the gyroscopic action, a rotating plasma may be 
stable. In this “homopolar” device, 16 the application of 
radial electric and transverse magnetic fields causes the 
plasma particles to precess about a central axis, creat¬ 
ing a centrifugal force which tends to keep the particles 
away from the axis and trap them in regions of magnetic 
field which have been caused to “bulge” by the rotating 
plasma. 

Studies of magnetic confinement indicate that mag¬ 
netic configurations with lines of force curving away 
from the plasma should be stable while those curving 
towards the plasma tend to be unstable. This suggests 
that configurations in which the magnetic lines of force 
curve everywhere away from the plasma might be 
stable. Such a scheme is the picket fence or cusp geome¬ 
try shown in Eig. 4(c). There exists, of course, the prob¬ 
lem of “stoppering” the regions of weak confinement. 
One idea is to use RF electric fields which are nonlinear 
in space and thus create a net force on the particles 
which inhibits their escape. 22-24 (Some consideration has 
been given to complete systems using RI' gradient fields, 
however, tue required power appears excessive com¬ 
pared to other techniques.) 

A further idea has been to start from the high-energy 
side, that is, with a beam of particles having energies 
greater than those needed for thermonuclear reactions 
and by injecting and trapping them in a confined region 
to build up to densities which would sustain the thermo¬ 
nuclear reactions. I o achieve this it is necessary to in¬ 
ject a high-energy beam oi particles into a strong mag¬ 
netic field and to dissociate the particles before they 
come out. 

Many other schemes have been proposed and are 
under investigation. 

21 L. Spitzer, Jr., “The Stellarator Concept,” Phys, of Fluids, vol. 
1, pp. 253-264; July-August, 1958. 

22 H. A. II. Boot and R. B. R. S. Harvie, “Charged particles in a 
non-uniform radio-frequency field," Nature, vol. 180, p. 1187; No¬ 
vember 3, 1957. 

23 H. A. H. Boot, et al., “Containment of a fully ionized plasma by 
radio-frequency fields,” J. Electronics Control, vol. 4, pp. 434 453: 
May, 1958. 

21 1. \\ . Johnston, “ Iime-averaged effects on charged particles in 
ac fields," KC.'l Kei'., vol. 21, pp. 570 610; December, 1960. 
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Heating 

A crucial requirement for any thermonuclear machine 
is the means to heat the plasma to the required high 
temperatures" -18 of one hundred million degrees or 
more. Of the several methods for heating the plasma, 
the simplest is the ohmic or Joule heating by the cur¬ 
rents in the plasma which produce the confining fields. 
At high temperatures, the power input per unit volume 
becomes small due to the high conductivity of the 
plasma, so that interparticle collisions must occur to 
provide any Joule heating. The collisions, however, tend 
to diffuse the azimuthal confining fields and the axial 
stabilizing field into each other. Thus, the Joule heating 
requirements and those for stability are contradictory. 

Another method of heating the plasma (used in mir¬ 
ror machines) is that of “adiabatic compression.” In this 
technique the magnetic field strength of the entire mir¬ 
ror configuration is made to increase with time. Thus, 
particles (ions and electrons) injected into the machine 
at times of low field strength will increase their trans¬ 
verse energy as the magnetic field is increased, while 
their axial energy will remain the same. In fact, it turns 
out that the increase in transverse energy of the particles 
is directly proportional to the increase in magnetic field 
strength. 

A plasma can also be heated by pulsing the axial con¬ 
fining field so as to produce an oscillating electric field 
which encircles the axis of the tube. This induced elec¬ 
tric field can increase the energy of the gyrating charged 
particles. Such a method is aptly called “magnetic 
pumping.” The magnetic pumping technique is particu¬ 
larly effective if the confining field is pulsed at the cy¬ 
clotron frequency of the positive ions. This is due to the 
interaction between the oscillating electric field and the 
gyrating positive particles which move in the same 
direction and with the same velocity as the electric field 
so that resonance coupling is possible. 

Of importance in the thermonuclear reaction is any 
process which might cause more energy to leave the 
reaction than is created and hence cool the plasma. 
Under the assumption of perfect containment, the basic 
energy loss is due to bremsstrahlung—radiation from 
the plasma itself due to deflection (through collision) of 
the rapidly moving charged particles. If the system is to 
be self-sustaining, the generated power within the 
plasma must exceed the radiated power. This occurs 
above a certain critical temperature, the so-called “igni¬ 
tion temperature.” For the D-D reaction, this critical 
temperature is of the order of 4X 108°K. A second form 
of radiation loss from the plasma which may be im¬ 
portant is synchrotron radiation due to the radial accel¬ 
eration of particles in a magnetic field. 

In addition to the radiation losses from the plasma, 
particle losses will occur. There will always be a number 
of particles, particularly electrons, in the high-energy 
tail of the velocity distribution of particles in the 
plasma. These electrons are too energetic to be con¬ 

tained by the normal confining field strength and con¬ 
stitute “runaways.” 

Diagnostics 

Since thermonuclear plasma research is in a highly ex¬ 
ploratory state, a great number of techniques are neces¬ 
sary to diagnose 1317 what is actually happening. These 
constitute such a variety of methods that most experi¬ 
mentalists in physics would be able to recognize at least 
some techniques with which they are familiar. No at¬ 
tempt will be made to give an exhaustive account of the 
possible approaches, but the number of different disci¬ 
plines which can contribute to furthering the knowledge 
of thermonuclear plasmas will be indicated. 

Visual diagnostics such as fluorescent screens and 
photographic methods are of value in obtaining qualita¬ 
tive information. Fluorescent screens have been used to 
determine the location of the plasma, ion orbit size and 
approximate density measurements. The same informa¬ 
tion can be obtained with fast-shutter photography, 
while streak photography enables a display of the time 
history of the position and light intensity of the plasma. 

Spectrographic techniques have yielded much quan¬ 
titative data, such as determination of the ion velocity 
distribution from Doppler and Stark broadening of the 
spectral lines, spectral line identification of the plasma 
species and impurities and determination of electron 
temperatures by measurement of the intensity ratio of 
the spectral lines of ionized and neutral species of the 
plasma. In addition, X-ray energy analysis has been 
applied to measurement of the radiation emitted from 
the hot plasma. 

Direct current probe techniques have been used with 
moderate success (the major difficulty being that probes 
severely perturb the plasma) to obtain indications of 
electron temperature, ion and electron densities and dis¬ 
tribution profiles. Current loops and probes are of value 
for plotting contours of magnetic field and current dis¬ 
tributions. Considerable interest has been shown in 
solid-state probes based on the Hall effect for similar 
purposes. 

RF techniques have proven extremely useful, since 
transmission of microwaves through the plasma yields 
information on the plasma electron density, while a 
measure of the intensity of RF energy emitted from a 
plasma yields the kinetic electron temperature. Further¬ 
more, resonance absorption at certain RF frequencies 
can be used for ion identification since the gyrofrequency 
of a specific ion depends on its charge to mass ratio. The 
use of HF radio techniques in plasma diagnostics has in 
turn stimulated research on the generation of higher 
and higher frequency coherent EM energy. 

Infrared measurements as thermonuclear diagnostics 
have been limited, due to the slow time response of 
most long-wavelength I-R detectors. As the time con¬ 
stant of these detectors continues to be improved with 
the advent of new semiconductor materials and tech¬ 
niques, their utility in such studies will gain prominence. 
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Many techniques first introduced in nuclear particle 
physics are of great value. Among these are the deter¬ 
mination of temperature and velocity of runaway elec¬ 
trons by use of graded absorbers in front of scintilla¬ 
tion counters and similar studies employing nuclear 
emulsion plates and the use of neutron counters for de¬ 
tecting neutrons, which should arise out of the thermo¬ 
nuclear process, but more usually are formed far too 
prematurely as a residt of acceleration mechanisms, 
such as instabilities. 

Of course, the true criterion of a thermonuclear reac¬ 
tion is to measure more energy being created by the 
plasma than is being put into the plasma. In the course 
ol achieving this no doubt many byproducts will come 
to pass which may be of nearly as great importance as 
the final goal. 
Of the numerous experimental approaches under in¬ 

vestigation, none is in a position to achieve the “igni¬ 
tion” temperatures where the input energy begins to 
equal the energy generated. Before this is possible, a 
tremendous amount of basic knowledge of plasma prop¬ 
erties is still required. These investigations point only 
to further clarification of the severe stability require¬ 
ments, of the important energy loss mechanisms, of the 
necessary containment times, the techniques of heating 
and diagnosing plasma and many other problems. All 
the different approaches are studies of plasma physics 
necessary to build up the fundamental behavior of 
plasmas over the widest possible range of conditions. 
This is being achieved by the use of many relatively 
small-scale experiments devised to test crucial limita¬ 
tions and novel ideas in addition to the large machines, 
which create conditions approaching those in a genuine 
thermonuclear reaction. 

Communications and Plasma Physics 

Electromagnetic Wave Interaction with Plasmas 

I'he interest in electromagnetic wave interaction with 
plasmas is many fold, hirst, there is the direct applica¬ 
tion to communication techniques. Secondly, there is 
the information which can be derived from a knowledge 
of such interaction. 1'his is the basis for numerous funda¬ 
mental studies in physics, diagnostic techniques, and in 
this same category can be included the effects on radar 
return. In addition, the effect of the plasma environ¬ 
ment on the performance of a given system must be 
considered. 

1'he interaction of an electromagnetic wave with a 
plasma can be described in terms of a number of “bulk” 
parameters of the plasma. These parameters in turn de¬ 
pend upon the basic particle interactions. The degree 
of ionization of the gas or mixture of gases comprising 
the plasma determines the “electron density” or number 
of electrons (the most important constituent) con¬ 
tained within the plasma. The interaction of these elec¬ 
trons with neutral atoms, ions, and with each other de¬ 
termines the “collision frequency” of the plasma con¬ 

stituents, i.e., ;t measure of the average number of colli¬ 
sions an electron undergoes per unit time. Complicating 
factors are that the collisions can be elastic or inelastic, 
the electron can be interacting with several particles 
simultaneously and the nature of the interacting forces is 
different for electron-neutral particle interaction than 
for electron-ion or electron-electron collisions. The elec¬ 
tron density, collision frequency and external forces de¬ 
termine the “conductivity” (and in turn the current 
density) of a plasma. Eor slightly ionized plasmas, the 
conductivity is almost exclusively due to the more mo¬ 
bile electrons. However, at high degrees of ionization, 
the ion conductivity becomes of importance. Prom a 
knowledge of the time and spatial variation of these 
quantities (electron density, collision frequency, con¬ 
ductivity), electromagnetic wave interaction with a 
plasma can, at least in principle, be deduced. 

A fundamental quantity which enters into a discus¬ 
sion of the properties ol a plasma, part icularly when 
electromagnetic wave interaction is concerned, is the 
plasma frequency. I'he plasma frequency (wp) for elec¬ 
trons in a plasma, regarding the ions as stationary mo¬ 
tionless points is delined as 

o>„ = (né1, e»m)'!-, 

where 

n = the electron number density per unit volume 
e = the charge on the electron 
m = the mass of the electron 
eo = the permittivity of free space. 

Although the plasma frequency enters into most consid¬ 
erations as a convenient “lumped parameter” having the 
dimensions of frequency, it also is an inherent property 
of a plasma. If, in an infinite plasma, a small number of 
electrons are displaced from their equilibrium position, 
a restoring space charge field is created which, if the 
displacing force is suddenly removed, causes the elec¬ 
trons to oscillate about their equilibrium at a frequency 
proportional to the plasma frequency. 
The electromagnetic properties of a plasma25-28 

change markedly depending upon whether the angular 
frequency of the electromagnetic wave is greater or less 
than the plasma frequency. I-'or RE frequencies above 
the plasma frequency, a plasma behaves more or less 
like a dielectric, the lossiness of which is determined by 
the collision frequency. At frequencies well below the 
plasma frequency, the plasma acts like a very good 
conductor, while at frequencies around the plasma fre-

25 J. A. Ratcliffe, “The Magneto-Ionic Theory and its Application 
to the Ionosphere,'1 Cambridge University Press, Cambridge, Eng.; 
195«. 

26 B. N. Gershmann, et al., “Propagation of electromagnetic 
waves in a plasma (ionosphere)," Upsekhi Fiz. Nauk, vol. 61. pp. 561 
612; 1957. (Translation: AEC-tr-3493.) 

27 !.. Smullen, “Interaction between plasmas and electromagnetic 
fields,” J. Res. NB.S, vol. 641), pp. 766 767; November/December, 
I960. 

28 M. P. Bachynski, el al., “Plasmas and the Electromagnetic 
Field,” McGraw-Hill Book Co., New York, N. Y.; in press. 
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quency, cutoff or very high attenuation and reflection 
occurs so that the wave cannot penetrate to any great 
depth into the plasma. 

A plot of the typical variation of the penetration 
depth of an incident electromagnetic wave into a given 
plasma with RF frequency is shown in Fig. 5. The effect 
of increasing electron density is to depress the entire 
variation, particularly in the dielectric region. Increas¬ 
ing the collision frequency has no effect in the cutoff 
region, but in the conducting region it increases the 
depth to which an EM wave can penetrate while it de¬ 
creases the penetration depth in the dielectric region. 

Fig. 5—Variation of depth of penetration of an electromagnetic wave 
into a plasma. At low frequencies the plasma acts as a conductor, 
while at high frequencies its behavior is similar to a dielectric. A 
cutoff region for the electromagnetic waves exists when 

In the presence of a steady magnetic field, the electro¬ 
magnetic properties of a plasma are drastically modified. 
In this case, the plasma behaves as a doubly refracting 
medium and exhibits band-pass characteristics. That is, 
for certain frequency ranges, depending upon the plasma 
properties and the strength and direction of the mag¬ 
netic field relative to the incident wave, the plasma is 
transparent to radio waves, while in other frequency 
ranges it is opaque. This means that for specific condi¬ 
tions, radio energy at frequencies well below the plasma 
frequency can penetrate through the plasma. 

Further electromagnetic wave-plasma phenomena of 
considerable interest occur when the effects of electron 
gradients are considered. These nonlinearities in the dis¬ 
tribution of the electron density arise as a result of 
thermal currents in the plasma and give rise to longi¬ 
tudinal waves which travel at very low velocities (some 
as low as the sound velocity) in the plasma. Thus, the 
plasma can support a pressure wave in addition to the 
transverse electromagnetic wave. In most instances, the 
pressure and electromagnetic waves are coupled, and 
energy can be transferred from one type of wave mo¬ 
tion into the other. 

Communications and Natural Plasmas 

The fact that an ionized region acts as a conductor 
and hence is a good reflector for incident radio waves of 
frequency below the plasma frequency has been utilized 
for communications for some time. Thus, the ionosphere 
is a naturally occurring plasma, and long-distance com¬ 
munication over the earth via reflection from the iono¬ 
sphere is feasible for frequencies less than a critical fre¬ 

quency6 (which depends on angle of incidence as well as 
the electron density). At these frequencies, the radio en¬ 
ergy will be almost totally redirected (reflected) down 
towards the earth again. This is the basis of the so-
called “sky-wave” in modern radio communications. 
Extensive exploration of the ionosphere has also been 
carried out by “radio soundings” in which a variable-fre¬ 
quency radio signal is directed at the ionosphere and the 
reflected wave observed until a frequency is found 
above which the signal penetrates into the ionosphere, 
and the reflected wave is appreciably reduced. If the 
electron density of the ionosphere changes, this critical 
frequency changes. In this manner, it has been possible 
to determine the stratification of the ionosphere by vir¬ 
tue of the differing electron densities of the various 
layers. Fortunately, the electron density is greater in 
the layers at higher altitudes so that frequencies can be 
found which penetrate the lower layers but are still re¬ 
flected by the higher regions of the ionosphere. 
The newer communication techniques which use 

meteor trails are based on the same principles. 29-31 A 
meteor re-entering the earth's atmosphere creates a 
column of ionization due to impact on the atmosphere 
and to ablation of the meteor material. When the elec¬ 
tron density is sufficiently large, this cylinder oi plasma 
reflects incident radio energy. The trails are transient 
phenomena since, due to diffusion, the electron density 
soon decreases below the critical value for reflection of 
the electromagnetic energy. 

An electromagnetic wave traveling in an ionized re¬ 
gion may, under certain circumstances, interact with a 
second wave in such a way that a modulation imposed 
on one of the waves becomes transferred to the other. 
To produce this crossmodulation or Luxembourg ef-
fect32-31 (so-called because it was first observed from 
radio station Luxembourg), a nonlinear medium is re¬ 
quired, and the absorption of energy from radio waves 
by an ionized region provides the necessary nonlinear¬ 
ity. If now another wave (the interacting wave) is ab¬ 
sorbed in the same region, the energy from it will in-

29 P. A. Forsyth and E. L. Yogan, “Forward scattering of radio 
waves by meteor trails,” Cañad. J. Phys., vol. 33, pp. 176—188; May, 
1955. 

30 P. A. Forsyth, et al., “ The principles of JANET—a meteor 
burst communication system,” Proc. IRE, 45, vol. pp. 1642-1657; 
December, 1957. 

31 R. J. Carpenter, and G. R. Ochs, “The NBS meteor burst com¬ 
munication system,” IRE Trans, on Communications Systems, 
vol. CS-7, pp. 263-271; December, 1959. 

32 B. D. Tellegen, Nature, vol. 131, p. 840; 1933. 
33 G. W. O. Howe, “Accurate measurements of the Luxembourg 

effect,” Wireless Engr., vol. 15, p. 187; April, 1938. 
31 L. G. H. Huxley, “Ionospheric cross-modulation at oblique 

incidence,” Proc. Roy. Soc., vol. A200, p. 486; 1950. 
35 V. L. Ginsburg and A. V. Gurevich, “Non-linear phenomena in 

a plasma located in an alternating electromagnetic field,” Upsekhi 
Fiz. Nauk, vol. 70, pp. 201-246; February, 1960, pp. 393-428; 
March, 1960. 

36 F. H. Hibberd, “Ionospheric self-interaction of radio waves,” 
J. Atmos. Terr. Phys., vol. 6, pp. 268-279; May, 1955. 

37 V. L. Ginzburg, “Non-linear interaction of radio waves propa¬ 
gating in a plasma,” Zh. Eksp. Teo. Fiz., vol. 35, pp. 1573-1575; 
December, 1958. 
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crease the velocity ol the electrons and hence the fre¬ 
quency of their collisions with the net result that the 
wanted wave will be more strongly absorbed. Thus in 
the presence oi the interacting wave, the wanted wave 
will become weaker. If the amplitude of the interacting 
wave is varied, the velocity of the electrons will follow, 
anti the absorption of the wanted wave will also vary. 
In this way, the modulation of the interacting wave be¬ 
comes superimposed on the wanted wave. 

Due to the doubly refracting nature of the plasma in 
a magnetic field, a further effect occurs when radio 
waves are propagated in a plasma in the direction of the 
magnetic field lines. This is a rotation of the plane of 
polarization of the wave, namely Faraday rotation. Com¬ 
munication systems whose signals must pass through 
the ionosphere, for instance, suffer from this effect. 

The band-pass behavior of the plasma in the presence 
of a de magnetic field discussed earlier, explains “whis¬ 
tler” propagation.’8 ” These decreasing-frequency audio 
whistles observed by radio means are the result of LF 
electromagnetic energy being generated by natural 
lightning discharges and propagating from one earth 
hemisphere along the magnetic lines of force of the 
earth to the conjugate positions of their origin in the 
opposite hemisphere. 

At low radio frequencies, the ions in the plasma pro¬ 
foundly affect the electromagnetic characteristics of the 
plasma. 40'41 As a result, the band-pass structure of the 
plasma is modified with electromagnetic wave propaga¬ 
tion now being possible at very low frequencies. These 
LI' EM waves are the classic magnetohydrodynamic or 
Alfven waves42 that propagate at a velocity which is 
often nine orders of magnitude less than the velocity of 
light. Such magnetohydrodynamic waves have been de¬ 
tected both in the laboratory and during the high-alti¬ 
tude nuclear detonations of the Argus experiments43-45 

of 1958. 

The Plasma Sheath 

A space vehicle moving at hypersonic velocities within 
a planetary atmosphere will be surrounded by a shock-
induced envelope of ionized gas (Eig. 6). This layer of 

:ls !.. R. 0. Storey, “An investigation of whistling atmospherics,” 
Phil. Trons. Roy. Soc. [London} .1, vol. 246, pp. 113 141: Julv 
1953. 

39 R. M. Gallet and R. A. Helliwell, “Origin of ‘very-low-fre¬ 
quency’ emissions,” J. Res. NBS, vol. 631), pp. 21-27; |ulv/August 
1959. 

40 C. O. Hines, “Heavy-ion effects in audio frequency radio propa¬ 
gation," J. Atmos. Terr. Phys., vol. 11, no. 1, pp. 36-42; 1958. 

11 R. E. Barrington and Í. Nishizaki, “The hydrogen ion effect in 
whistler dispersion,” Cañad. J. Phys., vol. 38, pp. 1642-1652; Decem¬ 
ber, 1960. 

12 A. Alven, “Cosmical Electrodynamics," Oxford I’niversity 
Press, Oxford, Eng.; 1950. 

43 N. C. Christofilos, “The Argus experiment,” J. Geophvs. Res., 
vol. 64, pp. 869-875; August, 1959. 

11 P. Newman, “Optical, electromagnetic and satellite observa¬ 
tions of high-altitude nuclear detonations: part 1,” J. Geophvs. Res., 
vol. 64, pp. 923 933; August, 1959. 

45 A. M. Peterson, “Optical, electromagnetic and satellite observa¬ 
tions of high-altitude nuclear detonations: part 2,” J. Geophvs. Res., 
vol. 64, pp. 933-938: August, 1959. 

FROM SHOCK 

Eig. 6—A plasma sheath surrounds a hypersonic 
space vehicle as it re-enters the atmosphere. 

ionized gas or “plasma sheath” can have a profound in¬ 
fluence on communications and telemetry to and from 
the vehicle46'47 and can also seriously alter the radar re¬ 
flecting characteristics of the vehicle and hence its 
radar detectability. 

The effect ol the plasma sheath on communications is 
to attenuate the signal severely and markedly degrade 
the antenna performance.48 At typical re-entry velocities 
for missiles and space vehicles, the signal attenuation is 
sufficient to cause “blackout,” except at extremely high 
microwave frequencies. For a manned re-entry vehicle 
which descends slowly in altitude, the plasma sheath 
ionization can persist over a large part of its flight path. 
This makes it extremely difficult to guide and control 
such vehicles from the ground by means of telemetered 
signals. I'he same difficulties apply to information 
transmitted from space probes and other scientific data 
measurements. Consequently, it is very important to 
understand the plasma phenomena created on re-entry 
in order to select the optimum system requirements. 
Of great importance for defense applications is 

knowledge of the behavior of the radar scattering cross 
sections of ballistic missiles at launch and during re¬ 
entry caused by the ionized sheaths and trails of the 
vehicles. In general, the plasma sheath enhances the 
scattering cross sections, but under specific conditions, 
the scattering properties can even be reduced. 

Basically, the above phenomena involve the interac¬ 
tion of electromagnetic waves and plasmas. This is, how¬ 
ever, only part of the story, since to specify the plasma 
properties and the plasma geometry at any time, a de¬ 
tailed knowledge of aerophysics for determining the 
shock front configuration and related aerodynamic flow 
fields and flow rates is required. 49 These factors, in turn, 

49 M. P. Bachynski, et al., “Electromagnetic properties of high-
temperature air,” Proc. IRE, vol. 48, pp. 347 356; March, 1960. 

4‘ A. \ . Phelps, “Propagation constants for electromagnetic 
waves in weakly ionized, dry air,” J. Appt. Phys., vol. 31 pp 1723 
1729; October, 1960. 

48 J. \V. Marini, “Radiation and admittance of an insulated 
slotted-sphere antenna surrounded by a strongly ionized plasma 
sheath, J. Res. NBS, vol. 64D, pp. 525-532; Septem ber/October, 
1960. 

19 W. Rotman and G. Meltz, Eds., “Electromagnetic Effects of 
Re-Entry,” Pergamon Press, New York, N. V.; 1960. 
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depend upon the environment in which the body is mov¬ 
ing and hence upon upper atmospheric physics as well 
as depending on the atomic processes of particle interac¬ 
tion in the plasma, dissociation, ionization rates and 
products, etc. This is, indeed, a formidable problem. 

Plasma sheath phenomena have been reported asso¬ 
ciated with orbiting satellites.5"-56 It is speculated, with 
some experimental evidence, that due to space charge 
which may build up on the satellite, a cloud of ions 
could be projected in front of the satellite. I his plasma 
cloud is thought to be sufficiently dense to reflect HF 
(megacycle) radio waves at times of intense solar ac¬ 
tivity. More quantitative measurements are neces ary 
before the existence of this effect can be proven. 

A tmospheric Breakdown 

Gas “breakdown” or gas “discharge” in a given region 
occurs when the number of electrons being created by 
ionization is equal to or exceeds the number of electrons 
which are lost through diffusion, recombination and at¬ 
tachment. In the breakdown process,67-62 the residual 
electrons in the gas gain sufficient energy from the RF 
electric fields to cause primary ionization by collision 
with the neutral constituents. Initially, since there are 
few electrons, the ionizing collisions are infrequent, but 
as the number of electrons created increases, an ava¬ 
lanche process is initiated until breakdown occurs. At 
high pressures, the mean free time between collisions of 
the electrons is small compared to the RI' period so that 
the electron does not have time to gain much energy be¬ 
fore collision. At low pressures, the time between colli¬ 
sions is long so that in the interval the electron gains 
sufficient energy from the RF fields to cause an ionizing 

60 A. Flambard and M. Reysat, “Electromagnetic waves and satel¬ 
lites: echoes from ionized trails of satellies at high frequency,” Onde 
Elect., vol. 38, pp. 830-837; December, 1958. 

el C. R. Roberts and P. II. Kirchner, “Radio reflections from 
satellite-produced ionization,” Proc. IRE, vol. 47, pp. 1156-1157; 
June, 1959. 

“ D. B. Beard and F. S. Johnson, “Charge and magnetic field 
interaction with satellites,” J. Geophys. Res., vol. 65, pp. 1 -7; January, 
1960. 

“ S. Rand, “Wake of a satellite traversing the ionosphere,” Phys, 
of Fluids, vol. 3, pp. 265-273; March/April, 1960. 

51 J. D. Krauss, el al., “The satellite ionization phenomenon," 
Proc. IRE, vol. 48, pp. 672-678; April, 1960. 

“J. D. Krauss, “Evidence of satellite-induced ionization effects 
between hemispheres,” Proc. IRE, vol. 48, pp. 1913 1914; No¬ 
vember, 1960. 

W [. D. Krauss and R. C. Higgy, “The relation of the satellite 
ionization phenomena to the radiation belts," Proc. IRE, vol. 48, 
pp. 2027-2028; December, 1960. 

57 I.. Gould and !.. W. Roberts, “Breakdown of air at microwave 
frequencies,” J. Appl. Phys., vol. 27, pp. 1162-1170; October, 1956. 

68 A. D. MacDonald, “High-frequency breakdown in air at high 
altitudes,” Proc. IRE, vol. 47, pp. 436 441 ; March, 1959. 

69 J. B. Chown, et al., “Voltage breakdown characteristics of 
microwave antennas,” Proc. IRE, vol. 47, pp. 1331 1337; August, 
1959. 

60 P. M. Platzmann and E. II. Soit, “Microwave breakdown of air 
in non-uniform electric fields,” Phys. Rev., vol. 119, pp. 1143-1149; 
August 15, 1960. 

01 I). Kelly and II. Margenan, “High frequency breakdown of 
air,” J. Appl. Phys., vol. 31, pp. 1617-1620; September. 1960. 

62 W. E. Scharfman and T. Morita, “Voltage breakdown of an-
tennas at high altitude,” Proc. IRE, vol. 48, pp .1881-1887; Novem¬ 
ber, 1960. 

collision. At extremely low pressures, there are few 
particles for the electrons to collide with, so an optimum 
pressure exists at which a minimum voltage is required 
for breakdown. 

Thus the electric field strength required to break 
down a gas at low pressure is, in general, less than that 
required at atmospheric pressure. As a consequence, 
even low-power antennas on a high-altitude vehicle may 
be susceptible to voltage breakdown. 59 62 The effect on 
the antenna performance when voltage breakdown oc¬ 
curs is to alter the radiation pattern of the antenna, 
lower the total power radiated, change the pulse shape 
of the radiated power and modify the input impedance 
of the device. When the number density of electrons in 
the discharge is such that the plasma frequency exceeds 
the RF frequency, little transmission and considerable 
mismatch will occur. 

Direct application of breakdown theories to antenna¬ 
voltage breakdown characteristics are difficult due to 
the complex fields which exist near the antenna and 
which vary with the antenna configuration. The effect 
of pulse shape, pulse repetition rate (since electrons may 
be left in the gas in front of an antenna due to the previ¬ 
ous pulse), and peak powers under varying conditions 
before breakdown occurs are yet not fully understood. 
The environmental conditions of a space vehicle com¬ 
plicate the problem due to the questionable validity of 
concepts such as diffusion length at high altitudes, the 
unknown effects on breakdown of air turbulence, plasma 
sheaths, etc., around the vehicle and the effects of pre¬ 
ionized regions such as the ionosphere in which large 
initial electron densities exist through which the vehicle 
must pass. 

Plasma Noise 

As a result of the interaction between electrons, ions 
and neutral molecules in a plasma, electromagnetic en¬ 
ergy is generated and emitted by the plasma. 63 This 
emission of “passive” radiation from the plasma can be 
due to a variety of physical processes such as: brems¬ 
strahlung—the deceleration of particles due to an 
atomic encounter; the release of energy during recom¬ 
bination of an electron-ion pair; or Cerenkov radiation 
from the “bow wave” formed when particle velocities 
exceed the velocity of light in the medium or unstable 
plasma oscillations arising from gradients of electron 
density which exist in nonuniform plasmas. The radi¬ 
ated energy is in general noncoherent, varying over a 
wide continuous spectrum of frequencies and thus ap¬ 
pears principally as a noise signal. 

This noise can impose limitations on the sensitivity of 
an antenna receiving system by raising the noise level of 
the environment in which the transmitting and receiving 
system operates and hence defeating the advantages 

68 G. Bekefi and J. L. Hershtield, “Incident microwave radiation 
from plasmas," Phys. Rev., vol. 116, pp. 1051-1056; December 1, 
1959. 
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gained in using masers, parametric amplifiers and other 
low noise receiving devices. The “noise” radiated from 
a plasma is not, in all cases, necessarily a detrimental 
effect such as it is in communications. Thus if the spec¬ 
tral distribution of the emitted energy is characteristic 
of the plasma properties, a measurement of the micro¬ 
wave radiation provides specific information on the 
plasma. As an example, knowledge of the radiated power 
gives a measure of the electron temperature in the 
plasma, and this has been used as a powerful diagnostic 
technique. Further investigations have been focused on 
the microwave radiation from plasmas produced by 
hypervelocity bodies in the hope of providing a means 
for detection and discrimination of such vehicles as they 
enter the atmosphere. 

A major difficulty in the above-mentioned applica¬ 
tions is an understanding of the fundamental processes. 
For a plasma in a steady state, macroscopic radiative 
transfer concepts without detailed knowledge of the 
atomic processes can be applied and the emission spec¬ 
trum determined from the electromagnetic wave ab¬ 
sorption, transmission and reflection properties of the 
plasma. These determinations are complicated by the 
nonuniformity and geometrical configuration of the 
emitting plasma. However, most practical plasmas oi 
interest are not in equilibrium, and as yet a considerable 
amount of theoretical work remains to be done on non¬ 
equilibrium radiation. Furthermore, few reliable quan¬ 
titative measurements are available to guide the the¬ 
oretical work. 

Plasma Propulsion 
Genera! Rocket Considerations 

After a vehicle has been placed out of the reach of 
strong gravitational forces into a low satellite orbit by 
conventional means (e.g., a chemical rocket), there no 
longer exists a need for a high-thrust device. One then 
can look towards more novel methods for reducing the 
cost of propelling large payloads in space. The use of 
electrical propulsion techniques for this purpose greatly 
increases the size of the payload that can be projected 
into larger orbits. 

To show that this is the case, consider some funda¬ 
mental system parameters of a rocket. 64 The basic 
parameters are the specific impulse (defined as thrust 
in weight units/propellant mass flow rate) whose units 
are seconds and the thrust (in weight units) per unit 
weight which is a dimensionless parameter. For a rocket 
to take off from a planet, the thrust per unit weight of 
the rocket must be greater than one. However, in re¬ 
gions where the forces of gravity are small, even small 
values of thrust/weight may be useful. In a chemical 
rocket, the thrust power is limited to the specific energy 
content within the chemical propellant so that the high-

M 11. S. Seifert, Ed., “Space Technology,” John Wiley and Sons, 
Inc., New York, N. Y.; 1959. 

est specific impulse possible is desired. In electrical 
propulsion however, the source of the power and the 
working fluid are completely separate, hence the opti¬ 
mum specific impulse is not necessarily the greatest one. 
Thus the source of power increases with increasing spe¬ 
cific impulse, and the propellant or working fluid de¬ 
creases with increasing specific impulse with an opti¬ 
mum specific impulse when the sum weight of the pro¬ 
pellant and power plant (i.e., vehicle) is minimized. For 
operations within the influence of the earth’s gravita¬ 
tional field, such as a complete round trip of a lunar 
mission or the establishment of a communications satel¬ 
lite in a “stationary” 24-hour orbit at a height of 22,500 
miles, the optimum specific impulse required ranges 
from 1500 to 5000 seconds. For interplanetary flights, a 
specific impulse of 7500 to 20,000 seconds is desirable. 

These values of specific impulse are beyond the limit 
of the energy of conventional rocket propellents so that 
new methods are required. In Fig. 7 are illustrated the 
limit of thrust per unit weight and specific impulse of 
chemical rocketsand the regions of operation of some of 
the devices to be discussed in the sequel. 

Fig. 7—General rocket characteristics of some 
plasma propulsion devices. 

Electrostatic or Ion Propulsion 

One technique for attaining a large specific impulse is 
to electrostatically accelerate a beam of charged parti¬ 
cles and expel them at very high velocities. 65-68 In this 
manner, it may be possible to design a low-thrust sys¬ 
tem suitable lor space flight. In its simplest form, an 
ionic rocket would consist of an ion source to supply the 
“fuel” and an electrostatic accelerator or gun to accel¬ 
erate the ions, the ejection of the ions from the device 
corresponding to the mass flow from an ordinary rocket. 

K E. Stuhlinger and R. Seitz, “Some problems in ionic propulsion 
systems,” IRE 'I rans, on Military Electronics, vol. MIL-3, pp. 
27-33; April, 1959. 

M F. Hecht, Ed., Proc. 10th Internal!. Astronautical Congr., Lon¬ 
don, Eng., 1959, Springer-Verlag, Vienna, Austria, vols. 1 and 2; 1960. 

67 S. W. Kash, “A comparison of ion and plasma propulsion," 
Proc. IRE, vol. 48, pp. 458 465; April, 1960. 

F. I. Ordway, Ed., “Advances in Space Science,” Academic 
Press, New York. N. Y., vol. 2; 1960. 
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Considerable thought has gone into a choice of fuel 
for an ionic rocket. The basic requirements are that the 
ion source yield an ion of sufficient mass (to give an 
appreciable thrust) and at the expense of a minimum 
amount of power. Most present experimentation has 
been with the contact-ionization type of ion source using 
vapors of alkali metals as the “fuel.” In this technique, 
cesium or rubidium, which have very low ionization po¬ 
tentials, are passed through regions of incandescent 
tungsten (which has a higher work function than either 
cesium or rubidium). The alkali atoms readily lose their 
valence electrons to the tungsten and nearly 100 per 
cent ionization can be achieved. 

A more serious problem in the development of ion 
rockets is the space charge limitation upon the maxi¬ 
mum current densities which can be obtained for a 
particular accelerating voltage, electrode configuration 
and propellant. Practical current densities which have 
been achieved at accelerating voltages below 10 kv are 
of the order of 12 ma/cm2 for cesium. 

Since ion bombardment can cause serious electrode 
erosion, secondary-electron emission and impact heat¬ 
ing, it is necessary to focus the ion beam to overcome the 
beam spread resulting from the space charge repulsion 
of the charged ions. To obtain collimated beams, cylind¬ 
rical-beam and converging-beam Pierce Gun accelerat¬ 
ing systems have been studied. 

In order to preserve the electrical neutrality of the 
ion rocket and to prevent space charge from building 
up behind the ship and hence inhibiting the ejection of 
ions, it is necessary to neutralize the “exhaust” of the 
ion rocket. To achieve space charge neutrality, particles 
of the opposite charge must be introduced into the ex¬ 
haust. The entire ensemble, consisting of negative and 
positive particles and hopefully neutrals due to recom¬ 
bination, is electrically neutral, so in effect, it is a 
plasma. One technique of neutralizing is to inject elec¬ 
trons into the positive-ion beam from electron emitters 
located around the perimeter of the beam. The elec¬ 
trons are attracted into the ion beam by the space 
charge fields in the unneutralized portion of the beam 
and oscillate through the beam, thus giving some de¬ 
gree of neutralization to the ion beam. Since the mass of 
the electron is a small fraction of the ion mass, an ejec¬ 
tion of electrons would make a negligible contribution 
to the net thrust and is therefore useful solely in an at¬ 
tempt to attain charge neutrality. A further suggestion 
for an ion rocket which may overcome the charge neu¬ 
tralization problem is to have the rocket composed of 
ion diodes, each alternately accelerating positive and 
negative ions. The exhaust oi such a system would be 
electrically neutral, and furthermore, if a suitable nega¬ 
tive ion of comparable mass to the positive ion were 
known, then the over-all thrust of the system could be 
doubled. The difficulty is, of course, in obtaining a suit¬ 
able negative ion source. Such a dual ion device is il¬ 
lustrated in Fig. 8. 

Other charged masses such as colloidal suspensions, 

Fig. 8 Positive and negative ion accelerators to achieve space 
charge neutrality in exhaust of an ion rocket system. 

dust particles and heavy molecules have been suggested 
as possible fuel for an ionic propulsion system and are 
currently being investigated. 

Neutral Plasma or Magnetohydrodynamic Propulsion 

High specific impulse devices are possible using a 
partially or fully ionized gas (i.e., a plasma) as the pro¬ 
pellant 69-71 in which the ion and electron densities are 
essentially neutral. Such a device is not affected by the 
space charge limitations of the ion rocket. Since the 
plasma is an electrically conducting fluid, electromag¬ 
netic fields can be used to interact with it in order to 
heat the plasma to higher temperatures or to accelerate 
it to high velocities. Electromagnetic fields can transfer 
energy to a plasma by two basic methods, namely, Joule 
heating which increases the thermal energy of the 
plasma and by the interaction of the plasma current 
with the magnetic field which creates a force accelerat¬ 
ing the plasma and hence increases the energy oi motion 
of the plasma. The manner in which this force interacts 
with the plasma is strongly dependent on the geometry 
of the apparatus and on the plasma properties, and is 
the basis for a number of schemes for plasma propulsion 
devices. 

The plasma arc jet is an example of a device in which 
a plasma is used to Joule heat a gas. In the plasma jet, 

69 M. Alperm and G. P. Sutton, Eds., Proc. Symp. on Advanced 
Propulsion Systems, Los Angeles, 1957, Pergamon Press, New York, 
N. Y.; 1959.' . 

70 M. Camrac, el al., “Plasma propulsion devices for space flight, 
IRE Trans, on Military Electronics, vol. MIL-3, pp. 34-41; 
April, 1959. 

71 W. Rayle, “Plasma propulsion possibilities," IRE Irans, on 
Military Electronics, vol. MIL-3, pp. 42-45; April, 1959. 
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(a) 

Fig. 9—(a) Plasma jet. A plasma arc is used to heat a gas to high 
temperatures. The gas is then passed through an expansion nozzle 
and forms a high velocity exhaust, (b) MHD accelerator. In the 
magnetohydrodynamic accelerator an ionized gas is passed 
through crossed electric and magnetic fields which accelerate this 
plasma, (c) T tube accelerator. In the T tube, the energy stored in 
a capacitor bank is discharged into a gas creating a plasma which 
is accelerated up the stem of the T using magnetic fields. 

a de voltage is applied between the operating electrodes 
[see Fig. 9(a)] causing a breakdown of the gas in the 
chamber. The propelled gas is then forced through this 
electric arc and is heated upon passing through the arc. 
After heating, the hot gas is expanded in a conventional 
nozzle. I'he limitation of specific impulse in the plasma 
jet is caused by the inability to recover the energy ex¬ 
pended on dissociation and ionization of the gas as it 
passes through the arc. Unless recombination occurs be¬ 
fore the gas is expelled from the nozzle, this energy will 
not appear as kinetic energy of the gas flow and hence is 
lost. 
A device which minimizes the above losses can be 

made by accelerating a preheated gas using magnetic 
fields. In this scheme [Fig. 9(b)], a hot gas (~3000°K) 
is passed into the acceleration chamber where electric 

currents are caused to flow through the plasma in a 
given direction. A magnetic field permeates the plasma 
in a direction normal to the electric current. I'he action 
of the current and the magnetic field creates a JXB 
(where J is the current density, B the magnetic field) 
force which accelerates the plasma in a direction per¬ 
pendicular to both the magnetic field and the electric 
current. 

Considerable experimentation has been performed 
with the T tube [Fig. 9(c)] in which the gas is highly 
ionized by passing a large current through the head of 
the T and then accelerating the plasma up the stem of 
the tube using magnetic fields. Further sophistication 
of this device is to use additional magnetic fields orien¬ 
tated along the stem of the T which act as magnetic 
nozzles increasing the velocity of the plasma and fur¬ 
thermore keeping it away from the walls of the tube to 
prevent cooling and erosion. In this manner, specific 
impulses up to 5000 seconds are possible. 

I echniques have been developed on a laboratory 
scale whereby donut-shaped “blobs” of plasma or 
plasmoids7-’ 73 can be projected by magnetic forces at 
speeds exceeding 107 cm/sec. Such a plasma gun con¬ 
stitutes another possible means of propulsion. 

As the interaction between magnetic fields and plas¬ 
mas becomes better understood, a greater and greater 
number of novel propulsion techniques71 76 will be sug¬ 
gested, and some of these will inevitably prove to be 
practical. 

Plasma Devices 

Pre-Plasma-Era Devices 

Many years before the full importance of plasmas in 
the field of science was realized, devices employing 
plasma were in operation. These devices, of course, did 
not require a detailed understanding of plasma proper¬ 
ties and included the fluorescent lamp, noise sources for 
the calibration of radio receiving devices and as labo¬ 
ratory standards and transmit-receive tubes for radar 
applications. The fluorescent lamp, for example, is just 
a gaseous discharge plasma whose light emission is used 
to activate the fluorescent material coating of the light 
tube. Most noise sources for laboratory calibrations are 
also gaseous discharges operating well below the plasma 
frequency in the “opaque region.” In radar systems, on 
the other hand, it is necessary to have a switch to dis¬ 
connect the receiver from the transmission line during 
the transmitted pulse and to disconnect the transmitter 
the rest of the time. Such a switch can be obtained 

12 W. H. Bostick, “Experimental study of ionized matter pro¬ 
jected across a magnetic field,” Phys. Rev., vol. 104, pp. 292-299; 
October, 15, 1956. 

” W. H. Bostick. “Experimental study of plasmoids,” Phys. Rei'., 
vol. 106, pp. 404-412; May 1, 1957. 

M. M. Klein and K. A. Brueckner, “Plasma propulsion by a 
rapidly varying magnetic field,” J. Appl. Phys., vol. 31, pp. 1437-
1448; August, 1960. 

7S G. A. Askaryan, “Acceleration of charged particles in travelling 
or standing electromagnetic waves,” Zh. Eksp. Tear. Fis., vol. 36, 
pp. 619-621; February, 1959. 
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using appropriately connected spark gaps which “break 
down” during transmission and act as a low-impedance 
device, while normally they are high-impedance open 
circuits. The T-R tube is merely a sophisticated spark 
gap which operates at lower voltages (since the gas in 
the tube is at low pressure) and whose properties are 
not affected by external environment conditions such 
as humidity and temperature. 

In addition, many important vacuum tube devices of 
long standing used for rectification and regulation pur¬ 
poses have utilized plasma in their operation. Among 
these can be listed the ignition, the mercury vapor rec¬ 
tifier and even the common voltage regular tube. 

Microwave Devices 

Promising applications of the properties of plasmas 
appear in the field of guidance and generation of high 
RF energy. Since a column of plasma will support the 
propagation of various field configurations of electro¬ 
magnetic waves, 73-80 a considerable effort is presently 
being devoted to an understanding of “plasma wave¬ 
guides.” The waveguide is the basic component of the 
microwave system, and its characteristics will deter¬ 
mine and limit the other microwave devices which are 
possible. Since a plasma waveguide exhibits specific 
mode and band-pass characteristics (which can be con¬ 
trolled by external magnetic fields), waveguide filters 
are obvious applications. An electromagnetic wave 
traveling down a plasma column will have its phase and 
amplitude altered, depending on the plasma properties 
and configuration and prototype attenuators, S1 and 
phase shifters have been built in several laboratories. 
Plasma properties can also be used for waveguide 
switching. 82- 85 In addition, since plasmas exhibit inter¬ 
esting properties such as the Faraday effect, polariza¬ 
tioncharacteristics, double refraction and nonlinearity, 

76 L. D. Smullin and P. Chorney, “Propagation in ion-loaded 
waveguides,” Proc. Symp. on Electronic Waveguides, pp. 229-248; 
April, 1958. 

77 A. W. Trivelpiece and R. W. Gould, “Space charge waves in 
cylindrical plasma columns,” J. Appl. Phys., vol. 30, pp. 1784-1793; 
November, 1959. 

78 V. B. Fainberg and M. F. Gorbatenko, “Electromagnetic waves 
in a plasma situated in a magnetic field,” J. Tech. Phys. (USSR), vol. 
29, pp. 549-562; May, 1959. 

79 V. E. Golant and A. P. Zhilinski, “Propagation of electromag¬ 
netic waves through waveguides filled with plasma,” Soviet Tech. 
Phys., vol. 5, pp. 12-21 ; July, 1960. 

80 L. Goldstein, “Non-reciprocal E-M wave propagation in ionized 
gaseous media,” IRE Trans, on Microwave Theory & Techniques, 
vol. MTT-6, pp. 19-29; January, 1958. 

81 P. D. Lomerand R. M. O’Brien, “A microwave pulsed attenua¬ 
tor using an RF excited discharge, ’ Proc. IEE, vol. 105, pt. B, 
suppl. No. 10, pp. 500-504; 1958. 

82 S. J. Tetenbaum and R. M. Hill, “High power magnetic field 
controlled microwave gas discharge switches,” IRE Irans, on 
Microwave Theory and Techniques, vol. MTT-7, pp. 73-82; Janu¬ 
ary, 1959. 

83 R. S. Braden, “A new concept in microwave gas switching ele¬ 
ments,” IRE Trans, on Electron Devices, vol. ED-7, pp. 54-59; 
January, 1960 

84 D. W. Downton and P. D. Lomer, “A pre-'I R tube for high 
mean power duplexing,” IRE Trans, on Microwave I heory and 
Techniques, vol. MTT-8, pp. 654-659; November, 1960. 

88 R. M. Hill and S. K. Ichiki, “Microwave switching with low-
pressure arc discharge,” IRE Irans, on Microwave I heory and 
Techniques, vol. MTT-8, pp. 628-632; November, 1960. 

they present a host of phenomena that can be utilized 
for circuit and microwave applications. 

It has been demonstrated that slow electromagnetic 
waves can propagate in a plasma cylinder in the pres¬ 
ence of a de magnetic field. As a consequence, intense 
investigations are being made in attempts to utilize a 
plasma86-92 as the slow-wave structure of traveling¬ 
wave tubes. In this manner, the characteristics of the 
slow-wave structure can be altered externally by chang¬ 
ing the plasma properties. By using modulated electron 
beams93 94 passing through a plasma, a growth of the 
modulation has been observed. This has stimulated in¬ 
terest in the possibility of obtaining microwave ampli¬ 
fication by such techniques. A diagram of such an elec¬ 
tron beam-plasma interaction amplifier is shown in Fig. 
10. Suggestions have been put forth in which the non¬ 
linear effects of a plasma at high power levels is utilized 
as the nonlinear propagating medium of a parametric 
amplifier. The generation of millimeter waves by plasma 
techniques, such as high-intensity arcs and harmonic 
generation where the plasma provides the nonlinearity, 
excitation of coherent plasma oscillations and their con¬ 
versions to short wavelength radio waves, etc., is another 
field of great interest 95-100 and current importance. 

In a gaseous discharge (plasma) system, it is possible 
for metastable states of a given atom to be used as car-

86 E. V. Bogdanov, et al., “Interaction between an electron stream 
and plasma,” Proc. Symp. on Millimeter Waves, Brooklyn Polytechnic 
Press, Brooklyn, N. Y., pp. 57-72; April, 1959. 

87 G. S. Kino, “A proposed millimetre-wave generator,” Proc. 
Symp. on Millimeter IPares, Brooklyn Polytechnic Press, Brooklyn, 
N. Y., pp. 233-248; April, 1959. 

J. R. Baird and P. D. Coleman, “High power gas discharge fre¬ 
quency multiplier,” Proc. Symp. on Millimeter Waves, Brooklyn 
Polytechnic Press, Brooklyn, N. Y., pp. 289-300; April, 1959. 

88 Z. S. Tchernov, “Interaction of E-M waves and electron beams 
with centrifugal electrostatic focusing,” Proc. Symp. on Electronic 
Waveguides, Brooklyn Polytechnic Press, Brooklyn, N. Y., pp. 339-
344; April, 1959. 

89 A. Javan, “Possibility of production of negative temperature in 
a gas discharge,” Phys. Rev. Lett., vol. 3, pp. 87-89; July Í5, 1959. 

90 W. O. Schumann, “The backward wave in a metal waveguide 
filled with longitudinally magnetized plasma,” Z. Angew. Phys., vol. 
11, pp. 333-335; September, 1959. 

91 J. M. Anderson, “Possible low-noise electron beam plasma am¬ 
plifier,” J. Appl. Phys., vol. 30, pp. 1624-1625; October, 1959. 

92 G. S. Kino, “Parametric amplifier theory for plasmas and elec¬ 
tron beams,” J. Appl. Phys., vol. 31, pp. 1449-1458; August, 1960. 

93 G. D. Boyd and L. M. Field, “Excitation of plasma oscillations 
and growing plasma waves,” Phys. Rev., vol. 109, pp. 1393-1394; 
February 15, 1958. 

94 G. D. Boyd, et al., “Interaction between an electron stream 
and an arc discharge plasma," Proc. Symp. on Electronic Waveguides, 
Brooklyn Polytechnic Press, Brooklyn, N. Y., pp. 367-378; April, 
1958. 

95 K. I). Froome, “A new microwave harmonic generator,” Nature, 
vol. 184, p. 808; September 12, 1959. 

98 R. M. Hill and S. J. Tetenbaum, “Harmonic generation in a 
cyclotron resonant plasma,” J. Appl. Phys., vol. 30, pp. 1610-1611; 
October, 1959. 

97 N. R. Bierrum and D. Walsh, “Harmonics from a microwave 
gas discharge,” J. Electronics Control, vol. 8, pp. 81-90; February, 
1960. 

98 N. R. Bierrum, et al., “Coherence and bandwidth of a gas dis¬ 
charge harmonic generator,” Nature, vol. 186, p. 626; May 21, 1960. 

99 K. D. Froome, “Millimetre waves from mercury arc harmonic 
generator,” Nature, vol. 186, p. 959; June 18, 1960. 

190 J. M. Anderson, “Microwave detection and harmonic genera¬ 
tion by Langmuir-type probes in plasmas,” Proc. IRE, vol. 48, pp. 
1662- 1663; September, 1960. 
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rters ot energy to excite specific quantum energy levels 
of another atom. 101 If the excitation cross section for 
this process is large, then a “population inversion” or 
excess of atoms in this excited state will occur. This is 
precisely the condition required for maser action, and 
the successful operation of such a quantum plasma de¬ 
vice producing maser oscillations at optical frequencies 
has been achieved recently. 102

Further schemes have been put forth whereby the ion 
sheaths surrounding hypersonic re-entry vehicles would 
be utilized as coherent radiative elements and hence as 
a plasma antenna. However, considerably more work 
is still required in this direction. Other novel applica¬ 
tions of plasma are also in progress. 103-10 ’ 

Electric Power Generation 

If a de magnetic field is applied in a direction per¬ 
pendicular to a moving conducting fluid, an electric 
field is generated in a direction normal to both the mag¬ 
netic field and the fluid flow. If now electrodes con¬ 
nected to an external load are appropriately placed, the 
electric field will cause a current to flow in the external 
circuit (as well as in the plasma). Energy is transferred 
to the load at the expense of the kinetic energy of di¬ 
rected motion of the conducting fluid. This is the basis 
of the de magnetohydrodynamic generator. 108 109 The 

101 A. Javan, in “Quantum Electronics,” C. H. Townes, Ed., 
Columbia Universit) Press, New York, N. Y.; 1960. 

102 A. Javan, et al., “Propitiation inversion and continuous optical 
maser oscillation in a gas discharge containing a He-Xe mixture,” 
Phys. Rev. Lett., vol. 6, pp. 106 109; February 1, 1961. 

103 W. Schmidt, “The microwave plasma burner,” Electron. 
Rundschau, vol. 13, pp. 404-406; November, 1959. 

194 J. M. Anderson and L. A. Harris, “Negative-glow plasma as a 
cathode for electron tubes,” J. Appl. Phys., vol. 31, pp. 1463-1468; 
August, 1960. 

1,16 II. W. Lewis and J. R. Reitz, “Efficiency of the plasma thermo¬ 
couple,” J. Appl. Phys., vol. 31, pp. 723-727; April, 1960. 

196 H. W. Lewis and J. R. Reitz, “Open-circuit voltages in the 
plasma thermocouple,” J. Appt. Phys., vol. 30. pp. 1838 1839; No¬ 
vember, 1959. 

107 R. W. Pidd, et al., “Characteristics of a plasma thermocouple,” 
J. Appt. Phys., vol. 30, pp. 1861-1865; December, 1959. 

108 L. Steg and G. W. Sutton. “The prospects of MHD power 
generation,” Astronautics, vol. 5, pp. 22-25; August, 1960. 

H. Hurwitz, et al., “Influence of tensor conductivity on current 
distribution in a MHD generator,” J. Appl. Phys., vol. 32, pp. 205-
216; February, 1961. 
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advantages of such maguetohydrody itamic (MHD) de¬ 
vices are that no moving parts, only a moving fluid, is 
required. The difficulties include characteristics of the 
working fluid (ionization and dissociation potentials, 
heat transfer properties), the methods of achieving ade¬ 
quate flow velocities, geometry, contamination and cor¬ 
rosion problems. Ml ID generators have been proposed 
for ac power generation1"' as well. These devices can be 
either pulsed or steady-state. 

A plasma device for the conversion of heat into elec¬ 
tricity is the thermionic diode 111-124 in which some of 
the electrons liberated from the cathode have sufficient 
energy to overcome the internal work function of the 
cathode and proceed to the anode where they lose their 
kinetic and potential energy. If the resulting energy 
level of the electrons in the anode is more negative than 
the original energy level at the cathode, then the device 
is capable of driving a current through a load and hence 
do useful work by this conversion of heat into electric¬ 
ity. The most serious limitation of such a scheme is 
the space charge of electrons which builds up near the 
anode and which inhibits electrons emitted from the 
cathode from reaching the anode. One technique of 
overcoming the space charge problem is to introduce 
cesium vapor into the device, which, upon contact with 
the hot anode, becomes a positive cesium ion and hence 
tends to neutralize the negative electron space charge. 
Other suggested schemes for controlling the charge ef¬ 
fects include the use of a grid as a third control element 
and the use of crossed electromagnetic fields. Consid¬ 
erably more study is required on anode work functions 

110 I. B. Bernstein, et al., “Magnetohydrodynamics ac power gen¬ 
erator,” Proc. Natl. Aerospace Electronics Conf., pp. 205-214; May, 
1961. 

1,1 H. Moss, “Thermionic diodes as energy converters,” J. Elec¬ 
tronics, vol. 2, pp. 305-322; January, 1957. 

112 G. R. Feaster, “Thermionic diodes as energy converters—an 
addendum," ./. Electronics Control, vol. 5, pp. 142-145; August, 1958. 

113 K. G. Hernquist, el al., “ Thermionic energy converter,” RCA 
Rev., vol. 19, pp. 244 258; June, 1958. 

114 G. N. Hatsopoulos and J. Kaye, “Analysis and experimental 
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converter,” J. Appl. Phys., vol. 30, pp. 481-487; April, 1959. 

118 H. F. Webster, “Calculation of the performance of a high 
vacuum thermionic energy converter,” ./. Appl. Phys., vol. 30, pp. 
488-492; April, 1959. 

119 H. \\ . Lewis and J. R. Reitz, “Thermoelectric properties of the 
plasma diode, J. Appl. Phys., vol. 30, pp. 1439-1445; September, 
1959. 

F. E. Jablonski, cl al., “Space-charge neutralization by fission 
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121 N. S. Rasor, “Figure of merit for thermionic energy conver¬ 
sion,” J. Appl. Phys., vol. 31, pp. 163-167; January, 1960. 

122 P. A. Lindsay and F. W. Parker, “Potential distribution be¬ 
tween two plane emitting electrodes: pt. 2—thermionic engines,” 
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under operating conditions and materials to withstand 
the high temperatures required at the cathodes as well 
as on the space charge problem. 

Sem iconductor Microplasmas 

A good analogy exists between the process of electri¬ 
cal breakdown in a low-density gas and the “avalanche 
effect” which occurs in some reverse-biased semicon¬ 
ducting diodes. 126-130 In these devices, a slight increase 
in the reverse voltage above some critical value causes a 
very rapid increase in current and the junction is said to 
“break down.” The breakdown occurs due to the multi¬ 
plication and resulting avalanche of the charge carriers 
both positive (holes) and negative (electrons) in the de¬ 
pletion layer of the device in a manner analogous to the 
creation of ionization by electrons in a gaseous dis¬ 
charge. Observations indicate that the breakdown oc¬ 
curs in very minute highly ionized regions or micro-
plasmas of about 500 A in diameter. Such devices are of 
great practical potential for applications which require 
switching times of milli-microseconds. In addition, a 
number of other effects 131-133 found in gaseous plasmas 
may also be observed in semiconductors. 

I'he above are only a few of the devices and applica¬ 
tions for which plasmas are suitable. The current in¬ 
tense investigations on the properties of plasmas will 

126 D. J. Rose, “Microplasma in silicon,” Phys. Rev., vol. 105, pp. 
413 418; January 15, 1957. 

123 R. Yee, et al„ “Avalanche breakdown in N-P germanium dif¬ 
fused junctions." J. A ppi Phys., vol. 30, pp. 596 597; April, 1959. 

127 K. S. Champlin, “Microplasma fluctuations in silicon." 
Appl. Phys., vol. 30, pp. 1039-1050; July, 1959. 

12’A. G. Chynoweth and K G. McKay, “Light emission and 
noise studies of individual microplasmas in silicon P-N junctions," 
J. Appl. Phys., vol. 30, pp. 1811 1813; November, 1959. 

129 M. Kikuchi and T. Iizuka, “Observation of microplasma 
pulses and electroluminescence in gallium phosphide single crystal," 
J. Phys. Soc. Japan, vol. 15, p. 935; May, 1960. 

130 C. I). Root, et al., “Avalanche breakdown voltages of diffused 
silicon and germanium diodes,” IRK Irans, on Electron Devices, 
vol. ED-7, pp. 257 261; October, 1960. 

131 L. M. Roth, et al., “Theory of optical magneto-absorption ef¬ 
fects in semiconductors,” Phys. Rev., vol. 114, pp. 90 104; April 1. 
1959. 

132 M. Glicksman and M. C. Steele, “Plasma pinch effects in 
indium antimonide,” Phys. Rev. Lett., vol. 2, pp. 461-463; June 1, 
1959. 

133 M. Date, “Magneto-plasma resonance in semi-conductors," 
J. Phys. Soc. Japan, vol. 15, pp. 1488-1492; August. 1960. 

undoubtedly result in < 
cal uses. 

The FCf7?(. s 
of. 

Today plasma physics is a c. '''H, 
search in which exist many pröble» 
tory solutions. It encompasses many < 
ing particle physics, physical electronics, 
radiation physics, electromagnetic wave l. 
netohydrodynamics, thermodynamics, spec 
physical chemistry, quantum mechanics anti 
others. The interplay between these various fiele 
study cannot help but further the frontiers ol scient 

As slowly and surely solutions are found to the many 
pressing problems of plasma physics, what can we hope 
to achieve? I'he promise of the future includes a better 
understanding of the creation of the (inverse and the 
forces at work in it, an almost inexhaustible supply of 
electrical power using thermonuclear fusion reactions, 
reliable communications with space and re-entry 
vehicles, propulsion devices appropriate for interplane¬ 
tary travel, devices for producing and amplifying HE 
radio energy, electrical generators with no mechanical 
parts, and numerous new semiconductor devices. These 
are the goals of plasma physics research. 

I'he immediate future must be devoted to a better 
understanding of the behavior of plasmas and related 
phenomena under various conditions. The most sig¬ 
nificant progress is thus most likely to be made in funda¬ 
mental studies under controlled conditions. Application 
of the basic knowledge gleaned in this manner will fol¬ 
low immediately. 

It is difficult to predict what the long-term future will 
hold. W ill the present hopes and dreams be realized, or 
will some now incidental and little understood by¬ 
product of the present effort prove to be an even greater 
achievement than our present goals? Only the future 
will tell. One can, however, safely predict that plasma 
physics will grow both in importance and in scope. I’he 
present problems are indeed formidable, but the rich¬ 
ness of the rewards for their solution warrant the in¬ 
terest and effort which is and will be devoted to plasma 
physics. 
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Oscillations and Noise in Low-Pressure 
DC Discharges* 

h. W. ( RAWFORDf and G. S. KINOJ, associate member, ire 

Summary—This is a review paper concerned mainly with oscilla¬ 
tions and fluctuations which have been observed to occur either 
spontaneously or as a result of deliberate excitation in low-pressure, 
hot-cathode plasmas. Experimental observations on high- and low-
frequency effects occurring spontaneously are discussed, and specu¬ 
lations are made about the possible generation mechanisms. In 
many cases, theories of these mechanisms have been treated in ex¬ 
periments involving deliberate excitation of oscillations, and com¬ 
parisons are made where relevant. 

For device applications, and to relieve the difficulties which occur 
in quantitative experiments in plasma physics, it is important that the 
sources of spontaneous oscillations be understood and suppressed, 
if possible. The paper includes a discussion of work which has been 
carried out to reduce these effects, and concludes with some sug¬ 
gestions for further lines of attack on the problems. 

I. Introduction 

3 HE production of a plasma by means of a dis¬ 
charge in a gas at low pressure is of considerable 
interest today not only from the point of view of 

fundamental physics, but also for the possible device 
applications in fields as widely varied as nuclear fusion, 
generation oi electromagnetic waves, and microwave 
amplification. The plasma medium is, however, com¬ 
plex. Its motion involves the many degrees of freedom 
associated not only with its internal space-charge prop¬ 
erties and its several ionization processes, but also with 
the additional hydrodynamic properties analogous to 
those of a neutral conducting fluid, and the surface 
motion of a finite medium. It is not surprising then that 
an unfortunate feature of the plasma is its inclination 
towards instability, and most properties of a “steady¬ 
state” plasma, e.g., number density, current, and main¬ 
taining voltage, are found on close examination to be 
fluctuating with amplitudes far above reasonable es¬ 
timates for such phenomena as thermal noise. Eor 
example, voltage fluctuations at the anode of a dis¬ 
charge tube are typically in the range of hundreds of 
millivolts to volts. The presence of strong collective 
processes is indicated, and analysis of the frequency 
spectrum of the disturbances usually indicates strong 
components in two distinct ranges: zero to a few Me, 
and the microwave band. In this paper we shall call 
these unwanted fluctuations “noise,” regardless of 
whether they are coherent or incoherent. 

* Received by the IRE, August 7, 1961. The research reported in 
this paper has been jointly sponsored by the Electronics Research 
Directorate, AF Cambridge Research Labs., Office of Aerospace 
Res., I SAF and by the I . S. Atomic Energy Commission. 

t Service de Physique Appliquée, Section d’Ionique Generate, 
Centre des Etudes Nucléaires de Saclay, Gif-sur-Yvette (Seine-et-
Oise), France. Formerly at Microwave Lab., W. W. Hansen Labs, 
of Physics, Stanford University, Stanford, Calif. 

Í Microwave Lab., W. W. Hansen Labs, of Physics, Stanford 
University, Stanford, Calif. 

For microwave applications such as amplification and 
frequenc}’ generation, it is clearly desirable to minimize 
the level of the high-frequency fluctuations, but it is 
also necessary to reduce the low-frequency components 
since they can cause substantial modulation of propa¬ 
gated or generated signals. Kino and Allen [1] have 
shown theoretically ami experimentally that there is 
strong phase modulation of propagated signals, and 
that phase information is lost rapidly near cutoff, 
while the results of Boyd, l ield, and Gould |’| -[5] on 
microwave amplification in plasmas have indicated 
amplitude modulation of the output in the tens of 
kilocycles range to a depth ol as much as 30 per cent 
[3], 
Before approaching the problem of suppressing the 

fluctuations, it is necessary to determine their genera¬ 
tion mechanisms and to establish which of them, if any, 
are present as essential processes in the maintenance of 
the plasma. This last point is extremely important be¬ 
cause it has been recognized for many years that some 
features oi the de discharge cannot be explained by a 
steady-state theory. I he most notable is the phenom¬ 
enon known as “Langmuir’s paradox.” This is the ex¬ 
perimental observation that a Maxwellian distribution 
is maintained in circumstances where the effects of 
collisions could not offset the depletion of the high-
energy tail by wall losses |6], [7|. Refined theoretical 
calculations showed that strong microscopic interaction 
processes would be required [8]-[10], but experiment 
showed that they were not present [11], There is the 
possibility of macroscopic effects, and collective oscilla¬ 
tions have been postulated as the means for making up 
the deficiency [12], though the site oi origin and nature 
of their generation is still controversial [13], [14], 

I he purpose of this paper is to review the experi¬ 
mental and theoretical work which has been carried 
out on oscillations and noise in de discharges at pres¬ 
sures where the mean free path for electron-neutral 
collisions is comparable to the dimensions of the dis¬ 
charge tube. We shall exclude much of the work carried 
out at higher pressures, the work on oscillations and 
noise occurring in magnetic fields, and the great volume 
of work on instabilities peculiar to fusion devices 
(mainly in the presence of a magnetic field), except 
where they serve to throw light on an effect of interest. 
References to noise and oscillation problems at higher 
pressures are lo be found summarized in the work of 
Cobine and Gallagher [15], Fite [16], Sears [ 17], 
and Van der Ziel [18]. An excellent summary of the 
American work on the problem of instabilities and 
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TABLE I 

Quantity Sym¬ 
bol 

Typical 
Value Variation 

Radius of column 
Pressure 

Longitudinal field 
Current density 
Average number 
density: 

Neutrals 
Electrons 

Ions 
Temperature: 

Neutrals 
Electrons 

Ions 

Average collision 
frequencies: 

Neutral-neutral 
(elastic) 

Ion-neutral 
(elastic) 

Electron-neutral 
(elastic) 

Electron-ion 
(elastic) 

Electron-electron 
(elastic) 

Ion-wall (recom¬ 
bination) 

Electron-wall 
(recombina¬ 
tion) 

Electron-neutral 
(ionizing) 

Mean free path : 
Neutral-neutral 

(elastic) 
Ion-neutral 

(elastic) 
Electron-neutral 

(elastic) 

Electron-ion 
(elastic) 

Electron-electron 
(elastic) 

Thermal speed: 
Electrons 
Ions 
Neutrals 

Drift velocities: 
Axial-electrons 
Radial-ions at 

edge of posi¬ 
tive column 

Plasma frequency: 
Electrons 
Ions 

Debye length 
(electrons) 

Potential drop 
across sheath 

a 
P 

E 
J 

N 
n, 

n, 

Tn 
T, 

T, 

“NX 
ViN 

V. 

V,f

ViW 

Prll’ 

/ 

Lnn 

LiN 

LeN 

Lri

I... 

Vie 
Vti 

Ve: 
Via 

fl* 
f»' 
le 
K 

1 cm 
LI M 

0.8 v/cm 
0.1 amp/cm2

3.9X1013/cm3
10">/cm3

lO’Vcm 1

293°K 
30,000° K 

~500°K 

5 k. 

~5 kc 

25 M< 

20 kc 

25 kc 

~350 kc 

~350 k< 

~35O k< 

4.4 cm 

5 cm 

5 cm 

7X1O3 cm 

8.5X1O3 cm 

1.3X10” cms 
~2.5X10' cms 
2.0X10' cms 

6.3X10’ cms 
1.7X 10s cms 

900 Me 
1.5 Me 
0.022 cm 

18 volts 

Increases with tem¬ 
perature of coolest 
part of tube. Range 
0.2-10^. 

AT-9.7 X 10“/»/ 7.v 
n, = n¡ = n approxi¬ 

mately proportional 
to current density; 
depends on pressure. 
Range 10”-10 13 . 

Range 273°K-32O°K 
Decreases with in¬ 

creasing pressure or 
plasma volume; in¬ 
creases slightly with 
current. Range 10-
50,000° K 

Probably increases 
with T, 

VXX=Vtx/LxX 
/»•K,.v«collision 

frequency for charge 
exchange. 

r = v,./EK

vri = 2.6nT,~,,^ in A 
where In A is a pa¬ 
rameter of the or¬ 
der of 4, tabulated 
by Spitzer [68]. 
»„-3.1»T,- 3,Î In A 

rar = 2r,„/a 

= Piir 

i r,x = r,n 

Lxx=E9/p 

Lín of same order as 
Lxx 

Ex'* \/p-L,x usually 
in range where it is 
a rapidly decreas¬ 
ing function of T,. 

E„=Vir/r„ 

e„ = 6.74X103T, 1/2 
f„ = ll.ir,''2
t>,v = 11.17V's

»„ = 6.25X10'V/w, 
r,„=325T,''2

f,, = 8980».1'2
/;,i = 14.8n,' 2 
If = Vic/l^pr 
p, = 6X10 '77 

oscillations in fusion devices may be found in the book 
by Glasstone and Lovberg [19], 

Our range of interest includes one of the most com¬ 
mon experimental discharges, mercury vapor at room 
temperature, which has a pressure ol the order of 1 /t; 
unless stated, it may be assumed that the experimental 
data described were taken in this gas. In general, the gas 
used has little effect on the nature of the phenomena, 
though there may be variations in degree. Similarly, 
many mechanisms to be discussed are independent of 
the type of cathode used. The majority of the work 
has been carried out with hot cathodes, and except 
where stated, their use also may be assumed. 

After sketching briefly the characteristics of a low-
pressure discharge, we shall survey low-frequency and 
high-frequency phenomena separately, and conclude 
with some reference to relations between these two 
ranges and possible techniques for reducing the ampli¬ 
tude of plasma noise. 

II. Characteristics of a Typical 
Low-Pressure Plasma 

To give some idea of the ranges oi values encountered 
experimentally, typical figures are quoted in 'Fable I 
for a mercury-vapor discharge at a pressure of 1.1 m 
(~20°C). 

Further information on the experimental determina¬ 
tion of electron temperatures and general properties of 
plasmas is to be found in the papers of Killian [20), 
Klarfeld [21], and Boyd [22], and in the pioneer work 
of Langmuir and Mott-Smith on the use ol probes 
[23]-[27], 

A. Regions of the Discharge 

Probe measurements and visual observations oi dis¬ 
charges have some measure of correlation, and Fig. 1 
shows the appearance of a typical discharge. 

Fig. 1—Characteristic regions of a typical low-pressure discharge. 
1. Cathode sheath. II. Unscattered primaries and ultimates. III. 
Meniscus. IV. Slowed primaries, secondaries, and ultimates. V. 
Ultimates. VI. Anode fall. VIL Wall sheath. 

Region I: The properties of this region, which are 
analogous to those of a simple diode in which electrons 
are emitted at the cathode and ions at the anode, have 
been treated analytically by Langmuir [28]. In this 
low potential region, which has a thickness of a milli¬ 
meter or less [29], electrons are emitted at the cathode, 
yielding an excess of electron space charge, i.e., an 
electron sheath, near the cathode. Ions stream toward 
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the cathode from the main plasma region, forming an 
ion sheath at the surface of the plasma facing the 
cathode. The potential drop across region 1 is of the 
order of the ionization potential of the gas; consequently 
very few electrons and ions are produced by collisional 
ionization in this region. As the number of elastic colli¬ 
sions of electrons with neutrals is also small in this 
region, the majority of the electrons emerge from 
region 1 with energy appropriate to the voltage drop 
across the sheath, and the electron stream has only a 
very small velocity spread. 

Region II: It had been shown in the early experi¬ 
ments of Langmuir [61 and Dittmer [12], using flat 
probes to intercept the primary beam from a tungsten 
filament cathode, that at low anode currents two 
classes of electrons could be observed: the electrons 
emerging from region I (“primary” electrons) and a 
group of electrons with an isotropic Maxwellian velocity 
distribution (“ultimate” electrons). The ultimate elec¬ 
trons were approximately 1000 times more numerous 
than the primary ones. However, as current was in¬ 
creased a scattering phenomenon occurred introducing 
a small additional electron velocity group (“secondary” 
electrons) with an isotropic Maxwellian velocity dis¬ 
tribution, and energies intermediate between the pri¬ 
mary and the ultimate groups. Concurrent with this 
effect was a slowing down of the mean velocity of the 
primary electrons and a superimposition of an approxi¬ 
mately Maxwellian distribution upon it. As a typical 
result, it was observed that a 50-v beam was slowed to a 
mean velocity corresponding to 36 v, but some elec¬ 
trons from it could reach potentials as high as 90 v. The 
anisotropy of the primary beam and the isotropy of the 
secondary and ultimate groups were established by 
turning the probe parallel to the primary stream [6]. 
The results for secondary and ultimate electrons were 
identical, but no primary electrons were observed. 

Druyvesteyn and Warmoltz |3()]—[32] were able to 
show that changes in velocity distribution, space po¬ 
tential, and electron concentration occurred in distinct 
narrow regions a few tenths of a millimeter thick. These 
were studied in greater detail by Merrill and Webb [33 ] 
using a probe movable with considerable precision. 
Further work by Emeleus and his co-workers [34 | [42 ] 
has shown that the first of these scattering regions lies 
to the cathode side of, or in, region III. 

Region III: This is a bright meniscus-shaped region 
of the same diameter as the primary beam and with its 
convex side towards the cathode. It may be bounded 
on its anode side by a dark layer. Increasing pressure 
or current moves the meniscus toward the cathode. 
Continued increase into current saturation may produce 
a second meniscus near the anode [42], 

Region IV: This is a region in which there is con¬ 
siderable “turbulence” [43], [44]. The primary elec¬ 
trons are deviated laterally into approximately conical 
converging and diverging beams. The converging beams 

do not appear to cross over, but there may be a bright 
spot at the focus. The diverging “wings” may have 
semi-vertical angles up to 30° or more. No definite 
explanation has yet been given for them. Sturrock [45 ]-
[48] has suggested that they are the result of a wave¬ 
damping mechanism, while Emeleus has proposed a 
wave-diffraction explanation [37]. 

If anode-cathode spacing is reduced [36], [37], the 
wings bow in and attach themselves to the anode. 
Further decrease in spacing causes the wings to dis¬ 
appear and the meniscus to lose definition. Photo¬ 
graphs showing these phenomena clearly are given in 
[35] and [41 ]. 
Region V: Further out in the discharge, only ultimate 

electrons can be detected. Their temperature depends 
on the factors indicated in Table I and also on the 
operating point on the current/voltage characteristic: 
for example, there is a sharp drop in temperature at the 
point of cathode current saturation [49], 

In this region, known as the positive column of the 
discharge, the theoretical treatment of Tonks and 
Langmuir [50] assumes that the electrons have a 
Maxwellian distribution of velocities and that there are 
radial variations of electron charge density and po¬ 
tential over the cross section of the discharge column. 
The ions are assumed to move radially outward from 
their point of generation towards the wall, with a veloc¬ 
ity corresponding to free motion over the potential drop 
through which they fall. The theoretical treatment, 
which has been confirmed by probe measurements [21], 
[50], [51], predicts that the density near the wall may 
be as much as 50 per cent below its value at the center 
of the column. 

Region VI: At the anode of the discharge there is a 
sheath, the polarity of which is dependent on anode 
size and current [50]. Most commonly, the anode will 
be negative with respect to the potential of the positive 
column (the space potential) by a few volts. 

Region VII : At the nonconducting walls of the tube, 
a thin dark sheath forms. Both the thickness of this 
sheath and the potential drop across it are dependent 
on the electron temperature in the positive column. 
Criteria for the formation of this sheath have been 
given by Bohm [52] and by Tonks and Langmuir [28], 
[50], 

R. Scattering Effects 

It is interesting to observe the effect of crossing two 
beams of primary electrons. This was explored by 
Langmuir [6] using identical probe-cathode assemblies 
mounted at right angles, and by Garscadden and 
Emeleus [41 | using a movable low-voltage electron gun 
emitting a beam which passed across the main dis¬ 
charge column. Both sets of experiments indicated that 
the second beam became scattered only if it passed 
through a volume of plasma in which the primary beam 
was being, or had been, scattered. In the moving-gun ex-
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périment the degree of energy spread of the secondary 
beam was found to be quite substantial: A 40-v sec¬ 
ondary beam traversing a region containing a 22-v pri¬ 
mary beam from the cathode obtained an energy 
spread along its direction of motion corresponding to an 
excess energy of approximately 8 v, while the cathode 
beam incurred a spread of 14 v. This implies that there 
are strong transverse fields, an observation supported by 
some experiments of Allen, Bailey, and Emeleus [35 ] 
in which the cathode beam was split into a number of 
flat strips by a grid close to the cathode. At the usual 
position of a meniscus, parallel flow was observed to 
break down. The beams spread and merged into each 
other. 

The early experiments on scattering failed to explain 
several features, e.g., the variation of distance to the 
scattering region with beam voltage and current, and 
the problem of why only the primary electrons were 
scattered in a region containing many times more 
ultimate electrons. The ultimate and secondary elec¬ 
trons could be explained as resulting from elastic and 
inelastic collisions with neutrals, but the mechanism of 
the scattering process proved elusive. Both Langmuir 
and Dittmer realized that high-frequency oscillations 
in the plasma could produce the effect, but neither suc¬ 
ceeded immediately in observing their presence. The 
issue was, however, reopened by Penning [53], [54], 
whose experiments verified that such oscillations did 
exist. The nature of these oscillations, and the experi¬ 
mental data on them, will be taken up again in Sec¬ 
tion HI. 

111. HiGH-FkEQVENCY OSCILLATIONS 

.1. IPaves in a L'niform Plasma 

I) Zero Temperature Theory 

In order to understand what types of oscillations 
may occur in a plasma, it is necessary to consider the 
waves which can propagate through such a medium. 
When only the high-frequency oscillations are con¬ 
sidered, it is usual to adopt a model in which the plasma 
is regarded as a neutral medium in which the relatively 
heavy positive ions do not move in response to the RI' 
fields. The first derivation of this type was published as 
long ago as 1906 by Lord Rayleigh, who found an ex¬ 
pression for the natural oscillation frequency of elec¬ 
trons embedded in positive charge [55 |. Similar results 
were obtained by Mott-Smith and by Tonks, their 
work being quoted by Langmuir [8] in 1928 in a paper 
which apparently introduced the term “plasma” for the 
first time. Further extensions of the same principles 
were given by Thompson [56] and discussed fully in the 
classic paper by Tonks and Langmuir in 1929 [57 ] , [58 ]. 

It is instructive to present here some of these early 
results, using the Eulerian derivation which is now 
common, and to consider some of the later implications 
of this work. We consider a zero-temperature plasma in 

which the ions are regarded as stationary. All ac quan¬ 
tities will be denoted by the subscript 1. The motion of 
the electrons within the plasma is given by the Eulerian 
equation of motion, 

e 
+ (vf V)vj =- Et, (1) 
dt me

where —e is the electron charge, m, is the electron mass, 
vi is the velocity, and Ei is the electric field strength. 
For small perturbations we may neglect the second term 
in this equation and assume that all quantities vary as 
exp (jut). Eq. (1) then takes the form 

juvi -- Et. (2) 
m. 

For small perturbations, the current density Jt is 

Jt = — enrvi, (3) 

it follows that the current density is related to the field 
by 

e2nr
Jt = - Et. (4) 

jum. 

We may now find the ac charge density pt( = — en,\) by 
using the equation of continuity: 

S-Jt + jupi = 0. (5) 

'The divergence equation for the electric field is 

Pi 
SEt = — - (6) 

«0 

where to is the permittivity of free space. In order to 
satisfy (4)—(6) simultaneously, we find that 

11-— ) V E, = 0, (7) 
\ w2 / 

where 

n^2
uPS =- (8) 

i»mr

lpe(=Upe/2ir) is usually called the electron plasma fre¬ 
quency. It follows from (7) that either V. ^=0, and 
there is no ac space charge within the volume of the 
plasma, or u=upe. Let us consider the first alternative: 
it will be seen from (4) that Maxwell's equations imply 
that 

V X Ht — jutttEi + Jt = jw«o(l — up,c u'JEt, (9) 

where Ht is the magnetic field intensity. We can regard 
the plasma as behaving like a medium with dielectric 
constant e=^(\ —Up 2/u2). This dielectric constant is 
negative below the plasma frequency, but positive and 
smaller in magnitude than the dielectric constant of 
free space at frequencies above the plasma frequency. 
When u^Up, there is no space charge within the volume 
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of the plasma. Consequently, in an infinite plasma, 
plane electromagnetic waves can propagate at fre¬ 
quencies above the cutoff at the plasma frequency. In a 
plasma bounded by metal conductors, waves somewhat 
similar to the usual waveguide modes can propagate 
above the plasma frequency. With insulating bound¬ 
aries, it has been shown by Gould and Trivelpiece 
[59], [60], Smullin and Chorney [61], Fainberg and 
Gorbatenko [62], and Schumann [63], [64] that waves 
with a phase velocity slower than the velocity of light 
in free space can propagate along the plasma column 
at frequencies below the plasma frequency. These 
waves have fields which have a maximum amplitude at 
the plasma surface. The addition of magnetic fields 
changes this picture radically, as it causes the plasma 
to behave like a medium with a tensor dielectric con¬ 
stant. Of particular importance is the possibility of a 
slow backward wave propagating at frequencies above 
the plasma frequency. This behavior has been demon¬ 
strated theoretically and experimentally by Gould and 
Trivelpiece [59], [60], and discussed theoretically by 
the authors already mentioned [61], [62], [64]. 

The alternative solution of (7), o)=w pr, implies that 
there is a possibility of natural oscillations at the plasma 
frequency. These oscillations, by virtue of (9), have no 
ac magnetic fields associated with them, and hence are 
usually referred to as electrostatic oscillations. Because 
their frequency does not depend on the spatial varia¬ 
tion of the fields, they have zero group velocity and are 
entirely local in character. The behavior is such that 
the electrons, when disturbed, oscillate about their 
equilibrium position at the plasma frequency. 

2) Finite Temperature Theory 

In practice, the nonpropagating disturbance at the 
plasma frequency is not localized because the electrons 
are not at zero temperature. The Thomsons [65]-[67] 
took account of the electron temperature and derived a 
dispersion relation for one-dimensional waves of the 
form 

ykTr
W2 = Wpe2 4- Æ2, (10) 

m, 

where k is Boltzmann’s constant and ß is the propaga¬ 
tion constant of the wave. This dispersion relation was 
based incorrectly on isothermal expansion of the plasma 
medium, with the result that the constant 7 was found 
to be unity. Subsequent treatments of the type given 
by Spitzer [68] indicated different values of 7 lying be¬ 
tween 1 and 3. 

1 hernial velocities of the electrons in a plasma may 
also be taken into account by making the alternative 
assumption of no collisions and working directly with 
Boltzmann’s equation, or by regarding the plasma as a 
number of electron streams of number density nr with 
individual de velocity vr, as was done by Pierce and 

Morrison [69] and Walker [70]. Then for a one-dimen¬ 
sional system, assuming a wave with field components 
that vary as exp [j(œt -ßz) ], it follows from (1) that 
the ac velocity of the rth electron stream is 

eEi 
t’lr =--- • (11) 

— ßvr) 

By using the familiar relations between current and 
charge, and the equation of continuity, it is found that 
the ac charge density associated with this stream is 

je-nrßEi 
Pu =---- • (12) 

m.(w — ßvry 

Finally by using the divergence equation for the field, 
(6), and summing up the total contribution to the 
charge oi all the individual electron streams, we find 
that 

or 

r_i — ßvr)2

I his is the dispersion relation for a system of 5 streams 
of electrons. 

If we now regard a plasma as consisting of an infinity 
of electron streams, so that the number density of elec¬ 
trons contained within the velocity range v-^(r+</v) is 
nrf(v)dv, where 

»e = X "r 
r=! 

and J\v) is the velocity distribution, we have in the 
limit 

nr
- » f^dv, (15) 
n, 

and (14) takes the form 

An often-quoted form of (16) may be deduced by 
partial integration: 

I he integral relation of (17) was first deduced by 
Vlasov [71], [72] by using Boltzmann’s equation. 
Vlasov integrated this expression by expressing the 
denominator in terms of an expansion in powers of 
ßv/w and retaining only terms up to second order in 
ßv/u. He obtained the dispersion relation of (10) with 
7 = 3. It was pointed out by Landau [73] that such a 
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procedure is not valid because there is a pole in the 
integrand at v—oi/ß, and Vlasov had only considered 
the principal integral. Using a Laplace transform 
method, Landau integrated (17), his integral being 
taken to the right-hand side of the pole at v=w ß. 1 he 
contribution of the pole in the integrand then yielded 
the modified dispersion relation 

(18) 

For a Maxwellian distribution of electron velocities, 

/ m \ 1/2
exp ( — mrf/lkT.), (19) 

\2irkTj 

we have 

(20) 

The additional term in this dispersion relation implied 
that any wave set up in the plasma would be damped, 
the damping being most severe for a wave with a phase 
velocity comparable to the mean velocity of the elec¬ 
trons, a phenomenon now known as Landau damping. 
Van Kämpen [74], [75], Bohm and Gross [76]—[78], 

and Berz [79] derived (17) directly from Boltzmann’s 
equation, carefully considering the region near v=w ß. 
Berz showed that Landau damping becomes appreci¬ 
able for wavelengths shorter than 20 Debye lengths. 
Van Kämpen, and Bohm and Gross found the follow¬ 
ing form for the ac perturbation in charge density, 

WP 

~ —-r + gi(t)á(w — ßv\ (21) 
7 ß^- ß0 

where gi(v) is an arbitrary function of v, and 8(a) — ßv) is 
Dirac’s delta function. This result gives rise to an extra 
term, gß&'ß), on the right-hand side of (17) which rep¬ 
resents a periodic motion transported by all electrons 
at their own velocity. There is, therefore, no unique 
dispersion relation between w and ß. I his feature was 
considered in great detail in a series of papers by Bohm 
and Gross [761-[78], who gave a physical meaning to 
the damping in terms of trapped electrons. I hey dem¬ 
onstrated theoretically that a wave of finite amplitude 
propagating in a plasma medium would interact 
strongly with electrons traveling at a velocity near to 
its phase velocity. Electrons moving slightly slower 
than the phase velocity of the wave would tend to be 
accelerated and thus absorb energy from the wave; the 
converse would be true for electrons traveling slightly 
faster than the wave. For a velocity distribution func¬ 
tion which decreases monotonically with velocity, there 

are more slow electrons than fast ones, so that there is a 
damping of the wave. 

It has been remarked by Allis [80] that in a steady 
state, (df/dvP~u/B = 0, so that there is then no Landau 
damping and Vlasov’s dispersion equation is correct. A 
class of solutions can be obtained for which (df/dvy^ig 
= 0, representing undamped disturbances. I hese can 
be of large amplitude. They have been examined in de¬ 
tail by Bernstein, Greene, and Kruskal [81 ], but it is 
difficult to see under what physical conditions they 
could be set up. In practice, all waves are damped by 
collisions which tend to re-Maxwellianize the trapped 
electrons taking part in such a steady-state wave mo¬ 
tion. 

Further discussions of plasma wave solutions have 
been given by Allis [80], Gross and his co-workers 
[82]—[84], Berz [79], Bohm and Pines [85]—[87], 
Twiss [88]—[90], Bailey [91], and Piddington [92], 
[93]. Clear summaries of the issues are given by Van 
Kämpen [74], [75] and Ecker [94]—[96], I he work has 
been extended to take account of the effect of magnetic 
field on the propagation of waves in a hot plasma by, 
among others, Drummond [97], [98], Mower [99], 
Gordeyev [IOO], and Bernstein [101], An alternative 
physical picture of Landau damping in terms of “phase 
mixing” has been given by Case 1102 ] and Van Kämpen 
[74], [75], 
Recent reviews of the theory of plasma oscillations 

have been made by Oster [103], Jackson [104], Bern¬ 
stein and Trehan [105], and Drummond [106], The 
last two contain very comprehensive bibliographies. 

Another type of damping due to nonlinear effects in 
a plasma has been discussed by Dawson [107 ] and 
Sturrock [45]—[48], who show that a single electro¬ 
static wave may remain undamped. Sturrock shows 
also that two electrostatic waves of frequencies wi and 
Wj, propagating at an angle to each other, can interact 
to transfer energy into a plane electromagnetic wave 
of frequency (wid-u>). 1 his model also yields a possible 
mechanism to explain the strong radiation at 2wpe ob¬ 
served from the sun. 

J) Experimental Observations 

From the foregoing discussion we might expect to 
find that there would be oscillations occurring naturally 
in the discharge near the plasma frequency. Such oscilla¬ 
tions would have low group and phase velocities, and 
would be difficult to detect from outside the chamber. 
This last point follows from (7), where it may be seen 
that for a zero temperature plasma the total current is 
zero at the plasma frequency. When the temperature is 
finite, the total current is extremely small as compared 
with either the displacement or conduction current 
within the plasma, so that the fields outside the plasma 
due to this type of oscillation should be small. 

The first observation of high-frequency oscillations 
appears to have been made by Penning [53], [54] in 
1926. Using a Lecher wire system connected to the elec-
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trodes, he observed oscillations around 500 Me in both 
argon and mercury under conditions when the scatter¬ 
ing phenomenon described in Section II was taking 
place. Langmuir [8] and Tonks confirmed these obser¬ 
vations measuring frequencies up to 1200 Me in regions 
of the plasma not traversed by the primary beam, and 
an additional component of about 100 Me in the beam 
region, which appears to have been due to oscillations 
of the beam alone. Later measurements [57] by these 
workers showed the relation for the oscillation fre-
quency / « MeV2 to be true within the limits of experi¬ 
mental error. Some additional frequencies observed 
appear to be related to the effects of heater current and 
its direction of flow. This effect has been examined in 
more detail by Armstrong and Emeleus [108] using a 
tungsten filament at the axis of a cylindrical anode in 
mercury vapor, argon, and other gases. They discovered 
that the oscillation intensity diminished considerably 
during the off-periods when the filament current was 
interrupted at 2 kc, and that such factors as length and 
inclination of the filament were important. Further in¬ 
fluences on the amplitude and frequency of oscillations 
were exerted by the choice of operating point on the 
V/I characteristics (filament current and pressure) of 
the discharge. Increases in filament current and pres¬ 
sure both caused increases in frequency. Oscillations 
could be observed even in the Townsend discharge 
region before a plasma was formed. No essential changes 
in these results could be observed when the anode volt¬ 
age was swept at 50 cps. The highest frequency ob¬ 
served was 6 kMc, and up to 1 per cent conversion effi¬ 
ciency could occasionally be obtained. Later experi¬ 
ments by Emeleus and Bailey [109] were directed 
towards increasing the plasma frequency by increasing 
the pressure, and 10 kMc was achieved at 70 /x, though 
the power withdrawable was only 1 gw. 

So far we have considered only experiments involv¬ 
ing observation of oscillations near the plasma fre¬ 
quency. Early experiments involving simultaneous 
measurements of electron density and plasma frequency 
indicated agreement with the theoretical value to 
within 10 per cent [110]: that there were specific re¬ 
gions of generation, and that there were relations be¬ 
tween frequency and tube geometry. These results are 
discussed in the following Subsections. 

13. Beam-Plasma Interactions without Sheaths 

1) Basic Mechanisms 
I he theories that we have discussed described propa¬ 

gation through a plasma which was either at zero tem¬ 
perature or in which the velocity distribution of the 
electrons was a monotonically decreasing function of 
velocity. In the latter case, the waves were in some the¬ 
ories undamped and in others damped. Bohm and Gross 
[76]—[78] discussed the interpretation of the wave 
solutions when the velocity distribution was not a 
monotonic function of velocity and showed that under 
certain conditions growing waves could exist. Physi¬ 

cally, the phenomenon is best understood by consider¬ 
ing the interaction between two interpenetrating 
charged beams of different velocity. This was first done 
almost simultaneously by Haeff [ill], [112], Nergaard 
[113], Pierce [114], [115], and Hebenstreit [116], 
I hey showed that when two beams of velocities v„ and 
% and plasma frequencies Wp„/27r and interact, 
the following dispersion equation, which may be de¬ 
rived directly from (14), is valid: 

Wpa~ Wpb~ 
(u - ßv,.) 2 +  (u - ßvby “ ’ 

This dispersion equation predicts that when the two 
beams travel in the same direction with approximately, 
but not exactly, the same velocities, growing waves can 
propagate along the system in the direction of motion 
of the beams. 1 hese authors also demonstrated the 
phenomenon experimentally, using two electron beams. 
The same theory describes the interaction of an 

electron beam with a stationary plasma through 
which it passes, and was also used by Pierce [117] to 
explain the ion oscillations which occur when an elec¬ 
tron beam in a gassy system passes through the ion 
cloud generated by its collisions with gas molecules. 
The dispersion equation becomes 

9 9 
"p Upb 
u2 (u — ßvhy 

(23) 

where is the electron plasma frequency of the plasma 
through which the beam passes, or the ion plasma fre¬ 
quency of the stationary ion cloud, and wpb is the plasma 
frequency of the electron beam. This equation may be 
written in the form 

„ “ ^pb 
ß = —± —- (24) 
Vb Tb(f - Up2/“2)' 12

It will be seen that the propagation constant for waves 
traveling along the beam becomes complex for fre¬ 
quencies below wp. I here will be the possibility of 
strong amplification effects at frequencies in the 
neighborhood of the plasma frequency, the gain becom¬ 
ing infinite when w=wp. Physically, this effect takes 
place because, below up, the plasma behaves like a 
medium of negative dielectric constant in which the 
space-charge forces due to bunching of the electron 
beam are reversed in sign from their values in free space. 

These results and their interpretations have been dis¬ 
cussed at length by Piddington [93], Twiss [118], Stur¬ 
rock [119], [120], Buneman [121], and Drummond 
[106]. These authors pointed out that knowing the dis-
persion relation of a system is not sufficient. For in¬ 
stance, (23) yields complex ß, i.e., a growing wave with 
real w. But it also implies that with real ß, w can be 
complex, i.e., the waves will grow in time. However, 
because this latter instability is “convective,” as Stur¬ 
rock describes it, such a result can only be obtained in 
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an infinite system, or in one where there is feedback. 
Physically, this is because the waves that are present 

propagate and grow in the direction of motion of the 
electron beam. The solution with w complex, i.e., oscilla¬ 
tions, cannot apply unless energy can be returned from 
the output end of the system to the input. This will 
only occur if there is some additional feedback mech¬ 
anism not included in the theory. 

The results have been generalized by Budker [122], 
Sturrock [123], Tchernov and his co-workers [124], 
1125], Trivelpiece |126], Boyd, Field and Gould [2]-
[5], and Allen and Kino [127], [128], to take into ac¬ 
count the effects of finite diameter of the beam, finite 
diameter of the plasma, and the presence of a magnetic 
field in the direction of motion of the beam. Fig. 2 indi-

Fig. 2—Gain/frequency characteristics for beam-plasma 
interactions in an infinite plasma. 

plasma. As might be expected, both collisions and finite 
temperature reduce the gain to a finite value. However, 
these effects on the gain are not likely to be as great as 
that of finite beam diameter. In addition, the gain is 
found to reach its maximum above the plasma fre¬ 
quency, when the electron temperature of the plasma 
is finite, although it decreases to zero rapidly with 
further increase in frequency. 

2) Experimental Verification!; 

Before considering whether beam-plasma interac¬ 
tions might occur naturally in plasmas, we shall dis¬ 
cuss the experimental verification ol the contentions 
made above concerning amplification. The first pub¬ 
lished confirmation of the effect was presented by 
Boyd, Field, and Gould |2] |5| in 1958, and extended 
subsequently by Tchernov and his co-workers [124], 
[125], Demirkhanov, Gevorkov and Popov [137], and 
by Allen and Kino [127], [128], 

The type of experimental tube used by Boytl, Field, 
and Gould [2]-[5] is shown schematically in Fig. 3. 

INPUT- ''-OUTPUT 
R.F. COUPLER PLASMA R.F COUPLER 

Fig. 3—Typical apparatus for beam-plasma interaction experiments 
of the type performed by Boyd, Field, and Gouki. 

cates the basic conclusions reached by these authors, 
i.e., that the gain does not become infinite, and that 
there can be gain above the plasma frequency. In a 
finite magnetic field, the gain reaches its maximum 
above the plasma frequency and can remain finite up 
to a frequency given by 

= (up«2 + wc«2)1/2, (25) 

where w„= (eB/me) is the cyclotron frequency of an 
electron in the magnetic field 15. 

The original Bohm and Gross |76|-[78] treatment 
took account of the thermal velocity distribution of the 
plasma electrons by a simple extension of (23), and re¬ 
sulted in the dispersion relation 

_=1. ( 26) 
w2 — 3(^T, (œ — livi,)1

The regions of amplification given by this formula 
have been studied by Akhiezer and Fainberg [129], 
Feinstein and Sen [130], Twiss [118], [131], Lampert 
[132], Sumi [133], [134], Boyd, Field and Gould 
[3]— [5], Sturrock [119], Filiminov [135], Buneman 
[136], and Tchernov and Bernashevski [125], who 
considered the effects of thermal motions in both the 
beam and the plasma, collisions of electrons with 
neutrals and ions, and in the case of Sumi, the effect of 
an electron beam density comparable to that oi the 

Using helices coupled to external waveguides to modu¬ 
late and demodulate the electron beam, gain was ob¬ 
served over the frequency range 500-4000 Me. Gain 
of a few db/cm was observed reaching a maximum 
al the plasma frequency, as calculated from additional 
measurements. Allen and Kino [127], [128], using 
helix coupling to a beam traversing a magnetically-con¬ 
fined synthetic cesium plasma, obtained good agree¬ 
ment with their theoretical analysis of the gain param¬ 
eter, taking magnetic field and the finite dimensions of 
the plasma and the beam into account. Typical gain 
figures were approximately 5-10 db/cm at 1 kMc and 
approximately 10-15 db/cm at 3 kMc. Tchernov, el al. 
[124], [125], used an experimental arrangement sim¬ 
ilar to that of Boyd, but with the plasma density in¬ 
creased by immersing the tube in an axial magnetic 
field. They were able to obtain amplification between 
20 and 40 db over the range of plasma frequencies 1-10 
kMc. It also appeared that the gain parameter reached 
a saturation value with increasing current. A possible 
explanation for this phenomenon, due to the finite di¬ 
ameter of the beam, has been given by Sturrock 1123]. 
The influence of increasing the mercury vapor pressure 
was studied and it was shown that a smaller discharge 
current is required to obtain maximum gain with in¬ 
creasing pressure. It is worth noting that, with a Philips¬ 
type (PIG) discharge, sufficiently high plasma densities 
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amplification of 8-mm waves with a spatially in the plasma. The first of these was the scat-
[125], 
were made by Tchernov and Ber-

tion. It was found that noise figures as low as 40 db 

approxi-

tn 

an otherwise unmodulated beam could also grow, per-
ANODE 

ELECTRON ENERGY VOLTS 

beam region . A cavity perturbation technique 

and the comparison of the frequency of the highest out-

CATHODE ANODE 

Fig. 4—Typical results of was 

were obtained over a pressure range 1-10 u in argon, 
nitrogen, and hydrogen. 

80-kv electron beam. I hey observed strong high-
frequency signals with a maximum amplitude at the 
plasma frequency, provided a long enough interaction today in tubes such a is the klystron. Assuming that distance was allowed (10-20 cm). 

3) Natural Oscillations 

mum RI* amplitude could be observed a is the probe po-

probably a result of slowing and scattering of the beam 
by collisions or by the RI*' signal itself. Similar results 

put amplitude and calculated plasma frequency was 
always very close. Moving the probe along the direction 

We may now speculate as to whether interaction of 
the type established above can occur naturally in a dis¬ 
charge. 'I he necessary ingredients are there since we 
have a homogeneous stream of primaries leaving the 
cathode sheath and entering the plasma. It is, there¬ 
fore, worth examining some of the experiments in 
which high-frequency oscillations were investigated 

Kharchenko and his co-workers [142] investigated 
this phenomenon at higher pressures (30 100 with an 

mately midway between the scattering regions (see 
l ig. 4). I he oscillation frequency was close to the 

I 123 45 
CATHODE 

tential was varied. Twiss [131] analyzed this experi¬ 
ment in terms of growth of noise from the cathode 

plasma oscillations occurred strongly in the scattering 
regions, bunching of the primary beam would occur 

used to measure the electron density in the discharge, 

of motion of the beam electrons showed increasing sig¬ 
nal amplitude at first, then a slow decrease. This 

somewhat further towards the anode, impressing an 
RI* current on the probe. Very little variation in maxi-

naskevski [125 j to determine the noise levels in opera-

quency amplitude reaching its maximum 

in Section II. I hey found a remarkable correlation be¬ 
tween the scattering regions and the points of maximum 
oscillation amplitude. There was in each case an equal 
number of these (usually 2 or 3) with the high-fre-

haps even to the extent of ultimately breaking up the 
beam itself. An explanation along these lines was pro¬ 
posed by Haeff [138] for the generation mechanism of 

caused by the interaction of primary electrons with 
the plasma ultimate electrons. He showed that gains as 
high as 170 db/cm could be expected at the plasma fre¬ 
quency. I his gain would yield perturbations in elec-

were obtained for 
gain of 10 db/cm 
Some attempts 

SCATTERING 
REGIONS 

PRIMARY VELOCITY 
DISTRIBUTION 

plasma frequency as calculated from probe measure¬ 
ments. Increases in pressure or current moved the 
scattering regions towards the cathode. The authors 
explained their results in terms of the phenomenon of 
velocity modulation, a process novel then, but familiar 

solar radio noise, and showed good agreement with ob¬ 
served noise spectra. After unsuccessful attempts by 
Looney and Brown [139], Kojima, et al. [140], and 
Gordon [141 ], the first successful laboratory experi¬ 
ments of this nature were performed by Demirkhanov, 
Gevorkov, and Popov [137], and Kharchenko, el al. 
[142], Demirkhanov, et al., used an unmodulated beam 
passing along the axis of a discharge tube. With one 
tube, oscillations were picked up on a probe within the 
discharge; with another, on a probe outside. The ampli¬ 
tude of the oscillations was always strongest in the 

were obtained at pressures of a few microns. However, 
it appears that in the noise measurements no account 
was taken of any narrow-band low-frequency modula¬ 
tion present on the output signal, such as might be 
caused by low-frequency plasma oscillations. They also 
tested between 2 and 28 kMc a similarity law showing 
that the gain was fixed, at 10 db/cm in their case, if the 
beam diameter, measured in wavelengths of the slow 
wave propagating along it, was kept constant. 

Although these experiments showed gain on a modu¬ 
lated beam, we would expect that noise modulation on 

< 11 »! ■„ experiments of the type per¬ 
formed by Merrill and W ebb, (a) Regions of scattering and posi¬ 
tions of RI* maxima, (b) Velocity distributions at points 1-5 
m (a), (c) 1 he frequency-pulling effect of a probe. 
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tron velocity of sufficient amplitude to explain the re¬ 
sults observed. 

Neill and Emeleus [143], using a filamentary cathode, 
observed a variation in oscillation amplitude increasing 
slowly with distance from the cathode to a maximum, 
then falling away, both increase and fall being compli¬ 
cated by a number of minor peaks. This experiment 
and that of Merrill and Webb were repeated and ex¬ 
tended by Bailey and Emeleus [42], [144]. By ascer¬ 
taining that similar results were obtained with a back-
bombarded flat tantalum cathode, they showed that the 
more sudden build-up of oscillation amplitude in the 
case of flat cathodes was associated with geometry 
rather than cathode material. They also noted the pow¬ 
erful disturbing influence of a probe, which could pro¬ 
duce frequency pulling. This, they attributed to reflec¬ 
tion of primaries providing a feedback action analogous 
to that in a reflex klystron. Evidence for this was sup¬ 
plied by the fact that the minor peaks corresponded to 
the center frequencies of the modes (see Fig. 4). The ef¬ 
fect was similar if the wire probe was replaced by a 
quartz fiber of the same size and was most pronounced 
when a small flat probe at right angles to the cathode 
was used. 

It is clear that the results obtained lor scattering and 
oscillation amplitude profiles must be considered with 
caution, particularly in view of the pronounced insta¬ 
bility of the meniscus as it is approached by a probe. 
Bailey and Emeleus [42] found that a magnetic field of 
the order of 100 gauss exerted a stabilizing influence on 
the discharge; it yielded purer RF oscillations, and 
tended to eliminate the pulling effect of the probe. At 
the same time the magnetic field tended lo eliminate the 
low-frequency oscillations present, a phenomenon dis¬ 
cussed in Section \ I below. We might associate this re¬ 
sult with the elimination of the modulation ol the HF 
signals by LF oscillations. Mahaffey |37] continued the 
work, using plane oxide-coated cathodes, and made 
simultaneous measurements ol charge density, electron 
temperature, oscillation intensity, and frequency. A 
strong tendency was found for oscillations to grow in 
intensity in the direction of decreasing charge density, 
and to die out when the beam moved up a density 
gradient. This result is in agreement with the sugges¬ 
tions of Allis [145], who pointed out that as the primary 
beam became lost by scattering, an oscillation at the 
plasma frequency would be cut off as it traveled into a 
region of higher plasma density, but would be enhanced 
as it traveled into a region of lower plasma density. In 
Mahaffey's work, close correlation between the fre¬ 
quency of oscillation and the measured plasma fre¬ 
quency was always observed. 

As would be expected from the theoretical work of 
Sturrock [119]-[120], and Bünemann [121] discussed 
earlier, there is no clear experimental evidence that 
natural oscillations can occur without some feedback 
mechanism present. Either there seems to be growth 
from noise, or in the experiments in which standing 

waves along a beam passing through a plasma have 
been observed, feedback mechanisms have been present 
which could cause the standing waves. For example, an 
experiment by Kofoid [146], carried out in argon at 
11-g pressure, involved identical oppositely-directed 
beams entering through parallel plane electrodes held 
at space potential. Strong standing waves near the 
plasma frequency were indicated only when both beams 
were present. If, however, the electrode potentials 
were changed to provide sheaths, thereby introducing a 
feedback mechanism, standing waves were observed 
with a single beam. This type of oscillation is discussed 
more fully below. 

C. Beam-Plasma Interactions Dependent on Sheaths 

The deliberately excited oscillations discussed so far 
could occur independently of the presence of sheaths. 
In the case of spontaneous oscillations, the cathode 
sheath is necessary to form the beam of primaries, but 
the growth mechanism is, of course, independent of the 
origin of the beam. In a bounded plasma of dimensions 
sufficiently small for a primary beam not to break up 
completely in transit, it is possible that sheaths can pro¬ 
vide a feedback mechanism analogous to that in a reflex 
klystron, the plasma representing a drift space between 
the sheaths. Standing waves can be set up with wave¬ 
lengths dependent on factors such as beam velocity and 
tube geometry. 
An observation of standing waves was made by 

Looney and Brown [139] in an unsuccessful experiment 
to observe spatially-growing waves on a high-den^ity 
beam. The reason for their lack of success has been 
dealt with by Sturrock [123], who develops the appro¬ 
priate dispersion relation for a thin beam and shows 
that the interaction distance was too small for a noise 
signal to grow to a measurable amplitude, the maximum 
gain being only about 20 db. A schematic ol their ex¬ 
periment is shown in Fig. 5. By varying the potentials 

Fig. 5—Experimental arrangement used by Looney and Brown. 

of the gun and its anode relative to the plasma, ion 
sheaths could be produced on these electrodes. A mov¬ 
able probe coupled to a receiver could be moved axially 
along the beam to measure oscillation intensity and fre¬ 
quency. It was found by varying gun current and sheath 
thickness that standing wave patterns were set up with 
nodes at the two sheath edges. The number of loops ad¬ 
justed itself to keep the frequency as close as possible to 
the beam plasma frequency. 
Although Looney and Brown showed that a transit 
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time mechanism fitted their experimental results, a 
clearer picture of the mechanism was offered by 
Demirkhanov, Gevorkov, and Popov [137], who re¬ 
peated the experiment and showed that the feedback 
mechanism required to maintain the oscillations is pro¬ 
vided by secondary electrons ejected from the anode 
by the impinging beam. These are trapped in the inter¬ 
electrode space, where they oscillate. Several frequen¬ 
cies are possible, but we might expect the maximum 
oscillation amplitude near the plasma frequency. 

A similar explanation of these experiments has been 
given in the unpublished work of Gordon [141], Using 
an improved version of the Looney-Brown experimental 
tube, he was able to show that oscillations only occurred 
when there was a returning beam of secondary elec¬ 
tron. Gordon suggested a theory for the oscillation 
modes based on a klystron-type mechanism in which 
the primary beam took no part. It assumed that second¬ 
aries were emitted from the reflector, traveled to the 
gun end of the tube, and were reflected at the sheath 
there. In his experiment, the oscillation frequency f 
and transit time r of the secondaries were related to 
within a few per cent by the usual expression for reflex 
klystrons Jr = « + |. Gordon also obtained oscillations 
in another tube when the primary beam was itself re¬ 
flected by the sheath at the reflector. However, these 
oscillations were weak. Gordon added further evidence 
of the disturbing influence of probes in experiments of 
this nature. He found that the oscillations, and the 
standing wave pattern associated with them, became 
erratic when the probe was in the beam. They could be 
detected from outside, though the field strength de¬ 
creased rapidly with distance of the probe from the 
beam edge. Detection became difficult more than a 
centimeter from the beam. 

An even clearer illustration of the klystron-type 
mechanism had been given earlier by Wehner [147], 
[148], using a discharge tube of the type shown in Fig. 
6 and described by Fetz [149], [150 |, Schumann [151 j, 

ALL-METAL TUBE 

ANODE 

REPELLER 

CATHODE- ¿-SCREEN GRID 

Fig. 6—T he Wehner oscillator. 

and Wehner [152]. This material is reviewed by Gabor 
[153]. The Wehner oscillator is worthy of interest as 
one of the few practical devices to emerge as a result of 
plasma research. It is capable of producing several watts 
of microwave power up to a few kMc. The primary elec¬ 
tron beam emerges from the low-temperature, non-
luminous plasma in the gridded cathode container and 

is reflected by the repeller electrode. Sheaths with po¬ 
tentials up to 1 kv across them can easily be formed on 
the grid and the repeller. Wehner detected oscillations 
using a Lecher wire system connected between the re¬ 
peller and the anode of the device. He was able to ob¬ 
serve meniscus-shaped oscillation layers close to the 
sheaths, and the existence of 5 separate modes over a 
range of beam voltage and frequency. Good agreement 
was obtained between these experimental results and a 
theoretical analysis based on a klystron-type transit¬ 
time mechanism. 

Although we have shown that this type of oscillation 
can be induced deliberately, there seem to be no defini¬ 
tive experiments in which such oscillations have been 
observed to occur naturally. 

D. Beam-Surface Wave Interactions 

The observation that propagation with phase veloc¬ 
ity very much less than that of light occurs below the 
plasma frequency in finite plasmas has been put on a 
firm theoretical basis and checked experimentally by 
Gould and Trivelpiece [59], [60], [126]. As already dis¬ 
cussed, they have shown that two basic modes of prop¬ 
agation can occur: surface waves involving only a per¬ 
turbation of charge at the surface of the plasma, and 
body waves involving charge density variation within 
the plasma, which occur only in the presence of a mag¬ 
netic field. The former effect is unrelated to sheaths 
since it can occur in a zero temperature plasma which 
has no sheath. In his experiments, Boyd [2] was able 
to observe interaction of an electron beam with the sur¬ 
face wave at frequencies below the plasma frequency, 
producing growth rates of about 1 db/cm. It is possible 
that such an interaction may be observed with the 
beam emerging from the cathode region of a discharge, 
but so far there has been no definite experimental evi¬ 
dence of this effect occurring. 

A. Sheath Oscillations 

From vacuum tube theory, we are familiar with the 
concept of negative beam-loading due to the transit 
time of electrons passing through a gap. It was pointed 
out by Emeleus [109], [143] that there is the possibility 
that, if the sheath is regarded as a gap, nonreturning 
beams traversing sheaths in plasma may maintain 
oscillations in these regions through such a mechanism. 

It may be shown theoreticallj7 [141 | that the char¬ 
acteristics of such oscillations are 

XI' 12 = a constant (27) 

and 

XU^2 = a constant (28) 

for temperature-limited and space-charge-limited emis¬ 
sion conditions, respectively, where X is the free-space 
wavelength, V is the cathode sheath voltage, and I is 
the saturated emission current. Gordon [141 | suggests 
that (27) is a direct result of the assumption that the 
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width of the oscillating region is very small compared 
with the mean free path for collisions. The presence of 
such oscillations in cylindrical plasma diodes has been 
observed by Armstrong and Emeleus 1108], and Sluz-
kin and Maydanov in the USSR, who are quoted by 
Gordon as having obtained results in good agreement 
with the theoretical relations given above. 

Allis [145] has shown that, through the mechanism of 
oscillations, a beam of electrons entering a plasma can 
deliver energy to a region about ten times the cathode 
sheath thickness, a result corroborated by the experi¬ 
mental observations of Emeleus [154] and Merrill and 
Webb [33]. It is possible that the oscillations observed 
in the cathode sheath do not grow from noise alone, but 
that nonuniformity, or transit time effects in the sheath, 
may provide a direct feedback mechanism to produce 
them. 

It was pointed out by Langmuir that there is an ap¬ 
parent contradiction associated with the Maxwellian 
distribution of electron velocities normally observed in 
low-pressure discharges at points far from the cathode. 
High-velocity electrons should escape through the 
sheath to recombine with ions at the wall of the dis¬ 
charge. As the electron mean free paths for collisions 
are very large, there is no obvious de mechanism for 
Maxwellianization, and there should be a lack of high-
velocity electrons near the sheath. Gabor [10] called 
this phenomenon “Langmuir’s paradox.” It was sug¬ 
gested by both Langmuir [8] and Gabor [10] that 
strong collective oscillations must be taking place. 
Gabor, Ash. and Dracott [13] pointed out in a later 
paper that this type of collective interaction could occur 
in the sheath, and proposed a mechanism analogous to 
that of the reflex klystron in which electrons entered 
the sheath and returned to the plasma, the sheath be¬ 
having as a klystron gap. In an elegant set of experi¬ 
ments using a finely collimated high-energy low-current 
electron beam traveling parallel to a plane plasma¬ 
sheath interface, they determined not only the de field 
strength in the sheath, but also that of the superposed 
ac field which was found to be present. Both fields were 
found to have an approximately linear increase with 
distance from the plasma. The frequency of the oscilla¬ 
tions was about J of the plasma frequency. 

It is interesting to note that a linear field distribution 
is isochronous for incoming electrons, i.e., that the 
transit time is independent of velocity, and that the 
reciprocal of the transit time for the field distribution, 
determined experimentally, corresponded to about half 
the frequency of the sheath oscillations. Physically this 
means that, depending on its time of arrival, a slow 
electron may be able to reach the wall, while a fast one 
arriving a half-cycle later will not. The authors put 
this forward as a Maxwellianizing mechanism which 
would offset the loss of high-velocity electrons to the 
wall that would have to be assumed on a steady-state 
theory. 

Gordon [141 ] has shown, using an approximate the¬ 

ory, that the wall sheath can absorb energy from an al¬ 
most Maxwellian distribution of electrons entering and 
being reflected from it. He has also obtained reasonable 
numerical agreement with the frequency of oscillations 
observed in the sheath by Gabor, Ash, and Dracott [13 |. 

The problem of the Langmuir paradox and the oscilla¬ 
tion mechanisms that have been demonstrated experi¬ 
mentally lead to serious doubt as to whether a plasma 
could exist in a low-pressure gas without the presence 
of oscillations. Certainly it is difficult to understand 
how a plasma would maintain its essential nature near 
the wall of a discharge without oscillations, for these 
high-velocity electrons provide the necessary ionizing 
collisions. One alternative to the sheath oscillation 
hypothesis has been advanced by Martin and Emeleus 
|14|, who suggested that high velocity electrons to 
maintain the tail of the velocity distribution are also 
generated in the scattering region near the cathode. 11 
is not certain, however, that this mechanism could sup¬ 
ply sufficient high-velocity electrons in a long discharge 
tube. 

IV. Low-Erhqcency Oscillations 

.4. Ion IDzw.v 

Studies of low-pressure discharges in the late 1920's 
revealed not only the high-frequency oscillations dis¬ 
cussed already, but also low-frequency fluctuations in a 
frequency band from zero to a few megacycles per sec¬ 
ond. Among the earliest papers dealing with this topic 
were two contributions by Pardue and Webb published 
in 1928 [1551, [156], IJsing a straight uniform tube 
with an oxide-coated filament at one end and an anode 
at the other, they explored a pressure range of 15-90 p. 
in air. They found that the most prominent frequency 
peaked at about 20 n, and that several frequencies re¬ 
lated to this component were usually present. By anal¬ 
ogy to the electron plasma oscillations, they suggested 
that these might be ion plasma oscillations. The prop¬ 
erties of such oscillations were quoted by Langmuir in 
1928 [8], and the derivations were published by Tonks 
and Langmuir in 1929 [57 |, [58], 

I) Theoretical A pproaches 

Following Tonks and Langmuir, we assume that the 
unperturbed ions are at rest, so that we can use (2) to 
represent the ion motion and write for the one-dimen¬ 
sional case 

. eli juvn = j-<{>, (29) 
nt, 

where the subscript i denotes ion parameters. All quan¬ 
tities are taken to vary as exp j(w/—0z), and the electric-
field has been derived from a potential cp by writing 

E = - ^ = jfa. (30) 

By using the relation between current density and 
velocity, (3), and the equation of continuity, (5), it is 
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lound that the ac charge density of the ions, p,i( = en,i), 
is 

Pceß2
Pu = -- </>. 

mu1
(31) 

Tonks and Langmuir assumed that the ion oscilla¬ 
tions are so slow that the electrons remain in a Maxwell-
Boltzmann distribution. With this assumption, we can 
write 

(32) P«\ = — pF exp 

If we assume that c</> ^T„«l, it follows that 

Pe\ 
ep.<t> 

kT, 
(33) 

Finally, the application of Poisson’s equation yields the 
relation 

Pei + p,i / ep, (Pep, \ 
d2« = — =0l-—+ — ). (34) 

to \ kT, to u2m¡tn/ 

Assuming p,, =p„ the phase velocity vp(=w ß) of the 
wave is given by 

^ = ( — ) 1-; - (35) \ m. / \ Wp,¿/ 

where the ion plasma frequency fpi( =wpJ2ir) is defined 
by 

n ,e2 
=-

tow, 

(36) 

It follows from the dispersion relation of (35) that an 
electrostatic wave can exist between zero frequency' and 
the ion plasma frequency. For œ<Kœ,„, vp—>(kTe/mß' 12 . 
The wave then has the characteristics of a sound wave 
in which the atoms of the gas have the mass of the ions, 
but the temperature of the electrons and the velocity is 
independent of the density. Consequently, this type of 
wave is called an “electrostatic sound wave” [57], 
The Fonks and Langmuir theory assumes, essen¬ 

tially, an isothermal expansion of the plasma. A better 
description has been used by Spitzer [68], introducing a 
pressure term into the equation of motion of the average 
electron, or ion. He assumed that the pressure p is a 
scalar, defined in terms of the mean square velocity 
fluctuation p = m(v — v)2. It the plasma expands adia¬ 
batically, it may be assumed that p^nT By' using 
these assumptions, the following dispersion equation 
may be derived [157], [158]: 

Wpe2 wPil
1 = --— + -- , ' (37) or — ß~wr2 or — ß-w,2

where we = (y,kT, m,)' 12 is the electron acoustic velocity 
and w, is defined similarly for the ions. When 7', = 0, 
the expression reduces to that of (35), if it is assumed 
that m^me, and if T,. in (35) is replaced by' yeTc. 

This theory may' be easily generalized to take account 
of the finite dimensions of a plasma and of collisions be¬ 
tween electrons and neutrals, ions and neutrals, and 
electrons and ions [157]—[160]. As for ordinary' sound 
waves, a low-frequency cutoff for the propagation is pre¬ 
dicted, dependent on the dimensions of the plasma col¬ 
umn. If it is assumed that the potential is zero at the 
edge of a uniform cylindrical column of radius a, the 
low-frequency cutoff ur oi a wave with components 
that vary as exp j(ut — ßz) cos nO will be determined by 
the relation J.,(w,a w,.) =0, where J„ is the nth-order 
Bessel function of the first kind, 7\ = 0, and coc«Mpi . 
I he collision frequency' v between electrons and ions or 
neutrals is taken into account by’ replacing the w2 in the 
denominator ot the first term of (37) by co(co—jv). In 
practice, such collisions exert a negligible effect. For 
instance, when 7,=0 the damping term in the propaga¬ 
tion constant is of the order — (jv/2co)(m, mßß. 

We might expect, then, to observe ion oscillations in 
a plasma in the two frequency ranges corresponding to 
cutoff oi the ion modes: (1) at the ion plasma frequency, 
the high-frequency cutoff, and (2) at the low-frequency 
resonances of a finite plasma. 

I he type ol theory described so far postulates a high 
electron-electron collision frequency' and zero tempera¬ 
ture lor the ions. The properties of ion waves have been 
attacked using the collision-free Boltzmann equation 
by Xewcomb [161], Fried and Gouki [157], [158], and 
Bernstein, et al. [162], [163]. They showed that if the 
ions were at zero temperature, waves very' similar to 
those obtained in the early' theories were derived. How¬ 
ever, if the ions have a finite temperature, there is 
strong Landau damping, the damping being strongest 
in the region T.= T,. This effect is explained physically 
by Fried and Gould as being due to the majority’ of the 
ions traveling at about the same phase velocity as the 
wave. On the other hand, if there is a relative drift 
velocity' between the ions and electrons, the authors 
cited above and Bünemann [136], |164), [165] all 
show that a two-stream instability develops and the ion 
waves become unstable: for T,=0, only negligible 
drift velocity is needed for instability. For Tt = 7’,, the 
minimum drift velocity' for very long wavelength insta¬ 
bilities is 

to 0.925 1 + (38) 

Fried and Gould [157] suggested that this type of insta¬ 
bility should take place in a mercury' vapor discharge, 
due to the relative longitudinal drift motion of ions and 
electrons along the positive column. However, as the 
radial motion of the ions and electrons, the ionizing 
collisions, and the rate of collisions of ions with the wall 
in such a discharge were not taken into account in their 
theory, it is not clear whether the effects predicted 
should occur in practice. 
Bünemann 1165], who had previously obtained some 

of the same results as Fried and Gould, also carried out 
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computations of the large amplitude oscillations. On the 
basis of this work, he suggested that such collective in¬ 
teractions could provide a rapid mechanism for restoring 
grossly non-Maxwellian distributions to near Maxwel¬ 
lian, and thus give rise to an extremely high effective 
collision frequency between electrons and ions. 

2) Oscillations in Beams 
The problem of ion oscillations was approached from 

a different point of view by Pierce [166], who gave a 
theoretical treatment of the oscillations which occur 
when an electron beam passes through the ion cloud 
formed by its collisions with gas molecules. This theory 
predicted that wave amplification should occur at fre¬ 
quencies below the ion plasma frequency, with maxi¬ 
mum gain at the ion plasma frequency. It has been 
proposed that the feedback mechanism necessary to 
cause oscillations is supplied by slow secondaries mov¬ 
ing in the backward direction. In this case the oscilla¬ 
tions would be expected to occur near the ion plasma 
frequency. Such oscillations were observed unequivo¬ 
cally by Hernqvist [167], [168]. 

Low-frequency oscillations of other kinds are also 
observed in electron beams. Some of these oscillations 
are due to low-velocity secondaries alone, but most are 
due to ions. Hernqvist [167], [168], ( tiller [169], 
Moreno [170], and Ettenberg and Targ [171 ] have 
described these effects. Relaxation oscillations often 
occur, usually of a modified sawtooth shape, and are 
probably connected with the ionization and deionization 
processes occurring in the beam. I here is also a class 
of oscillations connected with interaction of the elec¬ 
tron beam with a backward wave propagating along the 
ion cloud in the presence of a magnetic field. The theory 
of this effect has been dealt with by Pierce [166] and by 
Smullin and Chorney [61], [172 |. Another class seems 
to occur in short beams where, as has been pointed out 
by Jepsen [173], it is extremely unlikely that the beam 
length is long enough to allow sufficient phase delay 
around the oscillation loop to yield the two-stream 
oscillations described by Pierce [166]. A theory of ion 
oscillations in a gridded drift tube in which the electric 
field in the drift tube is postulated to undergo one or 
more space reversals has been given by Jepsen [173], 
and Smullin and Chorney [61], [172]. They show that 
when a beam of fast electrons traverses such a region, 
the beam loading can be negative, and oscillations can 
occur. 

3) Experimental Observations oj Ion Oscillations 

Tonks and Langmuir [57] searched for evidence of 
ionic oscillations in a gas discharge plasma with little 
success, except for an isolated observation of a natu¬ 
rally-occurring frequency component near to the pre¬ 
dicted value of plasma frequency. Later, Revans [174], 
Druyvesteyn and Warmoltz [30 ], Funk and Seeliger 
[175], and others have reported naturally-occurring 

low-frequency oscillations without establishing their 
exact origin. Direct attempts to set them up and study 
their characteristics failed for reasons described by 
Armstrong, Emeleus, and Xeill [159], whose experi¬ 
ments involved pulsing between the anode and an elec¬ 
trode immersed in a plasma, and observing the tran¬ 
sient at other points along the tube. In view of the low 
velocity of propagation of ion waves (~10° cm), 
phase shift should have been easily measured. Instead, 
an apparently instantaneous response was observed at 
all observation points. I his result has been confirmed 
by Kino and Woods 1176 | using a wide variety ol tech¬ 
niques to attempt ion wave excitation. 

The presence of a high level of low-frequency noise 
would mask low-level ion wave amplitudes, and it 
should be remembered that the dispersion relation was 
derived using a small-signal approximation. It is possi¬ 
ble, of course, that the noise itself propagates as an 
ion wave, and experiments have been carried out by 
Thong Saw Pak [177], and Crawford and Lawson [178] 
to measure propagation velocities of noise in tubes. I he 
former concluded that propagation velocities must ex¬ 
ceed IO7 cm and that the entire positive column was 
fluctuating coherently. 1 he latter used hot-cathode dis¬ 
charge tubes of the type illustrated in Fig. 7, having a 
positive column ot smaller diameter than the cathode 
region. By observing potential and number density 
fluctuations along the tube, these workers were able to 
show that the noise was generated close to the cathode 
and that the propagation velocity was >10“ cm over 
most of the column. This high-velocity mode ol propa¬ 
gation can be regarded as a low-frequency version ol 
the surface wave propagation described by Gould and 
Trivelpiece [59], [60], [126] or, at even lower frequen¬ 
cies, as due to conduction along the column. 

('rawford and Lawson also noted that in the first 20 
cm or so of the column, after the constriction, there was 
a smearing of phase, and that the main component ol 
the noise appeared to have a phase velocity ol the order 
of 107 cm. The frequency spectrum ol the noise, 
which was typically as shown in Fig. 7, contained two or 
three low-frequency peaks which varied little in fre¬ 
quency or amplitude with current. I his phenomenon 
was suggestive of sound wave modes, and the experi¬ 
ments were extended by Crawford [160], [179] using 
different discharge tubes, with a wide range of column 
diameters, to see whether the frequency peaks were re¬ 
lated to each other, and to the column diameter. It was 
found that the frequency peaks/o,/i, andjs in any given 
tube had approximately the same ratio to each other as 
the three lowest zeros of J„(x), i.e., the lowest two roots 
of J„(x) =0 and the first root of Ji(x) = 0. 'Die measured 
frequency was also inversely proportional to the column 
diameter of the tube involved. In accordance with the 
theory for a finite column already described, there was 
a strong suggestion of the presence of radial sound wave 
modes, i.e., oscillations at the low-frequency cutoff for 
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Fig. 7—Discharge tube used in the experiments of Crawford 
and Lawson with typical low-frequency noise spectra. 

sound wave modes. By carrying out temperature meas¬ 
urements on two of the tubes, Crawford was able to 
arrive at a value of y, of the order of 2. Thus the meas¬ 
ured frequencies were also in the correct range for ion 
sound wave modes. However, an objection to this hy¬ 
pothesis is that one of the strongest modes observed 
corresponds to an azimuthal variation of field. This 
seems unlikely, since detection of such modes should be 
difficult on a symmetrically-placed anode, or pickup 
ring outside the tube. 

Some observations of low-frequency resonances re¬ 
ported by Gabovitch, et al. [180], who applied a low-
frequency signal to a probe whose de potential was 
varied, may also have been associated with ion wave 
oscillations. 

Careful examination of noise frequency spectra under 
widely varying discharge conditions should give further 
clues as to whether ion waves constitute the basic com¬ 
ponents. The first comprehensive measurements of this 
kind were made by Cobine and Gallagher [15] using 
argon at pressures from 10 ¡i to 2 mm Hg. Unfortunately, 
commercial tubes with relatively complicated noise 
spectra containing a number of peaks were employed. 
One feature which emerged was that above a certain 
critical frequency, varying inversely as the atomic 
weight of the gas, there was a falling-off in high-
frequency noise. 'Phis effect does not seem to have been 
observed in work at lower pressures. Cobine and 
Gallagher also ascertained that fluctuations in light out¬ 

put corresponded in waveform to the voltage fluctua¬ 
tions observed. 

Results obtained by Martin and Woods [181 ] using a 
tungsten filament and hemicylindrical anode showed 
spectra containing many peaks whose frequency in¬ 
creased with current, but which were difficult to analyze. 
However, using tubes with simpler geometries, Craw¬ 
ford [179], [182] has been able to show that frequency 
components at both extremes of the ion wave spectrum 
can exist. With uniform tubes having plane cathodes, a 
high-frequency oscillation near the ion plasma fre¬ 
quency, varying as the square root of the anode current, 
is observed. Occasionally, fixed peaks suggestive of the 
sound wave modes are also present in a broader spec¬ 
trum of oscillations. Complicating the tube or electrode 
geometry enhances the fixed-frequency effects, probably 
by introducing more turbulent conditions in the dis¬ 
charge. 

Impedance measurements made by Crawford and 
Lawson [178], [183] have been interpreted theoretically 
to derive equivalent circuits for a plasma, the parame¬ 
ters of which can be related to diffusion and collision 
processes occurring in the positive column [183], The 
various time-constants and resonances seem to be as¬ 
sociated closely with the frequencies at which strong 
noise components were observed in their experiments. 

4) Oscillations at the Cathode Sheath 

It was pointed out by Cobine and Gallagher [15] that 
a small movement of the ion sheath at the column side 
of the double sheath in front of the cathode would be 
sufficient to give rise to the oscillation potentials ob¬ 
served. Such a movement could be excited by a two-
stream instability due to the primary electrons passing 
through this sheath. Another possibility closely con¬ 
nected to this one is negative loading of the primary 
beam by the ion sheath, in the manner described for 
electron beams by Jepsen [173] and Smullin and 
Chorney [61], [172], Neither type of theory has, how¬ 
ever, been fully worked out for this case. We would ex¬ 
pect, though, that there would be oscillations near the 
ion plasma frequency of the plasma in front of the 
cathode. The current-dependent oscillations measured 
by Crawford, and described in the last paragraph, are 
probably evidence of the existence of this effect. As con¬ 
firmation, it is worth noting that the actual values of fre¬ 
quency obtained from several tubes of different di¬ 
ameters, containing various different cathodes, normal¬ 
ized closely with respect to cathode current density in 
the case of current-dependent frequency variation. This 
implies that these oscillations were generated close to 
the cathode. Using tubes with movable anodes, further 
support has been added to this view by the fact that the 
frequencies remain unchanged until the anode is brought 
to a few millimeters from the cathode and begins to dis¬ 
turb such fundamental features of the discharge as the 
meniscus. 
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B. Potential Minimum Oscillations 
Under space-charge-limited emission conditions, there 

will always be a retarding potential at the cathode in 
either a hard tube or a gas discharge tube. This results 
in the formation of a potential minimum close to the 
cathode. It was suggested as long ago as 1929 by 
Kingdon 1184] that positive ions could get trapped in 
this minimum and oscillate there, and that this could 
occur even at discharge currents in the Townsend region 
preceding plasma formation. Such oscillations in the 
pre-plasma state have been reported by Ballantine [185] 
and others [15], [181], [186], [187]. 

A theory of potential minimum oscillations has been 
given recently by Waymouth [188], who has derived a 
modified form of the Tonks-Langmuir dispersion rela¬ 
tion quoted in (35). 

In the experiments of ('rawford [179], [182] in which 
an ion plasma frequency proportional to Iam  was ob¬ 
served, there was in some tubes a second peak in the 
spectrum at a frequency approximately 1/10 of this, 
which moved with increasing anode current according 
to a power law between J and U T his has not been ex¬ 
plained but may well be a potential minimum occillation. 
Experiments with several tubes indicated that the fre¬ 
quency depended on cathode current density rather 
than on column current density, and was unaffected by 
the movement of the anode, as in the case of the first 
type of current-varying oscillation. 

In experiments with fluorescent tubes van Boort and 
Klerk [189] and Waymouth [188] also observed oscil¬ 
lations, which they postulated were potential minimum 
oscillations. It may be seen from Waymouth’s data that 
the frequency of these oscillations was proportional to 
/„ l/3. These workers noted that the oscillations measured 
at the anode of the discharge or on a probe disappeared 
when the cathode was temperature-limited. Waymouth 
suggested that this result was evidence that the oscil¬ 
lations took place in the potential minimum and used 
the vanishing point as a measure of the saturation cur¬ 
rent of the cathode. However, Crawford and Lawson 
|178] showed that, as the impedance of the discharge 
becomes very large when it is temperature limited, any 
oscillations generated internally would not be observed 
easily outside the discharge. In one experiment, using a 
microwave resonant cavity perturbation technique, 
they were able to show that there were still substan¬ 
tially unchanged fluctuations of charge density in the 
plasma column, even when the cathode was temperature 
limited, and no oscillations could be measured on the 
anode of the discharge. 

C. Striations 
It has been mentioned earlier that the study of oscil¬ 

lations by use of probes within the discharge is com¬ 
plicated by the disturbing effects of the probe itself, 
particularly in the vicinity of sheaths. These matters and 
the feasibility of using external probes are discussed by 
Emeleus [190], 1191 ], who points out that much valua¬ 

ble information can be obtained by observing the light 
output from the discharge. The results of such studies 
by Cobine and Gallagher [15] and Landecker and Rob¬ 
inson [192] indicate close correlation between the fre¬ 
quency spectra of anode voltage and light output 
fluctuations. 

A familiar feature of discharges at pressures of the 
order of 1 mm is the presence of either fixed or moving 
striations. Their mechanisms and theory are still not 
fully understood, but it is indicated by Pupp [193] that 
they are associated with potential fluctuations of several 
volts and large changes in electron temperature and 
concentration. The early experiments of Appleton and 
West [194] suggest that the striations are accompanied 
by a high level of low-frequency noise. Druyvesteyn and 
Penning [29] summarized much of the early work, but 
did not indicate the existence of striations at pressures 
below 100 g. Loeb [195] suggests they may exist down 
to pressures of about 10 u, and that they are more likely 
to occur in impure gases or gas mixtures. Much of the 
more recent experimental work has been carried out by 
Dieke and his co-workers [196], [197], and Pekarek 
[198], 1199], and a theoretical discussion has been given 
by Robertson [200 ]. 

There seem to have been no published observations 
of striations occurring in mercury vapor discharges at 
a few microns until a paper by Eoulds [201 | in 1956. In 
a cold cathode tube, using photocell techniques and 
a rotating mirror camera, Eoulds was able to observe 
almost regular striations moving toward the cathode 
and some evidence for irregular striations moving to¬ 
ward the anode. Frequencies and velocities oi the or¬ 
der of 10 kc and 2.105 cm were involved. This conflicts 
with some earlier results of McCurdy, et al. [202 ]— [204 |, 
who found that pure mercury vapor gave no standing 
striations. There could possibly have been unobserved 
moving striations in their experiments, however. The 
present state of the theory does not allow us to predict 
the occurrence and characteristics of striations, but the 
velocities involved agree reasonably well with the re¬ 
sults of an experiment of Armstrong, Emeleus, and 
Neill [159], in which a region of heavy ionization was 
forced to pulsate under the influence of abrupt changes 
in electrode potentials. 

D. . 1 node Spots 

Armstrong, Emeleus, and Neill [159] have pointed 
out that instabilities can occur near to the anode of a 
low-pressure discharge in certain regions of the volt-
age/current characteristic. Small spots may form, 
generating low-frequency oscillations which have con¬ 
siderable energy associated with them [205], The au¬ 
thors describe experiments in which the tube became a 
source of audible noise. 

The exact mechanism of this anode glow instability 
is still obscure, but it seems to be more pronounced when 
the anode fall is positive than when it is negative. It is 
further intensified when there is large curvature of the 
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glow (for example, when the discharge anode is small or 
when impurities are present). Pupp’s experiments sug¬ 
gest a connection with the existence of striations [206]. 

Armstrong, et al. [159], suggest that pressure insta¬ 
bilities may be responsible. Langmuir [207] showed as 
long ago as 1923 that steady currents produce differ¬ 
ences of gas pressure in a tube, but the subject of in¬ 
stability under these conditions does not seem to have 
received attention. It may have relevance to the pro¬ 
duction mechanism of striations. 

E. Miscellaneous 

Several other mechanisms not included in the fore¬ 
going sections have been suggested as being important 
in noise generation [154], The majority of these effects 
are associated with the cathode. It is felt that, although 
they might occur under special conditions, they are not 
the major sources of noise in most tubes; neither are 
they inherent in the maintaining mechanism of the dis¬ 
charge. When the gross components described above 
have been eliminated, these mechanisms may become 
important. 

Emeleus [154] has suggested that noise could be 
caused by irregular movements of the boundary be¬ 
tween parts of the cathode emitting space-charge-
limited and temperature-limited current. Clarke [208] 
has advanced the hypothesis that a type of flicker effect 
may occur, enhanced by the presence of positive ions 
and possibly associated with mode-jumping of standing 
space-charge waves in the gas very close to the cathode. 

Many observations on noise frequency components 
have shown the presence of harmonics [155], [182]. 
These might be generated from sinusoidal oscillations 
by nonlinearities in the plasma or may be evidence of 
the existence of relaxation oscillations with more com¬ 
plicated waveforms. For example, the discharge might 
have two stable modes and jump from one to the other 
[57], Few details of such mechanisms are available but 
a possible means by which they might be excited is dis¬ 
cussed in Section V. 

Two further mechanisms, the levels of which are ex¬ 
tremely low relative to the noise actually observed, are 
shot and thermal effects analogous to the phenomena 
observed in hard tubes. 

V. Interdependence of Low- and High-
Frequency Oscillations 

Since low- and high-frequency fluctuations have often 
been observed in the same tubes, we may question 
whether there is a causal relation between oscillations in 
these two ranges. Mahaffey [37] has suggested, as a 
result of experiments in which anode-cathode spacing 
could be varied, that there may be an association be¬ 
tween the occurrence of strong positive ion oscillations 
and the appearance of a fully-formed meniscus. Allen, 
Bailey, and Emeleus [35] have also found close associa¬ 
tion of high- and low-frequency oscillations using a 
modified form of beam discharge similar to that of 

Looney and Brown [139], but relying on the cathode 
for formation of the beam. A flat probe which was placed 
perpendicular to the beam caused a diffuse glow to ap¬ 
pear midway between probe and cathode. High- and 
low-frequency oscillations were observed to occur to¬ 
gether. The glow was unstable and disappeared to¬ 
gether with the oscillations, when a fine wire probe was 
used in an attempt to explore it. This last effect was 
observed by Bailey and Emeleus [42] who also noted 
that as current increased and the meniscus became 
blurred, there was an increase in amplitude of the low-
freq uency oscillations. 

A suggestion advanced by Allen, Bailey, and Emeleus 
[35] is that the high-frequency interaction between the 
beam and the plasma electrons builds up so rapidly near 
the meniscus that the resulting violent disturbance of 
the discharge might lead to low-frequency ionic or re¬ 
laxation oscillations. It is further suggested by Emeleus 
and Mahaffey [209] that transverse ion oscillations 
might be responsible for the transverse scattering of the 
cathodic beam described in Section 11. 

VI. Reduction of Noise in Discharges 

The feasibility ol reducing noise depends on whether 
or not the generation mechanism is an inherent process 
in maintenance of the plasma. Those fluctuations that 
are caused by the presence of the cathodic electron 
beam might well be eliminated if the beam could be 
spread or broken up without loss of energy, and it is 
possible that if the charge concentration could be made 
to increase from the cathode outwards, there would be 
no forward propagation of disturbances. The low-
frequency noise involving cathode sheath oscillations 
might be reduced if the potential of the column edge 
were clamped firmly, while those disturbances which 
are of geometrical origin (for example, the effects of a 
constriction in the discharge) might be reduced by some 
sort of focusing of the streams passing through. 

Some experiments along these lines have already been 
carried out. Cobine and his associates [15], 1210], [211 ] 
investigated the effects of a magnetic field transverse 
to current flow on oscillations in discharges at pressures 
around 100 /z, and established that the low-frequency 
effects observed at the anode were reduced when the 
primaries were deflected to miss the anode. They also 
discovered that as the magnetic field strength was in¬ 
creased, the over-all noise passed through a minimum 
and increased again. Similar effects to those in hot cath¬ 
ode tubes were also observed by Ruthberg [212], using 
cold cathodes. Cobine and Gallagher’s results for a 
transverse field were confirmed by Armstrong, Emeleus, 
and Neill [159], while the case of an axial magnetic field 
was examined by Bailey and Emeleus [42]. They found 
that field strengths of the order of tens of gauss would 
reduce the low-frequency noise and stabilize the menis¬ 
cus. They made no comment about the effect of the 
high-frequency noise component on the amplitude. 

These results have been extended by ('rawford [179], 
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who has shown that axial magnetic fields less than 50 
gauss can reduce the level of the relatively fixed fre¬ 
quency noise components occurring in long discharge 
tubes by as much as 20-30 db. Beyond the minimum the 
noise increases again. This effect may be related to the 
well-known anomalous diffusion mechanism [52], [213], 
The strongly current-dependent mechanisms located in 
or near the cathode sheath are not affected materially 
by an axial magnetic field. 

The use of an auxiliary electrode to reduce low-
frequency fluctuations was investigated by T hong Saw 
Pak [214]. I Ie describes a tube in which a wire filament 
was placed at the focus of a parabolic wire gauze elec¬ 
trode, the open side of which faced the anode. Noise 
figures of the order of 50 db lower than those usually ob¬ 
tained without such an electrode were observed for cur¬ 
rents up to about 80 ma, when noise again appeared. 
Even then, a positive bias on the auxiliary electrode 
could reduce the noise somewhat. 

Further experiments involving fine-mesh grids be¬ 
tween cathode and anode of a plasma have confirmed 
these results, and Johnson, Olmstead, and Webster 
[215] have coined the apt (but etymologically question¬ 
able!) term “Tacitron” for a low-noise device of this 
type operating in the anode glow mode, and have de¬ 
scribed its characteristics. 

('rawford [179] has carried out experiments with a 
gridded tube in which the grid-cathode spacing was of 
the order of a Debye length. 'Die grid potential assumed 
a value approximately equal to the ionization potential 
of mercury (~1() volts) and variation of grid and anode 
current divided the noise characteristics into two regions: 
for Ia/I„>K there was a very low noise level, and for 
Ia/I tl<K the noise increased sharply. For the tube 
tested K was approximately constant, and was about 3. 

\TI. Discussion 

Recent years have seen the growth of a complex struc¬ 
ture of plasma theory on the foundations laid by Lang¬ 
muir and his co-workers 30 years ago. The study of wave 
propagation at microwave frequencies has been carried 
to a highly sophisticated level, though the models with 
which this study have been conducted have not always 
represented accurately the behavior of actual experi¬ 
mental plasmas. Certain of the oscillations which occur 
naturally in most de discharges may provide a check on 
the theories. If these oscillation mechanisms can be elu¬ 
cidated and effectively suppressed, it should be possible 
to carry out more detailed quantitative experiments to 
check the theoretical studies of propagation. Such work 
would be useful not only to the fusion field and to the 
general study of instabilities, but should also suggest 
new possibilities in the field of microwave generation 
|216] and amplification: already, Wehner |147], [148] 
has demonstrated that reflex klystron-type oscillations 
involving sheaths can be utilized in wide-band elec¬ 
tronically tunable oscillators of reasonable efficiency, 
while electron beam-plasma interactions offer the in¬ 
triguing prospect of high-gain microwave amplification. 
The permeable, structureless nature of this type of 

amplifier is an attractive possibility for millimeter wave 
amplification. In addition, there may be entirely new 
methods for coupling in and out of the system, based on 
the unusual radial propagation effects in the presence 
of a magnetic field, on the high rate of amplification, as 
discussed by Feinstein [217], or on the nonlinear inter¬ 
action with an electromagnetic wave of the type de¬ 
scribed by Sturrock 145 ] [48]. These coupling mecha¬ 
nisms, which are not necessarily subject to the usual 
limitations of slow-wave devices, have been discussed 
by Kino [218], A major drawback to such devices at 
the present time is the presence of high- and low-
frequency oscillations in the discharge. Broad-banding 
the device, for example, by using a nonuniform plasma 
may help to discriminate against low-frequency fluctua¬ 
tions in charge density, but effort is required to reduce 
spontaneous oscillations which may be generated in the 
working range. 

It is still not clear whether a plasma can exist without 
self-generated oscillations, but it seems reasonable to 
assume that all but those required for Maxwellianization 
of the electron velocity distribution might be eliminated 
if sufficient care were taken. The presence of the sheath 
oscillations detected by Gabor, Ash, and Dracott [13] 
would seem to be necessary for this process. However, 
because they are at a relatively low frequency compared 
to the plasma frequency and because their fields are 
normal to the plasma edge, they may well have only 
weak fields within the plasma itself. By deliberately in¬ 
creasing the charge density in the direction of the 
cathodic electron beam, we might cause the effect of the 
RI-' oscillations generated in the vicinity of the meniscus 
to be very weak in the amplifying region also. 

Two alternatives would be: 1) to use other types of 
discharges such as the highly ionized, synthetic cesium 
plasmas based on the resonance ionization phenomenon 
first investigated by Langmuir and Kingdon [219] and 
studied in more detail recently by Allen and Kino [ 128 ], 
D'Angelo and Ryuu |22()], and Knetchtli and Wada 
[221 ], or 2) to use the negative-glow mode which occurs 
at rather higher pressures and has electron temperatures 
which can be only a few hundred degrees. 1'hese proper¬ 
ties and possible applications have been described by 
Anderson [222], [224] and Harris [223]. 

Although there is now fairly good qualitative under¬ 
standing of the mechanisms giving rise to spontaneous 
RI' oscillations, considerably more work is required lor 
a detailed understanding of scattering and Maxwelliani¬ 
zation through sheath oscillations. Although Landau 
damping is now well established theoretically, there does 
not appear to be any direct experimental confirmation 
of the phenomenon available. It is understood, however, 
that several projects are currently in progress to study 
this effect in electron beams. 

Although a wide variety of mechanisms has been sug¬ 
gested for the generation of low-frequency oscillations 
and noise, there are few convincing demonstrations of 
the existence of such fundamental phenomena as ion 
waves and potential minimum oscillations. On the other 
hand, theoretical explanations of many effects that have 
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been observed (for example, striations) still have no 
firm basis. Ion wave phenomena deserve attention be¬ 
cause of the part they may play in causing instability 
and enhanced diffusion across magnetic fields, an effect 
particularly important in work on thermonuclear fusion. 
Longitudinal ion waves in the presence of a magnetic 
field have been reported by Alexeff and Neidigh [225], 
[2261. There are also possible applications of such 
longitudinal waves to generation and amplification in 
the millimeter range |227]. 

Work on the suppression of low-frequency fluctua¬ 
tions looks promising, and as there seems to be no 
reason why their existence should be essential to main¬ 
tenance of a steady-state discharge, it may well be pos¬ 
sible to eliminate them by careful design of the ap¬ 
paratus. 

List of Symbols 

B magnetic field strength 
E electric field strength 
H magnetizing intensity 
J current density 
N neutral density 
T temperature 
a positive column radius 
-e electronic charge 
fp plasma frequency 
k Boltzmann’s constant 
m particle mass 
n number density 
p pressure 
I time 
V velocity 
w acoustic velocity 
d propagation constant 
c permittivity 
0 azimuthal angle 
X wavelength 
V collision frequency 
p charge density 
t transit time 
</> potential 
w radian frequency 

Subscripts: 

e quantity associated with electrons 
i quantity associated with ions 
N quantity associated with neutrals 
1 ac component 
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Ionic and Plasma Propulsion for Space Vehicles* 
G. R. BREWER t, M. R. CURRIEf, senior member, ire, and 

R. C. KNECHTLIf, member, ire 

Summary—The propulsion of future space vehicles by means of 
electrical engines appears to be the most practical and effective 
method for long interplanetary missions. The basic principles of the 
major class of such electrical engines, viz., those utilizing ionic or 
plasma acceleration, involve technologies familiar to and largely 
stemming from the work of electronics engineers and plasma physi¬ 
cists. This paper describes the various methods under investigation 
today for the acceleration and neutralization of charged particles 
for use in propulsion. The several topics discussed include the prob¬ 
lem of beam neutralization, cesium ion engines, electron-bombard¬ 
ment engines, and magnetic plasma acceleration. 

Introduction 
HIE SUBJECT of electrical propulsion represents 
an exciting new area of applied science and tech¬ 
nology which is rapidly growing in interest and 

importance and which has, literally, an unlimited future. 
Electrically propelled spacecraft provide the only feasi¬ 
ble means for exploring the further reaches of our solar 
system, for economically transporting large manned ex¬ 
peditions and heavy payloads to our neighboring planets 
and for probing the solar system away from the ecliptic 
plane. 

it is inevitable that such vast new concepts as this 
build on fundamental knowledge and experience in a 
variety of fields and, in turn, provide strong motivation 
for vigorous new work and progress in these areas. This 
is certainly the case here. From an over-all viewpoint a 
nuclear-electric propulsion system consists of three 
major components: a lightweight nuclear reactor, an 
efficient method for converting thermal energy to elec¬ 
trical energy, and the thrust unit itself. The first two of 
these are giving strong impetus to fundamental and 
applied work in the areas of new types of high-tempera-
ture reactors and methods of direct energy conversion 
such as thermionic and MHD devices. 

The third major component, the electrical thrust unit, 
is the subject of this paper. As will be shown, it builds 
directly on the broad field of electronics concerned with 
plasma physics and devices, beam ami particle dynam¬ 
ics, electron optics and electron tube technology. The 
purpose of this paper is to discuss electrical propulsion 
devices from this point of view. Rather than present a 
detailed picture of the increasing number of specific en¬ 
gineering developments in this field, we intend that the 
discussion shall relate the general directions of current 
efforts to basic problems in plasma physics, ion beam 
generation and control, and particle dynamics. We take 
the point of view that the rapid development and future 
success of electrical propulsion will depend upon con¬ 

tinued fundamental research in these areas and that, 
conversely, progress in electrical propulsion will have a 
significant impact on these basic areas in terms of new 
understandings and new tools for attacking problems of 
fundamental importance. In short, electrical propulsion 
is a field which is fertile for invention, research, innova¬ 
tion, and cross-fertilization with other major areas of 
applied physics and electronics. 

I'he concept of the ion rocket engine has existed for 
many years. In 1906 R. H. Goddard mentioned it in his 
notebook [1 ], and in 1929 U. Oberth devoted a chapter 
ol his book, Wege zur Raumschiffahrt [2 |, to the concept. 
However, active research and development effort has 
only taken place during the last few years; some of the 
earliest articles on electrical propulsion in the U. S. liter¬ 
ature were written in 1954 by Dr. Ernst Stuhlinger, 
now ol XASA, who has continued to provide much of 
the stimulus and leadership for this program. Although 
a large and growing body of literature on the subject 
exists, no attempt is made here to give a complete list 
of references. 

The importance of electrical propulsion can be seen 
from the following basic relations. Thrust is equal to the 
rate of change of momentum imparted by the exhaust 
of a rocket engine. For simplicity, let it be assumed that 
all particles in the exhaust have the same velocity vtx . 
Then the thrust T is simply 

T = m„vrx, (1) 

where mp is the propellant mass flow rate. If this thrust 
lasts for a time t, the total impulse imparted to the 
vehicle is equal to Tr. 
The specific impulse, defined as the impulse per unit 

weight of propellant exhausted, is 

where wp = mpg is the propellant weight exhausted in 
time r. This gives the specific impulse as thrust per unit 
of propellant weight flow rate. Combining (1) and (2), 
we obtain 

V ex t
Ep = —seconds, (g = 9.8 m/second2) (3) 

g 

which identifies specific impulse as a measure of the ex¬ 
haust velocity. 

Consider, now, the equation of motion in free space 
for a vehicle whose mass M and velocity v are functions 
of time: 

* Received by the IRE, October 3, 1961. 
f Hughes Research Laboratories, Malibu, Calif. Mdv = — vrxdM. (4) 
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For an initial mass Mi starting from rest, (4) gives 

/ MX 
V = (5) 

Thus, the effectiveness of mass expenditure to gain 
velocity is a function of specific impulse, i.e., from a 
mass point of view, a given velocity increment is 
achieved more efficiently with a system having high 
specific impulse. 

With low specific impulse chemical rockets, the mass 
loss is very high. These systems, of course, have high 
thrust and are needed for overcoming gravitational 
forces and injecting payloads into orbit. However, for 
many projected space missions starting from an earth 
orbit, the tremendous mass of a chemical or even 
nuclear rocket, which is necessary to deliver a heavy 
payload, is completely unfeasible. The specific impulse 
of a chemical rocket is limited to values below about 400 
seconds; the primary limitation is imposed by the maxi¬ 
mum reaction temperature and minimum molecular 
weight of the fuel. By choosing hydrogen for the propel¬ 
lant, the direct nuclear heat transfer rocket (e.g., 
Rover) is expected to increase the specific impulse to 
SOO and perhaps even 1000 seconds; here the tempera¬ 
ture limitations of the material establish an upper limit. 
Because of their high thrust, chemical and nuclear 
rockets will be important for near-earth missions. How¬ 
ever, many interplanetary and deep-space scientific mis¬ 
sions requiring heavy payloads are impossible to accom¬ 
plish with foreseeable chemical or nuclear vehicles. Low 
thrust propulsion systems operating over long periods 
of time and having very high specific impulse values are 
mandatory in such cases. 

It is clear that the acceleration of ions to any desired 
velocity by electrostatic or electromagnetic fields is un¬ 
related to thermal heating; i.e., in the former process, 
the specific impulse can be adjusted to any desired 
value. The power required to accelerate the particles is 
proportional to the product of thrust and velocity. The 
weight of the nuclear-electric power supply increases 
roughly in proportion to power. Therefore, depending 
upon the mission, there exists an optimum exhaust 
velocity or specific impulse which results in minimum 
over-all weight (i.e., compromise between power system 
weight and propellant weight). This optimum specific 
impulse is larger for longer missions and heavier pay¬ 
loads but is invariably above several thousand seconds, 
varying from roughly 5000 seconds for a 5000-pound 
payload in a Mars orbit using the Atlas-Centaur booster 
and a 60-kw power supply, to more than 10,000 seconds 
for a 15-ton terminal mass in a Jupiter orbit using 
Saturn and a 1-Mw power supply. Thus, nuclear-
electric propulsion systems constitute an ideal solution 
for the types of missions discussed above. 

Many detailed calculations have shown that for a 
given over-all initial weight and, for example, for a 
round-trip mission to and from a Mars parking orbit, 

payloads of up to four or more times those possible with 
direct nuclear rockets or, conversely, much shorter mis¬ 
sion durations with the same payload weight will result. 
For more ambitious space experiments (e.g., to Jupiter) 
the figures are even more impressive. Often a factor of 
ten increase in payload or a considerable reduction in 
initial vehicle weight can be attained. It should be noted 
that these calculations include the nuclear-electric 
power supply as part of the propulsion system. However 
the use of the power supply for wideband data trans¬ 
mission and for primary power for other purposes at the 
destination makes the effective payload weight ratios 
between electric and nuclear systems even higher. 

There are several varying approaches to the electrical 
generation of thrust. These are usually classified as elec¬ 
trothermal, electrostatic, and electromagnetic. All have 
in common the requirements for very long life, high 
power efficiency, and high propellant utilization ef¬ 
ficiency. 

Of the above types of electrical propulsion, this paper 
will be concerned only with the latter two approaches. 
The thermal arc jet is not a true electric thrust unit in 
the sense of overcoming material temperature limita¬ 
tions and thus permitting very high specific impulse. 
In it, a high-current arc is used to resistively heat a pro¬ 
pellant gas (e.g., hydrogen) to high temperatures. The 
gas is then expanded through a nozzle where the thermal 
energy is converted to directed kinetic energy. It is 
limited to specific impulses in the neighborhood of 1000 
seconds, the efficiency decreasing very rapidly beyond 
that point. 

The electrostatic engine appears to offer the possibil¬ 
ity of efficiently achieving higher specific impulses than 
the other types, i.e., in the range of several thousand 
seconds and higher. Ion propulsion is very simple in 
concept since it involves the imparting of energy to ions 
by electrostatic acceleration. To serve as a reference, 
Fig. 1 shows specific impulse as a function of net ac¬ 
celerating voltage for some of the common propellants. 
However, in transforming this essentially simple idea to 
practical fruition, there are a number of problems in¬ 
volving fundamental considerations in plasma physics 
and electronics. First, an efficient ion source is required. 
A number of such sources are possible: contact ioniza¬ 
tion, Penning discharges, magnetically stabilized arcs, 
and various combinations of these. All are the subject 
of intensive research efforts, the results of which will add 
significantly to the technology of this and related fields 
in physics and electronics. Second, sophisticated high-
perveance ion-optical acceleration and focusing systems 
are mandatory with a perfection exceeding even that 
required by electron guns and beams for use in high-
power microwave tubes. Third, space-charge-neutraliza¬ 
tion mechanisms are required which introduce intriguing 
new concepts such as synthetic nonthermal plasmas and 
the basic questions relating to them. 

The other major class of electrical propulsion engines 
involves the direct acceleration of plasmas by magnetic 
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Fig- 1—Curves showing specific impulse as a function of net accel¬ 
erating voltage for various propellant gases (singly ionized) in 
electrostatic rocket engine. 

fields. This class is usually limited to the range of specific 
impulses between roughly 2000 5000 seconds. Here the 
problem of achieving space-charge neutrality is not 
present. Again, a number of mechanisms for acceleration 
are possible, including the use of de crossed electric and 
magnetic fields (MHD types), traveling-wave systems, 
and quasi-stationary RFsystems. These involve problems 
which are fundamental to other fields (e.g., energy con¬ 
version and high-temperature plasma generation and 
containment) as well as to the attainment of high-
efficiency thrust devices. 

In this review paper it is hoped that discussion of 
some oi the basic problems in achieving practical e'ec-
tric propulsion systems and of the broad current ap¬ 
proaches to their solution will stimulate increased inter¬ 
est and imaginative effort in this field on the part of in¬ 
vestigators in applied physics and electronics, on whose 
technology this new art is directly based. 

I. Bask Prohijáis 

In the process oi developing electric propulsion sys¬ 
tems, there are several technical objectives and prob¬ 
lems which are common to the various types of systems 
outlined above. Obviously, the primary objective in¬ 
volves the devising of field configurations (electric 
and/or magnetic) capable of accelerating charged par¬ 
ticles in a controlled manner to the desired exhaust 
velocity. 

One ol the primary considerations in the invention of 
propulsion systems is efficiency—efficiency both in use of 
the electrical power and of the propellant. In the ele¬ 
mentary equations presented above, it was shown that 
the performance of the space vehicle is critically de¬ 
pendent on the weight of both the electric power gener¬ 

ating system and the propellant that must be carried. 
It is therefore essential to devise propulsion systems 
which will convert as much as possible of the electrical 
power available in the vehicle into useful thrust, and 
power efficiencies larger than about X0 or 90 per cent are 
desirable. Fortunately, work to date, which will be 
reported in more detail below, indicates that such ef¬ 
ficiency values are attainable. I he propellant-utilization 
efficiency should be high (greater than 90 per cent) for 
the simple reason that we do not wish to carry excess 
propellant which would decrease the performance of the 
space craft. As we shall see later, in the electrostatic 
rocket even higher ionization or propellant-utilization 
efficiency is essential, in order to reduce the effects of 
charge-exchange react ions. 

I he second serious consideration is neutralization of 
the charges associated with the particles of the exhaust 
beam. As mentioned earlier, the class ol electric engines 
in which the acceleration of the charged particles results 
from magnetic fields will presumably exhaust a neutral 
beam, i.e., the accelerated and exhausted medium will 
be very dose to a true plasma. In the case of electro¬ 
static rockets, on the other hand, the acceleration of the 
charged particles is accomplished by means of electric 
fields; therefore only one species can be accelerated in a 
given region. In this case, the charges must be separated. 
In order to prevent buildup of space-charge forces at the 
engine exhaust, the accelerated charges must be neu¬ 
tralized by the injection of particles of the opposite 
sign. (We do not mean that the positive and negative 
particles must recombine, but merely that in any given 
region of the exhaust beam, there must be an equal 
number of positive and negative charges.) 

Since the electrostatic rocket imparts acceleration to 
the positive and negative charges separately, some 
mechanism must be provided to ionize the neutral pro¬ 
pellant particles. As we shall see, the ionization mecha¬ 
nisms used in the engines to be considered are contact 
ionization of cesium on tungsten and ionization by elec¬ 
tron impact. This ionization must be accomplished with 
the minimum possible loss ol energy, in order to main¬ 
tain high over-all efficiency. Not only must the ioniza¬ 
tion process be efficient in terms of the energy required 
to create the ions, but the mechanism must be capable 
of supplying a relatively high density ol ion current to 
the accelerator system. I ypical ion current densities of 
the two mechanisms mentioned above are 10 to 20 
ma/cni2. These values are sufficiently high to allow the 
development ol electric engines suitable lor space mis¬ 
sions; however, higher-density sources are definitely 
needed lor future engines, and this consideration does 
iorm a fundamental limitation on the performance of 
electric propulsion engines. 

Another fundamental limitation is the erosion of elec¬ 
trodes involved in the acceleration of the charged par¬ 
ticles due to impingement of the charged particles on 
these electrodes. 1 he electric propulsion engines that we 
are describing here will be used for space vehicles in in-
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terplanetary travel, and the mission times involved are 
measured in years. Therefore, a serious constraint on the 
design of the engines is that the total erosion of the elec¬ 
trodes must be small enough that it does not interfere 
with engine operation over lifetimes of tens of thousands 
of hours. This imposes, for example, the condition of 
very carefid control over the ion optical characteristics 
of the accelerator structure so that the impingement of 
the accelerated ions on any of the surrounding electrodes 
may be avoided. In the electrostatic rocket, a maximum 
of about one ion can be allowed to strike the accelerating 
electrode for each 100,000 ions emitted from the ionizer, 
i.e., an interception ratio of about 10~5. 

In the rest of this paper, we shall discuss the several 
types of electric propulsion engines from the point of 
view of these basic objectives, and attempt to show how 
these fundamental problems are being approached. In 
other words, we shall try to understand the physics in¬ 
volved rather than the details of the engineering of these 
engines. The reader must bear in mind, however, that 
there are many engineering and technological problems 
which must be solved, and, in many cases, the develop¬ 
ment of electric engines will depend as much on a solu¬ 
tion of these engineering problems as on the invention 
of solutions to the more fundamental ones. 

11. Electrostatic Acceleration 
Electrostatic acceleration is characterized by the 

separate acceleration by electrostatic fields of the posi¬ 
tive and negative charges; i.e., ions are created by some 
ionization process prior to acceleration. In the cesium-
type engine this ionization occurs at a hot tungsten sur¬ 
face; in the Penning or Kaufman engine the ionization 
mechanism is electron impact. This class of engines also 
has the common requirement for neutralization of the 
exhaust ion beam by the injection of charged particles 
of the opposite polarity. We shall describe first this com¬ 
mon problem of neutralization, followed by discussions 
of several of the electrostatic engines being investigated 
today. 

.1. Neutralization 

As mentioned earlier, in the electrostatic rocket the 
ionized propellant particles are accelerated separately 
from the negative particles, after which electrons are in¬ 
jected to neutralize the positively charged beam. The 
successful neutralization of the space-charge fields ol 
this ejected ion beam is one of the most difficult and con¬ 
troversial problems in the ion engine today. Progress in 
this technical area could spell the difference between suc¬ 
cess and failure of an ion engine in producing useful 
thrust in space (we can easily be misled by successful 
tests in a ground-based laboratory, where electrical con¬ 
ditions can be quite different from those in space). The 
real test of the requirement for and the effectiveness of 
neutralization must await a space flight; in the mean¬ 
time, some demonstrations of neutralization in practical 
engines have been made in laboratory tests. We shall try 

to present here a brief but fairly complete picture of the 
neutralization problem, indicating insofar as possible 
all sides of this controversial subject; it will be clear, 
however, that many important questions remain un¬ 
answered. In addition to its obvious application to elec¬ 
trical propulsion, a neutralized and directed beam of ions 
represents a new and novel form of plasma with many 
interesting properties and with potential uses so far al¬ 
most completely unexplored. 

There are two types of neutralization which must be 
clearly differentiated : 

I) Current Neutralization : A positive ion beam which 
is ejected from an electrically isolated space vehicle will 
produce on this vehicle a net negative charge. This 
charge will build up very quickly to such a magnitude 
that all of the ions will be pulled back. It is necessary, 
therefore, to eject an equal current of negative charges 
along with the positive ions. This step is essential in 
order to maintain the entire space vehicle electrically 
neutral. In principle, we could accomplish this current 
neutralization merely by ejecting negative particles 
(e.g., electrons) from any part of the vehicle [see Eig. 
2(a)], and they would ultimately be attracted toward 
the cloud of positive ions [see Fig. 2(b)]. 

(b) 

Fig. 2—(a) Illustration of current neutralization of a space vehicle by 
ejection of equal numbers of electrons and ions per second, but 
from opposite ends of the vehicle. 1'he charge inside a surface 
surrounding the vehicle can be made equal to zero, (b) The fields 
of the charges ejected as shown in (a) will attract the more mo¬ 
bile electrons toward the ions, leaving an uncompensated region 
of positive charge near the vehicle. 

2) Charge Neutralization: The question ot the need 
for detailed neutralization of the charge in the ejected 
ion beam is currently the controversial aspect of this 
problem. The following discussion will be limited to the 
need for charge neutralization, since this is the aspect of 
the neutralization problem requiring more discussion 
and study at present; it is tacitly assumed here that the 
requirement of current neutralization is met exactly. 
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TABLE I 

Charge Neutrality 

thrust « Iv 

can mix electrons far from vehicle 

j. J-

PM = — p. f< 

charge neutralization requires either: 

- = q. 

counter streaming 

electrons contained in plasma “bottle” cool” electrons 

neutral only on average 

if stable: satisfies all requirements possible instabilities: electrons 
may return or be scattered due 
to fields in the non-neutral plasma 

so qM = — qtv. 

single streaming 
V, = Pi 

broad beam: high thrust, but also strong fields 
due to greater charge density 

thin beam: low fields due to low perveance, but 
gives low thrust 

Purpose—To eliminate fields which 
could reduce thrust 

result in truly neutral plasma 
Poet ~ 0 

must mix the electrons close to the engine or 
get “turn around” 

JL_ 

Since this neutralized ion beam can be thought of as pos¬ 
sessing many of the properties ol a very energetic non¬ 
thermalized synthetic plasma, with interesting possible 
applications other than propulsion, we shall treat this 
subject in a fair amount of detail, and include some of 
the experiments which have been performed. We can 
perhaps see this problem in broad perspective by exam¬ 
ining Table I, which will be referred to during the sub¬ 
sequent discussion. 

In order to obtain charge neutrality of the ion beam, 
negative particles must be injected either into or close 
to the ion beam. A heavy particle such as a negative ion 
offers certain advantages as the neutralization particle; 
however, the lar more copious supply of electrons avail¬ 
able makes the electron the more attractive negative 
particle to use for neutralization. Therefore, we shall 
confine our discussion to the use of electrons as the 
neutralizing particles. 

The fundamental purpose of neutralizing an ion beam, 
of course, is to eliminate, or to reduce to the point of in¬ 
effectiveness, any electric fields in the vicinity of this 
beam which can diminish the thrust obtainable from 
the ion engine. Since the thrust is proportional to the 
product ol the beam current and the ejected velocity of 
the propellant, any fields which act to reduce either the 
beam current or the ejected velocity will adversely affect 

the thrust ; mere transverse expansion of the beam after 
leaving the engine will not produce such a counter 
thrust. 

At this point we can distinguish two broad classes of 
ion beams, giving rise to different neutralization prob¬ 
lems: 

/) / he Broad Beam: I his class ol beam corresponds 
to an aspect ratio [3 ] considerably greater than unity; 
i.e., the area of the beam is considerably greater than the 
square of the spacing between the ionizer and the ac¬ 
celerating electrode. This beam in idealized form can be 
thought of as originating in a large accelerator structure 
with a grid over the accelerator electrode aperture. Be¬ 
cause of the shape of this beam, the electric flux lines 
will be predominantly axial, i.e., from the positive 
charges in the beam to negative charges on the outer 
surface ol the accelerator electrode [see Fig. 3(a)]. These 
axial field lines will act to reduce the velocity of the 
ejected particles and therefore to diminish the thrust 
obtainable. In fact, if the proper boundary conditions 
are forced along the outer edge of the beam (to ensure 
that all of the flux lines will be truly axial in direction), 
the ions will be stopped and will form a “virt ual cathode” 
at a distance from the accelerator electrode ecptal to the 
accelerator-ionizer spacing [4], A close analogy can be 
drawn between this “one-dimensional” How of ions and 
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Fig. 3—The effect of the shape factor of the ion beam on the axial 
electric field, which, if unneutralized, will accelerate the electrons 
axially, (a) Schematic configuration—broad beam, (b) Shape of 
the flux lines in the case of a thin strip or pencil beam. 

the flow of charged particles between planar grid sur¬ 
faces, as treated by Eay, Samuel, and Shockley [5 ]. 

This “broad” type of ion beam obviously exhibits at¬ 
tractive advantages, in that it provides relatively high 
values of thrust density (thrust per unit of ion source 
area); however, if unneutralized, the strong axial fields 
can reduce the exhaust velocity of the propellant and/or, 
in the extreme case, produce “turn around” [6] so that 
particles are returned to the accelerator, thus reducing 
the exhaust current. 
2) The “Thin” Beam: A “thin” beam is one for which 

the transverse dimension at a point near the engine is 
small compared with the acceleration distance (i.e., 
R<&1). The electric flux lines associated with the charges 
of this beam will be predominantly transverse to the 
beam boundary [see Eig. 3(b)] so that the space charge 
will result in a transverse beam spread rather than in a 
decrease in axial velocity of the particles, as in the 
“broad” beam. A thin beam can travel long distances 
from the engine unneutralized. This beam has the severe 
disadvantage, however, of very low thrust density and 
is therefore impractical for space propulsion. 

3) The “Intermediate” Beam: Erom the above argu¬ 
ments, it appears that practical ion engines will be de¬ 
signed in an “intermediate” range (which turns out to 
be an aspect ratio roughly equal to unity measured for 
each individual beam) but in some type of cluster so 
that the desired thrust density can be achieved. The 
problem, then, is to design the individual beams to be¬ 
have somewhat as a thin beam and arranged just close 
enough together to give an efficient engine design with¬ 
out danger of the system degenerating into a broad 
beam with subsequent problems of “turn around” and 
return current. 

The broad or intermediate (R « 1) types of beams, in 
which neutralization appears to be a definite require¬ 
ment, will be discussed below. But first let us try to pro¬ 
vide a more quantitative justification for the need for 
charge neutralization in an ejected ion beam by means 
of the following examples: 

1) One serious consequence of the lack of neutrali¬ 
zation will be the transverse spreading of the beam 
due to space-charge forces. A typical cesium ion beam 
of current density 10 ma/cm2 at an exhaust potential 
of 10 kv and an initial diameter of 9 cm will double 
in diameter in a distance of less than 2 cm. This 
spreading is so rapid as to invalidate the simple 
beam-spread theory used, but the example does serve 
to illustrate the seriousness of the spreading problem. 
While such spreading may not reduce the engine 
thrust, it must be considered in the engine design in 
order to avoid any interception, etc. 

2) If the same beam is considered as in one¬ 
dimensional flow, with entirely axial electric fields, the 
velocity of the ions will be reduced to zero due to the 
space-charge fields, in a distance of only 0.7 cm! This 
“turn around” will return particles to the engine and 
will obviously reduce or even eliminate the thrust. 

We shall assume now that neutralizing electrons are 
injected either into or in close proximity to the ion beam. 
The next question is: How intimately should the elec¬ 
trons and ions be mixed? Since the currents in the elec¬ 
tron and ion beams must be equal and opposite, we can 
write 

li = qfli = — I. = — qeie, 

where q denotes the charge per unit length of electrons 
or ions and v the velocity (0 represents the average 
velocity). If the electrons are mixed intimately so that 
the current density j in the ion and electron beams is 
equal, then 

j. = p.T: = - j, = - p.ft

(p denotes the charge per unit volume). 
We really do not know as yet whether the neutraliza¬ 

tion must be effected on a microscopic scale, with equal 
values of ion and electron charge per unit volume, or 
merely equal charge per unit length. 'Die choice will 
depend on the seriousness of possible instabilities which 
may be excited by less than perfect neutralization. 

In any event, these equalities require in turn that the 
ion velocity be equal to the electron velocity. The next 
question to be resolved, then, is whether equality of 
velocity must be true on an absolute basis, with essen¬ 
tially all of the electrons moving with the velocity of, 
and in the same direction as, the ions, or whether it is 
sufficient to require that the average velocity' of the elec¬ 
trons be equal to, and in the direction of, the ion mo¬ 
tion. 'The latter possibility would allow the existence of 
double-streaming electrons, i.e., electrons moving both 
away from and toward the engine with a net average 
drift velocity- away from the engine. One can understand 
how this situation might arise by thinking of the neu¬ 
tralized ion beam as a “plasma bottle” [7] (see E'ig. 4) 
with the electrons moving around inside and being re¬ 
flected at the edges and at the end by an electron sheath, 
thus giving rise to both transverse and axial components 
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Fig. 4—Schematic representation of the “plasma bottle” concept 
of a neutralized ion beam. The plasma sheath at the end and 
edges and the potential "hill” at the engine end will coniine the 
electrons to the interior of this “bottle. ” These reflections can give 
rise to a counter-streaming effect as shown. The potential in the 
plasma column will be uniform at a value roughly kT,/e above 
the space potential. 

of electron velocity. If the electrons cannot be returned 
from the end of the plasma column, i.e., if they are for¬ 
ever lost from the system, then the neutralization re¬ 
quirement means that the electron and ion velocities 
must be equal on an instantaneous basis. For most rea¬ 
sonable values of specific impulse, the ejection velocity 
of the ions is considerably less than the mean thermal 
velocity ot the electrons emitted from the thermionic 
emitter. Therefore, if the electron and ion velocities 
must be equal on an instantaneous basis, some kind of 
interaction mechanism must be used to reduce the 
mean velocity of the electrons to that of the ions. The 
term “mean velocity” denotes here the average over the 
velocity distribution of the electrons, but the electrons 
all have the same direction: away from the engine. 

In the counter-streaming case, where the electrons 
are contained within a plasma bottle, we see that there 
are two possibilities. First, this mixture could result in a 
truly neutral plasma with the net volume charge density 
equal to zero throughout the volume of the bottle. This 
condition obviously satisfies all the requirements of 
neutralization and, if stable, forms the most ideal situa¬ 
tion. The second possibility is that the beam is neutral 
on the average only, i.e., there can be small volumes 
throughout the bottle in which the net charge is not 
zero, though by integrating over the entire bottle the 
total net charge will be equal to zero. The local fields 
resulting from the localized regions of nonzero charge 
density can give rise to instabilities and may cause the 
electrons either to return to the engine or to scatter 
transversely. In general, it is believed that this type of 
plasma will probably be satisfactory if the instabilities 
are of such a nature that they do not grow in amplitude 
with either time or distance. 

Let us discuss the plasma bottle concept in a little 
more detail, with the object of showing that in this 
model charge neutralization can occur in either a labora¬ 
tory or a space situation and under conditions where the 
injected axial electron velocity exceeds the ion velocity. 
Consider that the ejected “plasma” consists of three 
particle streams: 1) the outgoing ion stream of current 

densityvelocity v,, and an electron gas with a velocity 
distribution which may be considered to be made up of 
two counter-streaming components; 2) the outgoing 
electron stream of current density j/ and average stream 
velocity v/; and 3) a returning electron stream of cur¬ 
rent density j," and average stream velocity v". The 
outgoing electrons are reflected by the sheath at the 
end of the plasma bottle (considered, for the moment, 
to be of finite extent) so that the reflected electron 
velocity is given (under the assumption of ion mass 
much larger than electron mass) by 

v" = — vf + 2t’„ (6) 

which can be seen easily by transforming to a coordinate 
system moving with the end of the plasma sheath, i.e., 
at velocity r,. 

We have assumed that the total electron and ion 
currents are equal. There is no loss of generality in as¬ 
suming that the current densities are also equal: which 
must certainly be true on the average over the beam 
cross section. 'Dien 

ji = PiVi = — (jf — j") = — (pfvf — p"v"). (7) 

We can define an average electron velocity v,. as 

j« 3* = 7'1 tr(p« T P, ), (8) 

where jcl is the total net electron current density, which 
has been assumed equal to the ion current density. By 
combining (7) and (8), we find that 

The condition lor the ion beam to be charge neutralized 
is J hat 

Pi = p/ + p", (10) 

i.e., that the net charge density be zero. Therefore, 
under the neutralized condition we see from (7) and (10) 
that 

(11) 

and this condition applies independent of the velocity of 
the incident electrons, vf. The importance of this conclu¬ 
sion lies in the fact that in general the ion velocity is less 
than the mean thermal velocity of emission of an elec¬ 
tron from a hot cathode. Therefore, if the above con¬ 
clusion were not valid, some mechanism for slowing 
down the injected electrons below their mean thermal 
velocity would be required in order to ensure that vr=v¡. 

In the above analysis it was not necessary to use (6); 
therefore, the conclusion applies not only to the steady¬ 
state space situation, where the end of the ion beam is 
moving away from the engine, and to the transient 
situation in a ground-based laboratory test during the 
time of transit of the ions from engine to the beam 
collector electrode, but also to the steady-state labora¬ 
tory test, where the collector electrode is electrically 
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“floating” in potential so that an electron reflecting 
sheath exists at the collector surface. Krom (7), (10), 
and (11), we can show by using (6) that pe'=p", i.e., 
that the densities of incident and reflected streams are 
equal in the space situation. In the laboratory float¬ 
ing collector case, (6) becomes v«'=—and pe' 
= sPi(l+v,/v,'), p," =’p,(l —v./v/) [i.e., the densities 
of incident and reflected electron streams are not equal | ; 
the reflected density is lower because electrons are col¬ 
lected by the collector electrode. 

As mentioned earlier, a second possible model of the 
neutralized ion beam (in addition to the plasma bottle 
with counter-streaming electrons discussed above) in¬ 
volves the neutralization by equality of the ion velocity 
and the average electron velocity with the electrons 
moving randomly away from the engine. This condition 
requires, however, that the electrons move very slowly. 
(In fact, if the ions and electrons have the same average 
directed velocity, this would correspond to the average 
directed velocity of electrons emitted from a cathode at 
a temperature of the order of 100°K, for a cesium ion 
beam at 2500 volts.) Even in this case, however, proc¬ 
esses like those described for the plasma bottle model 
appear inescapable at the beam front and edges. 

We shall now discuss briefly some of the experimental 
techniques which have been used to inject electrons into 
an ion beam and to measure the degree of neutrality of 
that beam. Perhaps the most sophisticated system 
which has been used involves the injection of electrons 
from both sides of an ion beam into a region constituting 
a potential trap for electrons [8]. This trap can be 
created by an arrangement of electrodes similar to that 
shown in Eig. 7, which creates a potential distribution as 
shown in Fig. 5. It is seen that this potential distribu¬ 
tion represents the accelerator-decelerator mode of 
operation, in which the neutralizing system is main¬ 
tained at a potential higher than that of the accelerator 
electrode to provide a potential “hill” that prevents 
electron flow into the accelerator region. In addition, 
the potentials on the several neutralizing electrodes are 
adjusted to provide a region free of axial fields, into 
which the electrons are injected, followed by a small 

Fig. 5—Potential distribution along the axis of a cesium ion engine 
shown in Fig. 7; the neutralizing electrodes shown there produce 
the potential trap for electrons drawn here. 

potential “hill” that the electrons must pass over in 
order to leave the trap. Electrons injected from each 
side of this trap region execute both transverse and 
longitudinal oscillatory motion and can interact with 
the ions. The average residence time of the electrons in 
the trap is quite long compared with any oscillation or 
collision period, and there are several mechanisms which 
could make the electrons random and mix them in¬ 
timately with the ion beam. It is, however, rather un¬ 
likely that this interaction could lead to a truncation 
of the electron velocity distribution (so that it is not 
Maxwellian), or to some other process which would al¬ 
low the electrons to emerge from the trap with an av¬ 
erage velocity equal to the ion velocity. At any rate, the 
intimate mixing in the trap region results in a more 
uniform distribution of electrons over the cross section 
of the ion beam upon emergence from the engine and, 
in particular, results in lower transverse oscillatory 
energy. If this process takes place, the electrons will 
not execute violent lateral excursions, but will pro¬ 
gress in an orderly one-dimensional pattern along the 
ion beam. 

The effectiveness of the system shown in Figs. 5 and 7 
in neutralizing both solid cylindrical beams and large, 
thin, hollow ion beams has been demonstrated by 
measuring the transverse spread of the beam due to 
space-charge forces [9]. When electrons are injected 
under the correct potential conditions, this transverse 
spread can be made zero indicating essentially no space¬ 
charge forces in the ion beam. Under these neutralized 
conditions, it has also been found possible to isolate the 
ion beam collector from the rest of the system elec¬ 
trically, and still to maintain the neutralized state of 
the beam (that is, to have the beam remain collapsed). 

Somewhat simpler means of injecting electrons into 
an ion beam have also been used; e.g., wrapping an 
electron-emitting filament around the outer edge of the 
beam, or arranging such a filament through the center 
of the beam. In these experiments the electron-emitting 
cathode was located outside the engine, i.e., downstream 
from the point of emergence of the beam from the engine. 

In a very careful series of experiments, Sellen, el al. 
[10], have applied pulse techniques to studies of the 
neutralization problem for beams of high aspect ratio 
(7? «10 to 30). By means of the pulse method which 
they use they have been able to study the behavior of 
the ion beam in the transient state before and after 
injection of neutralizing electrons from symmetrically 
arranged impregnated cathodes close to the edge of the 
ion beam. They found, for example, that with careful 
adjustment of these neutralizing emitters, in both po¬ 
tential and position, it is possible to neutralize a broad 
beam in such a way as to eliminate the turn-around 
effect which occurs without the electron injection (i.e., 
without electron injection the space-charge forces cause 
this broad beam to turn around and return to the engine 
after moving only a short distance, while with neutral¬ 
izing electrons the beam will move all the way to the 
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collector), it is possible that these experiments also 
involved the creation of a potential trap in the ion beam 
by the potential and placement of the electron emitters. 

In addition to the pulsed-beam neutralization ex¬ 
periments described above, Eilenberg, et al. [11] have 
measured the degree of neutralization of a hollow-ring 
cesium ion beam by pulsing the beam and measuring the 
current induced in a surrounding loop by the pulse of 
charge passing through it. The oscilloscope traces in 
Eig. 6 show these induced currents. This figure shows 
the collector, grid, and loop (top to bottom) currents 
for the unneutralized beam (i.e., without injection of 
neutralizing electrons in the engine); it is seen that cur¬ 
rent is induced in the loop as the pulse of charge ap¬ 
proaches and departs from the loop. The grid and collec¬ 
tor currents are very low in this unneutralized case be¬ 
cause the space-charge spread of the beam between the 
engine and collector is so large that only a small part of 
the beam actually strikes the collector. When the beam 
is neutralized by injection of electrons (in a trap system 
of the type shown in Eig. 7) the loop current vanishes, 
as shown in Eig. 6 (no net charge in the beam), but the 
grid and collector exhibit displacement and conduction 
currents, respectively, as expected. Quantitative anal¬ 
ysis of these data reveal that the beam was at least 99 
per cent neutralized (i.e., the imbalance in charge per 
unit length was less than 1 per cent) in the neutralized 
state. The beam could be altered from the neutralized 
to the unneutralized state by slight adjustments of the 
potential in the electron trap region. 

These experiments certainly show that with proper 

Fig. 6—Schematic diagram of the pulsed beam experiment. The cur¬ 
rents induced in the collector, grid, and ring electrode (top to 
bottom) are reproduced from oscilloscope traces in the insets. 

injection of electrons in both a broad and an inter¬ 
mediate beam, charge neutralization is obtainable in a 
laboratory experiment. However, these experiments do 
not yet allow us to distinguish between the counter¬ 
stream and the single-stream models discussed above. 

It is evident from the foregoing discussion that the 
neutralized exhaust beam from an ion engine possesses 
some of the characteristics of the usual plasma. The 
greatest similarity results from the neutrality condition, 
i.e., equal electron and ion densities. Also, the formation 
of sheaths reflecting the electrons at the edges of the 
plasma bottle has an analogy in the ambipolar diffusion 
of conventional plasmas. On the other hand, the ion 
beam possesses directed motion of high velocity (ion 
velocities typically 7X10® cm/second); the ions will 
have a longitudinal “temperature” corresponding to 
that of the emitter (typically 1400°K) and a transverse 
temperature several times this value (because of the 
beam compression in the accelerator). Measurement of 
the electron velocity distribution [12] has shown it to 
be approximately Maxwellian with a temperature in 
excess of 10,000°K, and electrons have been detected 
moving in the “reverse” direction, i.e., from collector to 
engine. 1'hus, the ion engine system has provided us 
with a rather novel form of plasma, a highly energetic or 
directed nonthermalized plasma, which should find ap¬ 
plication in other areas of electronics and physics. 

B. Cesium Ion Engine 

A simplified schematic diagram of a typical cesium 
ion engine is shown in Eig. 7. At the left we see the pro¬ 
pellant heating and storage system, where cesium, the 
propellant, is converted into a vapor and caused to flow 
up to and through the ionizer. At the surface of the 
ionizer, the cesium atoms are converted into cesium 
ions. These positive ions are accelerated by means of an 
electric field in the accelerator region and then ejected 
through the neutralizer region as shown. The space¬ 
charge fields oi the ejected ions must be neutralized; 
otherwise these fields give rise to image charges on the 
vehicle which retard the ions, thereby diminishing or 
possibly eliminating completely the thrust of the en¬ 
gine. In order to neutralize this ion beam space charge, 
we must inject negative particles, e.g., electrons, into 
the beam. A practical system for accomplishing this 
electron injection is also shown in Eig. 7. In this system, 
electrons are injected from a cathode surrounding the 
ion beam and are mixed with the ions in the electron 
trap created by the electrodes shown. 

The electrode system marked “neutralizer region” in 
Eig. 7 serves two functions: 1) The shapes and potential 
differences of the electrodes have been designed so as to 
achieve most efficiently the injection of electrons for 
neutralization. 2) The electrodes are held at an average 
potential well above the accelerator in order to decel¬ 
erate the ion beam. Essentially all modern cesium ion 
engines operate in this so-called accel-decel mode. 
In this mode, the final exhaust of the propellant takes 
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place at or near the potential V/ corresponding to the 
final or decelerator electrode, but between this elec¬ 
trode and the ionizer the accelerator electrode is ar¬ 
ranged at potential Va. The fraction Va/ V¡ is called the 
accel-decel ratio; typical values are approximately 2 to 
10. This system will produce a potential distribution 
along the beam similar to that illustrated in Fig. 5. 
The principal reason for operation in this mode is that 
the potential hill between the decelerator and accelerator 
electrodes prevents electrons in the ion beam from 
being attracted into the accelerator region and thereby 
bombarding the ionizer, which would result in subse¬ 
quent power loss and possible overheating. 

Let us discuss now some of the considerations entering 
into the design of the accelerator system of such a cesium 
ion engine, starting from the basic requirement that the 
engine produce a certain value of thrust with a specified 
value of specific impulse. These two parameters, thrust 
and specific impulse, are usually chosen as criteria in 
specifying the performance of the rocket, for the reason 
that mission analyses show that the flight time for a 
given mission is dependent almost entirely on the 
thrust level, whereas the mass which can be carried, 
i.e., the payload, is dependent almost entirely on the 
specific impulse. Let us accept thrust level and specific 
impulse as the fundamental parameters and work out 
the “paper” design of an accelerator system. The total 
ion current E needed to produce the desired thrust can 
be expressed in terms of this thrust level and the specific 
impulse value from (1) and (3), as follows: 

mp T e 
E = ñpe = -—e =-

m, E m¡g 

= 32.8 X 104-amperes (for cesium), (12) 
/»(sec) 

where np represents the number of ions of mass m, 
ejected per second. 

Fig. 7—Schematic diagram showing the various components of an 
ion engine. The complex shape of the accelerator electrodes pro¬ 
vides close control of the ion trajectories to avoid electrode im¬ 
pingement and erosion. The electrode system in the neutralizer 
region provides the potential distribution necessary to allow the 
neutralizing electrons to enter the ion beam and to leave the en¬ 
gine along with the ions. 

It is convenient to express the geometrical structure 
of the accelerator of the engine in terms of a parameter 
called the perveance, which is defined as the total ion 
beam current divided by the three-halves power of the 
accelerator voltage: 

P. = e/v^. 
The expressions for the perveance of structures possess¬ 
ing planar, cylindrical, or spherical symmetry can be 
easily derived from the corresponding Child-Langmuir 
equations [13] for space-charge-limited emission in 
these geometrical forms. From these equations, the 
emitter current density J, is given by 

4 /2e 
Ji = — €0 4/ - V„»'2á 

9 Y m 

/m, 
= 2.335 X IO“/«/ F„’ /2ô, (13) 

I m, 

where m, m, represents the ratio of mass of the appro¬ 
priate ion to the electron; for example, for cesium 
m w, = 1837 X 134 = 246,000. Thus, the current density 
of cesium ions is about 500 times less (for a given ac¬ 
celerator electrode potential Va and given geometrical 
structure) than that for the electrons. 5 is a geometrical 
factor and can be written. 

1 
ò =— for planar structures, (14a) 

(P 

1 
6=- for concentric cylinders, (14b) 

r„re0" 

1 
ô= -— for concentric spheres, (14c) 

4rfc2a2

where d is the distance between emitter and accelerating 
electrode, r„ and r, are the radii (cylindrical) of the ac¬ 
celerator electrode and emitter, respectively, and fe is 
the radius (measured from the center of curvature of 
the sphere) of the emitter, a and ß are functions of the 
radius ratio tabulated by Langmuir [14]. 

It is sometimes convenient to refer the ion perveance 
Pi to an equivalent electron perveance P,. This latter 
value is obtained by multiplying the ion perveance by 
the square root of the ratio of ion mass to electron mass, 
as follows: 

/m, 
Pt = P,\ ' — — 49iP¡ (forcesium). (15) 

I m, 

The cesium-type electrostatic ion engine is very similar 
in concept and design to electron guns used in micro¬ 
wave tubes, and the considerable body of knowledge 
which has been accumulated in past years on this sub¬ 
ject can be applied directly to these engines. The perve¬ 
ance parameter P is useful because it is a function of 
only the geometrical configuration of the accelerator 
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structure, i.e., it is related to the total area divided by 
some function of the distance from the accelerating 
electrode to the emitter. 

The total ionizer area needed to supply the beam 
current 1, is then given [from (12)] by 

I, T 
. 1, = — = 32.8 X 10'-cm2 (for cesium), (16) 
J. U, 

where J, represents the ionizer current density (in 
amp/cm2 of ionizer) which is assumed in the design. The 
final or decelerator potential V/, which will produce the 
propellant exhaust velocity corresponding to the speci¬ 
fied specific impulse, is 

= 6.65 X IO"5/,2 volts. (17) 

Let us discuss for a moment a simple planar engine 
consisting of the accelerator region only (no decelera¬ 
tor). With the above equations we can show, perhaps a 
little more clearly, the source of the thrust obtainable 
from an electrostatic propulsion engine. The thrust 
obtainable from an ion engine per unit of ionizer area 
may be considered in terms of a unit called the specific 
thrust 7 „. Krom (l)and (12), lor this simple engine, 

(18) 

The current density J,, can be obtained from (13) and 
(14a), from which (18) becomes 

The electric field at the anode of a space-charge-limited 
planar diode can be shown to be E„ = (4/3)( V„/d\ Thus, 
we can write (19) as 

T, = (20) 

The reader will recognize that this equation repre¬ 
sents the stress transmitted across a unit area of surface 
at which the electric field has the value E„. In this 
simple idealized example, we are considering a plane-
parallel electrode system of unit area in which a space¬ 
charge-limited current flows. This current flows through 
the anode plane, which is permeable to the charged 
particles. The electric field at this anode plane produces 
a stress or force which accelerates the particles outward 
from the engine; this force (or thrust) may be thought 
of as “pushing” the engine in the opposite direction to 
the motion of the propellant particles. The purpose of 
the neutralization system is to prevent the existence of 
any longitudinal components of electric field outside the 
engine, since these would act in the opposite direction, 
pulling the ions back to the engine and so reducing the 
thrust. 

In the design of an ion propulsion engine, we have 
seen that analysis of the intended mission provides in¬ 
formation on the desired values of specific impulse and 
thrust. We have seen also that these numbers are suf¬ 
ficient to determine the total current, the mass flow 
rate, and the potential difference between the emitter 
and the final or decelerator electrode, and therefore to 
determine also the total power which must be used to 
accelerate the ion beam. A knowledge of ionizer char¬ 
acteristics allows us to choose an acceptable value of 
emitter current density, from which the total emitter 
area can be determined. There are several geometrical 
forms in which the ionizer, and therefore the entire en¬ 
gine, can be arranged to produce this required area: 
1) a planar structure with grids across the accelerator 
aperture, 2) an array of small solid-beam accelerators 
with an open accelerator aperture (Fig. 8), 3) an ac¬ 
celerator to produce a long narrow strip beam, and 4) 
a structure producing a thin hollow-ring beam (Fig. 9). 
The gridded design, form 1), is very susceptible to elec¬ 
trode erosion, since in this design it is difficult to con¬ 
trol the optical characteristics in such a way as to pre¬ 
vent interception in the accelerating electrodes, which, 
in addition, are relatively weak structurally. The linear 
strip system, form 2), is difficult to maintain in accurate 

Fig. 8—Schematic drawing oí a multiple-solid-beam ion engine 

Fig. 9—Artist's cutaway sketch of a cylindrical hollow-ring ion 
engine with neutralizer system similar to that shown in Fig. 7 and 
with a laboratory-type axial feed system (Hughes Aircraft Com¬ 
pany). 
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alignment. Therefore, the hollow-ring system and the 
multiplicity of solid-beams system, each of which 
possess certain advantages and disadvantages, are the 
two in most common use today. The hollow-ring geome¬ 
try is simply the strip beam bent around into a circle, 
but this arrangement allows the electrode alignment to 
be maintained accurately, and the beam can be 
neutralized in detail by the electron injection and 
trapping system shown in b ig. 9 (which is similar to that 
in Fig. 7). 

Let us now turn to two of the more detailed but im¬ 
portant problem areas in the cesium ion engine: the 
ionizer and the ion trajectory problem. 

The process of converting the cesium atoms to ions is 
one of the interesting physics problems associated with 
the ion engine. For purposes of this discussion we can 
show one practical way of accomplishing this ionization 
process (see Fig. 10). The cesium atoms are fed from 
behind a porous tungsten pellet; they migrate along the 
walls of the very thin capillary tubes between the grains 
of tungsten and emerge on the top surface, from which 
they are emitted predominantly as ions. This process of 
contact ionization of alkali metals on hot tungsten has 
been studied in great detail by Taylor and Langmuir 
[15]; the valence electrons of the low-ionization-po¬ 
tential alkali metals remain with the higher-work-func¬ 
tion tungsten surface as the particle is evaporated from 
this surface. Thus, the current-voltage characteristics 
appear as in Fig. 11 [16], where they are seen to be 
similar to the saturation characteristics of an electron 
emitter. Below the level of maximum space-charge-
limited emission, the cesium supply is excessive and 
many particles evaporate as neutrals; above this level 
all of the ions which the surface is capable of supplying 
can be drawn off so that the neutral efflux is low. For 
proper control of the optical properties of the accelera¬ 
tor, the source should be operated space-charge lim¬ 
ited; thus the optimum point of operation is at the 
“knee” of the curves in this figure. 

Although cesium has many undesirable properties, it 
is usually chosen as the propellant chiefly because it is 
the most easily and effectively ionized on those atoms 
with a mass that ensures an optimum specific impulse 
or propellant velocity at reasonable values of voltage. 
Other propellant materials are being investigated and 
may eventually replace cesium, but cesium will be used 
in almost all of the first-generation ion engines. 

Another very serious problem in ion engines is the 
erosion of the accelerating electrode that can result 
from bombardment by high-velocity cesium ions. 
Sputtering studies have shown that as many as ten 
atoms of the engine electrodes can be eroded away by 
the impact of one cesium ion. This electrode erosion may 
ruin the operation of the engine over the long periods 
(e.g., one year to Mars) for which an ion engine must be 
operated. For satisfactory long-time operation, there¬ 
fore, it appears that a maximum of about one ion can be 
allowed to strike the accelerating electrode for each 

100,000 ions which leave the ionizer. The ions which 
do impinge on the electrodes can arise from any of sev¬ 
eral defects and phenomena in the ion engine; the prin¬ 
cipal cause is incorrect design of the ion-optical charac¬ 
teristics of the accelerator structure. It is therefore ex¬ 
tremely important to be able to control very accurately 
the trajectories of the accelerated ions so that they flow 
in a uniform and “laminar” manner through the ac¬ 
celerator and neutralizer regions of the “gun.” This 
process is somewhat analogous to the problem of de¬ 
signing optical lenses that will produce images free of 
aberrations. Such close control of the ion-optical design 
of the accelerator structure makes use of techniques 
which were found essential in the design of high-current-
density electron guns for beam-type microwave tubes. 

Perhaps the most significant advance in the design of 
electron guns, including the effects of space charge, was 

CESIUM ATOMS 
IONIZED BY CONTACT 
WITH HOT TUNGSTEN 

POROUS TUNGSTEN 
CESIUM IONIZER 

Fig. 10—A simplified diagram of a porous tungsten contact ionizer 
for cesium. The cesium atoms diffuse through the hot (1150°C) 
tungsten and migrate onto the surface. Under proper conditions, 
the evaporation from this surface consists predominantly of ions 
with a few neutral cesium atoms. 

Fig. 11—Porous-tungsten cesium ion emitter characteristics as a 
function of accelerating voltage. The solid lines show the ion cur¬ 
rent for several values of cesium flow rates (or cesium vapor pres¬ 
sure), and the dashed lines show the evaporation rate of neutral 
cesium particles. (Data courtesy of Dr. Otto Husmann.) 
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made by Pierce [17 |. Although the Pierce design tech¬ 
nique has proved extremely useful and has formed the 
basis for the design of many guns over the past ten 
years or so, it suffers from a fundamental limitation 
when applied to the design of those high-perveance guns 
which do not have a grid across the accelerator electrode 
aperture. That is, the ideal Pierce gun can be divided 
into two regions: 1) the region of rectilinear electron 
flow, in which the potential is given by the Langmuir 
relations for space-charge-limited flow for the geometry 
used, anda unipotentialelectrode is designed to effect the 
proper electrical boundary conditions at the beam edge, 
and 2) a thin electric aperture lens in the vicinity of the 
anode. When this method of analysis and design is used, 
it is assumed that trajectories in the two regions can be 
joined smoothly and that no appreciable distortion of 
the ideally shaped electric fields exists away from the 
immediate vicinity of the anode aperture. Since higher 
perveance guns do exhibit a considerable distortion of 
electric field due to the aperture in the accelerating 
electrode, this simple design criterion must be modified 
somewhat. Modified techniques of design of high per¬ 
veance electron guns [18], including the use of an auto¬ 
matic ion trajectory tracer with space-charge simula¬ 
tion, have been found to be similarly successful in the 
design of ion accelerators. For example, by the use of 
these proven design technicpies, ion guns have been 
built which exhibit laminar beam flow and electrode 
interception values oí 10~4 10-6 or less of the emitted 
current, values which are lower by orders of magnitude 
than those observed in engines designed by less careful 
techniques, and which are good enough now for a long 
mission. These excellent optical characteristics must of 
course be obtained consistent with uniform emitter 
current density. 

A second cause of ion interception on the engine elec¬ 
trodes can arise from ions which deviate from their 
laminar or design trajectories as a result of emission 
from the ionizer with a transverse component of veloc¬ 
ity. This transverse thermal spreading is a rapidly de¬ 
creasing function of acderator potential, and with cor¬ 
rect design of the accelerator electrode aperture, it can 
be made negligible at usual operating voltages. 

A third cause of ion interception results from ions 
created in the flow region oi the accelerator and de-
celerator by charge-exchange reaction between the 
cesium atoms in this region and the moving ions. Since 
the accelerator structure is usually designed so as to 
control the trajectories of ions originating at the ionizer, 
those charge-exchange ions created elsewhere in the 
flow region can be accelerated so that they impinge on 
the engine structure, thus producing erosion. There are 
at least two ways of controlling this process: 1) re¬ 
ducing the atom density in the flow region by decreas¬ 
ing the neutral efflux from the ionizer, and 2) per¬ 
forming additional design studies (e.g., on a trajectory 
t racer) on the engine so as to deflect the charge-exchange 
ions from the electrodes. 

The process of cesium ionization by contact with 
hot tungsten provides one of the principal advantages 
of the cesium ion type of electrostatic propulsion en¬ 
gine, in that the ionization is effected at a well-defined 
and carefully shaped equipotential suri ace. This emitter 
surface can form the basis for accurate design of the 
ion-optical characteristics of the accelerator in much the 
same way as a space-charge-limited electron cathode 
forms the basis for design ol Pierce-type electron guns. 

1 he cesium ion engine is seen to be amenable to ac¬ 
curate design, based on both analytical and carefully 
controlled experimental technicpies, which yields very 
predicatable engine performance. These engines are 
capable of supplying ion beams of attractive densities 
(particle densities of the order of 10" ions/cm3 and cur¬ 
rent densities of 20 to 80 ma/cm2 in the exhaust beam). 
These ion beams have been successfully neutralized 
(at least as far as laboratory tests can determine). 

As shown in Fig. 12, the cesium ion engine can be 
made to be quite efficient. I'he principal energy loss is in 
the form of power required to heat the ionizer to the 
necessary emitting temperature. Some additional power 
is required to heat the neutralizer filament and the 
cesium boiler, but, lor reasons mentioned before, no 
power dissipation due to current interception on the 
electrodes is tolerable. Fig. 12 shows the efficiency 
(power into the beam to produce thrust divided by the 
total input power) as a function of specific impulse of 
the exhaust beam. This curve is derived from calcula¬ 
tions based on experimental data on operating engines 
and other sources. It is seen that efficiency values in 
excess of 80 per cent are possible for specific impulses of 
interest for space missions. 

('esium ion engines of the type shown in Figs. 8 and 9 
have been built and are undergoing extensive labora¬ 
tory development and evaluations [19], [20]s Progress 
in cesium ion engines has been very rapid in the past 
year: feasibility has been demonstrated, neutralization 
has been successfully accomplished in a laboratory en¬ 
vironment, erosion has been reduced to the point where 
lifetime appears long enough for space missions, etc. 
I'he cesium ion engine therefore appears to be an ef-

Eig. 12— Power efficiency of a cesium ion engine vs specific impulse 
lor a value of ionizer current density equal to 20 ma/cm2. These 
data were calculated from measured data of current density vs 
ionizer temperature and of ionizer heating power requirements. 
The power input includes that required to heat the neutralizer 
emitter. 
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ficient, practical, and effective device for the propulsion 
of space vehicles, an engine around which plans can now 
be made for future space exploration. These engines 
have been built so far to produce thrust levels of several 
millipounds, but larger thrust unit engines appear 
quite feasible, and such engines can be clustered for even 
higher thrust levels, e.g., 1.5-pound thrust for a 300-kw 
system or even 10-pound thrust for a 2-Mw system. 
These engines can also be built efficiently at the micro¬ 
pound thrust level for propulsion of lightweight scien¬ 
tific packages out of the plane of the ecliptic. Engines 
such as those shown in Figs. 9 and 14 are currently being 
developed [21] for use in the first space test of an elec¬ 
trical propulsion engine in late 1962. 

C. Penning Discharge Ion Engines 

A second important class of ion engines employs a 
fundamentally different type of ion source in which the 
propellant gas is ionized by electron bombardment. 
Since for any reasonable geometries and particle densi¬ 
ties the mean free path for ionization (of the order of 
meters) is much larger than the dimensions of the 
ionization chamber, it is evident that the efficiency of 
such a source depends upon increasing the mean life¬ 
time of the primary electrons. Such an increase can be 
accomplished by the use of Penning-type discharges in 
which magnetic and electric fields are arranged so as to 
trap the electrons and thus increase the ionization 
probability. Such sources have been found to have good 
power efficiency (in terms of energy expended per ion 
produced) and relatively high propellant utilization 
efficiency, together with the other obvious advantages of 
mechanical simplicity and ability to use a number of 
different types of propellant gases. The major problem 
concerns the design of high-quality ion optical systems 
for low electrode interception, and hence for long life. 

The most advanced engine of this type utilizes a con¬ 
figuration proposed by Kaufman [22]; it is shown 
schematically in Fig. 13. The ionization chamber is 
composed of a cylinder with the neutral propellant gas 

Fig. 13—Schematic illustration of the type of Penning-discharge ion 
engine proposed by Kaufman [22|. 

introduced at one end and the ions extracted at the 
other. The center portion of the cylinder (i.e., the anode 
for the discharge) is maintained at a positive potential 
with respect to the ends of the cylinder, thus providing 
electron trapping in the longitudinal direction. Electrons 
are emitted from a filament located on the axis. The 
longitudinal magnetic field prevents the electrons from 
reaching the anode directly; in the crossed electric and 
magnetic fields, they tend to spiral around the axis, thus 
increasing their mean lifetime and the probability of 
making an ionizing collision. A plasma is formed which 
fills the discharge chamber out to the screen ; ions are ex¬ 
tracted from this plasma boundary by an array of ac¬ 
celerating electrodes. 

The energy range of interest for the primary electrons 
is dependent upon the ionization potentials of the pro¬ 
pellant gas. To date, only mercury vapor has been 
utilized extensively in this type of ion engine. The 
ionization cross sections for single and double ioniza¬ 
tion of mercury have broad maxima at roughly 50 and 
100 volts, respectively. Consequently, the energy range 
of interest for production of singly-charged ions is from 
about 30 to 70 ev. It should be noted, however, that 
the threshold potential for removal of a second electron 
from a singly-ionized mercury atom is 29.4 volts [23 |. 
Although no data seem to be available on the cross sec¬ 
tion for this process, it might be expected that it would 
have a maximum somewhat below 100 ev; therefore, 
caution must, in general, be exercised in interpreting 
performance data and in adjusting conditions so that 
the ratio of doubly- to singly-charged ions is kept very 
small. 

The low-velocity electrons in the plasma have been 
estimated [22 ] to have a temperature corresponding to 
about 5 ev for the case of mercury with an axial plasma 
resistivity of less than 0.01 ohm-cm. 

Optimum magnetic field strength is dictated by a 
compromise between ionization efficiency and plasma 
resistivity in the radial direction. A strong magnetic 
field is evidently necessary in order to obtain high ioni¬ 
zation efficiency. On the other hand, if the magnetic 
field is too high, the plasma resistivity in the radial 
direction is increased, thus resulting in heating losses, 
increased diffusion losses of low-velocity electrons, and 
a radial inflow of ions. A radial inflow of ions leads to 
nonuniform ion current density through the accelerator 
system and results in deteriorated optics and increased 
electrode erosion. Optimum magnetic fields of the order 
of a few tens of gauss have been found in the experi¬ 
mental engine configurations studied thus far. 

When the electron mean free path / is much greater 
than the cyclotron radius rr the plasma resistivity in 
the radial direction is increased by a factor proportional 
to (l/rc)2. From this, the functional dependence of the 
radial potential difference can be simply calculated [22 ] 
to be 

jVT< 
Al rad ~ ~ ~ ~ ’ (21) 

Lrc-n_-a„ff 
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where L is the length of the ionization chamber, j is the 
discharge current, Te the effective electron temperature, 
n_ the electron density and a,.ff the total effective colli¬ 
sion cross section. This relationship has been used to 
guide scaling studies on this type of source. However, 
it is evident that much more work is required before 
an adequate theoretical understanding of this type of 
ion source is attained ; this may constitute a fruitful field 
for further research. 

Fig. 14 pictures a typical engine configuration based 
on these concepts. Such units have been investigated 
and developed by the NASA Lewis Research Center. 
Typical performance of a 10-cm source operating at a 
specific impulse of 5500 seconds with mercury as the 
propellant has been given as follows [24]: An ion beam 
of 130 ma was obtained with a magnetic field of the 
order of 20 gauss; a discharge in the ionization chamber 
of 1.7 amperes at 50 volts, and a net acceleration volt¬ 
age ol 3000 volts. This corresponds to an average 
beam current density over the beam cross section of 
about 1.6 ma/cm2, or of the order of several ma/cm2 in 
the screen apertures. Current densities in this range 
appear to be typical for this type of source. The over-all 
power efficiency under these conditions was about 70 
per cent, including filament power, magnet power, and 
power lost due to electrode interception. A measure of 
ionization efficiency is the cost in energy of producing 
one ion, which in this case was about 700 ev/ion. Pro¬ 
pellant-utilization efficiency was about 80 per cent. The 
thrust corresponding to these numbers would be of the 
order of 3 millipounds. 

Various studies of geometry and effects of magnetic 
field have been made. For example, ionization efficiency 
depends upon the manner in which the propellant gas 
is introduced; best results have been obtained when 
it is injected through the distributor on the axis where 
the density of high-velocity ionizing electrons is highest. 
It has been observed that grid erosion near the axis is 
greater than that near the periphery indicating a similar 
variation of ion beam current density due, at least in 
part, to the radial potential difference previously dis¬ 
cussed. 

A scaling study was carried out [25] with beam 
sources 5, 10, and 20 cm in diameter, designed for 
constant current densities in the extracted beams and 
otherwise identical in proportions. Some typical data 
are indicated in Fig. 15, where energy per ion is plotted 
as a function of magnetic field for the three sources. 
Here the ion-chamber potential difference was 50 volts, 
which was approximately optimum in the three cases; 
the specific impulse was held constant at 7000 seconds 
(4900 volts) as well as beam current density. It is seen 
that roughly the same performance is achieved for the 
larger sources. This similarity is more striking if plotted 
as a function of the product of magnetic field and di¬ 
ameter (e.g., curves reach a minimum at 16 and 32 
gauss for the 20- and 10-cm sources, respectively). The 
efficiency of the smaller source was, however, quite poor. 
Note from (21) that for a cyclotron radius proportional 

to diameter D (in this case at 64 gauss), with L~D, T, 
and aPff constant, anti where j» is the beam cur¬ 
rent density and n_~j0, we find that 

AF ral ~(ßj0)-'. (22) 

1 hus, at small diameters, the radial potential difference 
increases, reaching a point where much of the power 
goes into heating of the plasma. It has also been verified 
that with increased current density jo the ionization 
efficiency goes up. 

big. 16 shows a curve of expected power efficiency as 
a function of specific impulse for this type of engine. 

Fig. 14—Artist’s cutaway drawing of the electron-bombardment en¬ 
gine being investigated at the NASA Lewis Research Center. 

Fig. 15—Results of scaling experiments |25| showing the ionization 
efficiency (energy per beam ion) asa function of magnetic field, 
for Penning-discharge engines of three different diameters. 

SPECIFIC IMPULSE. SECONDS 

Fig. 16—Power efficiency as a function of specific impulse for Penning-
discharge engines of the type being studied at NASA Lewis Re¬ 
search Center. Performance close to that shown has been dem¬ 
onstrated in several laboratory tests. 
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Some of these relatively high efficiencies have already 
been obtained on experimental engines, indicating the 
promise of this approach. 

An area for intensive investigation in the develop¬ 
ment of the Penning-discharge source for long life is 
the ion optics system. In fact, it poses a challenging 
problem: the study of the boundary condition for in¬ 
jection of ion trajectories into the electrode system. It is 
evident that the shape of the plasma boundary or sheath 
can be varied over a wide range (indicated in Fig. 17) 
by the potential and shape of the extraction electrode. 
Thus, geometry and potential configuration must be ad¬ 
justed to achieve high-perveance laminar optics and, at 
the same time, to maintain optimum plasma boundary 
shape. Interception on the acceleration electrode of the 
engines discussed above has been of the order of 1 per 
cent, which can no doubt be improved considerably by 
systematic study of this interesting optics problem. 

No special neutralization mechanisms have been de¬ 
veloped for the Penning engine. This opens, therefore, 
an area for further study, as was carried out in the case 
of the cesium engine. Neutralization has been accom¬ 
plished in the laboratory testing of these engines simply 
by electrons from a hot filament stretched across the 
beam, as well as by trapping secondary electrons from 
the electroties and beam collector over the length of the 
beam. Because of heavy sputtering, an array of fila¬ 
ments stretched across the ion beam is not attractive for 
practical space applications. 

As previously mentioned, all the results to date have 
been obtained with mercury as the propellant. The 
study of other types of gases seems to offer possible 
further gains in efficiency, current density, etc. We di¬ 
rect particular attention to the use of cesium. Although 
it is not generally true that higher ionization efficiencies 
can be obtained for lower ionization potentials, data 
[23] show that the ionization efficiency (in terms of ion 
pairs per cm mm Hg at 1 mm Hg) is the same, within 
a factor of two, as that for mercury, with the peak oc¬ 
curring at less than 20 ev for primary electrons as com¬ 
pared with about 50 to 70 ev for mercury. In addition, 
the ionization potential leading to doubly-ionized 
cesium is 36.9 volts with a first ionization potential of 
3.9 volts, compared with the respective figures of 29.4 
volts and 10.4 volts for mercury [23]. Thus, it would 
appear that there might be a much greater and more 
favorable range of discharge voltage over which condi¬ 
tions could be adjusted for higher efficiency without es¬ 
tablishing production of doubly-ionized cesium. Besides 
higher efficiency, we might hope that a denser, lower-
temperature plasma would result, thus leading to higher 
ion current density and improved optics. Also, the 
lower discharge voltage with cesium could reduce or 
suppress the problem of sputtering of the hot electron¬ 
emitting filament. 

Another kind of ion source which utilizes a Penning-
or PIG-type discharge is the so-called grid-type ion 
source used at the Oak Ridge National Laboratory in 

separating stable isotopes and in controlled fusion re¬ 
search. This type of source is shown schematically in 
Fig. 18. Here the ion beam is extracted normal to the 
direction of the magnetic field which constricts the dis¬ 
charge. Although high (~100 ma/cm2) current densities 
are obtained at typical acceleration potentials of the 
order of 25 kv, this configuration has not been applied 
to the range of parameters of interest for propulsion 
purposes. Luce [26], however, has conducted some elec¬ 
trode erosion studies using this source and has discussed 
its application to ion engines. 

D. The Duoplasmatron-Type Ion Engine 

A third major class of sources which is being exten¬ 
sively investigated and developed for the electrostatic 
acceleration of dense ion beams is based on the so-called 
Duoplasmatron concept of Von Ardenne [27j. As in 
the Penning-type source, ionization is achieved by elec¬ 
tron bombardment and the ion beam is extracted from 
a plasma. Of all such bombardment sources, the Duo¬ 
plasmatron is capable of producing the highest ion cur¬ 
rent densities. Densities two or three orders of magni¬ 
tude greater than those attained by means of contact 
ionization i.e., of the order of amperes or even tens of 
amperes per cm2, are possible (although they have not 

Fig. 17—Illustration showing how the shape oi the plasma boundary 
or sheath can vary as the field configuration in the accelerating 
region changes. The interesting problem is posed of suitably shap¬ 
ing the plasma meniscus so as to “match” the plasma system op¬ 
timally to an ion optical system. 

Fig. 18—Schematic drawing of the grid-type Penning-discharge 
source developed at the Oak Ridge National Laboratory (26]. 



1061 Brewer, el al.: Ionic and Plasma Propulsion for Space Vehicles 1805 

yet been achieved in well-focused beams). This charac¬ 
teristic, together with an inherently high ionization ef¬ 
ficiency and the prospects for eventually reaching high 
power efficiencies, makes this class of sources of con¬ 
siderable interest for development as part of an ion 
thrust system for propulsion. Although major problems 
exist in reducing electrode erosion, increasing emission 
area, and controlling and focusing the output beam, it 
is believed that these may not constitute fundamental 
limitations and that, with intensive and imaginative 
effort, the inherent promise of the Duoplasmatron-type 
ion engine may eventually be realized. It should be 
noted that such development may also have great im¬ 
portance to other areas of plasma research and applica¬ 
tion (e.g., injection sources for controlled fusion ex¬ 
periments, or linear accelerators). 

Fig. 19 illustrates the basic Duoplasmatron con¬ 
figuration. A low-pressure arc is produced between a 
filament (or thermionic cathode) and the anode, which 
typically operates in a potential range from somewhat 
above the ionization potential of the working gas to 
about 100 volts. An “intermediate electrode,” conical 
in shape and held either at an intermediate potential 
or sometimes floating, serves to constrict the discharge 
and increase the plasma density. This is the form orig¬ 
inally suggested by Von Ardenne in 1946 for use as an 
ion source for experiments in isotope separation. The 
addition of a high (essentially axial) magnetic fiekl be¬ 
tween the tip of the baffle and the anode (Von Ardenne 
[27 ]) acts to constrain the discharge further. These dual 
constraints—mechanical and magnetic- produce a very 
dense plasma in the extraction orifice. Since neutral 
particles have to pass through this cloud of hot dense 
plasma toescape from the source, the propellant-utiliza¬ 
tion efficiency can be high. A very dense ion beam is ob¬ 
tained from the plasma by means of large negative po¬ 
tential (typically 10 to 60 kv) applied to the extractor 
electrode. 

The complex geometry of the Duoplasmatron makes 
exact analysis of its operation impossible. However, the 
basic mechanisms which determine its characteristics 
can be discussed qualitatively, and can serve as a guide 
in its development. The arc inside the source has the 
typical characteristics of a low-pressure discharge in 
which the electron mean free path is of the same order as 
the discharge length. A positive sheath close to the 
cathode supports a potential difference approximately 
equal to the ionization potential of the working gas. 
Following this cathode drop there exists a region of 
small potential gradient which contains an essentially 
neutral plasma; here, ionization as well as randomizing 
elastic collisions occur. The pressure in the arc region is 
typically of the order of ten to several hundred microns. 

In such a discharge per se the plasma density would 
not normally be sufficiently great to permit extraction 
of large ion currents. As mentioned previously, this is 
accomplished through the use of magnetic and mechan¬ 
ical constraints. The magnetic field has two functions: 

first, it gives rise to electron reflection (Penning-dis-
charge effect), and second, it exerts a magnetic confining 
effect on the arc which serves to constrict it and to re¬ 
duce radial diffusion losses. Both effects increase the 
plasma density. 

Fig. 20 indicates schematically a typical magnetic 
field configuration in the neighborhood of the baffle 
canal and the anode [28], The magnetic field, usually 
of the order of several kilogauss, is highly convergent 
in this region. In fact, it can be regarded as a magnetic 
mirror configuration [29] in which electrons entering 
with an initial transverse velocity component can be re¬ 
flected. It should be noted that because of the geometry 
there must exist a region of crossed E and B fields which 
gives rise to transverse velocities and thus cycloidal 
motions which emphasize this effect. Total reflection can 
occur for a large part of the incident electron current. 

The electrons that are trapped by the magnetic field 
and reflected along their original path can be reflected 
again by the original electric fiekl existing in the arc 
discharge, thus giving rise to electron trapping similar 
to that present in the Penning discharge. Such trapping 
may last until collisions or field inhomogenieties allow 

Fig. 19—Basic Duoplasmatron configuration. 

Fig. 20—Magnetic field configuration in the neighborhood of the 
baffle canal and anode of a Duoplasmatron ion source. The con¬ 
verging magnetic field constitutes a magnetic “mirror” for re¬ 
flection of electrons. It also constricts the discharge and reduces 
radial diffusion losses. 
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the electrons to reach the anode. 1 he probability of 
ionization by the primary electrons is increased by in¬ 
creasing their effective lifetime, which, combined with a 
decreased rate of radial electron diffusion, leads to 
higher ionization density and power efficiency. High-
energy axial electrons which penetrate the mirror region 
can be reflected back into the plasma by the negative 
extractor potential. 

It is evident that the magnetic field can also exert a 
confining effect on the plasma which guides it through 
the baffle and extraction orifice and reduces the effective 
plasma boundary surface area and diffusion losses. The 
current density in the baffle canal is greater than that on 
either side of the baffle; most of the current passing 
through the baffle consists of electrons. The potential 
gradient which supports this current is sustained by a 
positive space charge in the anode side of the canal and a 
corresponding negative space charge on the cathode 
side [30 |. As thecanal length is increased, the tendency 
toward neutrality in this region becomes larger. Various 
estimates place the electron temperature in the baffle 
region of the order of 105°K, with somewhat lower tem¬ 
peratures (~104°I<) in the extraction region. The ion 
temperature was estimated by Von Ardenne [27 | at 
several times 103°K. 

The discussion thus far has considered the Duoplas¬ 
matron only as a high-density ion source per se, with 
the potential of high propellant utilization and power 
efficiency. Its ultimate success as an ion engine con¬ 
figuration will depend in large measure on the develop¬ 
ment of high-quality ion optical systems which are com¬ 
patible with practical ranges of specific impulse (5000 to 
15,000 seconds) and with very low electrode erosion 
rates, which is also true of other types of sources. There 
are, in addition, a number of practical engineering prob¬ 
lems relating to cooling, efficient magnetic circuits, and 
weight reduction. Most of the research effort to date 
has been concerned with understanding the basic mech¬ 
anisms in order to improve the efficiency of the 
Duoplasmatron as an ion source. A great deal of addi¬ 
tional effort must be directed toward solving these other 
problems before its full potentiality as an ion engine 
can be realized. 

Although the ion-beam extraction process is space¬ 
charge limited, measurements often show significant 
deviations from a 3/2 power dependence of current on 
extraction voltage. In addition to the possibility of 
partial neutralization of the positive space charge by 
trapped electrons in the extraction region, it is evident 
that the shape of the plasma boundary from which posi¬ 
tive ions are extracted is a sensitive function of the po¬ 
tential distribution, geometry, and magnetic field 
configuration in the region of the extraction orifice. In¬ 
deed, the plasma meniscus can be given almost any de¬ 
sired shape by appropriate adjustment of these condi¬ 
tions [31]; it can be made either convex or concave, 
and can have widely differing surface areas. 

A very interesting problem in the Duoplasmatron, 

as in the Penning-type engine, is that of suitably shap¬ 
ing the plasma meniscus so that the plasma system can 
be “matched” to an ion optical system. Not only does 
the meniscus shape constitute the initial boundary con¬ 
dition for the analytical design of optimum optics, but 
also it influences the over-all operation in a more subtle 
way. For example, the exact shape of the plasma bubble 
which is formed at the extraction orifice by the com¬ 
bination of electric and magnetic fields and geometry 
has a pronounced effect on propellant efficiency. High 
propellant efficiency is, of course, important in itself; 
but it is also critical in reducing erosion. Neutrals which 
leak out of the plasma complicate seriously the problem 
of beam formation and electrode erosion because of 
charge exchange with energetic ions. 

In the specific impulse range of interest, the cross 
section for charge exchange of the positive ion is at 
least two orders of magnitude larger than that for other 
reactions with neutrals present in the acceleration re¬ 
gion. In the high-density beams produced by this type 
of source, this constitutes a major prblem. Even with re¬ 
fined optics, ions generated by charge exchange with the 
neutral efflux will bombard the extractor electrodes and 
release new neutrals due to sputtering. The resulting 
erosion of material can be serious. More fundamental 
data on sputtering as a function of electrode material, 
ion energy, and atomic weight of the ions are required 
in reaching practical solutions to the problem of long 
engine life. 

Only the axially symmetric pinhole-type source has 
been considered here. It is evident that these ideascan 
be extended to rectangular and annular slit configura¬ 
tions so that total current can be increased, and several 
laboratories are pursuing these approaches. Also, some 
major modifications of Von Ardenne’s original work 
hold considerable promise; these involve extending the 
magnetic field into the cathode region itself and varying 
the cathode, anode, and extraction orifice locationsand 
geometries. 

In short, the promise of this general kind of source 
for ion propulsion, as well as other applications, makes 
it a fruitful area for research, invention, and develop¬ 
ment. Energy expenditures as low as 450 ev/ion and 
propellant efficiencies of the order of 90 per cent have 
been demonstrated. Although the high-current-density 
capabilities have not been realized simultaneously with 
reasonably good optics, the practical current densities 
achieved to date are still higher than those obtained 
with other sources. It is expected that the space-charge-
neutralization techniques developed in connection with 
the cesium ion engines may also be applied in this case. 

E. Oscillating Electron Engines 

1) Basic Principle: All the engines of the class which 
we shall call “oscillating electron engines” have in com¬ 
mon the presence of high-energy axially oscillating 
electrons. A number of them have in common other fea¬ 
tures which in many respects may be regarded as dual to 
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those of the ion engines described above. It seems ap¬ 
propriate to begin the discussion of this class of engine 
with an idealized model, in order to emphasize their 
common features. After analysis of this model, a de¬ 
tailed description of actual engines from a more unified 
view will be possible. 

The principle of the oscillating electron engine in its 
idealized form is shown in Fig. 21. Electrons emitted 
from a cathode are accelerated electrostatically and 
focused into a beam in region I. The}' are slightly de¬ 
celerated in region II, and are made to pass through 
region III in an axial stream. Ions which neutralize the 
electron space charge are then injected into region III. 
The potential maximum to the left of region III pre¬ 
vents the flow of ions from region III to the cathode. In 
region IV a potential gradient is caused in the plasma; 
it reflects those electrons which do not have a sufficient 
energy to pass the potential barrier, and accelerates the 
ions. Most of the reflected electrons will then be re¬ 
flected again by the cathode and oscillate back and 
forth between the cathode and region IV until they are 
ultimately collected in region II or III by one of the 
positive electrodes. The accelerated ions are ejected 
axially to the right of region IV with an energy approxi¬ 
mately corresponding to the potential difference be¬ 
tween the cathode and region III. Also, those electrons 
which are energetic enough to pass the potential SV 
will escape, together with the ions; in fact, the potential 
AK must be adjusted to just such a value that the num¬ 
ber of electrons escaping from region IV will be equal to 
the number required for neutralization of the ejected 
ion beam. From there on, the processes of neutraliza¬ 
tion of the energetic plasma beam ejected from region 
l\ are the same as those described for the ion engine. 

The possible existence of a potential gradient of finite 
axial extent in a plasma beam was first pointed out by 
Kose [32] and Saltz, el al. [33]. Qualitatively, if an 
electron-velocity distribution of finite width exists, the 
existence of a potential gradient in a neutral or near¬ 
neutral plasma can be understood as follows: As the po¬ 
tential decreases in axial direction, part of the electrons 
are reflected; this diminishes the electron density. This 
same potential decrease accelerates the ions, and hence 

ION INJECTION POTENTIAL 

Fig. 21 —Principle of accelerated electron engine. 

the ion density decreases. By maintaining the proper 
balance between the two mechanisms, it is possible to 
keep electron and ion density equal or nearly equal; the 
difference between both densities is then just sufficient 
to make up the space-charge contribution to the gradi¬ 
ent of electrostatic potential, when such a contribution 
is required for a self-consistent solution of the equations 
of motion of the particles and of Poisson’s equation. 

It is important to observe that the potential gradient 
in a region such as IV can exist in a plasma as a conse¬ 
quence of two separate causes. In one case, the presence 
of an electrode close to cathode potential around the 
plasma beam in region IV and penetration of the vac¬ 
uum field into the plasma are essential. Electrostatic 
forces between this electrode and the ions cannot be 
ignored; they directly cause the acceleration of the 
ions. Momentum is imparted to the vehicle via this elec¬ 
trode and via the electrostatic fields accelerating the 
ions. In the other case, penetration of external electro¬ 
static fields into the plasma is negligible; electrostatic 
forces between plasma ami electrodes in region IV are 
insignificant, and most of the potential gradient in 
region I\ results from space-charge fields. Momentum 
is then imparted to the ions in region IV through these 
space-charge fields. In other words, it is transferred in 
region I\ from the energetic electrons entering region IV 
to the accelerated ions leaving region IV via the space¬ 
charge field existing in region IV. The momentum of the 
high-energy electrons entering region IV from region 
111 has been imparted to them by electrostatic forces 
in region I. The momentum imparted to the vehicle 
therefore corresponds in this idealized case to the 
vehicle’s reaction to these forces in region I. 

A quantitative analysis ot the conditions for momen¬ 
tum transfer by space-charge forces in region IV (mo¬ 
mentum transfer from energetic electrons to the ions) 
is given in the Appendix. This analysis is based upon the 
observation that, in the absence of electrostatic forces 
between plasma and electrodes in region IV, all the 
momentum gained by the accelerated ions leaving re¬ 
gion IV comes from the energetic electrons entering re¬ 
gion IV from region III. This leads, as shown in the Ap¬ 
pendix, to the following interesting relation between 
the density of oscillating electron current jef flowing 
toward region IV (from the left) and the ion current 
density j, accelerated through region IV: 

where 

Wi = ion mass, 
m,= electron mass, 

Il ¿3=average energy oi ions entering region IV from 
region III, 

IF,4 = average energy of ions ejected to the right after 
acceleration through region IV. 
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Eq. (23) shows that the electron current density >»'. 
most of which is reflected by the potential gradient in 
region IV, is much larger than the ion current density 
accelerated through this region. This is in agreement 
with what one intuitively expects when considering the 
transfer of momentum between light electrons and 
heavy ions as described above. I he net electron current 
density emerging to the right of region 111, together 
with the ion current density j,. is given by 

I/I = \j¿\ - \j¿'\ = j.. (24) 

This relation results from the condition that the total 
current density j,+j, emerging from the plasma acceler¬ 
ator be zero, a condition enforced by the processes out¬ 
lined in the earlier discussion of ion beam neutralization. 

It may be ol some interest to observe that lor desir¬ 
able ion current densities j,, the electron current density 
jez becomes quite large; e.g., for j,= l ampere cm2, 
x/w./w, =500, and Wn/ IF;» = 104, j,/^25OO amperes/ 
cm2. This result, however, is of no particular concern, 
as j,:i consists of currents due to multiple reflections 
between the cathode and region IV. I'he net current 
density which must be emitted by the cathode in this 
example equals only |j,.| = — |j,"| =j, = l ampere/ 
cm2, plus the contribution corresponding to the current 
ultimately collected on the positive electrode. 

Although some emphasis has been given above to the 
direct transfer of momentum from electrons to ions in 
region IV by space-charge forces, it is not yet clear 
which conditions prevail in actual oscillating electron 
engines. It may be plausible, in fact, that part ol the 
momentum transfer to the ions occurs directly through 
electrostatic torces between electrodes and ions, another 
part of the momentum being transferred from the en¬ 
ergetic electrons through space-charge forces. In either 
case, however, oscillating electrons exist in region III 
and are ultimately collected by a positive electrode. It 
is clear that this collected (or “intercepted”) electron 
current must, in any event, be kept as small as possible 
for reasons of efficiency; it represents a power loss 
which is basically7 unnecessary. For this reason, good 
focusing of the beam of oscillating electrons in regions 
II and 111 is essential. In the engines considered so far, 
this is done by means ol a de magnetic field, as in a 
Penning discharge. If the cathode is itself immersed in 
the focusing de magnetic field, it is ol interest to ask 
how the plasma beam can escape from the diverging 
magnetic field at the end of the engine without being 
itself caused to diverge intolerably. Although a theoreti¬ 
cal answer to this question does not seem to exist yet, 
Meyerand’s experiments [33], [34] (described below) 
on oscillating electron ion engines seem to indicate that, 
in fact, such a plasma beam divergence can be avoided. 

A further quantity to be evaluated is the plasma 
density n, = n, required in region 111 lor a given ion cur¬ 
rent density j, in the plasma beam escaping to the right 
of region IV. If the rate of ion generation in region IV 
can be neglected as compared with the rate of ion injec¬ 

tion or generation in region 111, it is seen that 

m = — ■ (25) 
«Viz 

where is the average axial velocity ol ions leaving 
region III toward region IV. For j,= l ampere/cm 2 

(which is a respectable ion current density) and v, 3 

= 2 ■ 106 cm second (which corresponds to argon ions at 
an energy of the order of 1 ev), 

nr = ii , = 3- IO 13 partides/cm3. 

Although this plasma density7 is relatively high, it 
does not appear excessive for an intense hot-cathode 
Penning-type discharge; this shows, therefore, the po¬ 
tential capability of this type of engine for achieving 
quite high thrust densities at a high specific impulse. 

A few additional observations can be made about the 
rate of ion generation in region IV. In the above calcula¬ 
tions, this rate was assumed to be zero. In some engines 
(e.g., Meyerand’s oscillating electron ion engine), how¬ 
ever, this rate is finite. The consequences ol having a 
finite rather than vanishing rate of ion generation in 
region IV are: 

1) Requirement for a lower plasma density in region 
111 than predicted by (25). This lowering of the 
plasma density, however, will not be larger, typi¬ 
cally, than one order of magnitude. 

2) Introduction of an undesirable velocity spread for 
the accelerated ions. 

It is now possible to see the following striking analo¬ 
gies between the oscillating electron engines and ac¬ 
celerated ion engines: 

1) Electrostatic acceleration of electrons, which is 
dual to electrostatic acceleration of ions. 

2) Minimization of electron collection by the accel¬ 
erating electrode through electron focusing (elec¬ 
trostatic and magnetic); is dual to suppression ol 
ion interception by careful electrostatic ion focus¬ 
ing in the ion engine (even though electron inter¬ 
ception here is very much higher than ion inter¬ 
ception in ion engines). 

3) Ion injection for space-charge neutralization, 
which is dual to electron injection in the ion 
engine. 

4) Prevention of ion flow to the cathode by an ion 
deceleration potential maximum (region II), 
which is dual to the prevention of electron How 
to the ion emitter by a potential minimum in the 
ion engine. 

The major basic difference between the oscillating 
electron engine and the ion engine is possibly the process 
of momentum transfer from electrons to ions, which 
was discussed above. 

The actual oscillating electron engines to which the 
above considerations pertain differ from one another 
primarily in their methods of ion generation or ion 
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injection (in region III of Fig. 21). Three types of ion 
source have been considered so far: 

1) Ion generation through the oscillating electrons 
themselves (Penning discharge). 

2) Ion generation by an arc. 
3) Ion generation by contact ionization of cesium. 

Type 1) was investigated by Meyerand, et al. [33], 
[34] in the oscillating electron engine; type 2) was first 
proposed and investigated by J. S. Luce |35 | ; type 3) is 
being investigated by W. Eckhardt. This list, of course, 
does not exhaust the types of ion source which can be 
considered or which may be in a preliminary state of 
investigation. 
2) The Oscillating Electron Ion Engine: The oscillat¬ 

ing electron ion engine as invented and investigated by 
Meyerand, et al., is sketched in principle in Fig. 22; a 
typical axial potential distribution is also shown qualita¬ 
tively in Fig. 22. It is seen that this potential distribu¬ 
tion is closely similar to that in Fig. 21, with the differ¬ 
ence that the well-defined potential maximum of region 
11 in Fig. 21 does not exist; it is replaced by a moderate 
potential gradient in region III. The ions are generated 
by collisions between the fast electrons and neutral gas 
molecules or atoms admitted into region III. This device 
is therefore seen to be a modification of a hot-cathode 
Penning discharge. 

Fig. 22—Oscillating electron ion engine (modified Penning discharge). 

Typical performance obtained to date by an engine 
of this type is, according to Meyerand: 

Specific impulse - up to 3000 seconds with argon. 
Beam power efficiency- 25 per cent. 
ion current density in escaping plasma beam—of the 
order of several amperes/cm2. 

Sputtering of the cathode (lanthanum hexaboride) 
was visible after several hundred hours of operation, 
but did not interfere with normal operation of the de¬ 
vice. Appreciably less than 50 per cent of the total ion 

current went to the cathode. No data on fuel-utiliza¬ 
tion efficiency seem available yet. 

The most important result from Meyerand’s experi¬ 
ments appears to be attaining ion current densities 
above 1 ampere/cm2 in the plasma beam, an achieve¬ 
ment which appears rather outstanding at the present 
state of the art. 

3) The Arc-Type Engine: In the arc-type engine, ions 
are generated in what corresponds to region HI of Fig. 
21 by means of a high-intensity vacuum arc. The type 
of arc developed by Luce [35 ] at Oak Ridge has been 
proposed for this purpose. Because of the high ion 
density (up to about 10u ions/cm3) and the high degree 
of ionization (resulting in good fuel utilization effi¬ 
ciency), this type of arc has definite merits as an ion 
source for an accelerated electron engine. The arc will be 
established between a hollow cathode and a cylindrical 
anode, the accelerated electron beam being injected 
through the cathode hole. Two possible disadvantages 
of this type of arc are the relatively fast rate of erosion 
(sputtering) of the cathode of the arc, and the require¬ 
ment for a relatively strong axial de magnetic field in 
the arc region. The latter, of course, is also a require¬ 
ment for Meyerand’s Penning-type oscillating-electron 
ion engine. 

4) Accelerated-Electron Cesium Ion Engine: It is con¬ 
ceivable that the ions in region III of Fig. 21 could be 
provided by means of a cylindrical cesium ion emitter, 
producing ions by contact ionization. In principle, such 
an ion emitter could be made by a method similar to 
that described for the cesium ion engine. Possible ad¬ 
vantages of the accelerated-electron cesium ion engine 
then appear to be: 1) the ability to draw the maximum 
ion current density available from the ionizer, without 
limitations imposed by the perveance of the accelerat¬ 
ing ion gun electrodes, and 2) better thermal efficiency, 
because the thermally radiating area (approximately 
equal to the area of the plasma beam cross section) can 
be made much smaller than the ion emitting area. A re¬ 
duction of one order of magnitude in radiative heat loss 
does not seem impossible. 

Further apparent advantages of the accelerated-elec¬ 
tron cesium ion engine over other types of oscillating 
electron engines are: 1) better fuel utilization efficiency; 
and 2) better control of the potentials in regions I and 
II to minimize the back-flow of ions onto the cathode, 
minimize the power loss, and suppress the cathode 
sputtering associated with this ion back-flow. 

Questions still to be resolved about this type of en¬ 
gine are the details of potential distribution in the vi¬ 
cinity of the ion-injecting cylinder through which the 
electron beam passes in region III, the optimization of 
the electron beam focusing in region HI (it is possible 
that an appreciable de magnetic field may be required), 
and a detailed understanding of the plasma potential 
gradient needed in region IV. No experiments have been 
performed as yet on the accelerated-electron cesium ion 
engine. 
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HI. Magnetic Plasma Acceleration 

The dual to electrostatic acceleration of charged 
particles is magnetic acceleration; Coulomb forces are 
used in the former, Lorentz forces in the latter. 

In magnetic plasma acceleration, the accelerating 
force is given by F = qvXB, where q is the charge ol the 
accelerated particle, v its velocity, and B the magnetic 
induction. Because the average value of Fean be finite 
even when both v and B are time varying and quasi-
periodic, the possibility exists, in principle, of accelerat¬ 
ing a plasma with either de or ac magnetic fields. Both 
methods are being investigated and will be discussed 
below. 

A. DC Magnetic Plasma Acceleration 

1) Theory: A schematic of a de magnetic plasma 
accelerator is shown in Fig. 23. An electron current I is 
emitted from a cathode, passed through the plasma 
which is to be accelerated, and collected by an anode; 
a de magnetic field perpendicular to both the direction 
of plasma flow and of electron current flow is provided. 
As a result, a volume force 

f = j X B 

is exerted on the plasma by the flowing electron current 
and is available to accelerate the plasma. 

Fig. 23—Principle of de magnetic plasma acceleration. 

Both the current flow perpendicular to a de magnetic 
field and the momentum transfer from the electron cur¬ 
rent I to the ions and neutrals of the gas imply collision 
processes. Because these collisions are necessary, it also 
follows that a finite ohmic plasma resistivity p is un¬ 
avoidable. Therefore, joule heating ol the plasma must 
necessarily accompany its acceleration by continuous 
Lorentz forces. It is therefore of interest: 1) to evaluate 
the importance of this joule heating, 2) to compare it 
with the transfer of ordered kinetic energy by Lorentz 
forces, and 3) to determine what basic limits are im¬ 
posed on this type of plasma accelerator as a conse¬ 
quence of joule heating [36], 

I'he kinetic power transferred to the plasma is 
given by 

uk = T(vt — t’i) = IhBivt — Vx), (26) 

where 

7’= total thrust, 
r2 = exit gas velocity. 

t>i = input gas velocity, 
7 = total current flowing across magnetic field 11 be¬ 

tween cathode and anode, 
B=p„H = magnetic induction, 
h = distance between cathode and anode. 

The power lost by joule heating of the plasma is 
given by 

zq = 7?,,/-, (27) 

where Rp is the total plasma resistance between the 
cathode and anode. 

From (26) and (27) the efficiency of a de magnetic 
plasma accelerator is seen to be 

iik 1 

brom (26) 1 can be expressed as a function of the 
thrust T; substituting I = V/hB into (28) yields 

1 
r, =--- (29) 

1 + Rp —-
h-B\vî — t>i) 

rítese expressions are only rather crude approxima¬ 
tions. End effects, Hall currents, boundary layer effects, 
power to maintain the magnetic field are all neglected ; a 
constant channel cross section (which may not be opti¬ 
mum) is assumed. Nevertheless, these expressions are 
helpful in gaining an insight into the nature and im¬ 
portance of the fundamental limitations of this accelera¬ 
tion mechanism. To this end, it is useful to express the 
total plasma resistance Rp in terms of the plasma re¬ 
sistivity pp, which is a more fundamental and more 
readily evaluated quantity. Under the assumption of 
constant plasma resistivity pp throughout the region of 
current flow, this leads from (29) to 

n S--- (30) 

1 + —-
B2 F(r2 - V.) 

where U is the volume of interaction space. Eq. (30), 
although approximate, is important because it shows 
which parameters should be optimized. Fora given mis¬ 
sion, the total thrust T will be prescribed; the specific 
impulse, and therefore the exhaust velocity v2, will also 
be prescribed. For an effective plasma accelerator, 
V2»fi: hence, v2 —t»i~t'2. The parameters remaining 
available for optimization are, therefore: 

1) I he plasma resistivity pp, 
2) The magnetic induction B, 
3) The volume of the interaction space V. 

According to (30), it is desirable: 1) to minimize pp, and 
2) to maximize B2K 

In order to evaluate the plasma resistivity pp and de-
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termine how far it can be reduced, it is necessary to 
consider how the plasma can be injected into a Lorentz 
accelerator. In the devices considered and tested to 
date [37], the plasma is generated by a plasma jet [38 j. 
This implies gas temperatures of the order of 1 ev. At 
such temperatures, a fractional ionization of the order 
of a few per cent can be achieved by seeding the gas 
with an alkali metal of low ionization potential (e.g., 
('s, Na, or K). This degree of ionization is high enough 
to make electron-neutral collisions negligible as com¬ 
pared with Coulomb (electron-ion) collisions. The re-
sistivity of such a plasma can therefore be made about 
as low as that of a fully ionized gas of corresponding 
temperature. The resistivity of a fully ionized plasma is 
given by [391 

log A 
pP = 6.53-103-ohm cm, (31) 

T2'2

where log A is a slowly varying function of density and 
temperature whose value is between 6 and 9 in the 
range of parameters of interest here and T„ (this should 
not be confused with those equations where T is used 
for thrust) is the electron temperature in °K. For a 
temperature between 5000°K and 10,000°K, this 
leads to a plasma resistivity of the order of pp~0.1 
ohm-cm. To reduce pp below this value would require a 
higher electron temperature. With a plasma jet, this is 
not practical because of materials and life problems. 
An alternative process providing additional heat to the 
electrons is the joule heating itself, which results from 
the current flow through the interaction space of the 
plasma accelerator. An upper limit to the electron tem¬ 
perature, however, is probably set by the heat trans¬ 
fer from the plasma to the electrodes with which it is in 
contact,and by the subsequent electrode cooling and ero¬ 
sion problem. The existence of sheaths at the electrodes 
and of temperature gradients through the plasma cross 
section makes difficult a more accurate evaluation of 
the maximum tolerable electron temperature and of the 
minimum corresponding plasma resistivity in the pres¬ 
ent state of the art. 

The maximum tolerable value of B2V in (30) is de¬ 
termined by the following considerations: 

1) Since engine weight tends to increase with volume, 
it will usually be desirable to keep V reasonably small. 
Hence, to maximize B2F, it is more desirable to make B 
large than to make F large. (Note that ß2Kis propor¬ 
tional to the total stored magnetic energy IV,„. Since the 
solenoid power or the weight of permanent magnet 
material needed for the required magnetic field is ap¬ 
proximately proportional to lVm, it does not matter, 
from the standpoint of cost of the field, whether B2 or V 
is increased.) 

2) The upper limit to B is determined by the condi¬ 
tion that the required current flow in the direction of the 
applied electric field and perpendicular to the magnetic 
field can take place and that the momentum transfer 

irom the electrons to the ions and neutrals be effective. 
In order to determine this upper limit to B, it is neces¬ 
sary to investigate in more detail the flow of electron 
current perpendicular to a de magnetic field in an ion¬ 
ized gas. To this end, it is convenient to proceed from 
the following equation, which relates electron current 
density j, electric field E, and magnetic field B in a 
partially ionized gas [40 ]: 

1 
j X B 

n,e 

— X,, * X ia — 
[j X B] X B. (32) 

where 

Bo = cyclotron radius of particle considered, 
e = charge of electron (absolute value), 
m = mass of particle considered, 
X = mean free path, 
e = electron, 
i = ion, 

index a = neutral, 
v = velocity of mass motion of whole gas, 

l/p„ = n,e2r,. /m, = plasma conductivity with 
l/re, = electron-ion collision frequency, 

= electron density. 

Eq. (32) was obtained using the following simplify¬ 
ing assumptions, which are valid in the plasmas under 
consideration : 

1) gravity forces on the plasma are negligible, 
2) X.„/\ ia<^mi/nir, 
3) Xe,<X,„, 
4) ne/n„<10-1 , 
5) the gradient of electron pressure is small com¬ 

pared with other forces per unit volume. 

Eq. (32) is needed to find the components of the cur¬ 
rent density j and of the thrust density f=jX'.B. The y 
direction is chosen parallel to the applied de electric 
field; the 2 direction is parallel to the applied de mag¬ 
netic field. A further simplifying assumption is made 
as follows: 

(
Xia \ / X c)- \ 
- ) ( — ) » 1RcJ \Rce' 

(33) 

This inequality is satisfied for magnetic inductions 
B>0.1 weber/m2 at plasma densities n, = «e<10 15 

cm-3 and electron temperatures Te> 1 ev. Eq. (32) then 
yields 

1 
(34) 

(35) 
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where 

2 X.« 2e 
a =—  -=-> 

B Rri ViaWi 

x„, = ion -neu irai collision frequency, 

Eu' = Ev-vzB, 

mi 
p¡ — ---= plasma resistivity to ion flow. 

In^Ti,, 

From (34) and (35), the components of the thrust 
density f=jXB (thrust per unit volume) are found to 
be 

_ joh 1 
-7^^’ W 
a V ' + a B 

where 

. V 
Jo =-

Pi 

Because of the assumption of (33), the results of 
(34) to (38) do not hold for aB—>0 or aB«l, even 
though they are still approximately valid when aB is 
somewhat smaller than 1. They are, of course, quite 
good approximations tor aB> 1. Further, for reasons ol 
efficiency [see (30)], very small values of aB are of no 
interest for the purpose of propulsion. Therefore, (34) 
(38) are valid within the range of values of magnetic 
field of practical interest. 

Considering at the same time the efficiency given by 
(30) and the thrust density given by (38), it becomes 
apparent that an approximate optimum value for the 
magnetic field is given by the condition 

a2B2~l, (39) 

which may be rewritten, by definition of a, as 

Rci ^2X,a. (40) 

This result [41 ] shows for the optimum magnetic field a 
value such that the ion cyclotron radius is about twice 
the ion-neutral mean free path. This follows from the 
predominant importance of the last term of (32), when 
R,r <Ki. This result differs markedly from that which 
would be obtained in a fully ionized gas, where the last 
term of (32) would not exist; in that case the optimum 
magnetic field would correspond to the condition 
R„^X,i and would be much smaller. 

2) Experiments: Experimental results in apparent 
agreement with the theory outlined above have been 
obtained in a de magnetic plasma accelerator by 
Demetriades [42J. They are summarized below as an 
indication of the present state of the art. A schematic 
representation of the plasma accelerator is shown 
in Fig. 24; a diagram of the complete experimental 
apparatus is given in Fig. 25. Of most interest is a 
series of measurements of thrust as a function of de 
magnetic field. These measurements, shown in Fig. 26. 
provide an experimental verification of (38) and condi¬ 
tion (40) for the optimum magnetic field. For the condi¬ 
tions of the experiment shown in Fig. 26, B„l>t can be 

Fig. 24—Schematic diagram of arc jet plasma source 
and de magnetic plasma accelerator. 

\ STRAIN GAGE 
\ '-MAGNET COIL 
'-THRUST BALANCE 

I—MERCURY RESERVOIR 
-ACCELERATOR 

POWER LINE 

Fig. 25—Schematic diagram of experimental apparatus showing de 
magnetic plasma accelerator mounted on thrust stand within 
vacuum tank. Arc jet is mounted in vacuum tank door. 

Fig. 26—Experimental data showing accelerator thrust as 
a function of applied magnetic induction. 
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evaluated from the following values of the parameters 
estimated by Demetriades for this experiment: 

Ion-neutral mean free path—X,o = l/n„ai„, 
Neutral density—na=10 16 atoms/cm3, 

Gas—argon, 
Ion-neutral collision cross 

section [43]— <Tia = 4 • 10~ 16 cm -2 , 
Relative ion-neutral 

velocity—v = 2.3-102 y/Ti 
^1.85-IO5 cm/ 
second, 

Electron density—ne = 10 14 cm-8 , 
Electron temperature—Tê 10,000°K, 

Ion temperature—7\ = 6400°K. 

The theoretical magnetic field for maximum thrust in 
the X direction, then, is given with Rci = 2X,O by 

ViaWi 
BOpt = - — 0.15 weber/m2. 

e 

The experimental value, according to Fig. 26, is B~0.3 
to 0.4 weber/m2. Considering the uncertainty in the 
evaluation of a,0 and p,„, agreement between theory and 
experiment appears reasonably good. It is clear, in 
particular, that the criterion Rcc^Xei, which would pre¬ 
vail in a fully ionized plasma, does not apply to those 
experiments. Indeed, the condition Rce^\ei would lead 
to an optimum magnetic induction of about 2.5-IO-2 
weber/m2, for the values of electron density (about 10 14 

cm-3) and electron temperature (about 10,000°K) esti¬ 
mated for these experiments. 

Further results of interest from the Demetriades ex¬ 
periments are: 

Maximum specific impulse achieved—2400 seconds, 
Maximum acceleration efficiency—44 per cent. 

While the above theoretical considerations and ex¬ 
perimental results show that Lorentz force plasma ac¬ 
celerators hold basically good promise for the achieve¬ 
ment of high specific impulse with good efficiency and 
high thrust density, a number of problems still remain 
to be investigated. The limitations imposed by over¬ 
heating of the electrodes by the hot plasma stream [45], 
boundary layer effects, and end effects still remain to be 
investigated in more detail, particularly at higher spe¬ 
cific impulse. While, from the results obtained to date, 
specific impulses up to about 5000 seconds with effi¬ 
ciencies above 60 per cent can probably be expected, it 
is not clear how much more will ultimately be achieved. 

B. AC Magnetic Plasma Acceleration 

In de magnetic plasma acceleration, important limi¬ 
tations seem to be imposed by the presence of electrodes 
in direct contact with the hot plasma. A possibility of 
avoiding these difficulties while still applying the con¬ 
cept of magnetic plasma acceleration by Lorentz 
forces is to produce induced currents in the plasma by 
time-varying (ac) fields, thus obviating in principle the 

need for physical contact between plasma and elec¬ 
trodes. A further advantage of currents induced by ac 
fields is the possibility of exerting accelerating forces on 
the plasma without the need for any particle collisions. 
For this reason, the use of plasmas with very low re¬ 
sistivity is, in principle, possible. This contrasts with de 
magnetic plasma acceleration, where a finite plasma re¬ 
sistivity has been shown to be basically unavoidable. 
(Because, however, the effect of plasma resistivity in 
the de case was found in itself to be tolerable, the latter 
advantage is probably of more academic than practical 
significance.) 

1) Traveling-Wave Magnetic Plasma Acceleration: 
One class of ac magnetic fields available for plasma 
acceleration is traveling fields, or magnetic “traveling 
waves”; the other, of course, is stationary fields. 

Traveling-wave devices may be subdivided [46] for 
convenience into the following categories: 1) magnetic 
piston plasma accelerators, 2) traveling-wave plasma 
bunch accelerators, and 3) traveling-wave plasma ring 
accelerators. 

a) Magnetic piston plasma accelerators : A schematic 
illustration of a magnetic piston device is shown in Fig. 
27. The pressure p exerted by the magnetic field on the 
plasma, if the penetration of the magnetic field into the 
plasma is limited to a surface region, is given by 

A simple derivation of this relation will be given for 
a one-dimensional case because it provides some insight 
into the physical significance of (41). Consider a slab 
of plasma as illustrated in Fig. 28. Let a field H be 
established in the z direction at the left of the plane xq. 
As this field tends to penetrate into the plasma, it in¬ 
duces a current density^. Then, from Maxwell’s equa-

Fig. 27—Magnetic piston. 

Fig. 28—Magnetic pressure on plasma slab. 
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tion it follows that, for this one-dimensional 
case, 

dH, 

dx 
(42) 

The force per unit volume exerted on the plasma in 
the surface region is given by f=j'X,B 

fz = j„B, = (43) 

From (42) and (43), 

Integrating Jx between x = Xi and x = x2 to obtain the 
force per unit area yields the pressure p exerted by the 
magnetic field on the plasma: 

Mo i d Mo(#i2 — HF) PoH* 
p -- - (// 2) = — 
r 2 X, dx 2 2 

if Hx=H and H2 = 0. 
This elementary derivation illustrates the fact that 

the pressure exerted by a traveling magnetic field act¬ 
ing as a piston on a plasma does result from the Lorentz 
force jXB A further consequence evident from this 
derivation is that the full magnetic pressure is exerted 
on the plasma only if the magnetic field is prevented 
from penetrating through it (otherwise, the above deri¬ 
vation leads to p = (mo/2) (Hi2 - HF), with p = 0 when 
Ht = Ht\). This means that the diffusion of the magnetic 
field into the plasma must be slow compared with the 
time available for plasma acceleration. In order to de¬ 
termine, in principle, the feasibility of magnetic piston 
acceleration of a plasma, it is necessary to consider the 
process of diffusion of a magnetic field into a plasma. 
This process is expressed by the following diffusion equa¬ 
tion [47 ] : 

dH 
-= DV-H, (44) 
dt 

where 

D = p/pu — diffusion coefficient of the magnetic (45) 
field in a plasma of resistivity p, 

Mu = permitivity of vacuum = 4tt X 10-7 henry/m. 

Let r be the time available for acceleration of the 
plasma, / the depth to which the magnetic field is al¬ 
lowed to diffuse into the plasma during this time r, and 
v,i the mean velocity of diffusion of the magnetic field 
during this time r. 1'he condition determining the maxi¬ 
mum tolerable rate of diffusion of the magnetic field into 
the plasma is then 

VjT < I. 

Further, by definition of Vd and D, 

D 

Hence, 

P 
D < — • (46) 

T 

The time t available for acceleration is related to the 
available acceleration length L and to the final plasma 
velocity vp by 

2L 
r = -, (47) 

which is valid under the assumption that vp̂ >vy, if Vi 
is the initial plasma velocity (before acceleration) and 
if the accelerating force is constant during the time 
interval t. The following condition results from (45) 
(47), for the plasma resistivity p: 

p < p.— 

For a representative numerical application, let 

I = 10 2 m, 
2L =0.5 meter, 
vp = 105 m/second, 
Mo = 4tt- 10~7 henry/m. 

Then 

p < 2.5-10-6 ohm-meter 

or 

p < 2.5-10-3 ohm-cm. 

Assuming the degree of ionization of the plasma to be 
high enough that Coulomb collisions will predominate 
over electron-neutral collisions leads, with (31), to the 
following limit for the electron temperature T,. of the 
plasma: 

T, > 6 ev (about 70,000° K). 

This calculation is, of course, only approximate, and 
it aims only at determining orders of magnitude. As 
such, it shows that the requirement imposed on plasma 
resistivity and temperature, while not trivial, is not un¬ 
realistic. By proper preionization, or plasma injection, 
such plasma temperatures should, in principle, be at¬ 
tainable. For this reason also, plasma acceleration by a 
traveling magnetic piston as illustrated in Fig. 27 
appears, in principle, possible. 

Two modifications [48] of the device in I'ig. 27 are 
shown in Figs. 29 and 30. In the device in Fig. 29 a 
“biasing” magnetic field is applied before the (traveling) 
field of the magnetic piston is applied. The purpose of 
this biasing field is to provide a magnetic insulation be¬ 
tween the plasma and the walls. Special care has to be 
taken to avoid excessive trapping of this field in the ac¬ 
celerated plasma. In the device of Fig. 30 the traveling 
magnetic field is made sinusoidal: plasma bunches can 
be trapped every half wavelength in the vicinity oi the 
axis, in the region where the magnetic field is minimum. 
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Fig. 29—Magnetic piston with “biasing” magnetic field. 
Fig. 31—Traveling-wave plasma ring accelerator. 

Fig. 30—Sinusoidal magnetic traveling-wave plasma accelerator. 

Plasma will tend to accumulate in the dotted regions, 
and to be carried with the magnetic field. For a high 
enough plasma conductivity (small rate of diffusion of 
magnetic field into plasma), conditions similar to those 
described above will prevail, with the advantage that 
the shape of the lines of force of the magnetic field will 
tend to reduce the plasma diffusion to the walls. In the 
plane AA one has, with a circular cylindrical sym¬ 
metry, a “cusped” field which, while it leads to a finite 
rate of plasma leakage, keeps this leakage below that 
which would exist in the absence of a magnetic field. 

b) Traveling-wave plasma bunch accelerator: An alter¬ 
native possibility exists for operating a device of the 
type shown in Fig. 30: if the plasma conductivity does 
not satisfy the condition of (33), the plasma will “leak” 
through the saddle points of the magnetic field, from 
one minimum to the preceding one, and so on. In this 
process, however, as a consequence of the relative mo¬ 
tion between plasma and magnetic field, transverse 
azimuthal currents perpendicular to the magnetic field 
are induced in the plasma, and the resulting jXB force 
will still tend to accelerate the plasma, even though the 
force is more evenly distributed throughout the plasma 
volume than in the case of the magnetic piston. The 
advantage of this mode of operation is that it con¬ 
ceivably permits quasi-continuous operation, w here the 
plasma is fed continuously into one end of the device, 
and is dragged and accelerated by the traveling mag¬ 
netic field to the other end of the accelerator. One 
penalty for this mode of operation, as compared with 
the magnetic piston, is the requirement for a higher 
ac magnetic field lor a given average thrust density. 

c) Traveling-wave plasma ring accelerator: The prin¬ 
ciple of a traveling-wave plasma ring accelerator is il¬ 
lustrated in Fig. 31. It does not differ basically from 
that of a magnetic piston device of the type in Fig. 30. 
Although the concept of magnetic pressure pm = 
could also be applied to the plasma ring device, it is 

preferable to consider directly' the interaction between 
the magnetic field and the azimuthal current induced in 
the plasma ring by' the change of magnetic flux enclosed 
by the plasma ring as a consequence of slippage between 
traveling magnetic field and plasma ring. For this proc¬ 
ess of plasma acceleration to be effective, the total slip¬ 
page has to be kept smaller than one-fourth the wave¬ 
length of the traveling magnetic field. This condition is 
equivalent to the condition of (46) derived for the mag¬ 
netic piston devices and leads to similar requirements for 
the plasma conductivity. More detailed calculations [49] 
show that the jXB forces exerted on the plasma ring 
not only accelerate the plasma axially, but also tend to 
make the ring collapse radially' inward. It appears 
possible, however, to prevent the rate of inward radial 
acceleration from being excessive in relation to the rate 
of axial acceleration. 

d) Limitations and experimental results: One impor¬ 
tant feature of all traveling-wave devices is that the 
energy' stored in the accelerating magnetic field is at 
least of the same order of magnitude as the kinetic 
energy' of the plasma being accelerated. Hence if the 
traveling-wave circuit were simply terminated in a 
matched load, this flux of magnetic energy' would be 
lost; because it is at least equal to the flux of kinetic 
energy of the plasma, quite poor efficiencies would re¬ 
sult. One way' to avoid this waste is to recuperate the 
magnetic energy at the output of the accelerating cir¬ 
cuit by feeding it back through an appropriate feedback 
circuit to the input of the accelerating circuit; the ac¬ 
celerating circuit is then part of a race-track circuit. 

While loss of magnetic energy' at the end of the 
traveling-wave circuit could, in principle, be avoided, 
ohmic losses in the conductors of the circuit causing the 
magnetic field cannot be suppressed. Because of the rela¬ 
tively low frequencies involved (ty pically of the order of 
1 Me or less), these losses can be kept relatively' small, 
at least in those cases (magnetic piston, plasma rings) 
where the penetration of the magnetic field into the 
plasma or the slippage are kept small. Indeed, in those 
cases, the magnetic pressure on the plasma is of the 
same order of magnitude as the magnetic pressure on 
the conductor. If the magnetic field at the conductor 
leads to a pressure p, it can be shown [50 ] that the 
power dissipated per unit area of conductor is, for 
copper at room temperature. 

Pi = 4.15\//mc X p„t kw/cm2, 
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where 

/Mc = frequency of ac field in Mc/sec, 
pat = magnetic pressure in atmospheres. 

The pressures involved in plasma acceleration being 
substantially smaller than one atmosphere, one can ex¬ 
pect 

P\ « 1 kw/cm2. 

In comparison to this, the kinetic power transferred per 
unit area of accelerated plasma is 

Pkx = p-v„ = kw/cm2, 

where 

p = magnetic pressure in Newton/m2, 
p„i = magnetic pressure in atmospheres, 
t>p = plasma velocity in m/second. 

It is interesting to evaluate Pi/Pki from the above rela¬ 
tions, assuming p to be about the same on plasma and 
conductors 

With vp= 104 to 105 m/second, it is seen that the ohmic 
circuit losses can be kept relatively unimportant, even if 
the conductor surfaces would much exceed the surface 
over which the magnetic pressure is exerted upon the 
plasma. 

An additional feature common to these traveling-
wave devices, where near synchronism is required be¬ 
tween traveling magnetic field and plasma, is the neces¬ 
sity of increasing progressively with distance the phase 
velocity of the accelerating magnetic field wave; i.e., a 
“tapered” traveling-wave circuit is required. This ap¬ 
plies to the magnetic piston devices; it also applies to 
the traveling-wave plasma ring accelerator described 
above. 

A further requirement common to all traveling-wave 
accelerators is low plasma resistivity. In all the above 
cases, plasma resistivity has been shown to lead to un¬ 
wanted effects (diffusion of the field into the plasma, 
slippage of plasma rings). In other words, electron 
collisions with ions or neutrals are to be minimized. It 
could be asked at this point how momentum is trans¬ 
ferred to the ions in the absence of electron-ion collisions, 
in all traveling-wave devices, the current flow is indeed 
carried by the electrons; the Lorentz force jXB acts, 
therefore, on the electrons, and the electrons alone will 
first be accelerated. However, as the electrons are ac¬ 
celerated and leave the ions behind, a charge separation 
occurs and leads to a space-charge field ; this space¬ 
charge field then accelerates the ions and decelerates 
the electrons until they all have the same average 

velocity. This process is analogous to ambipolar diffu¬ 
sion and is effective as long as the Debye length is small 
compared with the dimensions of the plasma. One ex¬ 
ception occurs when the electron current flow is closed 
on itself, as in a plasma ring; in this case, an azimuthal 
electron current can flow without dragging ions with 
itself and without charge separation. This exception is 
important because it makes the flow of a net electric 
current transverse to the magnetic field possible. How¬ 
ever, the axial motion of electrons, under the accelerat¬ 
ing j'XB force, does not lead to a closed path of electron 
current. I'or this reason, momentum is transferred by 
space-charge fields from electrons to ions in the axial 
direction without need for collisions. Returning to the 
requirement for minimizing electron-ion and electron¬ 
neutral collisions leads to the need for highly ionized 
plasmas of relatively high temperature (typically above 
5X104"K, as shown above). For this reason, it does not 
seem practical to ionize the gas and accelerate it by 
means of the same electromagnetic field. Separate ioni¬ 
zation and injection seems necessary lor traveling-wave 
devices. (It is indicated below that similar require¬ 
ments on low plasma resistivity and separate plasma 
generation are also apparent in stationary ac field 
plasma accelerators.) 

This list of requirements is rather severe; even so it is 
not exhaustive. In experiments performed by Penfold 
[51 I the basic principle of this acceleration mechanism 
has been demonstrated. Plasma rings with velocities of 
about 1.2 X 107 cm/second (Lp~104 seconds) have been 
obtained; evidence has been found for plasma ring cur¬ 
rents of at least several hundred amperes. 

2) Stationary .IC Magnetic-Field Plasma Accelera¬ 
tion: It is also conceivable that currents can be induced 
into a plasma by means of a stationary ac magnetic 
field and that accelerating forces can be obtained by the 
interactions between these currents and the inducing 
magnetic field. One model of a device based upon this 
principle is shown in Fig. 32. The ac magnetic field is 
produced by a single-turn coil which is made part ol a 
tank circuit by connection to an appropriate capacitor. 
A plasma ring is produced by preionization of the gas 
in the vicinity of the “exit” of the coil, as shown ideally 
in Fig. 32. The ac magnetic field induces an azimuthal 
current in the plasma ring; this results in a force j'Xß 
as shown in Fig. 32. I'or optimum conditions the cur¬ 
rent density j should be in phase with the ac magnetic 
field H; hence, it should be in quadrature with the in¬ 
duced electric field, except for the phase shift of the 
electrons produced by the acceleration itself. This means 
that the plasma ring should have only negligible ohmic 
resistance; in this case, as well as in that of traveling¬ 
wave acceleration, electron-ion and electron-neutral 
collisions are, if anything, detrimental. In the extreme, ¡I 
the plasma ring were purely resistive (instead of in¬ 
ductive) as a consequence of high ohmic resistivity, j 
and B would be in quadrature and the average force 
would be zero. 
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F ig. 32—Stationary ac magnetic field plasma accelerator. 

fhe requirement for minimizing collisions and plasma 
resistivity appears to be in contradiction with the need 
of collisions for ionizing the gas. For this reason, pre¬ 
ionization of the gas or separate injection of the plasma 
seems necessary. This can be done on a pulse basis 
(where plasma rings are formed or injected periodically 
while the accelerating ac field is off). This procedure 
has been used by Miller [52 | in the experiments in 
which he provided a preionizing coil in the vicinity of 
the region where the plasma ring was wanted, in 
Miller’s experiment, the frequency (55.5 Kc sec) and 
strength (up to 1 weber/m2) of the ac magnetic field 
were chosen of such magnitude that the plasma ring was 
accelerated away from the coil within about | cycle. 
Acceleration efficiencies of the order of 5 per cent have 
been measured, with axial exit velocities up to 105 

m/second; energies up to 25 joules per pulse were trans¬ 
ferred from the circuit to the axial motion of the gas. 

An alternative mode of operation, still pulsed, would 
consist in using higher ac frequencies and lower field 
strengths, with the result that the plasma ring would 
remain several ac periods in the ac field. Because little 
analytical work and no experimental work seem to be 
available on this mode of operation, a more extensive 
treatment does not seem indicated at this time. 

Finally, it is possible to consider cw operation. This 
implies continuous gas feeding and ionization in the 
accelerating region. Because of the apparent conflict 
between ionization and acceleration pointed out earlier, 
no satisfactory solution to the problem of CW station¬ 
ary ac magnetic plasma acceleration has yet been re¬ 
ported. 

In conclusion, although the idea of plasma accelera¬ 
tion by stationary ac magnetic fields seems interesting, 
both the problems of proper plasma or gas injection and 
the problem of optimization of the circuit geometry for 
optimum utilization of the ac magnetic field still remain 
to be solved. 

C. Pulsed Magnetic Plasma Acceleration 

An example of a pulsed magnetic field plasma accel¬ 
erator is shown in Fig. 33. This “hydromagnetic plasma 
gun,” in the form invented by Marshall [53], consists 
of two coaxial conductors with provision for pulsed ad¬ 
mission of gas bursts through openings in the center 
conductor. Shortly after a burst of gas is admitted be¬ 
tween the two coaxial conductors, the power from a 

Fig. 33—Hydromagnetic plasma gun. 

high-voltage capacitor bank is suddenly applied. The 
gas is ionized, a large radial current flows through it, 
and an azimuthal magnetic field is established by the 
flow of the current through the central conductor. This 
azimuthal magnetic field interacts with the radial 
plasma current to produce axial jXB forces which re¬ 
sult in a magnetic pressure of the order of nalP/2. In this 
respect, this device is analogous to the magnetic piston 
type oi accelerators described above. The essential dif¬ 
ferences are that, in the hydromagnetic plasma gun: 1) 
current flow through the plasma results from direct 
contact to the electrodes instead of being induced, and 
2) the magnetic field is not supported by a slow-wave 
circuit, but by a simple coaxial line. 

Basic limitations to this type of plasma accelerator 
may result from 

1) Difficulty of efficient energy transfer from the 
capacitor bank or pulsing circuit to the coaxial 
line, 

2) Loss of magnetic energy tending to escape or be 
reflected from the end of the plasma gun, 

3) Power loss due to physical contact between the 
plasma and electrodes, 

4) Disadvantage of requiring a pulsed power supply. 

Typical characteristics quoted for the performance of 
such a plasma accelerator are [53 ] : 

Output gas (H2) velocity—1.5X105 m/second. 
Total kinetic energy of gas, per pulse— 1200 jotdes. 
Total efficiency of energy transfer from capacitor 

bank to directed kinetic energy—23.5 per cent. 
No evidence of electrode erosion was observed under 

proper timing of the electrical pulse with respect 
to the gas burst. 

These results so far appear encouraging. Because of 
the limitations suggested above, much still remains to 
be done before it will be possible to state how much 
performance can be improved. Further investigations of 
modifications of the Marshall gun [54] have led so far 
to results very similar to those quoted above, the major 
difference being that lower specific impulses (about 
6000 seconds) have been obtained with heavier gases, 
with about the same efficiency. 
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IV. Electromagnetic Plasma Acceleration 
In a nonuniform ac electromagnetic field, a charged 

particle of charge e experiences an average force given 
by [55] 

2 
F = --- VET (48) 

tom,w2

Although it does not appear explicitly, the effect of 
the ac magnetic field is also included in (48). | I he 
magnetic field has been eliminated by the use of Max¬ 
well’s equation VXE = — to arrive at (48).] 

In a plasma, the force of (48) will be acting mainly on 
the electrons and will produce a force f per unit volume 
given by 

where wp = electron plasma frequency. (Momentum 
transfer from electrons to ions is caused by space¬ 
charge forces in the same process as described above.) 

In electromagnetic plasma acceleration, forces of the 
type given by (49) are produced by nonuniform RI' fields 
and are being used to accelerate plasmas. It may be 
observed that when the RI' field penetration inside the 
plasma is negligible (which it will tend to be at high 
plasma densities), (49) can be integrated to lead to a 
puressure from the RI' field on the plasma 
surface. A more rigorous derivation would lead to 

p — (1 2)(m0//- -T to/-"), 

which may also be interpreted as radiation pressure. 
A general feature of (48) and (49) is that they in¬ 

dicate that the RF fields will tend to push the plasma 
toward regions of minimum RI' electric field. When the 
RI-' electric field is parallel to the plasma surface, the 
plasma can actually be pushed toward these regions 
where the RI' vacuum field would be minimum. When 
the RE electric field is parallel to the gradient of the 
plasma density, this conclusion is no longer always true; 
it applies only when the frequency of the RI-' fields is 
higher than the electron plasma frequency. If the RF 
frequency is lower, a “peeling” effect takes place at the 
plasma surface and tends to draw the plasmas toward 
the region of maximum RI' electric fields 150 |. 
The only attempt at electromagnetic plasma accel¬ 

eration reported to date is that ol Swartz, et al. |56¡. 
In these experiments, fields substantially parallel to 
the plasma density gradient were used, as shown in 
Fig. 34. For this reason, plasma acceleration could only 
be obtained for the relatively low plasma densities cor¬ 
responding toa plasma frequency below that (140 Me) 
of the applied RF fields («<3 X lOMectrons/cm’). Under 
these conditions, plasma acceleration up to velocities of 
the order of 2.5X10q m/second (specific impulse ol 
2500 seconds) has been observed. Because of the low 
plasma density, however, resulting thrusts would be 

Fig. 34—Electromagnetic plasma accelerator. 

too low to be of practical interest, even il higher micro¬ 
wave frequencies were used. 

In conclusion, the basic principle ol electromagnetic 
plasma acceleration has been demonstrated. To make 
it useful for propulsion purposes, however, it will be 
necessary to devise means of applying the electro¬ 
magnetic R I-' fields perpendicular to the density gradient 
of the plasma, avoiding RF electric fields normal to the 
plasma surface and thus being able to operate with 
relatively high plasma densities where the plasma fre¬ 
quency exceeds the frequency of the accelerating RI-
fields. 

V. Space Simulation 
We shall discuss here fairly briefly some of the prob¬ 

lems associated with the testing and evaluation of per¬ 
formance of electrical propulsion engines. As we shall 
see, the simulation of space environment for an elec¬ 
trical propulsion engine is somewhat more complex than 
the usual space-simulation problem; however, ade¬ 
quate and detailed ground testing of these engines is an 
essential step in their development. There are a number 
of reasons for the importance of this ground testing, in¬ 
cluding the relatively high cost of conducting space 
tests, the much greater detail with which the physical 
phenomena can be studied on the ground, the ease of 
making changes and adjustments in the experiment, 
etc. All point toward very comprehensive ground tests 
prior to the real test in space. 

Since electrical propulsion engines are to operate in 
the excellent vacuum of space, it is obvious that they 
must be tested under conditions where the background 
gas pressure will not influence the operation. The toler¬ 
able level of background pressure depends, of course, on 
the mean free path of the ions in this residual gas but 
will in general be of the order of 10“’ mm Hg. Addi¬ 
tional features of the physical environment simulation 
which may be desirable are: 1) cold surfaces to simulate 
the regions of infinite space as far as radiation from the 
engine is concerned, 2) artificial solar radiation to 
simulate the power received from the sun, and 3) 
possibly other types of radiation such as gamma rays, 
cosmic rays, etc. All these physical environment factors 
have been successfully simulated in various test cham¬ 
bers. The most difficult aspects of space simulation, as 
far as electrical engines are concerned, are the elec¬ 
trical conditions. It is apparent that the walls and col-
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lector of the test chamber must not act as sources of 
electrons; i.e., suitable grids or other barriers must be 
arranged so that the bombardment by ions or other 
particles does not cause emission of electrons which can 
get into the beam and influence its behavior. A second 
and equally important aspect of the electrical simula¬ 
tion problem arises because in the space environment 
the ion beam is sent into essentially an infinite region 
with no boundary condition beyond the edges of the 
space vehicle. In the ground-based test chamber, walls 
must be imposed around the engine and beam in order 
to provide the vaccum and a collector must be provided 
to collect the ion beam; both of these arrangements im¬ 
pose artificial boundary conditions at the edges and the 
end of the ion beam. Programs are under way to develop 
improved techniques of simulating electrically the con¬ 
ditions of space in a finite-size ground-based chamber; 
we hope that by the time of the first electrical engine 
flight test we shall have improved facilities for more re¬ 
liable testing of these engines on the ground. 

Conclusions 

This paper has dealt with some of the fundamental 
concepts and problems which lie at the heart of a 
rapidly growing scientific and engineering effort in the 
field of electrical propulsion. No attempt has been made 
to include complete references to the many important 
contributions to this field, nor to some of the interesting 
approaches based on modification of the basic types of 
ion sources and acceleration mechanisms presented 
here. It is hoped, however, that the discussion has 
served to emphasize both the strong dependence of 
progress in this field on broad areas of plasma physics 
and electronic technology, and the fact that it remains 
a fertile field for basic investigation and invention. 

Electrostatic engines have received more attention to 
date than those based on direct acceleration of plasmas 
and are consequently somewhat nearer the stage of 
practical usefulness. Of these, the cesium ion engine is 
the most refined in terms of progress toward meeting all 
of the difficult requirements of practical thrust units, 
i.e., high efficiency, excellent optics (low electrode ero¬ 
sion for long life), and techniques for controlled neu¬ 
tralization of the exhaust beam. This may be because 
the cesium ion engine is amenable to analytical treat¬ 
ment and is better understood than plasma devices. At 
any rate, this type of engine may well provide the ulti¬ 
mate optimum answer for systems requiring a specific 
impulse of 8000 seconds and higher. Although the 
thrust density is low, units of 20- to 30-millipound 
thrust can be clustered to provide total thrusts of the 
order of pounds for megawatt-level systems. However, 
each of the basic types of engines discussed here has its 
particular attractive features (e.g., high thrust density 
in the case of the Duoplasmatron and oscillating-elec-
tron engines) and will, no doubt, find its own area of 
application. 

The fact that the electrical propulsion concept is fast 

becoming an engineering reality is borne out by the 
plans of NASA to begin the flight testing of small proto¬ 
type ion engines (at the several-millipound-thrust level) 
in late 1962. These tests will be carried out on ballistic 
trajectories using the Scout launch vehicle as the booster. 
The principal purpose of these tests will be to demon¬ 
strate thrust, with the additional objectives of studying 
the neutralization problem in an actual space environ¬ 
ment and correlating the performance in detail with 
data obtained under laboratory conditions. Orbital 
testing of electrical propulsion system is projected at a 
future date. 

It is evident that progress in electrical propulsion will 
be very closely related to the development of lightweight 
nuclear-electric power systems, and an intensive effort 
is required in this direction. The performance of an 
electrically propelled vehicle depends strongly on 
achieving high power levels at low weigh t-to-power 
ratios (in most mission analyses a ratio of around 10 
pounds/kw is assumed). The SNAP-8 program, which 
is sponsored jointly by the NASA and AEC, is aimed at 
developing 30 kw at a weight-to-power ratio of around 
50 pounds/kw. This power system (or a 60-kw version) 
will probably be used in the first orbital testing of 
electrical thrust units. Detailed design studies (e.g., 
SPUR) indicate the feasibility of using high-tempera¬ 
ture operation to attain thrust levels from 300 kw to 
the megawatt level at thrust-to-weight ratios of 8 to 
10 pounds/kw. It is probable that, by using direct con¬ 
version concepts currently under study, ratios as low 
as 3 pounds/kw may be achieved early in the next dec¬ 
ade, i.e., by the time ionic and plasma propulsion comes 
into large-scale use for the exploration of the solar sys¬ 
tem. 

Appendix 

Momentum Transfer Between Elix trons and Ions 
in Accelerated Electron Engines 

This calculation is intended to determine the rate 
of momentum transfer from energetic electrons to ions 
in a region in which a plasma potential gradient exists 
in the absence ol electrostatic forces between plasma 
and electrodes. Such a region would be the equivalent of 
region IV of Fig. 21 and will be referred to simply as 
region IV. It should, however, be observed that, in the 
absence oi electrode fields, it does not appear possible 
in a one-dimensional situation to maintain such a re¬ 
gion at a fixed region in space; it appears that it should 
move in space (e.g., at the beam front) with the mean 
velocity of the accelerated ions [57]. Assuming now 
that the axial electrostatic forces between plasma and 
electrodes in region IV are negligible, the flux of 
momentum flowing into the plasma from the left of 
region IV must be equal to the flow of momentum 
carried by the plasma out to the right of region IV: 

du,n dunut 
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where 

du\n
-= flux of momentum into region IV (from left), 
dl 

du„at _ flux of momentum out of region IV (with plasma 
dl beam to right). 

Assuming most electrons to be reflected in region IV 
and assuming the ion energy in region III to be much 
smaller than the electron energy leads to the following 
expression, for the flow of momentum dnm/dt into re¬ 
gion IV : 

where 

n«3 = electron density in region III, 
m, = mass of the electron, 
t>,3 = axial electron velocity in region III, 
^2=tnean square axial electron velocity in region III. 

(Note that because of the assumption of near total re¬ 
flection, (m, 3/2) electrons'em3 will have a velocity di¬ 
rected toward region 111 and experience a change ol 
momentum equal to upon reflection: also, the 
velocity distribution of electrons flowing in +.v and 
— .V direction will be nearly identical.) 

Assuming, at the exit of region IV, the electron energy 
to be much smaller than the energy of the accelerated 
ions leads, for the flux of momentum leav ng region 
IV, to 

dUoul 
- = lli3»hVi3Tn, (.s2) 

dl 

where 

M,-3 = ion density in region III, 
m¡ = ion mass, 
v,3 = axial velocity of ions flowing toward region IV, 
v.,= axial velocity of ions leaving region IV. 

Eqs. (51) and (52) express that the momentum flux 
into region IV is essentially carried by the electrons, 
while the momentum flux out of region IV is essen¬ 
tially carried by the accelerated ions [in effect, the 
latter assumption means that (w,+w.)f.4 — m,v,<]. 

Using (5O)-(52), it is possible to relate the oscillating 
electron current density in region 111 to the ion current 
density emerging in the plasma beam to the right of 
region IV. To this effect, the following quantities are 
defined : 

= density of electron current flowing in + x direc¬ 
tion (away from cathode) in region ill. 
= density of electron current flowing in —x direc¬ 
tion in region III. 

+j'l" = Ijr/I - |je3"I • 
J, = density of ion current flowing in +.v direction 
(no ions reflected toward — x direction exist with 
the potential distribution shown in Fig. 21). 

Using (5O)-(52) the following relation is found be¬ 
tween j,,/ and jit 

_ 1 /m, 

jt 2 I m, 1 La 

with the simplifying assumptions, in (52) ami (51), that 
and vrJ/v. 3=L:t. 

Under these conditions, 

= "\/II /ouf/ II' i in, 

where 1F,„UI is the average energy of ions leaving region 
IV (to the right) and IF.;,, is the average energy of ions 
in region III (at the entrance to region IV). Hence, 

(53) 

Q.E.D. 
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Transmission of Electromagnetic Waves Through an 
Ionized Layer in the Presence of a Strong 

Magnetic Field* 
T. P. HARLEYt, member, ire, and G. TYRASf, member, ire 

Summary—It is well known that the dielectric property of an 
ionized gas in the presence of a steady magnetic field is of tensorial 
character. Two of the three distinct components of this tensor are 
functions of the steady magnetic field. Generally, these two compo¬ 
nents decrease in magnitude with an increase of the steady magnetic 
field, thereby improving transmission of an RF wave. 

The effect of a strong steady magnetic field on the transmission 
of an RF wave through a homogeneous and a stratified layer of 
ionized gas is illustrated by means of graphs. The graphs are based on 
certain fixed values of electron densities and collision frequencies 
and on certain fixed values of a steady magnetic field oriented 
parallel or normal to the interface, while the normally incident plane 
wave is either linearly or circularly polarized. 

It was found that the best improvement in transmission is ob¬ 
tained when the steady magnetic field is normal to the interface and 
the oncoming plane wave is circularly polarized. 

Introduction 

HYPERSONIC vehicle reentering the earth’s 
atmosphere produces a strongly ionized, highly 
inhomogeneous plasma sheath about itself. I his 

plasma sheath may degrade the transmission of RF 
energy for communication, guidance, and so forth, to a 
point below discernment. A steady magnetic field of 
sufficient strength produces the macroscopic effect of 
reducing the magnitudes oi certain components of the 
permittivity tensor and thus tends to improve the trans¬ 
mission through the sheath. 
The phenomena associated with the propagation of 

electromagnetic waves through homogeneous aniso¬ 
tropic plasma are well understood at present mainly due 
to work done in connection with ionospheric propaga¬ 
tion.1'2 The effect of a strong magnetic field (stronger 
than the earth’s magnetic field which is about 0.4 gauss) 
on propagation was also investigated by Poeverlein,3 

who analyzed the effect of a strong steady magnetic 
field on the components of the permittivity tensor and 
predicted improvement of transmission for sufficiently 
strong, steady magnetic fields. This paper utilizes the 

* Received by the IRE, August 24, 1960; revised manuscript 
received, July 13, 1961. This paper was presented at the 4th Natl. 
Convention on Military Electronics, Washington. D. C., June 27-29, 
I960. 

t The Boeing Co., Aero-Space Div., Seattle, Wash. 
1 J. A. Ratcliffe, “The Magneto-Ionic Theory and Its Applica¬ 

tions to the Ionosphere,” Cambridge University Press, Cambridge, 
Eng., pp. 15—20; 1959. 

2 K. G. Budden, “Radio Waves in the Ionosphere,” Cambridge 
University Press, Cambridge, Eng., pp. 47-57; 1961. 

3 H. Poeverlein, “Peculiar wave propagation characteristics of a 
plasma with constant magnetic held,” paper delivered at AFCRC 
Plasma Sheath Symp., Boston, Mass.; December 7-9, 1959. 

results obtained by Tyras and Held4 for analysis of 
transmission through inhomogeneous anisotropic 
plasma. The formula for the power transmission coeffi¬ 
cient was programmed for the type 704 IBM digital 
computer to obtain the results in this paper. 

The Transmission Formula 
The theory of propagation through anisotropic layers 

may be found elsewhere.4 Here we review only briefly 
the pertinent formulas leading to the results presented 
in this paper. 

Consider the geometry of a stratified plasma in Fig. 1. 

The power transmission coefficient or the ratio oi the 
transmitted power intensity to the incident power in¬ 
tensity for normal incidence of a plane wave linearly 
polarized along the x axis propagating in the positive 
z direction, is given by 

pi 
—;= I . 1 “ I 2 COS2 0 + I .1 e I2 sin2 <b, (1) 

where 0 = tr/2 (steady magnetic field in the plane of the 
interfaces) and 

^ = l! M"l2+l 'H2!, (2) 

1 G. Tyras and G. Held, “On the propagation of electromagnetic 
waves through anisotropic layers," IRE Irans, on Antennas ano 
Propagation, vol. AP-7, Special Supplement, pp. S296 S300; 1959. 
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when 0 = 0 (steady magnetic field normal to the inter¬ 
faces). If the incident plane wave is circularly polarized, 
that is Eay‘= +jEojr‘ and 0 = tt/2, one gets 

-= Ü I I .4«p}. (3) 

When 0 = 0 

P' _ ||-4'|2 when Eoy‘ = + jE„f 

P' * î -I"12 when E„„‘= —jE„£‘. 

I'he .-1 ’s are given by 

/ ,n \ 
-I“•' = (1 + tanh y„" ') exp Í -j J 

X / 
“ 1 + tanh yk"r
11 , ,-;-—— > (5) 
*-i 1 + tanh tanh ßk°-' 

where for both superscripts o and e 

iti — i 
tanh 7, = — 

it, + n,^ i 

tanh ß, = tanh (7, + ßi+t) exp ( —;2^,) 

2tt 
^, = — "¡I,- (6) 

Ä 

Note that nu = nm+ \ = 1 and /3„,+1 =0. The w’s are the 
indices of refraction given by the Appleton-Hartree for¬ 
mula 

n"\ _ 
J = x/t + n, (7) 

when the steady magnetic field is in the z direction and 

(X) 

when the stead) magnetic field is in the .v-y plane. The 
parameters e, f, and y are complex if the plasma is lossy-
ami are given by 

/>-(! — o-2 + <;2) qp2( 1 + a- + q2) 

p- QP2
f = 1 - - -j-^~ ■ 

1 + q¡ 1 + q-

ap2̂ 2 — 1 + q2) laqp2 
, = -—-j-

A A 

A = |(<r + I)2 + ^2][(<r — I)2 + ç2], (9) 

where the p’s, q's, and a's are the ratios oi plasma, col¬ 
lision, and the cyclotron frequency, respectively, to 
the carrier frequency. 

Analysis of Results 

'I he graphs ol Fig. 2 show the power transmission co¬ 
efficient for a single homogeneous layer of plasma with 

Fig. 2—I ransinission through a one-layer plasma subjected to dif¬ 
ferent values of stead) magnetic-field strengths. 2 = 60 cm; 
A = 10" electrons per cubic centimeter; and P= 10’ collisions net 
second. 

an electron density ol IO9 electrons per cubic centimeter, 
a collision frequency oi 10s collisions per second, and a 
layer thickness of 0.6 m. Several values of the steady 
magnetic field strengths are considered when the latter 
is oriented either normal or parallel to the interface and 
when the normally incident plane wave is either linearly 
or circularly polarized. 

I he graph ol I ig. 3 depicts the situation of a stratified 
plasma under conditions similar to those above. The de¬ 
scription of the stratifications is listed in Table I, and the 
total layer thickness is approximately 0.6 m as before. 
I he plasmas in Table I are approximations of repre¬ 
sentative models lor what may be considered as reentry¬ 
type inhomogeneous plasma. 

It may be seen from the graphs of Figs. 2 and 3 that, 
in general, the magnitude of the transmitted power is a 
function of the wave polarization and the orientation 
and the magnitude of the steady magnetic field. The 
earth's magnetic field, which lor the purpose of this 
paper was assumed to be 0.4 gauss, has no apparent 
effect on these changes in transmission. 

It is interesting to examine the phenomena in trans¬ 
mission produced by a stead)- magnetic field stronger 
than that of the earth. Consider first the case of the 
steady magnetic field in the plane of interface (0 = tt/2), 
which is represented by curves 1, 2, and 3 of Figs. 2 and 
3. We note that curve No. 1 is not affected by the steady 
magnetic field. 1 his is not surprising, since in this case 
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Fig. 3—Transmission through an eight-layer plasma subjected to 
different values of steady magnetic-field strengths. 

TABLE I 

Stratifica¬ 
tion 

N umber 

Thickness 
(meters) 

Electron Density 
(electrons per cubic 

centimeter) 

Collision Frequency 
(collisions per 

second ) 

1 
2 
3 
4 
5 
6 
7 
8 

0.05 
0.08 
0.08 
0.08 
0.07 
0.10 
0.06 
0.05 

2.1X10" 
1.2X10" 
1.1X10’ 
1.0X10“ 
9.0X10“ 
4.1X10" 
1.8X10'» 
3.1 X10'" 

2.1X10’ 
3.4X10" 
6.3X10’ 
1.2X10’ 
2.3X10" 
3.6X10" 
1 .3X10" 
2.1X10“ 

the alternating component of the electric field is along 
the stead}' magnetic field and thus there is no inter¬ 
action. When the alternating electric field is perpendicu¬ 
lar to the steady magnetic field, some interaction is ex¬ 
pected to occur, and this can be noted by examination 
of the graphs. 

The most pronounced effects of the steady magnetic 
field on transmission should, of course, be expected in 
the case where the magnetic field is normal to the inter¬ 
face so that the alternating electric field is always nor¬ 
mal to it. Here we observe that the left-hand and right¬ 
hand circularly polarized waves are affected differently 
by the steady magnetic field. Moreover, the transmis¬ 
sion curve of the linearly polarized signal always lies 
between transmission curves for left-hand and right-
hand circularly polarized waves. 

At lower frequencies, when the indices of refraction 
n' and n" are much larger than unity, examination of 
the graphs of Figs. 2 and 3 will reveal that the trans¬ 
mission of the signal is independent of frequency. This 
comes about from the asymptotic behavior of (5). In 
the case of a homogeneous layer when the steady mag¬ 
netic field is normal to the interface (0 = 0), it can be 
shown that 

16c2(o>„2 + p2
2- »----, (10) 

1 1 o>->0 Puf 

where <ü<,=eBalm, up = c\/N/me„, and v are the cyclo¬ 
tron, plasma, and collision frequency, respectively. A 
similar asymptotic limit can be derived for the case of 
the steady magnetic field in the plane of the interface. 

Conclusions 

It has been shown that a steady magnetic field of 
sufficient strength will enhance the transmission of 
radio waves through an ionized layer. The following 
further remarks are appropriate: 

1) Transmission is generally better when the steady 
magnetic field is normal to the interface than when 
it is in the plane of the interface. 

2) Improvement in the transmission due to a steady 
magnetic field is more pronounced at lower fre¬ 
quencies. 

3) At frequencies low enough, the transmission is 
frequency independent and is proportional to the 
square of the steady magnetic field. 
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The Use of Magnetic Fields in the Elimination 
of the Re-Entry Radio Blackout* 

H. HOD AR At 

Summary—This paper reviews first the most significant results 
concerning wave propagation through the plasma sheath surround¬ 
ing a re-entering missle ; second, it presents a new evidence showing 
that the re-entry radio blackout can be eliminated when a static 
magnetic field of the order of 500 Gauss is applied through the 
sheath. The evidence is based on the results of an analysis of trans¬ 
mission and reflection losses taking place at a plasma-air interface. 
The analysis also shows that in the special case of the absence of 
collisions, G = 0) maximum transmission occurs when the signal 
frequency (w) is half the gyrofrequency (w>); the ratio of transmitted 
to incident power, in this case, equals approximately the ratio of 
gyro to plasma frequency. This result is also shown to hold when 
collisions are present, provided that p*«(w6—<o)2. 

Introduction 

HYPERSONIC space vehicles re-entering the at¬ 
mosphere are surrounded by a sheath of ions and 
free electrons known as a “plasma sheath.” The 

mechanism by which the sheath is formed is described 
elsewhere and need not be repeated here.1 The presence 
of the sheath reflects and attenuates propagating elec¬ 
tromagnetic waves so severely that radio communica¬ 
tions with re-entering space vehicles are temporarily in¬ 
terrupted. This interruption or “radio blackout” is a 
problem of concern, in particular with future manned 
Hights when continuous radio contact with the ground 
is necessary. 

Extensive work is being done on the radio-blackout 
problem. Several solutions have been proposed, such as 
recombination,2 transpiration cooling,3 and shaping of 
the re-entering vehicle;4 all three methods attempt to 
reduce the electron concentration in the plasma sheath. 
Another method currently in use is to transmit above 
the plasma resonant frequency, as the attenuation is 
much less severe.6 Finally, a method advocated by the 
author“-8 and others9 consists ol altering the electro¬ 
magnetic properties of the plasma by superposing a 
static magnetic field. Several comparative analyses of 
the above methods have been published:1" " the present 
paper discusses only the magnetic-field approach and 
presents new evidence showing that the re-entry radio 
blackout can be eliminated with relatively low magnetic 
fields of a few hundred Gauss. 

ELECTROMAGNETIC PROPERTIES OF Pl.ASMA— 

Physical Justification of the Static 
M AGNETH -El ELD APPROACH 

The electromagnetic properties of plasmas have been 
discussed extensively in the literature and more recently 

* Received by the IRE, August 28, 1961. Portions of this paper 
are abstra< ted from the author’s Ph.D. dissertation at the Illinois 
Institute of Technology, Chicago, Ill. 

t The Hallicrafters Co., Chicago, Ill. 

in connection with microwave tubes 12 and the re-entry 
problem. 13 Electromagnetic plasma properties are best 
expressed in terms ol three basic parameters: 1) elec¬ 
tron-plasma resonant frequency wp, 2) electron collision 
frequency v, and 3) electron gyrofrequency w/,. 

I he plasma resonant frequency varies directly with 
the square root of the electron density ¿V and plays a 
role which is analogous to that of the cutoff frequency 
of a waveguide; a lossless plasma cannot support wave 
propagation at frequencies below The plasma reso¬ 
nant frequency is 

(Q, M, and e, are, respectively, charge and mass 
of the electron and dielectric constant of free space 
in inks units.) 

I he collision frequency is a measure of the attenuation 
of electromagnetic waves in the plasma. When the col¬ 
lision frequency is zero, the attenuation is zero: as 
shown in another section of this paper, the attenuation 
is also zero when v = oo. 

1 W. B. Sisco and J. M. Fiskin, “Electromagnetic W ave Propaga¬ 
tion in Shock Ionized Media,” Douglas Aircraft Co., Long Beach, 
Calif., Engineering Paper No. 633; October, 1958. 

2 |. S. Butz, |r., “Hypersonic aircraft," Aviation HerC vol. 70. 
pp. 156-169; June 22, 1959. 

* K. R. Stehling, “Re-entry cooling,” Space/Aeronautics, vol. 32, 
pp. 43 45; September, 1959. 

' “Telemetry Blackout and Re-entry Radar Cross-Section lor 
Different Re-entry Vehicles,” Aeronutronic Div. of Ford Motor Co.. 
Newport Beach, CaliL, l ech. Rept. No. I’-1029; October 20, 1960. 

5 K. M. Baldwin, O. E. Bassett, and E. I. Hawthorne, “Telecom¬ 
munication during Re-entry,” Avco Research: Symp. on the Plasma 
Sheath, Boston Mass. ; December 7-9, 1959. 

6 II. Hodara, H. R. Raemer, and G. I. Cohn, “Space Communi¬ 
cations during Re-entry,” presented at the meeting of the IRE 
Professional Group on Space Electronics and Telemetry, Chicago. 
III.; February 12, 1960. 

7 II. Hodara, H. R. Raemer, and G. I. Cohn, “A new approach 
to space communications,” Proc. X 1th Internat!. Astronáutica! Conf.. 
Stockholm, Sweden; August 16-20, 1960. 

8 II. Hodara, “A New Approach to Space Communications during 
Re-entry,” presented at 15th Annual Meeting, American Rocket 
Society, Washington, D. C., Paper No. 1529-60; December 5 8. 
1960. 

• G. T. Flesher, “On the Elimination of Communications Dropout 
during Space Vehicle Re-entry," NAECON Proc., Dayton, Ohio; 
May 2 4, 1960. 

10 E. F. Dirsa, “The telemetry and communication problem of 
re-entrant space vehicles,” Proc. IRE, vol. 48. pp. 703-713; April, 
1960. 

11 I. L. Carbine, H. G. Adam, and W. C. Bunyea, “The Problem 
of Miss-Distance Measurement for Intercept of a Re-entry Body,” 
New Mexico State University, Physical Science Lab., University 
Park, N. M., BTL P. O. No.D-232136; Deceml>er 29, 1960. 

12 R. F Whitmer, “Principles of microwave interactions with 
ionized media,” Microwave J., pt. II, Electron-Cyclotron Resonance, 
vol. 2, pp. 47-50, Sylvania Products Co., Microwave Physics Lab.; 
March, 1959. 

” M. P. Bachynski, I. W Johnston, and I. P. Shkarotsky, 
“Electromagnetic properties of high temperature air,” Proc. IRE. 
vol. 48, pp. 347-356; March, 1960. 
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In the presence oí a static magnetic field B», a free 
electron describes a circular motion in a plane normal 
to the field lines. It revolves at the gyrofrequency Wb. 
The gyrofrequency increases directly with the strength 
of the magnetic field; it is a vector quantity defined by 

Q 
-Bo. (2) 
M 

(For an electron, Q<0 and has the same sense 
as Bo.) 

The presence of a static magnetic field alters the elec¬ 
trons’ motion in the plane transverse to Bo, thus intro¬ 
ducing new propagation modes. Consider, for instance, 
an electromagnetic wave at a frequency u<up in a col¬ 
lisionless plasma (y = 0). When Bo = O, no propagation is 
possible. As B„ increases, the radius of the electron’s 
orbit decreases. When Bo is infinite, the orbit's radius is 
zero and the electrons’ motion in the transverse plane 
is frozen; no interaction takes place between electrons 
and an electromagnetic plane wave whose wave front is 
normal to Bo. Under these conditions, the medium is 
no longer dispersive; a “spectral window” is opened 
through which a plane wave travels as if in vacuum. 

The preceding reasoning suggests the possibility that 
windows exist in the plasma over a finite frequency band 
for finite values of B„. In particular, attention is di¬ 
rected to the existence of windows in the band of fre¬ 
quencies below plasma resonance. The spectral charac¬ 
teristics of a collisionless plasma in the presence of a 
static magnetic field are illustrated in Fig. 1; their deri¬ 
vation is given elsewhere.8 The results are not new, as 
they stem from the classical Appleton-Hartree formula; 
they are presented graphically in terms of normalized 
frequencies 

œ / 
Q = — = — (3a) 

u p fp 
“b fb ... . 

m = — = — • (3b) 
u p fp 

Similar spectral characteristics have been published 
previously in unnormalized form. 12 Fig. 1 reveals the 
existence of a window below the gyrofrequency when a 
right-handed (RH) circularly polarized wave propagates 
in the direction of B(. (longitudinal field). This mode of 
propagation is of interest since the location of the win¬ 
dow is not dependent on the plasma resonant frequency. 
The window’s location is determined solely by the 
strength of the static magnetic field independent ot the 
electron density, provided that the plasma is collision¬ 
less. For instance, an unbounded collisionless plasma 
with 10 12 electrons/cm3 sustains wave propagation with 
no attenuation up to about 1 kMc when a static mag¬ 
netic field of 357 Gauss is applied. On the other hand, 
Fig. 1 shows that, under the same conditions, a left¬ 
handed (LH) circularly polarized wave is transmitted 
free of attenuation down to about 1.2 kMc, provided 
the applied field is at least 2000 Gauss. It does pay to 
select the “RIGHT” mode in order to eliminate radio 
blackout during re-entry. 

Fig. 1—Spectral characteristics of collisionless plasma with de mag¬ 
netic field. Shaded areas are regions of no propagation. 

Plane-Wave Anai.ysis 

The re-entry radio blackout is caused by the plasma 
cutoff characteristics, the attenuation losses due to col¬ 
lisions, the reflectionstaking place at interfaces or in re¬ 
gions of rapidly varying electron density, and the 
changes in the antenna-radiation pattern. The results on 
which the elimination of radio blackout is predicated 
in this paper are based entirely on a plane-wave analy¬ 
sis. Associated with a plane-wave analysis are several 
sources of errors. To mention a few: first, the signal 
wavelength is often long with respect to the thickness 
of the sheath, and second, the near fields from the 
antenna cannot be neglected. Considerable work, both 
experimental 11 and theoretical, 16-18 is being carried on 
in connection with the effects of the plasma sheath on 
the radiation pattern of antennas. Results from this 
work seem to confirm the validity ol the plane-wave 
analysis. 18 Measurements of signal-attenuation loss at 
about 200 Me for a dipole transmitting antenna im¬ 
mersed in a plasma stream 3 inches in diameter shows 
favorable comparison between experimental results and 
the results of a plane-wave analysis. 19 This last investi¬ 
gation supports the static magnetic-field approach 
based on such an analysis. 

14 R. L. Chuan, H. H. Kuehl, and Z. Kaprielian, “A Study of the 
Transmission of Radio Signals from a Hypersonic Vehicle,” Univer¬ 
sity of Southern California, Los Angeles, Calif., USCEC Rept. 
70-101; June 30, 1960. 

15 J. R. Wait, “The Electromagnetic Fields of a Dipole in the 
Presence of a Thin Plasma Sheath,” Natl. Bureau of Standards, 
Boulder. Colo., NBS Rept. 6083; April 4, 1960. 

“ H. H. Kuehl, “Radiation from a Gap-Excited Cylinder Sur¬ 
rounded by a Uniform Plasma Sheath," University of Southern Cali¬ 
fornia, Los Angeles, Calif., USCEC Rept. 71-202; June 30, 1960. 

17 C. M. Knop, “The radiation fields from a circumferential slot 
on a metallic cylinder coated with a lossy dielectric,” I RE TRANS, on 
Antennas and Propagation, vol. AP-9; November, 1961. 

18 H. Hodara and G. 1. Cohn, “Radiation characteristics of slot 
antennas in the presence of a lossy anisotropic plasma sheath,” 
Proc. NEC, Chicago, III.: October, 1961. 

19 P. W. Huber and P. G. Gooderun, “Experiments with Plasmas 
Produced bv Potassium-Seeded Cyanogen Oxygen Flames for Study 
of Radio Transmission at Simulated Re-entry Vehicle Plasma Condi¬ 
tions,” NASA, Washington, D. C., Tech. Note D-627; Washington, 
D. C.; January, 1961. 
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Effect of a Static Magnetic Field on Signal 
Transmission through Plasma 

Attenuation and Phase Shift 

The plane-wave theory yields the value of attenua¬ 
tion a and phase shift 0 when collisions are present in 
the plasma.8 The results are presented graphically in 
Figs. 2-6 for an RH wave; the collision-frequency pa¬ 
rameter F is normalized with respect to ai,, as follows: 

y p 2tt 
</ = - = — • (4) 

Up J p 

The curves in the figures display the well-known fact 
that collisions remove the discontinuities in the spec¬ 
trum and make propagation possible at all frequencies 
with varying degrees of attenuation. Furthermore, the 
range over which the phase function ß is linear increases 
with the collision frequency. The peaks and valleys of 
the 0-curves (Figs. 5 and 6) are typical of the rapid 
phase variations exhibited by lossy media near reso¬ 
nance or cutoff. 

Of major interest is the reduction in attenuation 
brought about when a static magnetic field is applied. 

Fig. 2 Normalized attenuation vs normalized frequency, RI I wave. 
Variable static longitudinal magnetic field in; fixed collision fre¬ 
quency 7 = 0.1. 

Fig. 3—Normalized attenuation vs normalized frequency, RH wave. 
Variable static longitudinal magnetic field in; fixed collision fre¬ 
quency 7= 1.0. 

Fig. 4 (a > Normalized attenuation vs normalized frequency, RH wave. \ ariable static longitudinal magnetic field in; fixed collision 
frequency 7 = 5.0. (b) Normalized loss reduction vs normalized frequency. 

Fig. 5—Normalized phase shift vs normalized frequency, RH wave. 
Variable static longitudinal magnetic field tn; fixed collision fre¬ 
quency 7 = 0.05. 

Fig. 6—Normalized phase shift vs normalized frequency, RH wave. 
Variable static longitudinal magnetic field nt; fixed collision fre¬ 
quency 7 = 0.5. 
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The reduction caused by the magnetic field is more sig¬ 
nificant at low (ç<l) collision frequencies. From the 
data of Figs. 2-4, a loss reduction factor R in decibels is 
plotted vs Q. The factor R gives the loss reduction with 
several values of applied static magnetic field at various 
collision frequencies. R is given by: 

m , , _, 

R(db) = 20 login—— = (20 login e) (a,,o — a«.™)2. (5) 
As,o 

is the reduction in the electric-field amplitude over 
a distance of z-meters in the plasma for a given normal¬ 
ized collision frequency q and gyrofrequency m. Eq,u is 
the reduction under the same conditions when the static 
magnetic field is absent (w=0). <xg,m and a,,.o are the 
attenuation factors in nepers per meter at some collision 
frequency q for gyrofrequencies m and zero, respec¬ 
tively. The abscissa R in Fig. 4(b) is normalized with 
respect to z and (q = 3X 10s m/sec, 8.68 = 20 logm e) ; 
the relative decibel reduction in attenuation attained 
with a magnetic field increases directly with the operat¬ 
ing frequency, the plasma resonant frequency and the 
thickness of the sheath. 

On the other hand, there is little improvement in loss 
reduction at high collision frequencies (q = 5) when mod¬ 
erate magnetic fields are used (m = 0.5). For instance, 
assume a plasma resonant frequency of 10 kMc, a col¬ 
lision frequency of 6 kMc (ç = 0.1), a sheath thickness 
of 4 cm, a magnetic field of 357 Gauss (w =0.1), and an 
operating frequency of 500 Me. Under these conditions, 
the loss reduction is 7 db; if the magnetic field is in¬ 
creased fivefold, the reduction in attenuation is 35 db. 
When collisions increase to 50 kMc (q = 5), the abso¬ 
lute attenuation is considerably lessened while the rela¬ 
tive loss reduction caused by a static magnetic field is 
minor; thus, 2000 Gauss are required to further reduce 
the attenuation by 2 db. The benefits to be derived 
from the application of a static magnetic field are sig¬ 
nificant at collision frequencies below plasma reso¬ 
nance; for a given magnetic field, the loss reduction fac¬ 
tor R increases considerably as v decreases. \\ hen the 
re-entry blackout occurs, v is believed to be of the order 
of 0.1 under such conditions, an extrapolation of 
the curves of Fig. 4(b) shows a 70-db reduction in at¬ 
tenuation when the applied static magnetic field is 350 
Gauss, it / = 500 Me and /p=10 kMc. 

Reflection Losses 
I he presence oi a plasma-air interface creates addi¬ 

tional losses in the signal transmitted through the 
sheath. In the present paper, an expression is derived 
for the power transmitted into a semi-infinite plasma 
slab. The slab has constant electron density and con¬ 
stant collision frequency; it is threaded by a static mag¬ 
netic field normal to the interface and parallel to the 
direction of propagation. Work is in process to extend 
the analysis to a plasma sheath ol finite thickness; how¬ 
ever, the results obtained from the present analysis are 
of considerable interest. When a linearly polarized 

TEM wave impinges on the interface, both RH and LH 
waves are generated. Straightforward application of 
Maxwell's equations and boundary conditions yields the 
following expressions for the reflected fields in terms of 
the incident fields £xi+ and Hyl +: 

„ 1 - y,<yL r + Exr --- Exp, (6) 
(1 + y„)(l T yO 

The subscript 1 refers to free space, the superscripts + 
and — refer respectively to incident and reflected waves. 
The symbols R and L indicate RH and LH waves, and 
the subscript 2 in the expressions which follow refers to 
the plasma medium. 

1 
E^ • =-EXC (10) 

1 4- yn.L 

yu r 
-Hvp. (11) 

1 T yn.L 

1’he other components are related by 

= jEUiK, (12) 

(13) 

11^ = jH uïR, (14) 

HxiL = -jHvïL. (15) 

yu and ye are the wave admittances of the plasma nor¬ 
malized with respect to the characteristic admittance of 
free space, yu and yc are identical to the complex index 
of refraction of the plasma for the RH and LH mode; 
they are given by the following; 

/ r 
y« = 4 IT —e-\—i (19) 

yL V U[(m + U) - jq] 

In the absence of collisions, (16) and (17) reduce to the 
familiar expressions for the index of refraction in terms 
of the denormalized parameters ub and 

yu = a/1 + - U») 

1 - --• (19) 
r + œ)w 
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The power transmitted into the plasma is calculated as 
follows: 

1\ = }<R(E X H*). (20) 

61 means “real part of,” and the asterisk indicates conju¬ 
gate values. Substitution of (6) to (15) into 
the transmitted to incident power ratio p; 

Er Pr 

~P~ “ $E+H + 

2(HyK* 2Uy,f 
p “ i-r +1-F I 1 + y« I I 1 + y¡. I2

The power ratio for the RH wave is 

2Wyi* yn + yi* 
Aw i-r = i-r ' 

|i + yff|2 |i+y«|2

Similarly for the LI/ wave, 

2(«y¿* yL + y if 
P' - --- = --- ■ 

I 1 + y 1. 1 ■ | 1 + yr 12

and the total transmitted to incident power 
given by 

P = Ph + pi.. 

1'he ratio is plotted in Fig. 7 for the collisionless case 
(ç = 0). It reaches a peak at w = w6/2. When uh <0.10 up, 
the maximum ratio is approximately m=ub/up. For 
instance, let fp = 10 kMc; if a static magnetic field of 350 
Gauss corresponding to it gyrofrequency of 1 kMc is 
applied, the maximum amount of power transferred into 
the plasma is 10 per cent of the incident power at 0.5 
kMc. increasing the static field fivefold only gives a 3-db 
improvement in power transfer. If the incident wave is 
right-handed polarized, no LH is generated in the 
medium and 3-db additional power penetrates the 
plasma, but no propagation takes place above gyrofre-
quency. When collisions are present, several important 
results stem from Figs. 8-10. For a given collision fre¬ 
quency, reflection losses at the interface are reduced 
when a static magnetic field is applied. The reduction is 
more significant at lower collision frequencies. For in¬ 
stance, if V = 200 Me, fr = 2 kMc and B„ = 350 Gauss, 
reflection losses are reduced approximately by 5 db be¬ 
low 200 Me. Under the same condition, except for v— 10 
kMc, a static field of 3500 Gauss reduces reflection losses 
by only 1.8 db. Another important result is the fact 
that when large magnetic fields are applied (w = 5), the 
collisions have little influence on reflection losses. In 
this case, reflection losses are determined mostly by the 
operating frequency. For low static fields the mismatch 
at the interface is lessened as the collision frequency in¬ 
creases. High collision frequencies not only decrease at¬ 
tenuation losses through the plasma but also decrease 
the reflection losses at the plasma-air interface. The 
reason for the reduction in reflection losses as collisions 

tzu; gives 

(21) 

(22) 

(23) 

(24) 

ratio p is 

(25) 

F ig. 7 I ransmitted to incident power ratio vs normalized frequency, 
RI I wave. Variable static longitudinal magnetic field m; fixed 
collision frequency </ = 0. 

Fig. 8 Transmitted to incident power ratio vs normalized frequency, 
Ri I wave. Variable static longitudinal magnetic field m; fixed 
collision frequency <; = 0.1. 

Fig. 9—Transmitted to incident power ratio vs normalized frequency, 
RH wave. Variable static longitudinal magnetic field in; fixed 
collision frequency </ = 1.0. 

Fig. 10—Transmitted to incident power ratio vs normalized fre¬ 
quency, RH wave. Variable static longitudinal magnetic field m; 
fixed collision frequency g = 5.0. 
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increase is easily seen from Maxwell’s second equation 
when Wò = 0: 

V X H = jutrerE. (26) 

ér is the complex relative dielectric constant given by8

, <7 a'p2

«r = if + 7- = 1 + —---— • (27) 
jut,- + jo>) 

Substitution of (27) into (26) gives 

V / a>„2 \ 

V X H = wp2e, —- E + jweA 1-IF. (28) 
v2 + or \ V2 + a>2/ 

The first term on the RHS of (28) is the conductance 
current in phase with E. The second term is the dis¬ 
placement current. Rewriting (28), 

V X H = oE + jue^E, (29) 

a is the effective conductivity of the medium and the 
effective relative dielectric constant; they are given by 
the following: 

(30) 

(31) 

a becomes zero at «< = 0 as well as v= x ; it follows that 
signals through the plasma suffer little attenuation at 
low collision frequencies: 

v2 « (32a) 

if 

a,/ « a,2. (32b) 

Similarly, they suffer little attenuation at high collision 
frequencies: 

X2 » o>2 (33a) 

if 

v a>p2 
-»— (33b) 
U OU 

The low attenuation at high collision frequencies occurs 
because the electrons, having a mean free path of small 
duration, do not have enough time to abstract energy 
from the incoming wave and convert it into incoherent 
radiation. 

The conductivity is maximum at x = maximum at¬ 
tenuation, however, does not occur at this frequency 
since it depends on the power factor of the medium, that 
is, on a as well as we. 

From (16) and (17) it is seen that the curves for 
power transfer in the collisionless slab (Fig. 7) apply to 
the lossy plasma provided that 

q2 « (m — U)2

V2 « (a>¡, — o>) 2 . 

(34a) 

(34b) 

Conclusion as to the Practical Feasibility 
of the Static Magnetic-Field Approach 

The preceding discussion shows that magnetic fields 
of a few hundred Gauss are sufficient to reduce appreci¬ 
ably the attenuation loss through the plasma sheath 
and the reflection loss at the plasma-air interface during 
re-entry, thus possibly allowing uninterrupted com¬ 
munications. Justification of the plane-wave analysis is 
borne out by recent experimental work at NASA 19 and 
theoretical work by the author. 18

A feasible antenna system is described by Carbine, 
et al., in a recent report. 11 The antenna is circularly po¬ 
larized, of the spiral type, 12 in in diameter, and de¬ 
signed to operate at 250 Me. The magnetic field is gen¬ 
erated by means of a 1000-turn coil and no. 10 alumi¬ 
num wire. The coil weighs about 35 lbs and dissipates 
150 watts; a standard 28-v de source is used. The mag¬ 
netic-field intensity is expected to reach about 500 
Gauss at the boundary layer, where the plasma sheath 
reaches its highest electron concentration. To save 
power consumption, the system would be programmed 
to be turned on shortly prior to re-entry. 
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RF Reflectance of Plasma Sheaths* 
LEONARD S. TAYLORf, member, ire 

Summary—The wave equation for the propagation of a TE wave 
in a plane stratified plasma sheath is solved by the method of series, 
and an expression for the reflection coefficient is abstracted. In 
special cases the series may be identified with certain known func¬ 
tions, and simple formulas for the reflectance are obtained. In gen¬ 
eral, however, the reflection coefficient appears as the ratio of com¬ 
plex infinite series. 

I. INTRODUCTION 

ÍHE presence ol ionized layers about reentry and 
other high speed vehicles in the atmosphere has 
created interest in the propagation of electromag¬ 

netic radiation in stratified plasmas. In these layers, 
ionization levels ot the order of a per cent at tempera¬ 
tures ol several thousand degrees Kelvin are achieved. 
In view ol the physical dimensions ot the objects and the 
wavelengths involved, it is often a legitimate approxi¬ 
mation to consider the interaction of the field and the 
plasma in terms ol a plane wave propagating into a 
plane stratified medium.' This approximation is also 
valid when the application of the results to ionospheric 
soundings are required. The present study, which is 
largely a review, shall be restricted to the TE wave 
geometry (Eig. 1). It is assumed that the plasma is 
bounded to the right by a plane infinite metal wall. 

This latter assumption offers no real restriction since, in 
most cases, we are assured on physical grounds that the 
radiation does not effectively penetrate deeply into the 
plasma, particularly when high ionization densities 
exist in the plasma. Thus the insertion of a wall at these 
depths will not affect the situation, and offers mathe¬ 
matical advantages. We shall also assume that the vari¬ 
ation of ionization density may be adequately repre¬ 
sented as a parabolic function of the depth. Thus the 

* Received by the IRE, September 5, 1961. This work was sup¬ 
ported by Air Force Contract 30(602)-1968. 

t General Electric Space Sciences Lab., Valley Forge, Pa. 
1 The reader is referred to !.. M. Brekhovskikh, “Waves in 

Layered Media,” Academic Press, Inc., New York, X. Y., 1960, asa 
general reference. 

results will encompass certain special solutions previ¬ 
ously obtained2 3 but not those cases4-’ of density varia¬ 
tions with z-2 or e’, which have been considered at 
length elsewhere. Although the results are sufficient to 
determine the fields in the plasma, primary interest will 
be centered in the (voltage) reflection coefficient R of 
the sheath. 

II. The Wave Equation 

To begin, we review the theoretical background of the 
wave equation for the field component. In a medium 
stratified the in z-direction, Maxwell’s equation for the 
propagation of a TE wave tE„ = E,=n) reduce to the 
scalar set," 

01/ 0H„ ieu 
---E, = o 

Oy Oz c 

0Ht OH 
--- = 0 
Oz Ox 

0H„ OH, 
-— = o 

dx Oy 

0Ex iuu 
-+-Hu = 0 
Oz c 

0Ex ¡U/S ---//, = o 
Oy c 

¡0 = », (1) 

where we use Gaussian units and assume that the fields 
vary as c’“'. Eq. (1) shows that Hy, Ez are functions 
of y and z only. When we eliminate the magnetic field 
components, and assume m = L these equations reduce 
to the scalar wave equation 

S-Ez(y, z) + iFk^’Exiy, z) = 0, (2) 

where w2 = e and kn = u/c = lir X„- A separation of vari¬ 
ables in conjunction with the boundary conditions is 
sufficient to show that 

Ex(y, z) = » G (3) 

2 1’. A. Albini and R. G. Jahn, “Reflection and transmission of 
electromagnetic waves at electron density gradients," J. Appl. Phys., 
vol. 32, pp. 75-82; January, 1961. 

3 L. S. laylor, “Microwave reflection and absorption by a non-
uniform plasma sheath,” Proc. 2nd Symp. on Engineering Aspects of 
Magnetonydrodynamics, Philadelphia, Pa., March, 1961; Columbia 
University Press, New York, X. Y. 

4 L. S. laylor, “Electromagnetic propagation in an exponential 
ionization density," IRE Trans, on Antennas and Propagation, 
vol. AP-9, pp. 483—487; September, 1961. 

’ L. S. laylor, “Reflection of a I E wave from an inverse parabolic 
ionization density," IRE Trans, on Antennas and Propagation, 
vol. AP-9, p. 582; November, 1961. 

6 M. Born and E. Woll, “The Principles of Optics," Pergamon 
Press, Inc., New York, N. Y., pp. 50-54; 1959. 
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where 0, is the angle of incidence and m(z) satisfies 

d2u(z) 
-1- Wf«2 — sin20,)w(z) = 0. (4) 

dz2

The form of (3) is an expression of the generalized 
Snell's Law, k sin 0 = constant. 

The dielectric constant which appears in (1) is, in 
general, complex. It is related to the complex conduc¬ 
tivity by the usual formula 

e = e# + 4ira/iw, (5) 

where we take en = 1 in the plasma and a = J / E\ a may be 
derived7 by considering the motion of electrons in the 
plasma (neglecting the ion current) as the sum of the 
individual electron velocities. The individual electron 
velocities may be represented as a sum of the isotropic 
thermal velocity r(t) plus a field-induced drift velocity 
r'(f). The equation of motion of an individual electron 
(charge —e, mass m) can therefore be written as 

rtotW = r(0 + r'(0 

= F(l)/m + /(/) ■ [grad rF(t) | m 

+ r'(0 ■ [grad ;F(Z)]/w — rDe J' m (6) 

4- STcPe'w,/^m. 

where F(t) represents the stochastic force due to col¬ 
lisions between the electron and the other particles and 
D is produced by the sources of the external field, which 
may be regarded as the true charges on a parallel plate 
capacitor. Eq. (6) is derived by considering that the radi¬ 
ation-induced motion is a small perturbation of the 
thermal motion. The terms gradrF(Z) and grad¡.F(Z) 
represent the small change of the collisional forces due 
to the radiation-induced displacement and velocity. The 
terms in r(Z) and F(t)/m refer to the thermal motion 
only and may be cancelled. Thus 

r'(Z) = r'(0 • [gradrF(Z)] w + r'(z)-[grad? F(Z)]/m 

— eDt m + HirePe^/im. (7) 

The average of the first term on the right of (7) is zero for 
collisions with neutral particles. Eor collisions with ions, 
this term has been shown by Darwin8 to cancel the 
polarization field created by the displacement of the 
other electrons in the plasma so we may write 

r'(Z) = r'(Z) • [grad ?F(Z)]/w — (Ed“', m. (8) 

After averaging over the orbits of the individual elec¬ 
trons, (8) yields the celebrated Lorentz phenomenologi¬ 
cal equation, 

= — mv,r'(l) — eEe""', (9) 

for the motion of electrons in a plasma. The parameter 
vc is best described as a coefficient of dynamical friction. 
In the case of a slightly ionized gas, with isotropic scat¬ 
tering of the electrons by heavy neutral particles, vr may 
indeed be shown to be the electron collision frequency. 9 

In other cases, it is customary to refer to vc as the effec¬ 
tive collision frequency in the medium. Integrating (9) 
and comparing the current density so obtained with the 
driving field, yields the complex conductivity 

a(z) = - iN{z)et/m(u — ivc), (!<•) 

where N(z) is the electron number density. 
Combining (10) with (4) and (5), we find 

It shall be assumed that vc may be treated as a constant 
independent of z. This assumption requires justification 
in individual cases, but following an argument similar 
to one introduced previously,2 the comparative sensi¬ 
tivity of the dielectric constant to variations of ve and N 
may be estimated from 

Thus the effect of collision frequency variations is small 
when the variation in the electron concentration is large 
compared to the variation in the collision frequency 
(especially in the case w»^, which is of particular inter¬ 
est). In Eig. 2, we display the results of aerodynamic 
calculations for a typical case of interest. 10 The magni-

Fig. 2—Aerodynamic electron densities and collision frequencies 
about a spherically blunted cone at Mach 21 anti 160,000-foot 
altitude. 

’ O. Theimer and L. S. Taylor, “The dependence of the plasma 
conductivity on frequency and collision time,” Ann. Phys., vol. 11, 
pp. 377-392; November, I960. 

8 C. G. Darwin, “The refractive index of an ionized medium. II,” 
Proc. Roy. Soc. A, vol. 182, pp. 152-166; April, 1943. 

" L. S. Taylor, “The conductivity of slightly ionized gases,” The 
Physics of Fluids (to be published). 

10 H. G. Lew and V. A. Angelo, “Plasma Sheath Characteristics 
about Hypersonic Vehicles,” GE Space Science Lab., Philadelphia. 
Pa., Tech. Information Ser. No. R60SD356; 1960. 
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tude of the quantity d[ln JV]/d[ln ?c] is of the order of 
10 in this case. Finally, we write (12) in the form 

d2u(z) 
- 7tf(2)]«(2) = 0 (13) 

dz~ 

where 

ß = kt COS 0, 

7 = 4tre2/»tc2(l — ivc/w) = 7o/(l — ivc/w). (14) 

111. The Series Solution for the Reflection 
Coefficient 

Under the assumption 

.V 
7V(2) = E Çr2r (15) 

r=0 

(AI finite), the coefficients of the wave equation are 
everywhere holomorphic, it is possible to solve the wave 
equation by the method of series, and the series con¬ 
verge for finite z. " Thus, 

(16) 

This solution contains two arbitrary constants, c„ and 
Ci. We rewrite the above in the form 

X X 

«(^ = c (l 22 a«z* + g 22 *«2“> (17) 
x=0 x=0 

where 

at = bn = 0, «„ = b, = 1. (18) 

Therefore 

du(z) i 
«(0) = e», - = d. (19) 

dz I x_0

In the left-hand plane, the wave consists of an incident 
wave of unit amplitude plus a reflected wave. Remem¬ 
bering that we have taken the positive exponential for 
the time dependence 

n(z) = e+i9‘ + Re “i:, (20) 

for 2<0 where R is the (complex) voltage reflection co¬ 
efficient. The continuity of the field and its first deriva¬ 
tive at 2 = 0 now requires that 

fo = 1 + R 

c, = W1 - R). (21) 

It is most convenient to work in terms of the normalized 
impedance 

1 + R 
--- = ißcflc,. 
1 — A 

(22) 

Finally, we apply the boundary condition «(2i) =0. Thus 
oc X 

co E + ci 22 = o. 
o=0 «=0 

(231 

As a result, 

completing the formal solution. 
It is evident on physical grounds that at large 2) , the 

impedance becomes independent of 2l. This occurs 
when, because of rhe processes of refraction and absorp¬ 
tion, the field does not penetrate effectively to the wall. 
We shall reler to this circumstance as the “infinite 
depth” case, and denote it by the subscript x. 

Example-. N(z) = Constant 

As a first example, we consider the trivial case 
N(z)=N. Writing 

ß1 — yN = a2, (25) 

we have immediately 

“ (—l)" /2a"2 ’ 
H(Z) = Co > , -

a=u, even S. 

Cl * ( —l) (•- 1,/2a•z• 

+ - E -;-(26) 
« .-0, O<M s! 

Thus 

iß * (-l)«-”'2«’^’ 
Z - 2^ ;-

a «=o. odd s! 

/ “ (—l)' /2a’21 " 

/ E -;- (27) 
' x«0, even • 

Of course, we recognize the series, with the result 

iß ß e2'a:> — 1 
Z =-tan az, --— • (28) 

a a e2"“' + 1 

1 aking the principal value (arg a<jr),we have in the 
case of infinite plasma depth 

Thus 

= ß a. CW 

3 — a 
Kx=-

ß + a 

(Recalling that 

a2 = ¿o2[«p2 — sin2 0,], 

(30) 

(31) 

where n„ is the complex index of refraction of the plasma, 
we find 

11 E. G. C. Poole, “Introduction to the Theory of Linear Differ¬ 
ential Equations,” Dover Publications, Inc., New York, N. Y on 
4-6; 1960. 

cos 0, — y/nfl — sin2 S; 
-»»00 ' 

cos 0, + y/nf2 — sin2 0, 
(32) 
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correctly. 12) It may be noted that no rearrangement of 
the series solution was necessary to separate (26) into 
terms proportional to ca and c,. This will occur when¬ 
ever N(z) is expressed in even powers of z only. 

IV. Thin Sheath ('ase 

Considering only plasmas which zero electron density 
at z = 0, (13) may be written as 

-— + [ß2 - y(qxz + q2z2 + • • • )]w(z) = 0. (33) 
dz2

Thus the recursion relation for the coefficients of the 
series solution is 

(w + 2)(n + l)cn+2 + d2c„ — yqic„-i 

- yqtCn-t — • • • = 0. (34) 

The first few coefficients are Co, Ci, 

d2
c2 — — ■—  Co, 

2 

1 
Cs = — (??iCo — ß2Ci). 

6 
(35) 

For sheaths that are thin compared to a wavelength, 
with a low electron density gradient, it is appropriate to 
retain only these first terms, with the result 

+ Ci z — -r 3* i 
u(z) ~c0 1-z2 4- yqiz' 

2 6 

ßzt — ß3zi*/6 

1 - ß2Z\2/2 + y^iZi’/ó 

Thus 

(36) 

(37) 

1 + i{ßzß - (dzi)2/2 + (yqt/ß3 — i)(^zi)76 

1^7(03)) - (^072+ (yqjß3 + 0(^076 

(Thus, if the terms in (ßzt)3 may be ignored also, we find 

1^1 = 1) 
In general, the series are poorly convergent and best 

suited to machine computation, even for sheaths only a 
few wavelengths thick. If the variations in electron 
density are small over distances comparable to a wave¬ 
length, however, perturbation solutions of the wave 
equation may be employed. 13

12 X. K. H. Panofsky and M. Phillips. “Classical Electricity and 
Magnetism,” Addison-Wesley Publishing Co., Reading Mass., p. 
180; 1955. 

” M. Klein, H. D. Greyber, J. I. F. King, and K. A. Brueckner, 
“Interaction of a Non-Uniform Plasma with Microwave Radiation,” 
General Electric Co., Philadelphia, Pa., Tech. Information Ser. No. 
R59SD467; 1960. 

V. Parabolic Density Profile 

For many applications, a density variation 

N{z) = qiz + q2z2 (39) 

adequately represents the profile. We first consider two 
special cases of this formula. 

Case 1 : q2 = 0 

In the case of a linear ramp in electron density q2 = 0, 
and the wave equation is 

d2u(z) t . 
——- + Id2 - 7Çiz|«(z) = 0. (40) 
dz2

It is indeed possible to carry out the series solution by 
the method discussed. The series thus obtained could 
then be identified with the Airy functions. In the present 
case, this is quite artificial and it is preferable to trans¬ 
form directly, writing 

f = - (ß2 — yqizj/tyq^ 213. (41) 

We have Airy's equation: 

d2u 
0. (42) 

dC 

Thus 

u = Aai(£) + (43) 

Extensive numerical results, based on calculations with 
somewhat different boundary conditions have been 
given previously.2 In the present case, writing 

fo = f(z = 0) = - d2/^)2'3

fi = f(z = Z1) = (-d2 + 7?iZi)/(79i) 2/’ (44) 

and noting that 

c„ = «(z = 0) = ACti^o) + B®f(fo) 

c. = = toú^Ua^Co) + B«i'(fo)] 
\dz/ 2_„ 

«(zi) = 0 = A «iff,) + B^ß (45) 

where the prime indicates differentiation with respect to 
f, we find 

iß «î(fo)®f(fi) - «i(f,)®i(fo) X — --- . (46) 
(7Ç1)1'8 aí'(fo)®í(fi) - «í(fi)®í'(fo) 

In the limiting case of infinite depth, 

0 < arg f, = I arg y < ir/3, (47) 

and we may employ the asymptotic forms 11

aiff,) =fr1'4 exp ( — §fi3'2) 
2vir 

®i(ft)-^fr1'4 exp (if,3'2). (48) 
VIT 

11 A. Erdelyi, “Asymptotic Expansions,” Doter Publications, 
Inc., New York, N. Y., p. 95; 1956. 
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Whence 

iß z. = —— (49) (7?t)' 3
As described previously, the wall has disappeared back 
into the plasma. The condition |fi¡ »1 is a rough esti¬ 
mate of the depth to which the field penetrates. 

For steep density gradients, | <K1, and the relation 
between the Airy function and the modified Bessel func¬ 
tions 

di^o) = !ro,/2 [/-i/»(&o3'2) - AMifo3'2)] 
« [3»'3r(2/3)]-* - [3^’r(4/3)]-*fo (50) 

yields 

Z. = - tf[3 2/3 r(4/3)/F(2/3)](ç l7)->'’. (51) 
Case 2: q\ = 0 

In the event of a purely parabolic density variation 15 

the wave equation 

d2u(z) , , , , + I/?2 — yq^ul^z) = 0 (52) 
dz~ 

may be transformed by the substitutions 

£ = 

P = %\ß2(yq2)~' 12 - 1] (53) 
into the Weber equation 

In the present instance, it is useful to treat this equation 
in the following way: The usual transformation 

u = e~(2liv (55) 
is even in £ (or z) and will not affect the identification of 
the appropriate coefficients. Upon substitution we find 

d2v dv (56) 
d^ di 

I he series solution leads to the recursion relation 

r - P 

(r + l)(r + 2) (57) 

16 Since the writing of this article, an extensive treatment of this 
problem apropos to the ionosphere has been given by K. G. Budden, 
“Radio Waves in the Ionosphere,” Cambridge University Press, 
England; 1961. (The formula for the reflection coefficient in this 
case was first given by O. E. H. Rydbeck, Chalmers tek. Högskol. 
Handl., No. 34; 1944.) Many of the results obtained in this paper 
have also been independently obtained by D. J. Ben Daniel and 
H. Hurwitz, Jr., “WKB Matching Conditions at Gradual Interfaces,” 
GE Res. Lab., internal Rept., Schenectady, N. Y. (to be published). 

Thus 

6! 

(p - l)(p — 3)(p — 5) f + ■ • - . (58) 
7! 

(p - l)(p - 3) t ..-£“ p — 1 
®2 = £-3! 

2! 4! 
p(p — 2)(p — 4) 

From (24) the impedance is 

®2(íi) fdz 
I’tUi) \rf£ 

(59) 

In general, it is at this point that numerical work is re¬ 
quired. In the present instance, however, these series 
may be identified with the Kummer series, which is de¬ 
rived from the confluent hypergeometric function 16

a a(a + 1) x2<b(a, c;x) = 14-x 4---E ■ • • . (60) 
c c(i+l) 2! 

Thus 
ft = 4>( - |p, I ; |£2) 
x2 = £*(j - |p,$;|£2). (61) 

Whence 

*(i - Ip, i; i£2) Z = - ^,(47</2)- /4 ¿py—p • (62) 
But for Re jxj — 

*(«. c; x) ~ [rf^/ria)]^-“-'. (63) 
Whence, in the case of infinite depth, 

Zx = - iß^q-f)-' 1̂ -^ 2r(j - |p). (64) 
The gamma functions of complex argument have been 
tabulated. 17 I sing this table, we find for example at 
Xo = 3 cm, «pc/w = 0.1 and 92= 10 12, Zw = 0.29 —O.27i, 
I =0.58. 

The result obtained in the foregoing paragraph now 
reduces the solution of the more general problem 
(7i#0#</4 to a simple transformation. Writing the 
wave equation as 

d-’u —4- (p 4- I 4- ri - * i2)u = 0, (65) 

16 Bateman Manuscript Project, “Higher Transcendental Func¬ 
tions,” McGraw-Hill Book Co., Inc., New York, N. Y., vol. 1, ch. 6; 
vol. 2, ch. 8; 1955. 

17 U. S. Natl. Bur. Standards, Washington, D. C., “Tables of 
the Gamma Function for Complex Arguments,” Applied Mathe¬ 
matics Series 34; 1954. 
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where r = — 7l/4çi(4ç2)-3/4 , and completing the square 
with the substitutions 

£ = £' + 2r, p = p — T2, (66) 

reduces (65) to the Weber equation (54). Thus we recog¬ 
nize the series solution in the primed variables as 

u = e"«’'4 [^4>(— Ip', |; ID 

+ BDd - Ip', I; ID]. (67) 

The coefficients c0 and Ci and the ratio A/B are ob¬ 
tained in (45). The relation 16

d a 
— 4»(a, c; x) = — 4>(a + 1, c + 1 ; x) (68) 
dx c 

which may be derived by term-by-term differentiation 
of (60) has been used to arrive at the following expres¬ 
sion for the impedance: 

Z = + 1/4

X 2r4>(! |p',I;2T2)-y^(-|p',|;2r2) 

X (1 - 2r2)<I>(| - |p', f; 2r2) 

+ |r2(l - P')^ - Ip, f ; 2r2) 

+ —r] *(~Ip', I; 2r2) 
B 

+ 2p'4>(l - |p',i;2r2)] (69) 

where £/ = £'(z = Zi), 

^ = - (I -Ip', i; IíD/^-Ip', I; ID). (70) 

In the case of an infinite effective depth, (70) reduces to 

B V2r(| - |p') 

VI. Conclusion 

The methods outlined in the present work may be 
extended to electron density distributions containing 
cubic and higher order terms, either as outlined in Sec¬ 
tion IV, or by development of the wave function in func¬ 
tional series. In the latter case, it is possible to employ 
limiting forms to determine the solution in the infinite 
depth case. The utility of such formulas is limited, 
however, by the difficulty in abstracting numerical re¬ 
sults from such formal solutions. 

Correction 
W. W. Siekanowicz, author of “A Small-RF-Sig-

nal Theory for an Electrostatically Focussed Travel¬ 
ing-Wave Tube,” which appeared on pp. 1888-1901 of 
the November, 1960, issue of Proceedings, has called 
the following to the attention of the Editor. 

On page 1891, (17) and (18), the denominator of the 
third term within the parentheses should be 

2tto2 instead of u^. 

On page 1892 (36), the upper term in the parentheses 
to the left of the equal sign should be 

The right-hand side of (45) should read as follows: 

-2| A'1 2 ï — (rg + d) + - 1] I sin 0. 
1 u„ ‘ 

On page 1893 (55), the term to the left of the equal 
sign should be 

"Qia,. 
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^ling of Two Thin Infinitely-Long Slots 
v̂ on a Perfectly Conducting Plane in the 
re sene e of a Uniform Plasma Layer* 

JAMES S. YEEf, member, ire 

1'he investigation of antenna coupling was motivated 
communication with a hypersonic vehicle which upon 

reduces a plasma sheath over the antennas. The model 
mm_ analysis consists of two infinitely-long thin slots on a 
ground plane covered by a uniform plasma layer which is assumed 
to be a lossless gaseous dielectric slab having a dielectric constant 
less than unity but greater than zero. The coupling effects are de¬ 
scribed in terms of a mutual admittance parameter in an equivalent 
ir network from which other admittance parameters are derivable. 
The problem is formulated by spatial Fourier transforms which, 
upon inversion, would yield the desired results. The transform in¬ 
tegral for the case of a thick plasma layer is evaluated approximately 
by the method of steepest descent. The results are explained in 
terms of multiple reflections of rays by the sharply defined plasma¬ 
air interface. When the quantities are plotted as functions of slot 
separation, the perturbations show up in the form of ripples about 
the curve for the unbounded plasma. In a realistic situation, there is 
no well-defined boundary and the rippling may show up in a statistical 
manner. The coupling effect is found to be less serious in the presence 
of a plasma than in its absence. When the operating frequency is 
appreciably higher than the plasma frequency, the change in driving 
point admittance is small. Also, inside a thick plasma layer, no un¬ 
attenuating pole waves are excited. 

I. Introduction 

[5], [6J, the sheath problem in many respects resembles 
the solid dielectric interface problem of surface waves 
which has been studied quite extensively [7]—[10]. The 
techniques of analysis employed by these people are 
quite applicable to the present problem. 

In this paper an attempt is made to study the effects 
of the plasma sheath on the antenna admittance pa¬ 
rameters. The sheath is assumed to have a real dielectric 
constant less than unity but greater than zero. This as¬ 
sumption implies that the operating frequency is greater 
than the plasma frequency and that the electron-neutral 
particle collision frequency is negligible in comparison 
with the operating frequency. Because of the way the 
admittance parameters are defined, the problem is es¬ 
sentially one of finding the surface current due to the 
slot on the ground plane which is covered by a uniform 
plasma sheath. 

11. Field Formulation 

Consider a two-dimensional, double-layer problem as 
shown in Fig 1. In this figure two parallel, infinitely-

T XT Y HEN two identical antennas are located near 
A/w/ one another, mutual coupling effects exist. 

Various authors have studied the mutual coupl¬ 
ing problem with regard to certain antenna geometry 
and antenna operating characteristics. For example, 
Lucke [1 I studied the mutual admittance between slots 
located on the surface of a large-radius cylinder and 
compared the results with those in an infinite ground 
plane. Nishida |2 j, [3] investigated the effect of mutual 
coupling between two parallel slits located on a ground 
plane and on a cylinder on leaky-wave propagation. 
Edelberg and (Hiner [41 considered mutual coupling ef¬ 
fects in large slot antenna arrays. 

The problem considered in this paper was motivated 
by a study of communication with a hypersonic re¬ 
entry vehicle such as the Dyna-Soar which introduces 
an additional interface into the antenna geometry. This 
interface is due to the plasma sheath that is created 
about the vehicle upon re-entry. When antennas are 
located within this sheath, it is important to investigate 
the effects which the sheath may have on the antenna 
operating characteristics. When the sheath is treated in 
its most elementary form as a gaseous dielectric slab 

* Received by the IRE, September 27, 1961. 
t Antennasand Radomes I nit, Boeing Co., Seattle, Wash. 

FREE SPACE 

REGION I, y 

PLASMA LAYER 

^2,^2/2 

REGIONE. TSj_j 

ITTTTT^IIIlJIIIIIIIIIIilllll 

Fig. 1—Uniform plasma layer on two thin, infinitely-long slots 
in a perfectly conducting plane. 

long thin slots (St and 5») separated by a distance Zo 
are located on the surface of a perfectly conducting 
plane. Above this ground plane is a uniform plasma 
layer (Region II). It has a thickness a and equivalent 
electromagnetic parameters a2, Ma, and e2, which are the 
conductivity, permeability, and permittivity of the re¬ 
gion. On top of the plasma layer is free space (Region I) 
with equivalent electromagnetic parameters <ti, mi, and 
«i. Let Si be the origin of a rectangular coordinate sys¬ 
tem. If e’"' time dependence is assumed, w being the 
operating angular frequency, the fields are completely 
determined in each region by solving the differential 
equation for Hyl and Hy11 : 
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(1) = 0 
dz2

(2) + n2k2H" = 0 

where 

d'H,,' d‘Hu' 
dx 

a 

dx2
d2H" 
as2

M2«2 
k2 = œ2Miei and n2 = - 0 < n < 1. 

Other field components can be derived in terms of Hy' 
and Hy" from Maxwell’s equations: 

1 dli; 11
Ex"' = - --

¡Uti_2 dz 

1 dll,,"' 
E"'= — 

fwei.2 ox 

EJ U = 0 
//J.n = H mi = (). 

(3) 

(4) 

(5) 

(6) 

Let 0i and 02 be the spatial 1'ourier transforms of Hy 1 

and IIy" respectively; then the transform pair asso¬ 
ciated with the magnetic field in each region is: 

Region I 

<t>Ax, h) IIu'(x,z)e ikldz (7) 

where the real part of X i. 
equal to +i\/k2—h2 for outgo. 

The appropriate boundary cb» 
continuity of tangential fields alongé, 
the vanishing of Ezn everywhere i 
plane except the slots which are ass 
sources with voltages Vi and Vz, 
transforms 0i and 02 must necessarily satisfy 
conditions which are: 

Since the electric fields across the slots are constant, 
they are given by: 

E:" = Slot 1 (z = 0) (20) 

E." = VJ(z - z„) Slot 2 (s = sn) (21) 

where ò(z) and ô(z — zn) are Dirac-Delta functions. 
Incorporating the boundary conditions in (17), (18), 

and (19) leads to a set of three simultaneous equations 
for the coefficients . 11, . 1 2, and . 1 3: 

1 f x
Hui(x,z)=—j <t>i(x,h)e+ ikldli (8) 

2tt.' „ 

Region II 

0 < ï < a 

02(x, h) = J* H"(x,z)e- ik!dz (9) 

II "(x, s) = — f <t>2(x,h)e+'h;dh (10) 
2ir J 

In terms of the Fourier transforms 0, and 02, the dif¬ 
ferential equations (1) and (2) reduce to one variable: 

</20i 
—-X20, = O (11) 
dx2

d2d>ï 
~ - m202 = o (12) 
dx2

where 

X2 = A2 - A2 (13) 
M-> = /,2 _ „2^2 (14) 

and the solutions of which can be written: 

0, = lie-v (13) 

0, = .1 »e + -13C+'" (16) 

e-^Ai — e-“aAz — e^A, = 0 (22) 

X M M 
— -e “"A2 -I-e4“"-!:. = 0 (23) 
«i «2 «2 

mD - M-la = - gW (24) 

where 

gilt) = t0t2(Fi + KjC''*-’"). 

The solutions for the coefficients are: 

-2 gWn 
.h = —-- (2a) 

+ c_*“)(m«i tanh go + Xt2) 

-g(A)(Mtl + Xeje4"“ 
.1, = — (26) 

M(e+'"1 + e-““)^«! tanh pa + Xe2) 

-gilt)^! - Xe-Je-““ 
,1 3 = —--— • (2/) 

/u(e+“" + tanh no + Xe2) 

In terms of the transforms, the magnetic field in each 
region is: 

Region I 

a < x < » 

1 f* 2g(/t)eie_X(z~o)e+,','rfA 

2ir J (e+“a + tanh na + Xe2) 
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Region II 

0 < a- < a 

H"(x, z) = 
1 f” gWInn + Xe2)e+il“ 

2ir J x u(l + e“2i">)(g ei tanh pa + Xt2) 

gei — ÀÍ2 
-dh. 

III. Admittance Parameters 

In discussing the admittance characteristics of one 
slot in the vicinity of another it is convenient to repre¬ 
sent the fields by a four-terminal tt network as shown 
in Fig. 2. The circuit elements (Th) and (F22) are self¬ 
admittances of the respective slots. The mutual admit¬ 
tance (Fu) is a measure of the coupling of one slot into 
the other. The circuit equations are: 

I\ = FnFi + F12K2 (30) 

I2 = F21F1 + F22F». (31) 

Define 

Fig. 2— Equivalent circuit representation. 

(32) 

where Z21 is the short-circuited current (F2=0) induced 
in slot 52 due to the voltage excitation of Fi in 5i. Sim¬ 
ilarly, the driving point admittance (F/ and F»z) for 
each slot in the presence of the other is: 

Yf = — when 12 = 0 
Fi 

f122

z2
Yf = — when I< = 0 

V2 

Y^ 

(33) 

(34) 

The next step is to relate the circuit quantities to the 
appropriate fields. The surface current, Z21, per unit 
length in y is given by the magnetic field evaluated on 
the ground plane x = 0. It is defined as 

a J 21 = aT X auII U2l u(0, z). (35) 

I he voltage excitations of slot 5i and 52 are given by 

the line integrals of the tangential electric fields over 
the apertures. These are 

The assumption of delta slot sources reduces the mathe¬ 
matical complexities of the problem by avoiding a com¬ 
plicated integration of the field distribution over the 
apertures as shown in (36) and (37). In view of (35), the 
mutual admittance F12 per unit length in y as defined in 
(32) is simply: 

F12 
#^(0, Zo) 

Fi 
(38) 

IV. Evaluation of Hy2ilt

To determine FJ2 as shown in Section HI, it is neces¬ 
sary to evaluate the integral for the magnetic field Hyu 
at 52 due to 5i when IL = 0. This integral can be shown 
to exist for all physical situations. Of special interest is 
the case for an electrically thick plasma layer which 
most likely resembles the situation during re-entry. 
Fortunately, the integral for this case can be evaluated 
approximately by the method of steepest descent. An¬ 
other case which is worth considering but is not dis¬ 
cussed in this paper is that of an electrically thin plasma 
layer. The expression for Hy11 in this case is left in the 
integral form. 

.1. In the Presence of a Thick Plasma Layer 

From (29) and when x = 0, z = Zo, and F2=0, //V21 11 

becomes: 

ZZ„..„"(O, 2«) 

ûoe2Fi 

2ir 
/ — Xi2 \ 

(gi! + Xe2) I 1 -I--- e 1 e+''‘2" 
C™ \ T Xé2 / 
I-— — -dh. (39) 
J m(1 + e 2'“)(juei tanh pa + Xe2) 

Let 

r(/d 
— X«2 

M«i + Xe2
(40) 

As shown in Appendix I, I’(A) can be interpreted as the 
reflection coefficient of the magnetic field due to the in¬ 
terface in the h domain. HV21 11 can now be expressed as: 

twi.Fi f x 1 + IV-2*“ g+'*« 
^."(0, 20) = - —- 7—--- dh. (41) 

2ir J x 1 — IV n 

In the complex h plane, because of the multiple-valued 
behavior of X and p the integrand of (41) possesses two 
branch point singularities when X=0 and ju = O, and 
possible simple poles when 1 — IV-2*“ = 0. These poles, if 
they exist, give rise to characteristic propagating modes 
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that can be excited inside the plasma layer. However, 
because the index of refraction is greater than zero and 
less than unity, ()<«<! (medium 11 is less dense than 
medium I), it is shown in Appendix 111 that there are no 
simple poles on the negative real axis in the h plane. 
Therefore, along the path of integration of the integral 
in (41), l-re-^^O. 

Because F<1 and Reju is positive as shown in Ap¬ 
pendix 11, it is clear that Fc-'2"" is always less than unity. 
Hence, it is permissible to expand: 

00 

|1 _ re-2'“]-1 = 22 (re-2'“)’". (42) 
m—0 

From (42) the integral in (41) becomes a series of in¬ 
tegrals: 

so) 

2/ia^+»7*¿0 x22 ( Ve-^Y'dh (43) 

p^— 2na^+ihzo 
-— dll 

M 
p2g—4/10 g+ /Aro 

dh 
M 

(44) 

As shown in Appendix 11, Re ju is always positive along 
the integration contours. It is apparent that as a—, a 
situation in which the slots are immersed in an un¬ 
bounded plasma medium, all the terms except I„ vanish. 
In terms of the reflection coefficient (F), In represents 
contribution when there are no reflections (F = 0), and 
h represents the contribution due to rays emanating 
from Si toward the interface, which partially reflects 
them toward St. These reflected rays may be inter¬ 
preted as coming from image sources located at X — ± la. 
The strength of these rays is weighed by the appropriate 
reflection coefficient. Similarly, I2 can be interpreted as 
a contribution from rays that have gone through two 
bounces of reflection by the interface. Alternately, 
these reflected rays come from image sources located 
at X=±4«, the strength of which is weighed by F2. 
Fig. 3 presents a physical picture of the reflection of rays 
that have gone through one bounce and two bounces to 
reach Slot S2. It is clear that /3 and I, through I repre¬ 
sent contributions due to three, four, and m reflection 
bounces from the interlace. The significance of these 
multiple reflection terms becomes less and less as the 
number of reflection bounces increases. For a relatively 
thick plasma, the first few terms should be sufficient. 

The integral 1« is evaluated in the complex h plane. 

Fig. 3—Arrival of rays from slot Si to slot S>. 

The integrand has a branch point singularity when 
ju = O. It has no poles; hence, it can be concluded that 
there are no waveguide-type modes excited in an un¬ 
bounded plasma. By Cauchy’s theorem on contour in¬ 
tegration, the integral along the real axis is equivalent 
to the branch-cut integration as shown in Fig. 4. Hence: 

The new contour in the complex t plane is shown in 
Fig. 5. To be consistent with the convergence require¬ 
ments along the contour, it is necessary that 

M = y/h- — tPk- = — /»¿cost. (47) 

In terms of r, the integral In becomes [11 ]: 

1 r ir 
/„ = — I «» ’dr = — Ham {nkza). (48) 

i J n i 

The perturbation terms 1} and l2 through Im which 
involve the powers of F are more difficult to evaluate. 
The integrand has two branch points which arise when 
X=0 and g = 0. However, for a thick plasma when 
a>Zn and nka'»\, the contribution from the m branch 
may be approximated by the method of steepest descent 
and the contribution from the X branch will be negligible. 

Consider the general term 1 which is: 

(49) 

It was stipulated that m has a positive real part. Because 
a>z», the integral will converge along the contour of 
integration. 
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Fig. 4—Contour of branch-cut integration of A, in the h plane. 

Fig. 5—Contour of branch-cut integration of I» in the r plane. 

Fig. 6—Contour of the m branch-cut integration of Im in the t plane. 

Let 

zo = rmsin0„, (50) 

2ma = r„, cos0„,. (51) 

I lence: 

/ \ 0m = tan-1 1—— ) (52) 
\ 2m a/ 

rm2 = (2ma)2 + z02. (53) 

In terms of r, (49) becomes: 

2 p 
[m = _ I «os (r+6m )^T (54) 

i J I) 

I'he contour of integration is shown in b ig. 6. 
'['he integrand is stationary when: 

ó 
— cos (r + 0m) = — sin (r + 0m) = 0 
07 

Cm 7T 0m (5a) 

where 0,„ is the angle of incidence of a ray from Si that 
has gone through m bounces of reflection to reach S2. 

By using the method of steepest descent and when 
(54) becomes [12]: 

2 p 
Im = ~ r"'(r„,) I e'" kr-. •'“’-'dr 

i J D 

2ir 
= — [’"(tt — d^IhM'lnkr,,.) 

2ir 
= — rm(9„,)Haf2, (nkrm). (56) 

The above development brings out the phenomenon 
ot multiple reflections by the plasma-air interface. The 
X branch-cut integration contributes because of the re¬ 
tracted rays. However, inside the plasma region it is rea¬ 
sonable to expect such contributions to be negligible in 
the case of a thick plasma layer. In the neighborhood of 
the branch point when X =0; h = — k\ 

M2 ~ k2(\ - n2) 

r ~ i. (57) 

In view ot the approximation in (57), the general term 
Im becomes: 

nt =-dh. 
¿VI — n2

(58) 

I'he expression of (58) is analytic near the branch point 
h = —k in the h plane; hence, the net contribution along 
both sides of the X branch cut is zero. 

If the branch-cut integration is carried out asymptot¬ 
ically, each term is attenuated by an exponential factor 
of where m = l, 2 ■ ■ ■ . 

In summary of the preceding development, the mag¬ 
netic field Hyu 11 (0, z0) in Region 11 in the presence of a 
thick plasma is: 

^„n(0, Zo) = 
we^V i 

2 H^nkzo) 

00 

+ 2 X rm(Om)H0™(nkrn) 
m=l 

where and rm are defined by (52) and (53). 

11. In the Presence, of a Thin Plasma Layer 

When Hy2fl is in the presence of a thin plasma layer, 
the image sources are located close together, and the 
incident angles for all rays from Si are almost at grazing 
with the interface (0o=9O°). This gives a reflection co¬ 
efficient magnitude of almost unity. The series obtained 
in (59), when applied to the present case, converges too 
slowly to be of use. Therefore, the integral must be 
evaluated in another way. 
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It is convenient to write the Hyn 11 (0, Zo) integral as: 

II 3«) = 

-E Xt2 tanh na 

,Xe2 + Mti tanh na. 
dh. (60) 

When ka«\ and tanh /z«=aw (60) becomes: 

//„„"(O, z0) = -
¡Ut->V 1 

lit 

e+, '‘-'"(eI 4- ttM 
--— dh. 

(Xts + 
(61) 

The expression for Hy 11 (0, z®) in (61) needs to be eval-
ulated, either analytically or numerically. It is possible 
by employing Watson’s lemma to arrive at an asymptot¬ 
ic series which is valid for large slot separation and 
finite plasma thickness. However, an expression which 
is valid for small z„ has yet to be found. Because the 
plasma is physically thin, it is reasonable to look for 
major contributions to come from the situation when 
there is no layer and perturbations because of the layer. 

In terms of a typical operating frequency employed in 
a hypersonic re-entry vehicle, a frequency in the A-
band region (10 k.\Ic), the thin plasma case is not too 
applicable. Under almost every flight environment, the 
plasma sheath created about the vehicle is many wave¬ 
lengths thick. 

V. Examination of Theoretical Resilts 
In Section IV, the magnetic field or the surface cur¬ 

rent on the ground plane at z=Zo, the location oi the 
second slot ^2 has been evaluated lor three different 
situations: 1) unbounded plasma medium, 2) thick 
plasma layer, and 3) no plasma (free space). 

When the surface current is known, it is possible to 
determine the various admittance parameters defined 
in Sect ion III. 

A. Mutual Admittance 
The mutual admittance parameter IT 2 is related to 

the surface current by (32). I he results lor 1 12 under 
various situations can be readily tabulated as follows: 

1) unbounded plasma medium: 

ratio of the absolute value oi EnT and J 12", | EY 1 12"| 
is plotted as a function of the slot separation kz» lot-
two different plasma-layer thicknesses: 1) ka— and 
2) £« = 10. Eig. 7 presents the results for n=0.9 
(w„ o> =0.436), for m = 0.7 (wp/w =0.714), and for «=0.5 
(wp co = 0.865). 

In the thick plasma-layer case, the reflections from 
the plasma-air interface cause the curve to ripple about 
the dominant term. The perturbations become greater 
as the index of refraction departs further from unity. 
This is reasonable because as the two media become 
more different, the interface causes larger reflections. 
The effect is demonstrated for the cases of «=0.9, 
«=0.7, and « = 0.5. Eig. 8 shows three reflection-coef¬ 
ficient T curves as a function of the index of refraction n. 
Another point of interest is that mutual admittance in 
the presence of a plasma layer, whether it is thick or 
unbounded, is less than when there is no plasma. In the 
unbounded case, the ratio approaches the asymptotic 
ratio of nm  for fairly small kzu (e.g., kz« = 1). 

15. Self-Admittance 

The results in Section V-A for the mutual admittance 
can easily be extended to the present situation for self¬ 
admittance (En) by letting z„ approach the hall width 
of the slot, which is assumed to be thin. If IE is the slot 
width, then En for the three different situations is as 
follows: 

1) unbounded plasma medium: 

WÍ2 Z II \ 
E,/ = — Hom [ nk — ); (65) 

2 \ 2 / 

2) thick plasma layer: 

00 

+ 2 r"'(0,„ ~ ())IhT2'(2nkma) 

3) no plasma (free space): 

YvT = ~ IhS2'(nkz«)\ (62) 
2 

2) thick plasma layer: 

H ( it kzn) 

X 
+ 2 E Y"'(e„,)II«'2\nkrl„) 

3) no plasma (tree space): 

IT 2“ If^tkzA. (64) 

To illustrate the effect of the plasma layer on E 12, the 

C. Driving Point Admittance 

The driving point admittance ( E/) lor each slot in 
the presence of the other as defined in Section HI in 
terms of the other admittance parameters, is given by 
either (33) or (34). Since slot Si and slot S» are identical, 
the self-admittance Tn of slot one and E»» of slot two 
are equal. Values for E )2 and En under various condi¬ 
tions may be obtained from expressions given in this 
section. With these known parameters, the driving point 
admittance ( E/) may be readily evaluated. In the ab¬ 
sence of mutual effects, E/ reduces to the self admit¬ 
tance En of the slot. Eig. 9 is a plot of the ratio of the 
absolute values of Y,'1’ and E/“ as a function of the slot 
separation kz«. The quantity Ei''' is the driving point 
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Fig. 7—Mutual admittance ratio vs slot separation. 

Fig. 8—Reflection coefficient vs angle of incidence. 

Fig. 9—Driving point admittance ratio vs slot separation. 

realistic for re-entry conditions. The least realistic is 
perhaps the sharply defined plasma-air interface. How¬ 
ever, such a model was employed to minimize the 
mathematical complexities of the problem. I'he situa¬ 
tion when the equivalent dielectric constant of the 
plasma layer is negative has not been considered in de¬ 
tail because the region of interest is the operating fre¬ 
quency above the plasma frequency. In view of the fore¬ 
going investigation, several interesting points concern¬ 
ing the effects of a plasma layer on the antenna ad¬ 
mittance characteristics have been uncovered. 

1) There are no unattenuating pole waves excited in¬ 
side the plasma layer whose equivalent dielectric 
constant is less than unity but greater than zero. 
I lowever. the statement may not be true when the 
operating frequency is below the plasma fre¬ 
quency. Under this situation, the equivalent di¬ 
electric constant is negative. 

2) Mutual coupling is less serious in the presence of a 
thick or unbounded plasma layer than in free 
space. In an unbounded plasma layer, the reduc¬ 
tion approaches the asymptotic value of n31- for 
small slot separations. When the plasma is thick, 
because of reflections from the interface, the mu¬ 
tual admittance parameter ripples about the value 
lor the unbounded case. However, in an actual 
re-entry situation, the plasma-air boundary will 
not be sharply defined and these variations will 
probably appear in a statistical manner centering 
on the value for the unbounded case.1

3) The driving point admittance is not seriously 
affected by the presence of a thick layer of weakly 
ionized plasma whose index of refraction for the 
operating frequency is close to unity. When the 
slot is matched initially to free space, it will re¬ 
main fairly well matched in the presence of the 
plasma layer. 

Appendix I 

It is possible to show that T = (fitt — Xe2)/(M«i + Xe2) is 
equivalent to the reflection coefficient of the magnetic 
field when a plane wave is incident on the plasma-air 
interface. When the magnetic-field vector is normal to 

admittance ot slot Si in the presence of a plasma me¬ 
dium, and IV is the same parameter in free space. Two 
cases are shown in Fig. 9, unbounded plasma and a 
thick plasma layer. For the particular parameters 
shown, the curves for both cases indicated that the 
perturbations introduced by the plasma medium were 
not too serious. Of course, these variations in F/ af¬ 
fect the input VSWR of the antenna to a certain extent. 
Fortunately, the effect may not be too appreciable. 

VI. Conclusions 

The plasma model of an equivalent lossless, gaseous 
dielectric slab may have been too elementary to be 

1 The reason for the decrease in coupling as shown in Fig. 7 is that 
the slots in the presence of a plasma medium are less heavily excited. 
The equivalent voltage of excitation for slot Si is Feq =e2Vi. This 
means that an aperture antenna which is initially matched to free 
space will be a less efficient radiator in the presence of a thick or un¬ 
bounded plasma layer. A part of incident power at the aperture will 
be reflected and the amount is proportional to 

I lowever, if some automatic tuning device is incorporated in the feed¬ 
ing network of the antenna such that a match to the intrinsic ad¬ 
mittance of the plasma medium is maintained, then the amount of 
power appearing at the aperture will be the same. Under this condi¬ 
tion, the mutual coupling for the two slots actually increases. The 
plasma medium in essence brings the two slots closer together. The 
ordinate for the curves shown in Figs. 7 and 9 should be multiplied 
by the factor 1/«’. 
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the plane of incidence and parallel to the plasma-air 
interface, the ratio of the reflected magnetic field 

and the incident magnetic field (//,,„) is given by 
(19) in Stratton 113], This equation is: 

I IIJ,, pikt COS0O — p¡k< cos0i 

Hu„ p-ikt cos 0„ + Ml¿2 cos 0| 

where 0O is the angle of incidence and 0i is the angle of 
refraction. Since jui =g2 (68) can be written: 

t\ki cos 0» — e>k\ cos 0i 
I' =-(69) 

etk> COS 011 + t->k\ COS 01 

Let 

h = — k> sin 0o = — kt sin 0b (70) 

The relationship in (70) is merely a statement oi 
Snell’s Law of Refraction across the interface. In view of 
(70) and to be consistent with the convergence require¬ 
ments of the context of the paper, the parameters X and 
p must necessarily be: 

X = — ikt cos 0i (71) 

M = — iki cos 0o. (72) 

In terms of X and p, the reflection coefficient from (69) 
becomes: 

PH — Xe2
r =-

pit + Xi2 
(73) 

Appendix 11 

It is also possible to show that p always has a positive 
real part along the real axis in the h plane. For the time 
dependence of assume: 

k = kt - iki (74) 

where 

¿2 « kt. 

In the h plane, the integration along the real axis from 
— » to + =o lies in the strip-r«^ <ß < +inkt, as shown in 
Fig. 10. Inside the strip, let 0i be the phase of h+nk and 
02 be the phase of h — nk. 

0 
h-PLANE 

Fig. 10—Phase of p in the h plane. 

Because 

M = VUi - nk)(h + nk) (75) 

the phase of p is one hall the sum oi 0i and 02. 

— tt < 0i < 0 and 0 < 02 < tt. 

Hence: 

I phase p I = 11 0i + 021 < — • (77) 

Eq. (77) proves that the real part of p is always positive. 
Because of this requirement, when transforming into the 
r plane, p must take on the negative sign. 

p = — ink cost. (78) 

The above proof is similar to problem 3 in Noble [12], 

Appendix III 

Existence of Unatteniating Pole Waves 

Starting with the integral for Hy-it" as in (41): 

twe-.Fi f ” 1 + I'c 2*“ e+,‘« 
H " (0. :.,) = - - dh. (79) 

2tt J x 1 - re-2»“ p 

It is necessary to examine the situation when 
1 — rrs*“ = 0. Solutions to this characteristic equation 
give rise to pole singularities of the integrand. Their 
contributions can be evaluated by residue technique. 
Physically, these singularities represent characteristic 
wave modes which can be excited inside the plasma 
layer. These modes are similar to waveguide modes. 
Because of the multiple-valued behavior of the parame¬ 
ters X and p, the solutions must be examined rather 
critically to make sure that they are consistent with the 
stipulations of the problem. Mathematically, the poles 
must be located on the proper Riemann sheet in which 
the integration is carried out. A more general and 
thorough investigation of the existence of pole waves 
has been conducted by Karbowiak [10]. The results 
shown here are consistent with Karbowiak’s findings. 
Consider the characteristic equation: 

1 - !>--'*“■ = 0 (80) 
where 

pet — Xi2 
T =---

pet + X«2 

X2 = IE - k'2 

p'2 = h- — irk'2. 

After some algebraic manipulation, this equation can be 
written : 

pet tanh pa + X«2 = 0 

X e> 
tanh pa = -- (81) 

P «i 

Eq. (81) is exactly the same equation that Karbowiak 
[10] studied in his paper. 
To analyze the outgoing waves in the +z direction, it 

is necessary to concentrate on possible poles on the 
negative real axis in the h plane. Medium II is less 
dense than medium 1. 

Hence: 

n2 = — < 1. (82) 
(76) «i 
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Eq. (82) implies operation above the plasma fre¬ 
quency. For discussion, divide the negative real axis into 
three ranges as shown in Fig. 11. 

RANGE 1 

XsREAL 
M=REAL 

RANGE 2 J RANGE 3 

Xs IMAGINARY X= IMAGINARY 
/IRREAL IMAGINARY 

1 
1 
1 

h-PLANE 

-k |—nk 

Fig. 11—Range of values of X and m in the h plane. 

For k and n real, depending on the range of h, the 
parameters X and /z may be real or imaginary along the 
real axis. 

Range 1, — k<— h < — oo 
X = real 
g = real 

Range 2, —nk<—h<—k 
X = imaginary 
g = real 

Range 3, 0 < — Ä < — nk 
X = imaginary 
g = imaginary. 

An investigation of (81) reveals that if X is negative 
real, solutions are possible in Range 1. However, this 
stipulation of X negative real violates the radiation con¬ 
dition of the fields in Region I. Therefore, the solutions 
are not admissible. Similarly, there are no solutions in 
Ranges 2 and 3. Hence, it is concluded that there are no 
unattenuating pole waves when medium II is less dense 
than medium I. 

The above argument, however, does not rule out the 
possible existence of leaky waves. The poles that give 
rise to these waves are complex roots of the characteris¬ 
tic (81). They lie on the improper sheet of the Riemann 
surface on which the integration is carried out. In 
evaluating the transform integral by approximate 
techniques, it is customary to deform the contour into 
the one of steepest descent. A part of this deformed 
contour may lie in the improper sheet enclosing the 
leaky-wave poles which will contribute to the expansion 
of the integral. A leaky wave, unlike a surface wave, is 
characterized by a complex propagation constant along 
the interface, both in the longitudinal and in the trans¬ 
verse directions. It attenuates or leaks longitudinally 
but grows transversely. This report has not investigated 
the leaky-wave question thoroughly enough to ascertain 
its existence. Hence, its contribution to coupling cannot 
be evaluated. Intuitively, its contribution to coupling 
will probably be negligible because of its existence along 
the plasma-air interface which is quite remote from the 
slots in the thick plasma case. 

The situation is different when medium II is more 

dense than medium I. In this case the index of refrac¬ 
tion, n = x/ts/ei, is greater than unity, and it can be dem¬ 
onstrated by similar argument that there are admissi¬ 
ble solutions to the characteristic equation when 
— k< — h< — nk. Moreover, these poles waves can be 
shown to be slow waves (surface waves). It is possible to 
visualize three configurations that may give rise to pole 
'waves : 

1) medium I—free space 
medium II—solid dielectric 

2) medium I—uniform unbounded plasma 
medium II—free space 

3) medium I—free space 
medium II—plasma layer whose index of refrac¬ 
tion is negative. 

The first configuration corresponds to a dielectric slab 
on the ground plane and has been studied by Tai, 
\\ hitmer, Attwood [7], [8], [9], and others. The second 
situation may correspond to an elementary model of the 
ionosphere and conducting Earth. Also, it may repre¬ 
sent a simplified model of a hypersonic vehicle upon re¬ 
entry; Region I is then the plasma region and Region 11 
is the region behind the shock and the surface of the 
vehicle. Finally, the third case corresponds to a situa¬ 
tion when the operating frequency is below the plasma 
frequency of the layer. 
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Antenna Noise Temperature in Plasma Environment* 

M. P. BACHYNSKIf, senior member, ire, I. P. FRENCHf, and G. G. CLOUTIERf 

Summary—The total noise power available at a receiving antenna 
on a hypervelocity space vehicle is determined by considering the 
engulfing plasma sheath as a uniform slab of plasma. The noise 
emission from the plasma is treated as a boundary-value problem 
which for this simple model can be completely solved. The effect of 
the hot vehicle surface and other external sources is included. 

The general conclusions are that for an isotropic plasma the main 
noise contributions result from the vehicle surface for RF frequencies 
well below the plasma frequency, from external sources for RF fre¬ 
quencies well above the plasma frequency, and from direct emission 
by the plasma for RF frequencies about the plasma frequency. The 
noise power from the plasma is the most significant and exhibits a 
pronounced peak at an RF frequency just above the plasma fre¬ 
quency. 

The effect of an anisotropic plasma sheath (due to an auxiliary 
magnetic field carried by the vehicle) has been investigated for mag¬ 
netic field orientations normal to and parallel to the plasma. The 
anisotropy completely alters the spectral characteristics of the avail¬ 
able noise power resulting in several frequency regions of weak and 
intense noise emission. 

I. Introduction 

HE advent of space exploration and missile tech¬ 
nology has posed many communication and diag¬ 
nostic problems. Among these is the behavior of 

antennas in an ionized environment such as the plasma 
sheath which forms about a hypersonic vehicle in a 
planetary atmosphere. Such information is essential in 
order to optimize systems parameters for communica¬ 
tions and telemetry and for possible investigations of 
the engulfing shock front and plasma environment. 

One topic of current interest is the noise power avail¬ 
able to a receiving antenna located on board a hyper¬ 
velocity vehicle. In this paper, the plasma sheath is ap¬ 
proximated by a uniform plasma slab and the noise emis¬ 
sion spectrum from the plasma determined from the ab¬ 
sorptivity using a generalized form of Kirchhoff’s law. 
In addition, the effect of the hot vehicle surface and ex¬ 
ternal sources can be included by utilizing the reflec¬ 
tivity and transmissivity of the plasma. A numerical ex¬ 
ample illustrates the analytical considerations. Opti¬ 
mum frequencies for either maximum or minimum 
noise signals and for rapid transition regions can be as¬ 
certained from the analysis. Finally, the effect of aniso¬ 
tropy in the plasma (due to an auxiliary magnetic field 
on the space vehicle) is investigated and the spectral 
characteristics determined. 

♦ Received by the IRE, August 14, 1961. Some of the computa¬ 
tions of the electromagnetic parameters were performed under Con¬ 
tract No. AF19(604)-7334 with the AF Cambridge Res. Labs., and 
under Contract No. GX9-998054-0001-70-Q82 with RCA Moores¬ 
town, Missile and Surface Radar Div. 

t Res. Labs., RCA Victor Co. Ltd., Montreal, Canada. 

11. Antenna Noise Power 

A receiving system under normal operating conditions 
will be subjected to two sources oi noise—the noise sig¬ 
nals originating from external sources which are re¬ 
ceived by the receiving antenna and the noise generated 
in the receiver components. In this treatise, the receiver 
noise will be omitted entirely, and only the effect of ex¬ 
ternal sources on the receiving antenna considered. 
The noise power P available to a receiving antenna 

(assumed to be matched to its surrounding environ¬ 
ment) in a frequency interval between f and f+Af is 
given by: 

P = yA^^f, 

where 

y = polarization coefficient (for instance, if the noise 
signal is randomly polarized, T = |), 

A= effective antenna area, 
«F = energy or power flux density at the receiving an¬ 

tenna, 
A/= frequency interval under consideration. 

Let a radiating body with emissive power Pu (where 
is the radiated power in a direction normal to the sur¬ 

face of the radiating body per unit frequency interval, 
per unit solid angle and per unit surface area for a given 
polarization) subtend a solid angle ß, at the receiving 
antenna (Fig. 1). I he solid angle Q„ = <i»/r~, where fl« 

Fig. 1—Geometry for determining noise power 
available at receiving antenna. 

is the projected area normal to and a distance r Iront the 
receiving antenna. Let the beam of the receiving an¬ 
tenna power pattern subtend a solid angle ß„ where in 
the plane of the emitting body, ß„ = Ao/r!. The power 
emitted per unit area of the radiating body is 47tPw, so 
that the power emitted by the area a0 “seen” by the re¬ 
ceiving antenna is 4ir7,uao. Hence, the flux density ol 
power at the receiving antenna is 

<I> = 47rP„ao/r2. 



1961 Bachynski, el al.: Antenna Noise Temperature in Plasma Environment 1847 

Note that if the projected area of the emitting surface 
just fills the antenna beam or is larger than the pro¬ 
jected area intercepted by the antenna beam, then the 
receiving antenna sees an area a0 = ^4». In this case 
a0/r- = Ao/rî = ^l„, the solid angle of the power pattern 
beam of the receiving antenna. If the emitting area «o is 
less than the area -lo intercepted by the receiving an¬ 
tenna power pattern at the source, then the antenna 
“sees” only the area a0. In this case we can write 

Thus, in summary, the total power flux density at the 
receiving antenna is 

T = 4trPuO, 0,, < Í2„ (2a) 

/SL\ 
<1> = 4^0,, ( — j ft, > it. (2b) 

The effective area of an antenna is1

X2
-4 ^innx, ('bl) 

4tr 

and the solid angle of the power pattern of a receiving 
antenna is 

ft. = 4r/Gmux, (3b) 

where the antenna power gain G(0, <f>) is defined in the 
usual manner, as: 

P(0, <»/unit solid angle AirPtß, <t>) 
G(8, 0) = -:----, 

Pt.,tBi/4tr r r J J P(e,4>)dil 

and Guax is the maximum value of G(6, <p);9,<p are the 
elevation and azimuth spherical coordinates. 

Utilizing (2) and (3) in (1), the total noise power is 

/Q.\ 
P = yAnX2Pû fl—), (4) 

’ \ft,/ 

where we take ft,/ft, = 1 when the solid angle of the 
source at the antenna exceeds the antenna beam angle, 
i.e., «,>«<,. 
The available noise power attains a particularly 

simple form when appropriate forms for the emissive 
power Pu are chosen. Thus, for equilibrium radiation: 

1) Rayleigh-Jeans Approximation—in the Rayleigh-
Jeans limit2 (appropriate for long wavelengths 
such as those corresponding to microwave fre¬ 
quencies), 

‘J. C. Slater, “Microwave Transmission,” Dover Publications, 
Inc., New York, N. Y., ch. 6, p. 264; 1959. 

2 F. K. Richtmeyer and E. H. Kennard, “Introduction to Modern 
Physics,’’ McGraw-Hill Book Co., Inc., New York, N. Y., ch. 5; 1942. 

P. 
sT.tt 
2tX2

where k is Boltzmann’s constant and Ttii is the 
effective temperature of the emitting body. (For a 
black body, is the actual body temperature). 
Consequently, the available noise power is 

P = 2yKTett^f 
ft\ 
ft,/ (5) 

2) Kirchhoff's Law—a general formulation3-4 of Kirch¬ 
hoff's law for the energy radiated by a body, which 
enables the effective temperature to be evaluated 
from the electromagnetic properties of the body, 
gives 

kT 
- .4„ 

2trX2

where Au is the power absorptivity of the body (an 
absorptivity of unity corresponds to a black body) 
and T is the temperature of the body. Thus the 
available noise power is 

P = 27KT/la,A/( (6) 

so that 

= r.i„. 
The noise power at the receiving antenna can thus be 

calculated provided the absorptivity A^ of the emitting 
body is known. 

If more than one source of noise power lies in the 
beam of the receiving antenna, the contribution of each 
source must be evaluated as indicated above, and the 
sum of the individual contributions will give the total 
available noise power at the receiving antenna. 

III. Noise Power Emission from an Isotropic 
Plasma Slab 

In order to calculate the noise emission from a body, 
it is sufficient to know the absorptivity of the body. The 
absorptivity A„ is defined as the fraction of energy ab¬ 
sorbed by a Ixxly when a plane-polarized electromag¬ 
netic wave is incident upon it. Thus,3-4

1 
-- Re (E, X H,*)dS 

3 S. M. Rytov, “ I heory of Electrical Fluctuations and Thermal 
Radiation,” Academy of Sciences Press, Moscow, USSR; 1953. 

4 M. L. Levin, “The electrodynamic theorv of thermal radia¬ 
tion,” Dokl. Akad. Nauk, USSR. vol. 102, p. 53; 1955. Also see 
Soviet Phys. J ETP, vol. 4, p. 225; 1957. 
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where J and E are the current density and the electric 
field in the body due to an incident electromagnetic 
field (£,, H.) on the body. The numerator represents the 
energy absorbed due to Joule losses by the body and can 
in principle be obtained from the electromagnetic prop¬ 
erties of the body. The denominator represents the en¬ 
ergy incident on the body. 

The evaluation of the absorptivity is a boundary¬ 
value problem which has only been solved for very 
simple geometries. 

Consider a uniform, infinite plasma slab of thickness 
d. Assume that the plasma is in thermal equilibrium, 
that the electron density is uniform and isotropic 
throughout the plasma and that the boundaries are in¬ 
finitely sharp. This simple model neglects diffraction 
effects (since the slab is infinite), but does include inter¬ 
ference phenomena (due to multiple internal reflections). 
These interference effects markedly affect the noise 
power emitted by the slab (as will be shown). An ap¬ 
proximation to a more realistic plasma model which has 
gradual boundaries and nonlinear electron distributions 
can be made by applying this approach to a layer of uni¬ 
form plasma slabs, each with different electrical proper-
t ies. 

Considering a plane electromagnetic wave to be nor¬ 
mally incident on the plasma slab, applying Maxwell's 
equations and matching wave solutions at the bound¬ 
aries, it is easy to obtain the fraction of incident electro¬ 
magnetic energy which is transmitted through and 
reflected from the plasma slab. The power absorptivity 
can then be obtained from 

-L = 1 - R. - (8a) 

where Ru. are the power reflectivity and power trans¬ 
missivity, res|)ectively, oi a plane wave incident nor¬ 
mally on the slab surface. The corresponding expressions 
for the transmissivity and reflectivity in terms ol the 
electromagnetic properties and thickness ol the plasma 
slab are“ 

T„ = I (/,2 + (>2)(sinh2a</ + sin2 ßd)ß- IP cosh ad sinh ad 

-f-sinh- <w/+cos2 ßd—2Q sin ßd cos (8b) 

R^ = (L2+ A/2)(sinh2 <w/+sin2 ßd^T*, (8c) 

where 

ß (k- + a'1 J- ß2) a (k2 — a2 — ß2) 
P = Q = — —, 

2k a2 + ß2 2k a- + ß2

ß (k2 — a2 — ß2) a (k2 T a2 + ß2) 
L = - -, M = -

2k a2 + ß2 2k a2 + ß2

6 I. I’. French, G. G. Cloutier, and M. I’. Bachynski, “Electro¬ 
magnetic Wave Propagation and Radiation Characteristics of Aniso¬ 
tropic Plasmas,” RCA. Montreal, Canada. Res. Rept. 7-801, 8, No-
vemlter, I960. 

& = 2tr/X = wave number, 
a/k = [|(|/t| — A\) ] 1/2 = normalized attenuation coeffi¬ 

cient of the plasma, 
ß/k= [KIA! +Kr) ] ,/2 = normalized phase coefficient ol 

the plasma, 
K = Kr—jK, = dielectric coefficient of the 

plasma with real part K, and 
imaginary part K,, and 

|Æ| = |A/+X,2p/2. 

The dielectric coefficient of a plasma depends on the 
electron density, collision frequency, RF frequency, 
magnetic field strength and orientation should a mag¬ 
netic field be present. 

For a uniform plasma in the absence of magnetic 
fields and neglecting ion effects, the dielectric coefficient 
of the plasma is6

= the plasma frequency = (we2 meß' 2, and v the 
electron collision frequency considered to be inde¬ 
pendent of electron velocity. A discussion oi the 
validity of this assumption and extensive numer¬ 
ical results have been presented by Shkarofsky, 
et al.7

H = the electron density 
e, m = the electronic charge and mass, respecti vely, and 

e„ = the permittivity of free space. 

Choosing a fixed slab thickness (d X,, = 2.5, where 
X,, is the wavelength corresponding to the plasma fre¬ 
quency and hence is a measure of electron density), 
typical variations of the transmissivity, reflectivity and 
absorptivity for a plasma slab as a function ol v u,, are 
shown in Fig. 2(a) (c). These results will be utilized in 
Section 1\. 

Note the sharp transitions which occur around the 
region where the plasma frequency equals the RF angu¬ 
lar frequency. At low collision frequencies, the reflec¬ 
tivity is very large for frequencies below the plasma fre¬ 
quency and small for RF frequencies above the plasm.i 
frequencies. The reverse is true for the transmissivity. 
The absorptivity, however, has a peak around the 
plasma frequency. This is due to the fact that lorw<wp 
the reflections are so large that very little energy pene¬ 
trates into the plasma, while for w>w,, the plasma is 

6 M. I*. Bachynski, I. P. Shkarofsky, and T. \\. Johnston, 
“Plasmas and the Electromagnetic Field," McGraw-Hill Book Co.. 
Inc., New York, N. Y. (in press). 

’ I. P. Shkarofsky, M. P. Bachynski, and T. \\. Johnston, “Col¬ 
lision frequency associated with high temperature air and scattering 
cross-sections of the constituents," in “Electromagnetic Effects ol 
Re-Entry." Pergamon Press. New York, N. Y.; 1961. 
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Fig. 2— (a) I ransmissivity (T<A of an isotropic plasma slab as a function of RF frequency for various electron collision frequencies for a 
thickness <//X,, = 2.5. (b) Reflectivity (RA of an isotropic plasma slab as a function of RF frequency for various electron collision frequen¬ 
cies for a thickness d/X„ = 2.5. (c) Absorptivity (4W) of an isotropic plasma slab as a function of RF frequency for various electron collision 
frequencies for a thickness d/Xp = 2.5. 
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very nearly transparent and hence very little energy is 
absorbed. The peak absorption thus occurs in the region 

where the attenuation coefficient is high and a 
considerable amount of the incident energy penetrates 
the first boundary. As the collision frequency is in¬ 
creased, the reflectivity decreases and the absorptivity 
increases. In addition, the characteristic variations are 
much less abrupt. Another feature characteristic is the 
presence of undulations in the spectrum of the reflec¬ 
tivity, transmissivity and absorptivity. These undula¬ 
tions are due to the interference effects resulting from 
internal reflections from the slab boundaries. The undu¬ 
lations can be quite marked lor low collision frequencies 
and are smoothed out at high collision frequencies. 1'his 
type of behavior is characteristic for a large range oi slab 
thicknesses5 (0.5 

IV. Antenna Noise Temperature in Plasma 
Environment 

Of vital significance is the noise power received by an 
antenna located in a hypervelocity space vehicle. An 
understanding of the noise power spectrum is essential 
in order to determine the systems performance of the 
communications equipment and possibly guidance ap¬ 
paratus of the vehicle. In addition, the noise power 
spectrum may be utilized as a diagnostic tool ami yield 
information regarding the environment through which 
the vehicle traverses. 

A receiving antenna located in a space vehicle will be 
subjected to three main sources of external noise, namely 
RE emission from the engulfing plasma sheath, noise 
emission from the hot surface of the vehicle itself which 
finds its way into the receiving antenna, and noise 
sources external to both the vehicle and the plasma 
sheath. The latter sources may, lor instance, be due to 
noise emission from the earth or from the sun or as a 
result of atmospheric absorption, depending upon an¬ 
tenna orientation. 

As a model upon which to base an illustrative example, 
consider a hypersonic vehicle surrounded by a plasma 
sheath as shown in Eig. 3. The region of the plasma 

Fig. 3—Receiving antenna in hypersonic space vehicle. External 
sources of noise power are 1 ) the plasma sheath, 2) the hot vehicle 
itself, and 3) sources external to both the vehicle and the plasma 
such as the earth or the sun. 

sheath facing the antenna is assumed to be a plane, 
parallel slab with sharp boundaries and uniform, iso¬ 
tropic electrical properties. The portion oi the plasma 
“seen” by the antenna will have a large radius of curva¬ 
ture so that, to a very good approximation, the plasma 
can be considered as a planar slab. Hence, the analysis 

of the previous section applies, in addition to the noise 
power emitted by the plasma, noise emission from the 
hot surface of the vehicle which is reflected from the 
plasma sheath into the receiving antenna and noise radi¬ 
ation from other external sources which is transmitted 
through the plasma sheath must be considered in order 
to obtain the total noise power at the receiving antenna. 
The mismatch introduced by the plasma to the receiv¬ 
ing antenna is not considered in this analysis. (A similar 
model has been assumed by Di Eelice and Ward8 who, 
in their analysis, neglect the important interference el-
fects due to internal multiple reflections within the 
plasma sheath.) 

Eor purposes of computation, assume that the solid 
angle of each of the radiating sources subtended at the 
antenna at least fills the receiving antenna beam so that 
it is permissible, toset Í2,/Í2„ = l. Further, consider the 
emitted noise power to be randomly polarized so that 
the polarization coefficient 7 can be set equal to one-
half. The total noise power received is then proportional 
to the sum of: 

1) The plasma temperature times the absorptivity ol 
the plasma. 

2) The effective vehicle temperature times the reflec¬ 
tivity of the plasma (neglecting multiple reflec¬ 
tions which may occur in the region between the 
vehicle and the plasma sheath and considering the 
reflection coefficient to be the same as the normal 
incidence reflectivity. Both of these conditions are 
very nearly true. Multiple reflections between the 
surface of the vehicle and the inner surface of the 
plasma are effective only in the region 1 
<1.3. In this region, the contribution from the 
plasma is dominant since, in general, the tempera¬ 
ture of the plasma is much greater than the tem¬ 
perature of the vehicle). 

3) The effective temperature of outside external 
sources times the transmissivity of the plasma 
sheath. 

The total noise power at the receiving antenna is thus 

P = ¿.L7'P + RUT, + = kT„ (9) 
where 

7',,= the temperature of the plasma 
7’,.= the temperature of the vehicle 
7«,= the temperature of any source external to both 

the vehicle and the plasma sheath 
T„ — the total effective noise temperature. 

As an illustrative example, choose lor the plasma 
parameters <//Xp = 2.5, r/w„=10~2. This could, for ex¬ 
ample, correspond to a plasma of electron density 
n 4X10 12 electrons/cc, collision frequency (v) 1.12X10* 
sec-1 and of thickness (d) equal to 4.18 cm. All are typi-

“ B. I.. Di Felice and T. J. Ward, “An Experimental Method to 
Determine the Optimum Frequency for Hypersonic Vehicle Com¬ 
munications and Radar,” RCA Airborne Systems Div. (DEP), 
Camden, N. J., TR60-597-15; 1960. 
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cal values for a hypersonic re-entry vehicle.9 Let the 
temperature of the plasma be 5000°K, the temperature of 
the space vehicle 500°K and the temperature of an out¬ 
side source 300°K (the receiving antenna looking at the 
earth, for instance). The noise temperature contribu¬ 
tions from each of these sources and the total effective 
noise temperature as function of the normalized param¬ 
eter w/wp (effectively, frequency for a given plasma) are 
shown in Fig. 4. The main feature of the spectral be-
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Fig. 4—Effective noise temperature for a hypersonic space vehicle 
(isotropic plasma with v/u,, = 10* and d/X^l.s: 

havior is the rapid increase in noise power as the RF fre¬ 
quency passes through the plasma frequency and the 
peak of noise emission at a RF frequency just higher 
than the plasma frequency. The general characteristic of 
the noise emission spectrum resembles the absorptivity 
spectrum with both the high and low frequency (rela¬ 
tive to plasma frequency) regions pushed up. A general 
conclusion is that for RF frequencies much lower than 
the plasma frequency, the main noise source is the hot 
surface of the vehicle itself; for RF frequencies much 
greater than the plasma frequency, the greatest noise 
contribution arises from sources outside both the vehicle 
and the plasma, while in the frequency region about the 
plasma frequency the noise signal originates principally 
in the plasma sheath. 

pose of this section to investigate the effect of an auxili¬ 
ary de magnetic field on the available noise tempera¬ 
tures at a receiving antenna in a space vehicle. 

As is well known, in the presence of a static magnetic 
field, a plasma becomes anisotropic andean support two 
different waves lor any direction of propagation (i.e., 
the plasma is doubly refracting). Considering a uniform, 
anisotropic slab of plasma with a plane electromagnetic 
wave incident normally on the plasma boundaries, the 
transmissivity, reflectivity and absorptivity of the slab 
can be obtained from (8) provided the appropriate value 
of the dielectric coefficient for the plasma is used. For a 
uniform anisotropic plasma, the dielectric coefficient 
(neglecting the effects of ions) is6

B ± VBr-AAC 
K = ----. (10) 

where 

A = |tn sin- 0+«33 cos- 0] 
B = [(«ir — ti-2) sin2 0+«n«33 (1 +cos2 0) ] 
C = [e33 (ep - — «i 22) | 
0= the angle between the magnetic field direction 

field direction and the incident electromagnetic 
wave, 

and 

wp2( 1 - jv/u) 
«o — 1 + y-—-—---- (Ila) 

l» +j(w — an)] [v + j(u + w») I 

Olp' OlOli, 
«12 = —7 r-7-77-ï (llb) 

“ P+j(w — t^lp» +./(« +œ») I 

Wp2 ju 
«JS = 1 — —— -— (Ue) 

œ- v T ju 

u _ i e = the electron gyrofrequency correspond-
I w " I ing to a static magnetic field of strength Bn. 

The above expressions simplify considerably when 
the direction of propagation is either parallel to the 
magnetic field (0 = 0°) or perpendicular to the magnetic 
field (0 = 90°). For these two cases, the dual valued di¬ 
electric coefficient is:6

V. Effect of Magnetic Fields on Antenna 
Noise Temperature 

Considerable speculation has been made on the possi¬ 
bilities of utilizing an auxiliary static magnetic field in¬ 
side a space vehicle in order to alter the characteristics 
of the surrounding plasma sheath and hence permit 
modes of transmission in which RF frequencies well be¬ 
low the plasma frequency will readily penetrate through 
the plasma and hence establish reliable communications 
between the vehicle and an outside station. It is the pur-

9 M. P. Bachynski, T. W. Johnston,and I. P. Shkarofsky, “Elec¬ 
tromagnetic properties of high temperature air,” Proc. IRE, vol. 48, 
pp. 347-356; March. 1060. 

1) Longitudinal propagation (0 = 0°) 

(12a) 

(12b) 
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where K- corresponds to the circularly polarized 
wave rotating in the same sense as negative par¬ 
ticles (electrons) gyrate in the magnetic field (elec¬ 
tron cyclotron wave), and K+ corresponds to the 
circularly polarized wave rotating in the same 
sense as positive particles gyrate in the magnetic 
field (ion cyclotron wave). 

2) Transverse propagation (9 = 90°) 

where Ao corresponds to the ordinary wave (A vec¬ 
tor of EM wave parallel to and is the same as in 
the absence of a de magnetic field, and A x corre¬ 
sponds to the extraordinary wave (II vector ol 
EM wave parallel to Bp). 

The absorptivity, reflectivity and transmissivity have 
been computed for a plasma slab corresponding to longi¬ 
tudinal propagation (electron and ion cyclotron waves) 
and transverse propagation (extraordinary and ordinary 
wave) and are shown in Eigs. 5-7 (pp. 1853 1855). 
(The ordinary wave is not shown since it is the same 
as given in Section III, Eig. 2, for an isotropic plasma.) 
The same parameters (d/\p = 2.5, t>/wp=10", 10-1 , It)-2 , 
10 3) as in Section 111 have been chosen for the plasma. 
The main features of these variations are the high reflec¬ 
tivity in the ‘‘stop-regions”51’ of the magneto-ionic 
modes, the high transmissivity outside the stop¬ 
regions and the enhanced absorptivity in the trans¬ 
parent regions immediately adjacent to the stop-regions. 
Noteworthy are the several possible enhanced frequen¬ 
cies of absorption (and hence of noise emission) cor¬ 
responding to these different modes. I he effect ol in¬ 
creased collision frequency is to increase the absorpti¬ 
vity and to broaden the resonances. (Inhomogeneities ol 
the plasma properties would be expected to have the 
same result.) Again, undulations due to internal reflec¬ 
tions within the plasma slab are apparent. 

Considering a randomly polarized noise signal, the 
total reflectivity, transmissivity or absorptivity ol an 
anisotropic plasma slab in a direction normal to its 
boundaries is a combination of the reflectivities, trans¬ 
missivities or absorptivities ol the two possible waves 
in that direction. Thus, for longitudinal (relative to the 
de magnetic field) propagation, 

O = 0° R^ = i(R_ + Rt) 

Tu = KT. + T+) 

/L = + -4+) (14) 

where the —, + subscripts refer to the electron cyclo¬ 
tron and ion cyclotron waves, respectively. Similarly, for 
the magnetic field along the plasma slab, normal to the 
incident electromagnetic wave (transverse propagation), 

0 = 90° R. = %(RO + AJ 

= KT., + TJ, 

.L = 1(1» + -b), (15) 

where the o, x subscripts refer to the ordinary and extra¬ 
ordinary waves, respectively. 

I he total noise power available at the receiving an¬ 
tenna for an anisotropic plasma sheath surrounding a 
hypervelocity space vehicle has been evaluated for the 
case of the magnetic field normal to the plasma slab and 
parallel to the emitted noise signal (longitudinal propa¬ 
gation) and for the case of the magnetic field parallel to 
the plasma slab and perpendicular to the normally inci¬ 
dent electromagnetic wave (transverse propagation). 
The same model and parameters have been assumed as 
in Section III; i.e., the plasma sheath can be approxi¬ 
mated by a uniform but now anisotropic plasma slab 
with sharp boundaries, the plasma is assumed to be at a 
temperature ol 5000°K, the space vehicle at 50()°K, and 
an external source at 300°K. The plasma parameters 
were taken to be<//XP= 2.5 and v wp= 10-2 . In addition, an 
electron gyrofrequency to plasma frequency ratio of two 
was assumed (wfc/wp = 2). Eor an electron density of 
4X10 12 electrons/cm’, this corresponds to a magnetic 
field of 10,000 gauss. This is an unrealistic value for 
practical space applications, although it could be realized 
in laboratory tests. It is used here to demonstrate how 
drastically the spectral characteristics can be altered by 
a magnetic field. The results [utilizing Eigs. 2, 5, 6 and 7 
and (14) and (15) in (9)] are shown in Eig. 8(a) and 
(b), (p. 1856). 

The effect of the magnetic field has been to alter com¬ 
pletely the available noise power at the receiving anten¬ 
na relative to that for an isotropic plasma sheath. The 
noise emission for the auxiliary magnetic field along the 
direction of propagation is characterized by two maxima, 
both due to the electron cyclotron wave (the main lobe 
occurring at a frequency just below the electron gyro-
frequency), and is followed by a pronounced minima. The 
effect of lower magnetic fields would be to move this 
maxima to lower frequencies. 1 he ion cyclotron wave 
for these low collision frequencies does not make a very 
substantial contribution to the total noise power. 1 here 
is no significance to the plasma frequency in this case. 
The available noise power for the auxiliary magnetic 
field transverse to the direction of propagation exhibits 
four pronounced maxima, including one at the plasma 
frequency (as in the isotropic case). In general, the peak 
emitted power is greatest for this case and occurs at a 
frequency just above the electron gyrofrequency. 



IQOl Bachynski, et al.: Antenna Noise Temperature in Plasma Environment 1853 

. ■ I 

MM MH 
g^SSIII 

miMMii 

«sumían 

v <>■■■■ WigaEywi^i 
mWHMMHMHHBm 

££Í9SÜ£5S MISSESI te» : MsiiSSMffiäSSEEsl 

hmh 

NHMMHMH 

ÍMHHi 
If^RgEgi W itprlilfiãf üMMKi 
mÉhhw ígpS8®!S8S18!ÔBM 

nanaiiiiiiii* 
ittBMMNMMN 

m. k 
MBanassa 
«SHIftVSgH 
MMMMS 

«■BS 

hSÄötSMBSäHgill 

■VMM 

(a) (1>) 

(c) 

F,g. 5 (a) Transmissivity (Ta) of an anisotropic plasma slab as a function of RF frequency for the electron cyclotron wave (d/X.=2 5 
ÄTe e ̂ >n,"!S,<b> Reflectivity of an anisotropic plasma slab as a function o RF reque 
O , » hh 7‘ lotron wave (¿/X^ 2.5 a»./«,, = 2) for various electron collision frequencies, (c) Absorptivity (.1„) of an aniStropic 
plasma slab .is a function of RF frequency for the electron cyclotron wave (rf/X„ = 2.5, w,,/Up = 2) for various electron collision frequencies 



1854 PROCEEDINGS OF HIE IRE December 

... 

HVBBBBHBHBI 

Ü11 

-=■-

¡ESC! 

IlfHHl '.I! . imuMUHmaiMiMB 

IBBBBHHINMB! 
IMBBBBHH 

1
3 - .r i • « J’ 1 1
IMMBb*! 

■■BBMBW 
MBBBBBBI 

- a 
!■ ■■ UM’' 

i ¡«¡i ¡¡«i ¡ÄH«* ¡mæ h sim ii im a» 
ISSHSBSSKIBSHSH 

bS^:j55bHbbbsbbBbbsbbsbbb 
'- IP" .If IW —■■»—1————«l*1«**1***1 ‘WWWWIIilwi'*.-

iäiÄiäs®«®» 

■ »-««$ irBWttmwfiMHWirtni.-■*  

. 
MaaiiiMiim ut» i— f >hw*awimaaw nm tww***** m am *W*!W***!! M!!1 ü! 
MNiiiiiuiiiiw ut.iaaíaiimiiHiHiunuiH.ii j«' hinnniHaaiaanaMiai«9M*wi*iHiiiH 

kbhbímmbbmi 

^MBBBBBBBBBBBBBaBBBBMMBBBB 
HÍWMIIHIillMI»llffimMHMffilll 

^Im^BBB1 
IBBBBBBBI 

iaailMiMiMi 
ÍBBBHHI 

IBHBBBBBBBBBBBBBBB 

i%ww«wMmtmiisMiRiw 
BB» 
BB*' 

annnnnnnnni 
MIMMNIMffilHIWlMiMi 

IBBBBI 

: hwwwßwrncwmi W4h. Uflininwr 

MMMkWa'T’Ri 
^BB^^BB«^ 

(b) 

Cü/OJp 

(c) 
Fi„ 6—(a) Transmissivity (T„) of an anisotropic plasma slab as a function of KF frequency for the ion cyclotron «-ave (d/X„ = 2.5 = 2) 
"for varions entrón collision frequencies, (b) Reflectivity 1^. of an anisotropic plasma sial, as a function ol !<>‘ 'fluency f >r - -on 
cyclotron wave (d/X„ = 2.5, uju„ = 2) for various electron collision frequencies, (c) Absorptivity (Au] of an anisotropic plasma slab as 
function of RF frequency for the ion cyclotron wave (d/K„ = 2.5, ul,/ul. = 2) for various electron collision frequencies. 



1^61 Bachynski, et al.: Antenna Noise Temperature in Plasma Environment 1855 

(a) <b) 

I' 'g- t (a) I ransmissivity ( I of an anisotropic plasma slabas a function ol RF frequency for the extraordinary wave (d/Xp = 2.5, ui,/œ,, = 2) 
lor various electron collision frequencies, (b) Reflectivity (Æw) of an anisotropic plasma slab as a function of RF frequency for the ex¬ 
traordinary wave (d/X„ = 2.5, w»/w,, = 2) for various electron collision frequencies, (c) Absorptivity (X) of an anisotropic plasma slab as a 
function of RF frequency for the extraordinary wave (<Z/X„ = 2.5, a«,/«„ = 2) for various electron collision frequencies. 
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\ I. Conclusions 

I'he total noise power available at a receiving antenna 
on a hypervelocity space vehicle has been determined by 
treating the engulfing plasma sheath as a uniform slab 
of plasma. The noise emission from the plasma can then 
be evaluated in terms of a boundary-value problem 
which for this simple model can be completely solved. 
I'he effect of high temperatures of the vehicle surface 
and of noise sources external to the vehicle and plasma 
sheath are included in the analysis. 

When the plasma sheath is isotropic, the main noise 
power is due to emission from the vehicle surface if the 
RI' frequency is much lower than the plasma frequency; 
it is due to sources outside both the vehicle and plasma 
for RI' frequencies much greater than the plasma fre¬ 
quency and results from direct emission from the plasma 

tor RF frequencies in the neighborhood of the plasma 
frequency. The noise power from the plasma itself is the 
most significant and exhibits a sharp maximum at an RF 
frequency just above the plasma frequency. This en¬ 
hances the suggestion8 of the value of noise emission 
measurements as a diagnostic tool for the exploration 
of the hypersonic environment of a space or re-entry 
vehicle. 

I'he effects ol an anisotropic plasma sheath (due to 
an auxiliare magnetic field) have also been investigated 
lor the two cases of the magnetic field normal to the 
sheath and parallel to the sheath. I'he effect of the 
anisotrope is to alter completely the spectral charac¬ 
teristics ol the available noise power at the receiving an¬ 
tenna. Several regions of both weak and intense noise 
emission are now possible, depending upon magnetic 
field strength and orientation. 

Generalized Appleton-Hartree Equation for Any 
Degree of Ionization and Application 

to the Ionosphere* 
1. P. SHKAROFSKYf, member, ire 

Summary—A generalized Appleton-Hartree equation is derived, 
applicable to any variation of electron collision frequency with elec¬ 
tron speed and any degree of ionization. Regions of the parameters 
where simplification occurs are given. Results are shown for the 
ionosphere (60 to 320 km) and compared with experimental data. 
Good agreement is obtained for the D layer. Experimental data for 
the E layer can also be explained by assuming an electron tempera¬ 
ture several times the gas temperature. This is consistent with 
rocket data and a measurement by Sputnik III. It is shown that 
the classic Appleton-Hartree equation should be applicable with 
no corrections necessary for the F: layer, provided the collision fre¬ 
quency is averaged appropriately. 

I. INTRODUCTION 

Most investigations on the propagation of an elec¬ 
tromagnetic wave in a magnetized plasma are based on 
the concept of a constant value for the electron colli¬ 
sion frequency, independent of electron speed. The clas¬ 
sic Appleton-Hartree equation, used for propagation in 

* Received by the IRE, April 6, 1961. I'he work reported in 
this paper was done under Contract GX9-998054-0001-70-Q82 to 
RCA, Missile and Surface Radar Div., Moorestown, X. J. 

t RCA Victor Co.. Ltd.. Research Labs.. Montreal, Canada. 

the ionosphere, has this inherent assumption. Because 
the electron elastic collision frequency with the nitro¬ 
gen molecules in the atmosphere varies as the square of 
the electron speed,1 a large discrepancy between classic 
theory and ionospheric experiments can be expected. An 
accurate analysis must include these effects. Several 
corrections to include this speed variation have ap¬ 
peared in the literature.2-4 These references only ac¬ 
count for the neutral particle effects, under the assump-

1 A. V. Phelps ami J. L. Pack, “Electron collision frequencies in 
nitrogen and in the lower ionosphere," Phys. Rev. Lett., vol. 3, pp. 
340 -342, Octolx-r, 1959; “Drift velocities of slow electrons in helium, 
neon argon, hvdrogen, and nitrogen," Phys. Rev., vol. 121. pp. 798 
806, February’, 1961 

2 R. Jancel and T. Kahn, “ Théorie du couplage des ondes électro¬ 
magnétiques ordinaire et extraordinarie dans tin plasma inhomogène 
et anisotrope et conditions de reflexion. .Applications à l’iono-
sphere,” J. Phys. Radium, vol. 16, pp. 136-145, February, 1955: 
“Théorie non Maxwellienne des plasmas homogènes et anisotropes,” 
Nuovo Cim., vol. 12, pp. 573-612; November, 1954. 

3 H. K. Sen and A. A. Wyller, “On the generalization of the 
Appleton-Hartree magnetoionic formulas.” J. Geophys. Res., vol. 
65, pp. 3931 3950; December, I960. 

• A. V. Phelps, “Propagation constants for electromagnetic waves 
in weakly ionized dry air,” J. Appt. Phys., vol. 31, pp. 1723-1729; 
October, I960. 
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tioii that the gas is very slightly ionized. This may be a 
good approximation to conditions in the D layer, but 
not in the Flayers of the ionosphere. In the following, a 
generalized Appleton-Hartree equation, valid for any 
variation of the collision frequency with electron speed 
and any degree of ionization, is derived. The results are 
then applied to the ionosphere. Various domains of the 
parameters where simplification may result are investi¬ 
gated. 

A method for calculating the electronic conductivity 
for any degree of ionization has been developed.5 In 
this method, the usual series expansion of Laguerre 
polynomials is substituted into the Fokker-Planck 
equation for Coulomb (electron-ion and electron-elec¬ 
tron) collisions,6 and into the Boltzmann equation lor 
electron collisions with neutral particles. A Maxwellian 
distribution in electron velocity is assumed. For Cou¬ 
lomb collisions, the expressions are the same as those 
derived by Landshoff.7 Collisions of electrons with 
neutral particles and ions, ac electric fields, as well as 
static magnetic fields, are treated in this analysis. In 
the limit of a completely ionized gas, the results agree 
with those of Spitzer and Harm.8 For a slightly ionized 
gas, no expansion is necessary and the results are identi¬ 
cal with those of Allis.9 I'he conductivity can be calcu¬ 
lated by using the Dingle tabulations,1" it the electron 
collision frequency varies as an integral power (between 
— 3 and 3) of velocity. This method, to be reviewed in 
Section 11, is utilized here to yield the proper averages 
(or multiplying factors) for the collision frequency and 
multiplying factors for the angular frequency. 

11. Basis of Analysis 

In this analysis, existing gradients and fluctuations in 
the dielectric coefficient, ion motion and thermal motion 
of the electrons which give rise to plasma waves, are all 
neglected. The limit for the convergence of the theory, 
if thermal motions are neglected, is that the ratio of the 
thermal velocity of the electrons y/kT/m to the phase 
velocity of the wave c n is small. That is, n-kl' wc-«l, 
where n is the refractive index and c is the velocity of 
light. 

The electronic conductivity matrix ( d) lor any de¬ 
gree of ionization and any variation of electron-neutral 
particle collision frequency v„, with electron velocity v 

6 I. I’. Shkarofsky, “Values of the transport coefficients in a 
plasma for any degree of ionization based on a Maxwellian distribu¬ 
tion,” Cañad. J. Phys., vol. 39; November, 1961. 

6 M. P. Bachynski, I. P. Shkarofsky and T. \\. Johnston, “Plas¬ 
mas and the Electromagnetic Field,” McGraw-Hill Book Co., Inc., 
New York, N. Y.; in press. 

7 R. Landshoff, “ Transport phenomena in a completely ionized 
gas in presence of a magnetic field,” Phys. Rev., vol. 76, pp. 904 909; 
Octolxr 1. 1949. 

* L. Spitzer and R. Harm, “Transport phenomena in a completely 
ionized gas," Phys. Rev., vol. 89, pp. 977-981; March 1, 1953. 

" \\ . P. Allis, “Motions of ions and electrons," in “Handbuch der 
Phvsik," S. Flügge, Ed., Springer-Verlag, Berlin, Ger., vol. 21; 1956. 

10 R. B. Dingle and D. Arndt, “The integrals ?lp(x) and $/>(*) 
and their tabulation," Appl. Sei. Res., vol. 6-B, no. 3, pp. 144 154, 
1957; “The integrals ß/>(x) and Tp(x) ai>d their tabulation,” pp. 
155 164; “The integrals ^p(x) and rtAU) and their tabulation,” 
no. 4, pp. 245-252; 1957. 

can be represented as5

(
b + c j(b — c) 0\ 

—j(b — c) b + c 0 

0 0 d' 

with 

Ne1 1 
d = -— --

m (^go + juho 

Ne2 1 
2c =-

Mg+ + + Mh+ 

m Mg-+ j(w — aih)h 

where 

N,e,m are respectively electron density, charge, and 
mass, 

ai is the RF angular frequency, 
bit is the cyclotron angular frequency, bib = \eB/m\ 

where li is the magnitude of the de magnetic 
field. I he magnetic field is taken parallel to the 
z-axis of a ('artesian or cylindrical system of 
coordinates. 

Also 

(y„) is the averaged electron collision frequency 
with neutrals plus ions and will be defined be¬ 
low. 

go,+,_ and are correction factors to account for 
the variation with velocity of the electron-
neutral particle collision frequency and for 
electron-ion and electron-electron effects. 

(1) 

(2) 

(3) 

(4) 

1'he averaged collision frequency is defined so as to 
make g and h equal to 1 at high angular frequencies. 
This requires5 that 

4tt r* df„" 
M = - — I rW (5) 3 A J o dr 

where 

Jd' is the distribution function of electron velocity, 
V is the electron velocity, 

is the unaveraged total electron collision fre¬ 
quency a function of electron speed. 

Let the contributions to v„ be v,„ from neutrals, whose 
variation with velocity depends on the constituent 
gases, and r,, from ions, known6 to be of the form 

where 

N+Y 

/ Ze2 \ 2 
Y = 4^1-— I In A, 

\4r«o»i/ 
A = 

3(47reo^7')'i/2
_.z ■■ - (6) 
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where 

k is Boltzmann’s constant, 
T is the electron temperature, 
N+ is the ion density, 
Z is the ion charge number, and 
e« is the permittivity of free space. 

For the temperatures considered here, N, = A and Z = 1. 
Thus 

V« = v«M + (7) 
Suppose that one can express vm as a power index of 

velocity, not necessarily an integer, viz., 

vm = cvr. (8) 

In most cases, this can be done over the velocity range 
where the largest contribution to the integral in (5) oc¬ 
curs. Also, if the magnitude of the electric field is suffi¬ 
ciently small, one can let /ou be a Maxwellian distribu-
I ion 

/ m \ 3/2
f0° = A (-) (9) 

\ 2tA77 

With these assumptions, substitution of (7) into (5) 
yields 

("e) = (»'m) + (10) 

with 

4(2») 1/2 / Ze2 \2/kT\ tl2

M =—— v+(;—~)( -) 111 A (H) 3 \4irtnkJ / \ m / 

and 

where T is a Gamma function. 
The (go, Ao), (g+, h+) and (g_, h_) factors are respec¬ 

tively functions of œ/^,,), (w + w(,)/(p„) and — 
They are also functions of of Z, and depend on 
the variation of v„, with velocity. These functions are 
tabulated in a recent article by the author’’ for Z = l, 
power law variations of r= —3, —2 • • ■ 3, various 
ratios of and continuous (w+w^)/ {vg) values. 
In a slightly ionized gas, when becomes quite 
large, the values oi g and A can be obtained from simple 
analysis, using the tabulations of the Dingle"’ functions. 
The g and A functions are monotonic; g increases from 

an asymptotic value less than unity at small values of 
(u±uh)/{vg) to unity at large (œ+wj,)/^,,) values, and 
A decreases from a limiting value greater than unity to 
unity. If the power index r in (8) is less than or equal to 
zero, g and A also vary monotonically as in¬ 
creases. When r is equal to 0, g and h are identically 
unity at large ratios of that is for the slightly 
ionized gas. However, when r is greater than or equal to 
1, g and A vary from the values for the slightly ionized 

gas to approximately unity, at {vm)/{vei) between 1 and 
10, and then g and h deviate more from unity as 
(»'m)/ (»'«.) decreases, until they approach the limits for 
the completely ionized gas. The explanation for this 
variation is the fact that v„, equal to (»'«+»'«.•), is ap¬ 
proximately constant 5 6 when (ym) « (v,,} and when vm 
varies as a positive power of speed. I n other words, since 
v,i decreases with electron speed as 1/tt3 and vm increases 
as vr, there exists a ratio, for which the sum 
of the decreasing and increasing velocity function re¬ 
sults in a more or less constant v„ with respect to veloc¬ 
ity, and when this occurs, g and A are approximately 1. 
Consequently, g and A shift towards 1 and then deviate 
from 1 as the degree of ionization in the gas increases. 

III. Generalized Equ ation for 
the Refractive Index 

From Maxwell’s curl equation, we can write 

(13) 

where 

H is the magnetic field vector, and 
rf and k are respectively the conductivity and dielec¬ 

tric coefficient matrices. 

If the elements oi the dielectric tensor are denoted by 

(

«11 J«12 0 \ 
-jen *22 0 ) (14) 

(I 0 «33 ' 
then one can write 

«22 = «11 = 1 — £ — (15) 

«12 = «21 = — Í + (16) 

«3.3 =1—7. (17) 

Note that the £, 7 coefficients are equal to (j/wen) 
times the b, e and d coefficients represented in (2) to 
(4). For any degree of ionization and any variation of 
vm with velocity, i/-, 7 are related to the g and A func¬ 
tions by 

_ _ v/2 

2o>2 (v^g- + ./’(<*> — h- — jg-Z — h-y 

jw .v/2 
V- = — ------(io) 

(»^g; + j(w + It, — jg^z + h i y 

Up2 ju X 
y = — - —-.-=-- (20) 

<*>' Mg« + J“AU Ao — jgos 

where 

w„ = (AF3 /neo) 172 is the plasma frequency, 
(e,,) is the average collision frequency of electrons 



I860 PROCEEDINGS OF THE IRE December 

In terms of the f, and 7 coefficients, this is 

w2 = 1 -

4^ 4^ — ya 
-sin'-’ 0 

a a(y — 1) 

t - A 2 
-1 cos2 0 

7 — dfV' + ocy 
— sin2 6 

2a(y — 1) 

a — y + — ay 
-sin2 0 ± 

2a(7 - 1) 

(29) 

with neutrals plus ions and is defined in (5) and 
(10), and" 

.r = uip2/ai2 y = uFu z = {v0)/w. (21) 

The following equation results26 for n, the mag¬ 
nitude of the refractive index, from Maxwell's equa¬ 
tions, assuming a plane-wave solution ot the form 
exp(-j(w/c)nT). 

where a = £T^- This expansion follows after consider¬ 
able algebraic manipulation from (28) and after 
2(.1-B + C), (2/1 — B) and (B2-$ACŸ have been di¬ 
vided by 2«(7 — 1). 

Let us further manipulate the equations with the 
values of £, xp and 7 given in (18) to (20). Again, after 
considerable algebra, one finds12

rjx^+jBO-i . 
x+  -:— sin’ e 

L A«—x—J 

0x~J^i+ It - ——--;— 1-—— —— -1 sm’e-Hyib-.rt-M’cos’e > 
2(A0—x—jk<iA ' Lx 2(Ao—x—jgoz) / J ' 

w4[eii sin2 3 + e 33 cos2 0| — w2[(en2 — ei22) sin2 0 

+ e„e 33(l + cos2«)] + i33(fn2 - eu2) = 0 (22) 

where 

tan2 0 = (n? + n^/nA. (23) 

That is, 0 is the angle between the direction of propa¬ 
gation and the de magnetic field, assumed along the z 
axis. Eq. (22) can be written as 

Ani-Bn2 + C = 0 (24) 

where, according to (22) and (15) to (17), the coefficients 
are given by 

A = €U sin2 0+ e 33 cos20 

= 1 — (f + ^) sin2 0 — 7 cos2 0 (25) 

B = (tn2 - e 122) sin2 0 + tnt 33(l + cos2 0) (26) 

= 2 — £(2 + sin20) — ^(2 + sin20) 

— 7(1 — Í — ^)(2 — sin20) + 4^ sin2« 

C = e 33(en2 — tn2) 

= 1-2(Í + ^) + 4^-7[1-2(Í + ^) + 4^]. (27) 

The solution of the quadratic equation for the square 
of the refractive index, is usually, in ionospheric 
theory, written with the square root in the denomina¬ 
tor. That is, 

B ± VB2 - 4.1C 

2(.l - B + Q 

2A - B + y/B^- ^iC 
(28) 

11 In ionospheric theory, the usual notation is capita! X, Y, Z 
instead of the lower-case letters adopted here. 

where 

X = <¡ip2/ai2 y — w»/ oi z = (v„)/u 

201 = 2go - g- + g+ 202 = g+ - g_ (31)(32) 

203 = 2A„ - - h+ - y(h+ - hj (33) 

204 = go(h- + *+) + ho(g- + g+) - 2gJt+ - 2g+h_ 

+ y{-g«h- + gA'+ — 2g-h+ + 2g+hA (34) 

205 = g«g- + gog+ - 2g g+ (35) 

201 = /it + h- + y(h+ — I'A 202 = g+ + g- (36)(37) 

2y203 = Ao(A- + I'A — 2h-h+ + yhu(h+ — /¡A 

+ 2h_h+y2 (38) 

2y0t = h+ — h_ + y(h+ + I'A (39) 

and where 

go, ho are the values of g and h for argument u/(vA’ 
g+, h+ for argument (œ + wo)/ (p„), and 
g_, h for argument | œ —œ6|/(v^) . 

In (31) to (39), two sets of functions, 50 and 40 func¬ 
tions, are defined. The (-) ones are identically zero, and 
the 0's are 1, when the g and h parameters are all equal 
to 1 (which occurs for constant collision frequency in a 
slightly ionized gas). 

The complicated equation can also be written as 

, . x(l+j5) 
n2 = 1-> 

0i — JZ02 — y^R 
(40) 

1! Since the g and A parameters are defined to be corrections in 
the denominators of f, and y, these correction factors combine read¬ 
ily in the following evaluation, and this fact justifies the original 
definition. 
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where 

y i. = y cos 0 yr = y sin 0 

R = V-jxS ly,. + [(04-;=<-)•>/v) ’+ (F + jxS/2yLy}m

yr2[0s — (s2F>s + j&tz)/y-\ 
F = —----—— ■ (41) 

lyiAhn — x — jgoz) 

0 is arbitrary). Obviously, in this ease go = g+=g-=l, 
0o = 0+=0_ = l, and consequently 

4^ = 7($ 4-

0. = 0 0, = 1 5 = o z = Vm/U

V = yr7[2y/.(l - x-./=)] R = V + VI +T2. (46) 

The equation for the square of the refractive index be¬ 
comes the Appleton-Hartree equation, namely: 

<47) 

IV. Particular Casis 

Let us now consider particular cases, when simplifi¬ 
cation results. 

1) Propagation along the magnetic field, i.e., 6 0: 
One obtains two transverse cyclotron waves, accord¬ 

ing to the + sign in the denominator, given by 

«2 =1--- = 1 — 2^ = eu — ei2 (42) 
0+ - jg^ + h+y 

and 

n’ =1-= 1 — 2£ = €n + €12. (43) 
I' - Jg-Z - "-y 

The wave with h- and g_ corresponds to the electron 
cyclotron wave (sometimes called the extraordinary 
wave for 0 = 0), and displays a resonance at y=l or 
w = W(,. The wave with 0+ and g+ corresponds to the ion 
cyclotron wave (sometimes called the ordinary wave for 
0 = 0). The terminology of “ion cyclotron wave” is 
adopted, because this wave would also display a reso¬ 
nance at the ion cyclotron frequency (at <a = e.B/ M+) 
if ion motions were included in the analysis.6

2) Propagation perpendicular to the magnetic field, 
i.e., 0 = 90: 

One obtains the ordinary and extraordinary waves. 
The ordinary wave results from choosing the minus sign 
in the denominator, 

a2 = 1-= 1 — y = eJS, (44) 
ho — jgoz 

and the extraordinary wave results from the plus sign in 
the denominator, 

(1 - 2^)(1 - 2f) (€„ - €,,)(€„ + € 12) 
n* =---- -- (45) 

1 - t - Í 

3) Constant collision frequency and a slightly ionized 
gas: 

I he classic Appleton-Hartree equation, usually ap¬ 
plied to ionospheric work, results. Note the simplifica¬ 
tion for this case namely that the angular term in the 
numerator is zero and so are several factors in the de¬ 
nominator. (Here, and in the following cases, the angle 

4) High collision frequencies, when ((v,,))»^, and 
((r,,))»w: 

In a recent article by the author'1 it is shown that 
hn = 0+ = h~ = 0(0) and go = g-=g+=g(0), where 0(0) and 
g(0) are the values of the functions tor zero argument. 
Let us define an effective normalized collision frequency 
for this case as 

si = sg(O)/0(O) = <ptf)g(O)/«0(O) 148) 

and a reduced plasma frequency Xi as 

Xi = x/0(O) = w//w20(O). (49) 

The simplification in the (-) and 0 functions is given in 
Table 1, Column 2. The refractive index satisfies the 
Appleton-Hartree equation (47), with x, and z, defined 
in (48) and (49), replacing x and z. I'he correction fac¬ 
tors, g(0) and 0(0), depend on the degree of ionization 
and on the variation with electron speed of vm, the elec¬ 
tron collision frequency with neutrals. For example,’ in 
very slightly ionized nitrogen, g(0)=0.6 and 0(0) =3.0, 
since in nitrogen, 

5) High RF angular frequencies, when 

a) co » (<>„>) and b) 

or 

a) a>»((p„)) and b) <xu,» m 

or 

a) (v„) = 0 and b) on,. 

As discussed in Section 11, all the g and 0 functions 
approach 1, and hence, the usual Appleton-Hartree 
equation (47) results, with z = (vu)/u. Note, that the col¬ 
lision frequency to be applied is that defined in (5), and 
results quoted in the literature must be checked to de¬ 
termine whether they refer to the same average. 

6) High magnetic fields, satisfying 

a) oa, » ((vu)) b) a,/, » œ. 

In this case, h+ = h = g+ = g_=l,but gn and 0odepend 
on w/(p„). If one also has co»(<i/„>), case 5) results. If on 
the other hand, w«(>„)), then gu = g(0) and 0o = 0(O). 
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TABLE I 

Simplification of the (-) and it Functions in the Generalized Appleton-Hartree Equation for Particular Cases (See Text) 

Function a) Case 3 
vn) constant and neutral 

dominated 
b) Case 5 

W»( 
and 

c) Case 5 
œ»( (?*» 

and 
d) Case 5 

(^>=0 
and 
e) Case 8 

constant 

Function Case 4 
((»„»»WÍ, 

and 
(<»,»»« 

Case 6 
026 »O2 
and 

^»((Pj)) 

Case 7 
y=l 
and 

( (^a )<<œ = 

«0 
g-
g+ 

g(0) 
g(0) 
g(0> 

g» 
1 

1 
g(0) 

1 

ho 
h 
h+

A(0) 
h(0) 
A(0) 

ho 
1 
1 

1 
A(0, 

1 

Hi 0 go — 1 [1 -g(0)l/2 

0 0 (l-g(0)l/2 
«»• ± 1 

(1 h„-l 0 
Ao, ± 1 

H< 0 g..+ho-2 3[1 -g(0)|/2 
Hi.-..».«.» 0 

Hs 0 Xo-1 U-g((»l/2 
41.2.».« 

Uy A(0) 1 1 
5 o 

4. g(0) 1 U+g(0)l/2 
yr' 

lyi.O -x-jz) 
r 4 |A(0)|« !+(*„- l)/y2=l 

since v >> 1 
1 

4« A(0) 
.. 

1 1 

5 
s(^o — 1 ) 4"./(Ao — 1 

sin2 6 
-g(0)| sin* 9 

\ Ihi X Jÿ,i£ 7 2(1 - a- jz) 

F 
|A(0)|»yrs [Ao—1 — j:(go— 1 )|( 1 — /=> sin- » (2-jz\\ —g(0)|(3 -j 

2yi.(A(0)-x-jg(0)s) 2(hu—x—jg,^) \ 2(\-x-js) / 

The general equation for the refractive index re¬ 
duces to 

x—x[— jz(^— 1) + (//„— X>J sin* ORho—x—jgoZ) 

A 2 (Ao—x—jnoz) z L\ 2(Ao—*—jgos) z 

(50) 

7) Cyclotron resonance (y=l) with w =«/,»((?„)) : 
We now have g_=g(O), h_ = h(O) and go=g+ = l, 

h» = h+ = l, y = 1. The modified Appleton-Hartree equa¬ 
tion is (see Column 4 of Table 1) 

„’= 1 -
x+jxz(l -g(0)) sin2 e/[2(l —jz—xï ] 

. d+g(0)) l/j<l-g(0))(3-jz+z)-2\ . r/;z(l-g(0))(3-jz-x)-2y 
2 + (\ 4(l-x-jz) / ~L\ 4(1 -x-jz) / 

Note that the results, exactly at resonance, are inde¬ 
pendent of //(()). 

8) Constant total collision frequency: 
We consider the situation when over a reasonable 

velocity range, v„, given by (7), 

47r.V.¡ / Ze2 \2
v„ = Pm(v) + = vm(y) + ——I-) In A, (52) 

t'3 \4?r«ow/ 

is constant with respect to velocity. If v,„ varies as v2, 
then v, is nearlv constant5 when is between 
2.25 and 3.7, since in this range 0.92 <g<l and 
1<A< 1.038. If vm varies as v, then 0.96<g<l and 
1<A< 1.035, when (vm)/{ve¡) is between 3 and 15. As¬ 
suming that the error in taking g and h equal to 1 is 
small, the relationship for n reduces to the Appleton-
Hartree equation (47), with z denoting v,Ju>. 
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V. Appi.k ation to the Ionosphere 
In general, one can plot from the calculated g and h 

curves, the (-) and fl functions vs (p„)/w for various 
on,/w and 1'he investigation that follows is for 
vm proportional to v-. This applies up to about 120 kin in 
the ionosphere, where electron collisions with the nitro¬ 
gen species are predominant over collisions with the 
oxygen atoms. The usual assumption that the atmos¬ 
phere is dry (contains no water vapor) is made through¬ 
out this discussion. Typical graphs are shown in Figs. 
19 (pp. 1864 1868) lor degrees of ionization correspond¬ 
ing to 1) a weakly ionized gas (<p„,)/(p,.,)—> x ), 2) equal 
frequencies of electron collisions with neutrals and ions 
((p».)/(p.<)=1), and 3) an ion-dominated plasma 

(p.. —><))• Values of «//w equal to It)4 or 10‘, KF. 10, 
1 or 0.999, 10 ', 10 \ 10 4 are used. 

Note the following characteristics in the figures: 
1) For large <p„)/w, the (-) curves approach zero and 

the f! curves approach the values given in Column 2 of 
Table I. Also, the lower the value of ioh/u, the quicker 
the curve attains its limit. 

2) For negligible (p,,)/w and u^Wh, the (-) and 4 
curves are respectively equal to 0 and 1, which should 
be so according to Column 1 of Table 1. At cyclotron 
resonance, the curves assume the values tabulated in 
the last column of Table I. Note that if wt w = 0.999, 
deviations towards zero or 1 occur for extremely small 
M/u-

3) In the limit of w;,»((i',,))»w, which, for example, 
occurs when w6/w=104 and 10< (<p„)/w) < 10 :t, some 
curves flatten out and tend towards the values given in 
( olumn 3 of 1 able 1. Il is lower than 104, they 
never actually attain these limits. 

4) 1 he largest deviations are present in the curves 
for the slightly ionized gas, and the least in the partially 
ionized gas, (p„, ) « (p,,). As the ionization increases, the 
fl curves shift towards 1 and the (-) curves towards zero, 
and then they deviate more when (p,„) <p,,) becomes 
less than 3. Finally, the limiting values for a com¬ 
pletely ionized gas are attained. 

The graphs show that the approach to the limiting 
values is sloyy in most cases, and hence the use of equiva¬ 
lent collision frequencies in the Appleton-Hartree equa¬ 
tion must be justified by investigating curves such as 
illustrated here. 

I he curves in bigs. 1-9 are not sufficiently accurate to 
calculate the refractive index. As an example of the dif¬ 
ficulty, consider the magnitude of the ( —y2if8+z2(->ö) 
combination in the generalized Appleton-Hartree equa¬ 
tion (30). In many cases, one cannot obtain reasonable 
values, simply because of the inaccuracy in the flu and 
Hs functions. One can conclude that the (-) and fl func¬ 
tions are only useful for illustrating the physical fact 
that large deviations from zero and unity- can occur, 
and for providing regions yy here their replacement by-
limiting constants can be justified. 

Values lor the electron collision frequency yvith nitro¬ 
gen molecules will now be given, and applied to the D 
layer of the ionosphere, or in general to heights below 
85 km. Basically, the formula used lor nitrogen is iden¬ 
tical to that given by Huxley. 13-14 The cross section for 
nitrogen, Çn.„ is14

Çn, = 3.29 X 10 23r < m2 (r in cm/sec) (53) 

and 0.8 times this value for air. 

Çuir = 2.63 X li^’^cm2. (54) 

Il .Vy is the number density of air molecules, the colli¬ 
sion frequency is 

p„. = .»() = 2.63 X 10 !V(p p„)L„ (55) 

where 

p is the density, 
pn is the density at standard temperature and pres¬ 

sure, and 
L» is Loschmidth's number 
Ln= pn k! » = 2.687 X 10 19 molecules/at m.cm3. 

Hence for air 

v,„ = 7.073 X 10 '(p pu)r-(v in < m sec) 

= 7.073(p po)t,2(? in m sec). (56) 

The high-frequency average is calculated from (12) to be 
equal to 

{v,„) = 5.3597p Pn X 10“ 

1.9944.V„r X lO-^.V,, in 1/m»). (57) 

I hree different average collision frequencies are cur¬ 
rently in use in the literature, namely (pm), p,„ and Vp, de¬ 
fined, lor a variation of v,„ t v* 

respectively by (v„) = (Vr2)d = 5*^/3, 

and Vp = A bar denotes the following average 
lor a scalar quantity 0 

0 = (l/.V) <f>fuAirv2dr. 

13 L. G. II. Huxley, “A discussion of the motion in nitrogen of 
free elec Irons with small energies with reference to the ionosphere,” 
J. Atm. and Terr. Phys., vol. 16, pp. 46-58; Oct ober, 1959. 

14 I. P. Shkarofsky. et at., “Collision frequency assixiated with 
high temperature air and scattering cross-sections of the constitu¬ 
ents, in “Electromagnetic Effects of Re-entry,” Pergamon Press, 
Xew York, X. Y.; 1961. 

u Phelps in a recent article* uses values for nitrogen which are 
15 per c’ent larger than these. In a footnote, he Quotes measure¬ 
ments, which should read, “are 10 12 per cent smaller” than given 
in his paper, so that his new values are 3-5 per cent larger than given 
here. I*or consistency, the analysis here is based exclusively on the 
cross sections plotted in Shkarofsky. 1* Also, for simplicity, the con¬ 
tribution from oxygen is neglected, since the additional error intro¬ 
duced is less than 15 per cent. 
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Fig. 1—The function 0i. The numbers beside the curves are values 
OÍ Ub/u. 
The set - corresponds to = 00
• -(r,„ >/(>>,.■)= 1 
-= 0 

* 9 a 

Fig. 2—The function Hj. The numbers beside the cunes are value; 
of w,/w. 
The set - corresponds to <»„ >/<«„ >= « 
-= l 
-<K„>/<X.,>=0 
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Hg. 3—The function H,. The numbers beside the curves are values 
of 
I he set - corresponds to (v,„)/(vr, ) = « lake Hi- Ofor = 1 

—* e4 
hig. 4 I he function W«. I hr numbers beside the curves are values 

of (aijta. 
I he set-corresponds to {»,„>/ (ve^ = * 

— *-(v™ )/{vt¡ ) = 1 
-= 0 
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Fig. 5—-The function W4. The numbers beside the curves are values 
of Ub/w. 
The set - corresponds to (>>„ “ 
-= 1 
- Ç,O/Gri'>=^ 

Fig. 6 -The function fJ,. The numbers beside the curves are values 
Of 
The set - corresponds to (k» >/<•'«• >= 30
Take ái = 1 for Gm)/Gn) = 1 

-
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IQ’ 

IQ2

I Oh 

id 

0 2 4 6 8 10 12 14 

Fig. 7—I he function ^2. The numbers beside the curves are values 
OÍ 
I he set - corresponds to {»„,)/ (vti) = x

-{v,,,)/ 
-

Fig. 8 I he function if3. The numbers la-side the curves are values 
oi 
I he set - corresponds to (vei) — °c 
lake fl 3 = 1 for {v,„}/ {vf¡) = I 
-— S = 0 
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Fig. 9—The function The numbers beside the curves are values 
of a»,/w. 
The set-- corresponds to = » 
Take th = 1 for Gm)/Ga') = 1 

-Gm)/Gn)“O 

Manx discrepancies between quoted values, such as 
those of Huxley, 13 who uses the second average, and 
those of Phelps and Pack14 and Seddon, 16 who adopt 
the third average, vanish, if this point is remembered. 
Here, the first average (ym) is adopted. As a result, the 
values of the collision frequency here are 2.5 times 
larger than those plotted by Phelps, Pack and Seddon. 
Another point to note 14 is that the measurements of the 
collision cross section of electrons with nitrogen mole-

16 J. C. Seddon, “Summary of Rocket and Sate lite Observations 
Related to the Ionosphere,” Natl. Aeronautics and Space Admin., 
Goddard Space Flight Ctr., Washington, I). C., NASA Note D-667; 
1961. 

cities by Huxley, 13 by Phelps, et al.,'7 and by Phelps and 
Pack,1 using different respective methods, all practically 
coincide numerically. 

An attempt is now made to plot for the ionosphere 
the quantities (yf) and {vm)/{vei) vs altitude up to 340 
km, which is above the F^ layer. One is immediately 
faced with three unknowns. 

1) The electron density profile depends on local time, 
season, solar activity and latitude. 

2) Although nitrogen is the basic constituent of air 
below 90 km, electron collisions with oxygen atoms be¬ 
come important at higher altitudes and comparable to 
that with nitrogen molecules in the Ft layer. The exact 
relative proportion of nitrogen molecules and oxygen 
atoms vs height is unknown. 

3) The electron temperature is unknown; it may be 
quite different, by as much as a factor ol 5, than the 
temperature of the neutral particles. Furthermore, the 
velocity distribution of the electrons may also be non-
Maxwellian. 

For discussion, one can assume an average daytime 
profile161619 of electron density, shown in Fig. 10. A 
plasma frequency scale is also shown. We will also adopt 
the 1959 ARDC model of the atmosphere,20 which pro¬ 
vides values for the molecular weight, as well as for the 
gas temperature T„ and neutral particle density Nm. 
Electron collisions with neutral oxygen molecules are 
neglected as being small compared with collisions with 
nitrogen molecules. 

Below 90 km, effects due to oxygen atoms20 can also 
be neglected, and (57) applies for (vm) in air. 

Above 180 km, oxygen is assumed to be completely 
dissociated, and air can be considered to consist only 
of Nz and O. Then the relative number densities are 
given in terms of the molecular weight of air 

.If = (28.016An, + 16.V0)/A.v (58) 

by 

A\2 = - 16)/12.016 and Au = - ,Vn2 (59) 

where An2 is the number density of nitrogen, whose 
molecular weight is 28.016, Nn is the number density of 
oxvgen atoms (molecular weight = 16), and Nm is the 
number density of air (molecular weight = M). From 
the tabulated data20 for Nm and M, the quantities AN, 
and Ao can be obtained. Let (pn2) and (y^ be the aver¬ 
aged collision frequencies for N2 and O. Then we know 
(see Section II) that the averages can be added to yield 

” A. V. Phelps, et al., “Microwave determination of the probabil¬ 
ity of collision of slow electrons in gases,” Phys. Rev., vol. 84, pp. 
559-562; November 1, 1951. 

18 See “The Ionosphere”—1GY issue of Proc, IRE, vol. 47, pp. 
167, 169, 273, 281, 292; February, 1959. 

19 J. A. Ratcliffe, Ed., “Physics of the Upper Atmosphere," 
Academic Press, New York, N. Y„ pp. 409 411, 442-445; 1960. 

s» R. A. Minzner, et al., “The ARDC Model Atmosphere, 1959,” 
A.F. Cambridge Research Ctr., Cambridge, Mass., Rep. AFCRC-
TR-59-267; August, 1959. 
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Fig. 10—The ratio t,vm)/(vti) and the total collision frequency (»„), 
vs height for an assumed average daytime profile of electron 
density (N) or plasma frequency (w,,), if the electron and neutral 
particle temperatures are equal. The range in value of the cyclo¬ 
tron frequency (w,) is also shown. The arrows indicate possible 
deviations if the electron temperature is larger than the neutral 
particle temperature by the amount shown. 

the average collision frequency with all neutrals, {vm), 
viz., 

(»'m) = (»'N,) + (po). (60) 

The value of (»'n,) is (1/0.8) times that in (57), since 
(rm) was assumed there to be 80 per cent that of (»'n,). 
Thus, 

(kn.) = 2.492.Vn,T X 10" 17. (61) 

This equation applies if the electron temperature is less 
than about 1500°K, which would be true20 up to 400 km, 
if the electron and gas temperatures are equal (7 = 7„). 
For higher temperatures, (»'n,) does not vary as T, 
since 14 rN, is not proportional to v~. It is known 11 that 
the cross section of electron collisions with oxygen 
atoms, based on the analyses of Klein and Brueck¬ 
ner,21 is nearly constant with speed and equal to 10 19 m*. 
The analyses of Mitra, Yamanouchi, Robinson, Häm¬ 
merling, et al., and Lamb and Lin, which predict large 
cross sections at low electron energies, have been 
shown 14 to be questionable. A low cross section was also 
found experimentally by Lin and Kivel. 22 We therefore 

write 

po = Not X KL 19 (62) 

and averaging according to (12) yields 

(p0) = 0.8282 X lO- 15?^2#«. (63) 

Adding, (60) becomes (for 7’<1500°K) 

(pm) = 0.8282 X lO-’^oT*'2 + 2.493 X 10-1LYN,7'. (64) 

For reference, the value of vm before averaging is, ac¬ 
cording to (55) and (62), given 

p„ = Not X 10- 19 + .VN,r23.29 X 10- 26(® in m/s). (65) 

Between 90 km and 180 km, the relative proportions 
of N,, O2 and () are quite uncertain. 23 However, it is easy 
to show, from the values20 of the molecular weight of air 
as a function of height and from (59), that up to 180 km, 
the number density of atomic oxygen is certainly not 
greater than 10 per cent that of nitrogen. Further evi¬ 
dence that this is so is given by Johnson. 24 Assuming 
that for lower altitudes AfN,<10 M>, one can neglect 
the contribution of atomic oxygen given by (63) to the 
averaged collision frequency and extend the range of 
(57) up to 180 km, as a first approximation. The error is 
less than 12.5 per cent. 

Most of the uncertainty in the calculation arises from 
a lack of knowledge of the electron temperature and 
electron distribution function. The results, to be shown, 
are based on the ideal assumptions of a Maxwellian dis¬ 
tribution and equal electron and gas temperatures. 
Some calculations based on higher electron tempera¬ 
tures are also shown. The electron and ion densities are 
assumed equal, and negative ions are neglected. Ions 
with charge numbers greater than one are assumed to 
be insignificant. 

In Fig. 10, (P(,), the sum of electron collisions with all 
neutrals plus ions ((pm) + (pei)) is also ¡»lotted where (p,„) 
is given by (57) up to 180 km and by (64) above 180 km, 
and where (p ei ) is given by (11). In M KS units, 

(pel) = 8.375 iVlog A X 10-8/T3'2 

and 

A = 1.24 X ÍO^TW)1'2. (66) 

The ratio (pm)/(pel) is also given vs height. Both are based 
on the assumption that the electron and gas tempera¬ 
tures are equal. No attempt is made to calculate the 
conductivity functions g and h, mainly because of the 
uncertainties in the atomic oxygen concentration and 
electron temperature, and also because it is shown 
below that there are regions where g and h are 1. 

Several calculations obtained by assuming a higher 
electron temperature are shown by arrows in Fig. 10. 

21 M. M. Klein and K. A. Brueckner, “Interaction of slow elec¬ 
trons with atomic oxygen and atomic nitrogen,” Phys. Rev., vol. 111, 
pp. 1115-1120; August, 1958. 

22 S. C. Lin and B. Kivel, “Slow-electron scattering by atomic 
oxygen,” Phys. Rev., vol. 114, pp. 1026-1027; May 15, 1959. 

23 Ratcliffe, op cit., p. 34. 
24 C. Y. Johnson, “Aéronomie Parameters from Mass Spectrome¬ 

try," presented at the Symposium on Aeronomy, Copenhagen, Den¬ 
mark; July, 1960. 
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One point is based on measurements with Sputnik III. 
Krassovsky 26 reports an effective electron temperature 
of about 7000°K at 242 km, whereas the ARDC value20 

for the air temperature is 1415°K. Asa result of T=3Tg, 
the value of (vm)/ (r,.,) is raised and (r„) is decreased at 
this height. The decrease in {v,,} is due to the smaller 
value of which decreases faster with temperature 
than (vm) increases. At heights below 200 km, the ratio 
(v„,)/(vr,) would also be larger, but would be in¬ 
creased rather than decreased. This is because (ym) is 
now the main term in (t^and it increases with tempera¬ 
ture. At 200 km, there is only a small change in (p„), 
first a decrease as T—*3T„ and then an increase as 
T—^5'1',,. This result is obtained by plotting >'m = i'Nä + <'o 
vs velocity up to 1 ev, using the collision cross-section 
data in Shkarofsky, et al.," and using the values A7N, 
= 7.220 X IO 16 and No = 1.186 X 10 16 deduced from Minz-
ner2" for 200 km. Note that the exact cross-section data 
for nitrogen is required for these higher temperatures 
and that does not vary as v2. One finds approxi¬ 
mately that vm obeys the following power law, 

vm = 1.265 X lO^r 1 3224 (67) 

so that 

M = 1.9657'°612. (68) 

The sum of (p,„) and (p,,) varies little with temperature 
for 200 km. 

The magnetic field of the earth varies between 0.365 
and 0.575 gauss, depending on latitude and height. The 
cyclotron frequency b:b = eB/m is then between 6.42 X 106 

and 1.01 X107, and this is indicated in big. 10. We thus 
see that the largest corrections in the conductivity occur 
in the D layer (at about 70 km), since «(,=(»„). Above 
110 km, in the E and F layers, (lO2̂ ,,)), even if 
T=5T„ or (v„) is five times that shown at 110 km. Also, 
the plasma frequency <o,,= (Né-/meny- is indicated in 
the figure, and obviously, above 110 km up is much 
greater than (p„). Thus both x = wp2/w2 and y = Wô/w are 
much greater than z = (i/„)/w. Let us look at I able 1. At 
cyclotron resonance, the last column (case 7) applies. 
Otherwise, depending on whether or «6«w, the 
third (case 6) or first column (case 5) can be used. Note 
that provided a)/, is not too near to or, all the it I miet ions 
can be taken as one: the (-) functions, however, do not 
behave as nicely. In the general equation (30), one can 
neglect t-)5 since y2fl3»22(-)6. 

In the region where w6> (6X lO3̂ )), which occurs in 
the ionosphere above 150 km il 7 = 1 and above 190 
km if T = ST„, investigation of the ff and (-) curves, b igs. 
1-9, indicates that it is safe to use the ordinary Apple¬ 
ton-Hartree equation with (p„) as the collision fre¬ 
quency, provided the Rb' angular frequency w satisfies 
Wk/w<0.9 or 100<(wfc/w) <2. The limit ws>6X 103(pb), 

25 V. I. Krassovsky, “Exploration of the upper atmosphere with 
the help of the third soviet sputnik, Proc. IRE, vol. 47, pp. 289-
296; February, 1959 

may in fact be less, since as (67) indicates vm varies as a 
power much less than 2, whereas the 4 and @ functions 
are for r,„ « v2. Thus in the F> lax er, except at cyclotron 
resonance, it should always be possible to let the g and 
It correction functions be 1, and the ordinary Appleton-
Hartree equation should be applicable. 
The region where v„ is constant with respect to speed 

depends on (r,„)/(?, ,). This ratio is quite uncertain be¬ 
cause 1 is unknown. Assuming T~TU, the region 
starts in the E layer and extends to 150 km. If T is five 
times greater than T„, then v„ is constant in the F> 
layer. (See arrow in Fig. 10 and limits for constant vg, 
if v,„ xy- or v,„ x p, given in Section IV, case 8.) This fact 
provides another justification for letting g and h be 1 in 
the F> layer. In any case, there exists a region where no 
correction need be applied to the Appleton-Hartree 
equation, as discussed in case 8. It also seems from the 
single point of Krassovsky26 that one has to go to alti¬ 
tudes above the F; layer before electron-ion collisions 
will dominate neutral collisions, since, above 340 km, 
the neutral particle density decreased more rapidly than 
the electron density. 26

VI. Comparison with Experiments 
The values of (?„) are compared in Fig. 11 with ex¬ 

perimental data of Kane,27 Schlapp,28 Whitehead 29 and 
Ataev. 30 Kane's data, plotted here, are those reevalu¬ 
ated 1,31 with the proper v2 relation for the collision fre¬ 
quency. Recall that the (?„) defined here is 2.5 times 
v,„ the collision frequency used by Phelps.1 The values 
of (vu) agree very favorably with Kane’s experimental 
results for the D layer. Ratcliffe 19 also finds good agree¬ 
ment with other experimental data. However, above 90 
km, Ratcliffe, Schlapp and Whitehead note that the 
theoretical values for (v„) are appreciably smaller than 
those obtained experimentally. Ratcliffe and Schlapp 
suggest that this may be due to atomic oxygen, which 
they neglect theoretically. In these calculations, how¬ 
ever, it is found that the influence of atomic oxygen is 
small as far as values of (r,,) are concerned, provided the 
three assumptions in the analysis are true, namely: 

1) atomic oxygen is less than 1/10 the nitrogen con¬ 
centration below 180 km, 

26 Y. L. Albert, “State of the outer ionosphere,” Priroda, vol. 6, 
pp. 85-87; 1958. Translated by E. R. Hope, DRB Canada, no. 
T304R; September, 1958. 

27 J. A. Kane, “Arctic measurements of electron collision frequen¬ 
cies in the D-region of the ionosphere,” J. Gcophys. Kes., vol. 64, 
pp. 133 139; February, 1960. 

2" I). M. Schlapp, “Some measurements of collision frequency in 
the ^-region of the ionosphere,” J. Atmos. Terr. Phys., vol. 16, pp. 
340 343; November, 1959. 

29 J. I). Whitehead, “The absorption of short radio waves in the 
/)-, E- and /■'-regions of the ionosphere,” J. Atmos. Terr. Phys., vol. 
16, pp. 283 290; November, 1959. 

30 O. M. Ataev, “The determination of the number of collisions 
in the ionosphere,” Kudio Engineering and Electronics, ( Translation 
of Kadiotckhnika i elektronika by Pergamon Press, New York, N. Y.), 
vol. 4, no. 9, pp. 37-45; 1959. 

31 J. A. Kane, “Re-evaluation of ionospheric electron densities 
and < ollision frequencies derived from rocket measurements of refrac¬ 
tive index and attenuation,” Natl. Aeronautics and Space Admin., 
Goddard Space Flight Ctr., Washington, D. C., NASA TN- D-503; 
November, I960. 
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Fig. 11—Comparison of experimental data with the theoretical total 
collision frequency Gu) vs height, replotted from Fig. 10, when 
T = T„ (solid curve) and T is greater than T„ (dashed curve). 
The experimental points indicated by vertical lines are those of 
Kane, by arrows are those of Ataev, by crosses are those of 
Schlapp and by squares are those of Whitehead. 

2) the collision cross section of atomic oxy gen is not 
much greater than that given by Klein and 
Brueckner21 , 

3) the electron and gas temperatures are equal. 

Suppose that the electron temperature is greater than 
the gas temperature above 110 km. Note that at 110 
km the gas temperature starts to increase rapidly from 
about 287°K and reaches 1031°K at 150 km, after 
which it increases at a slower rate to 1404°K at 200 km. 
Assume that the electron temperature is much greater 
at the high temperatures. In Fig. 12, a possible variation 
is shown, which includes the electron temperatures of 
7000°K at 242 km and 15,000°K at 795 km, given by 
Krassovsky. 25 The latter point has been reevaluated by 
W hipple'12 to be near 9000°K. If, in the E lay er, the elec¬ 
tron temperature is about three times the gas tempera¬ 
ture (see Fig. 11), the theoretical electron collision fre¬ 
quencies, based on the higher temperature, agree yvith 
the experimental values of Schlapp and Ataev in the E 
layer. Boggess, cl al., report rocket data33 of electron 
temperatures in the E layer, which indeed indicate a 

32 E. C. Whipple, Jr., “Ion-trap results in ‘Exploration of the 
upper atmosphere with the help of the third Soviet Sputnik,’ " Proc. 
IRE (Correspondence), vol. 47, pp. 2023 2025; November, 1959. 

33 R. L. Boggess, <7 al., “Langmuir probe measurements in the 
ionosphere,’ J. Geophys. Res., vol. 64, pp. 1627-1630; October, 
1959. 

Fig. 12—The temperature of air T„ vs height according to the 1959 
AR DC model, and the assumed electron temperature T (dashed 
curve) vs height. The points at 242 and 795 km are those from 
Krassovsky The arrow at 795 km indicates W hipple’s interpre¬ 
tation of the Russian measurement, initially deduced to be 
15,000°K. The crosses indicate values given by Boggess el al. 
Ihe point Oat 120 km is deduced from Schlapp's and Ataev’s 
values of (r„), shown in Fig. 11. 

high electron temperature (see Fig. 12), but also a sur¬ 
prising minimum at 175 km. Recent measurements by 
Boggess34 indicate that the electron temperature rises to 
a maximum of 2800°K and becomes isothermal near the 
Fa layer (no decline in temperature observed). White-
head’s result for 190 km still remains inexplicable, since, 
as discussed above, a large change in electron tempera¬ 
ture produces a small change in collision frequency at 
200 km. Theoretically, the new curve for the collision 
frequency, shoyy n dashed in Fig. 11, is above the original 
curve for heights less than 200 km and below the original 
curve for heights greater than 200 km. Ataev’s result 
for the Fa layer seems to favor the original curve based 
on T=T„. However, measurements of collision fre¬ 
quency in the Fa layer are widely scattered 30 in value 
and inconclusive. 19 More accurate and systematic 
measurements, possibly- sounding by satellites from 
above the ionosphere, yvill check the hypothesis that 
T>T„ in the Fa layer, since the hypothesis predicts 
smaller collision frequency values than given by letting 
T=T„. This effect is reversed in the E layer yvhere 
higher temperatures give higher collision frequencies, 
and, indeed, Schlapp and Ataev find the collision fre¬ 
quency to be higher than expected. One may- also sug¬ 
gest that ¡I the hypothesis proves to be correct a meas¬ 
urement of electron collision frequency in the ionosphere 
may be a sensitive method for determining the electron 
temperature, especially in the E layer. 35
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The Electrical Conductivity of a Partially Ionized Gas* 
DIPAK L. SENGUPTAf, member ire 

Summary—The electrical conductivity of a low density and par¬ 
tially ionized gas where both electron-neutral particle and Coulomb 
type collisions play important roles is discussed. The effects of in¬ 
elastic collisions and a steady magnetic field are not considered. We 
assume that the ionized gas is perturbed by a weak electric field, 
and obtain the velocity distribution function for the electrons by solv¬ 
ing the Boltzmann equation; the collision between neutral and 
charged particles is accounted for by the hard sphere model for the 
particles, while the collision between the charged particles is taken 
care of by the Fokker-Planck terms. Explicit expressions for ac and 
de conductivity are given for various cases. To the extent that the 
assumptions made for the collision models are valid, the expressions 
for conductivity given here are quite general and can be used for 
any degree of ionization. 

Fokker-Planck equation as given by Dreicer.5 After 
assuming that the interacting electromagnetic field is 
of low intensity, an expression for the electron velocity 
distribution function is derived by solving Boltzmann’s 
equation with the above two models for the collision 
terms. Expressions for the ac electrical conductivity in 
various cases are then derived. To the extent that the 
assumptions for the collision models are valid, the ex¬ 
pressions derived here for the conductivity are quite 
general in nature; they reduce to the well-known rela¬ 
tions for both the limiting cases of fully and weakly 
ionized gases. 

iNTRODl ( T1ON 

1 ^HE purpose of this paper is to derive expressions for the electrical conductivity of a low-density 
and partially ionized gas where both electron¬ 

neutral particles and Coulomb type collisions between 
the charged particles play important roles. During the 
past, considerable work has been done along this line. 
Margenan' and his group published a series of papers 
dealing mostly with low-intensity fields and weakly-
ionized gases. Spitzer and his co-workers2 on the other 
hand dealt with the small signal static conductivity of 
low density fully ionized gases, in a weakly ionized gas, 
Coulomb collisions between charged particles are 
neglected. In the fully ionized gas it is the Coulomb col¬ 
lisions which determine the electron velocity distri¬ 
bution function. 

The present paper deals with an intermediate case ol 
the interaction between a low-intensity electromagnetic 
field and a partially ionized gas where neither the elec¬ 
tron-neutral particles nor the Coulomb collisions can be 
neglected. Ihe effects of inelastic collisions and a steady 
magnetic field are neglected in the present analysis. 
The elastic collision between electrons and neutral par¬ 
ticles is explained by the standard binary collision proc¬ 
ess3,4 with a hard sphere model for the particles. I he 
Coulomb collisions between the charged particles are 
accounted for by using the model derived from the 

* Received by the IRE, September 5, 1961. Ihe research re¬ 
ported in this paper was sponsored by the Advanced Research 
Projects Agency and the Air Force under ARPA Order 147-60 and 
Air Force Contract No. AF 19(604)-7428. 

t Radiation Lab., University of Michigan, Ann Arbor. 
1 H. Margenan, “Conduction and dispersion of ionized gases at 

high frequencies,’’ Phys. Rev., vol. 69, pp. 508 513; May, 1946. 
Also, “Conductivity of plasmas to microwaves,” Phys. Rev., vol. 109, 
pp. 6-9; January, 1958. 

2 R. Cohen, !.. Spitzerand P. Routly, “I he electrical conductivity 
of an ionized gas," Phys. Rev., vol. 80, pp. 230-238; October, 1950. 

3 T. Holstein, “Energy distribution of electrons in high frequency 
gas discharges,” Phys. Rev., vol. 70, pp. 367-384; February, 1946. 

S. Chapman and T. G. Cowling, “The Mathematical Theory of 
Nonuniform Gases,” Cambridge University Press, Cambridge, Eng¬ 
land, ch. 18; 1939. 

Basic Formulation of the Problem 

In this section we shall formulate the problem in gen¬ 
eral terms. 'I he basic parameter which has to be deter¬ 
mined before one can obtain any information about the 
ionized gas is the electron velocity distribution function. 
Let us define the electron velocity distribution func¬ 
tion F(y, t) such that Fd^v gives the number of electrons 
whose velocities lie in the element of volume d^v sit¬ 
uated around the point v in the velocity space. It is as¬ 
sumed that the macroscopic properties of the gas do not 
vary from point to point. Then the distribution function 
/•'satisfies Boltzmann’s equation: 

dF /dF \ 
-+a(/)V„F = (-) , (1) 
dl \ 5/ /<,,1|. 

where 

a(f) is the force per unit mass on the electrons, 
V, is the gradient operator in velocity space, 

and 

(dF/dt)mn. is the rate of change of the distribution 
function due to various types of colli¬ 
sions. At present we assume, 

(2) 

where the subscript cn means collision between electron 
and neutral particles, and cc means Coulomb collisions 
between the charged particles. Explicit expressions for 
the collision terms depend on the type of model one as¬ 
sumes lor the collision process. In general there should 
be considered two other equations similar to (1) in order 
to account for the velocity distributions of the heavy 

6 II. Dreicer, “Electron velocity distributions in a partially ion¬ 
ized gas,” Phys. Rev., vol. 117, pp. 343-354; January, 1960. 
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neutral particles and positive ions. However, for sim¬ 
plicity of analysis it is assumed here that the heavy 
particles are stationary relative to the motions of the 
electrons. 

In the present problem the acceleration of the elec¬ 
trons is assumed to be of the form: 

eEu cos wt 
a(t) =-

m 
(3) 

where 

Eq is the amplitude of the incident electric field and 
polarized along the z axis, 

w is the angular frequency of the incident field, 
— e is the charge of an electron, 
m is the mass of an electron. 

The effect of the alternating magnetic field is neglected. 
After the distribution function F is determined from 
(1), the current produced in the gas may be obtained 
from 

= — UnCi, Fdhv cos 9, (4) 

where 

Ji is the z-component of the current, assumed posi¬ 
tive along the positive direction of the z axis, 

v, is the mean velocity of the electrons along the 
positive z-direction, 

0 is the angle between the z axis and the velocity 
vector V, 

no is the electron density. 

Discussion of the Collision Terms 

As mentioned in the Introduction we shall consider 
only two types of elastic collisions—between electron¬ 
neutral particles and electron-heavy positive ions. If 
the gas is fully ionized and of high density, then colli¬ 
sions between charged particles of the same kind (for 
example electron-electron, ion-ion) should also be con¬ 
sidered. For a low-density ionized gas the latter two col¬ 
lision effects may be neglected in comparison with the 
first two. The electron-neutral particle interaction is a 
short-range phenomenon and explicit expression for this 
is taken from the standard analysis.3-4 Since Coulomb 
force is a long-range phenomenon, the cumulative ef¬ 
fects of small deflections suffered by the electrons at 
large distances due to the interaction with the ions be¬ 
come very important,2 and they cannot be accounted 
for in the same way as is done in the first case. This type 
of interaction is in general explained by the Fokker-
Planck equation. The detailed derivation of the colli¬ 
sion term from the Fokker-Planck equation is given by 
Dreicer.5 Here, we take our collision term after apply¬ 
ing the relevant approximations to the general Coulomb 
collision term given by Dreicer. 

Evaluation of the Electron 
DI ST RI H l TI ON F UNCTION 

In the analysis we shall make use of the Lorentz ap¬ 
proximation which states that the collisions between 
various particles produce a spherically symmetric ve¬ 
locity distribution—small deviations from spherical 
symmetry are then explained accurately enough by the 
coefficient Fl(v) in the spherical harmonic expansion 
of F: 

OC 

/■'(cos 0, r) = ^"(OPnicosO) = F°(v) + cos OFfr), (5) 
w=0 

where 

the polar axis is chosen to be the z axis, 
P„'s are the Legendre polynomials. 

The approximation made in (5) is valid if F1«/'’". This 
condition physical!} means that the average velocity of 
the electron gas is small compared to the root mean 
square electron speed. This is a reasonable assumption 
if the perturbing field is small. 

Using the orthogonality property of spherical har¬ 
monics the following two relations are obtained for the 
macroscopic quantities of the gas: 

/
» 30 

Fu4m2di', (6) 
0 

4ire /* 00
electric current J¡ — -—■ I F'v3dv. (7) 

3 J« 

After expanding the term a(t)-VrF in (1) into its spher¬ 
ical harmonic components in the velocity space, substi¬ 
tuting (5) into fl), and equating the terms independent 
of cos 0 and those dependent on cos 6, the following rela¬ 
tions are obtained : 

dF° y cos o,/ d /dF"\ /dF"\ 
-—— — (v-F') = ( — ) + ( — ) 

dl 3r- dv \ dt / c„ \ dt / ec
(8) 

dF' /dF"\ /dF'\ /dF'\ 
- — y cos to/1-J = {•—- J + I-I , (9) 
dt \ dr / \ dl ) \ dt J M

where 

eEo 
7 =- • 

w 

I he contributions due to electron-neutral particle col¬ 
lisions are,3-4

m d 

M dv 

(10) 

(ID 



1874 PROCEEDINGS OF THE IRE December 

where 

m,(v) = 2ir.V» I (1 — cos/S) sin ß-a,(ß, v)dß, (12) 
A o 

N = the number density of neutral particles, 
a,(ß, v) =differential cross section for elastic scatter¬ 

ing through the angle ß, 
M = the mass of the neutral particles, 
7= temperature of the electron gas, 
A' = Boltzmann constant. 

The factor ve(v) may be identified with the frequency of 
electron-neutral particle collisions, in general p,(v) is a 
function of t». 

The Coulomb collision terms, subject to the Lorentz 
approximation and the condition w/J/«l, are given by6

where 

(13) 

(14) 

(13a) 

Ao = the average impact parameter (distance of closest 
approach between the two colliding particles), 

e, =charge on a heavy ion, 
X = the Debye shielding distance. 

After substituting (10), (11), (13), ami (14) into (8) and 
(9) the following two equations are obtained: 

dFu\ 7 cos w/ d 
— )-—-(W) 
dt / 3r- dr 

m d 
-(rV’°^(r)) 
M dv 

dF' IdF" -7 cos a>/1 
at \ dv, 

In order to solve (15) and (16), we assume that the iso¬ 
tropic part of the distribution function is independent oi 
time. Thus the solution F' of (16) in terms of F° is given 
by the following: 

F' F'(at I = 0) exp — 
Hol ci 

d-— 
. 

X.W + »olT./i'3

d-— Z 
I’3 ) 

• exp — J ve(v) + H0re,/»8|/ (17) 

It can be seen from (17) that the combined collision el-
fect (electron-neutral particle and Coulomb) relaxes the 
perturbed distribution function F' to the following 
steady-state value: 

sin ml 

-cos ml i HOr.a 2
“2 + r'(r) + Vf 

(18) 

After substituting (18) into (15) and taking the time 
average, we obtain: 

From (19), F" can be expressed as: 

«.(v) + HoF.,-/»3 
i HoF,A 

“2+ W+V7 
where A is a constant of integration. II Coulomb colli¬ 
sions are neglected the distribution function (20) re¬ 
duces to the one given by Margenan1 for the constant 
mean free path case. If the thermal energy of the elec¬ 
trons is large and the electric field En is sufficiently 
small, then the term KT in the denominator of the inte¬ 
grand in (20) is predominant and A0 reduces to the Max¬ 
wellian distribution, 

3/2 m 
2irKT 

F9 = Ho g-mv*IKT (21) 
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where the constant A has been determined by using (6). 
Eq. (20) indicates that, strictly speaking, F° cannot be 
assumed Maxwellian and independent of the field in¬ 
tensity E". As we shall see later this fact makes the 
electrical conductivity of the ionized gas a nonlinear 
function of the field intensity. We are now in a position 
to calculate the conductivity of the gas. This is done in 
the next section. 

Expressions for the Electric al Conductivity 

After using (7) and (IS), the following relation is ob¬ 
tained for the electric current: 

4rc2Eu C ul>
J, =- I -?——-r- sin ul 

3m Lori'6 + ¡t’M»') + «(Tri} 2

+ h<t<4 i 
H-;-——■— -;— COS bit C 

01V + {ivO’)*’3 + «(Tri} 2

dF"\ 
)dv. (22) 

. Ht / 

Defining complex conductivity as a=ar — ia„ it can be 
shown that the real and imaginary parts of the electri¬ 
cal conductivity of a partially ionized gas are given by 

4ire2 vr(y)v3 + «iT,, 

3m Jo uV + (Fr(®)r3+ »öl’, J2

dF"\ 
— h/r, (23) 

. dr / 

Eor the de case w = 0, <r,=0, ar = an.c. If Coulomb colli¬ 
sions are neglected, and F9 is assumed to be given by 
(21), then (23) and (24) can be written in the following 
forms after introducing the dimensionless parameter 
x^mF/lKT: 

4?rc2«o 2 P” vjx) 
--- - I-e ' xMx, (25) 
3m (ir)’ /2 Jo œ2 + ̂ (x) 

4tC2«o 2 O) „ 
a, =-- Í - e 1 x*dx. 

3m J« or + v,?(x) 
(26) 

Eor constant ve, a, and ar as given above reduce to the 
familiar forms.1 In general vjx) is a complicated func¬ 
tion of x, and the integrals in (25) and (26) are not al¬ 
ways amenable to integration in closed forms. 

Conductivity of a Fully Ionized Gas 

In this section we shall derive expressions for the ac 
conductivity of a füllt’ ionized gas. In order to simplify 
the analysis it is assumed that the isotropic part of the 
the distribution function is Maxwellian and is given by 
(21). Since the gas is fully ionized, vjv) =0 and hence, 

(23) and (24) may be written as follows: 

and 

ton. 
4re2 2 /2KTy 2 

ml',, (t)’ /2 \ m / (30) 

For the de case o) = 0, we obtain a,=0 and ar—^D-c-
since in (27) 

The de conductivity as given by (30) is the same as 
given by Spitzer.6

We shall now evaluate explicitly <rr as given by (27). 
Let us denote the integral in (27) by I. After a change 
of variable t=x2, I may be written as follows: 

1 
I = — 

2 
Ce 1 
-dt. 

F + 1/œo’ 
(31) 

Using the known result 

where K„ is the usual notation for the modified Bessel 
function of the second kind and order n, the following is 
obtained for I: 

Eq. (32) may also be written in the following form: 

OJ(|2

I = - «1 /«ol 
6 

V3 , r 
d--œo2x/2 //e 11 * 
12 L 

(33) 

6 L. Spitzer, “Physics of Fully Ionized Gases,’’ interscience Pub¬ 
lishers, Inc., New York, N. Y., p. 63; 1956. 
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where 1I6(Ï) and are the notations for the Hankel 
functions of the sixth order and of the first and second 
kind respectively. Using the property of the Hankel 
functions’ that //«’’’(e^'^/wo) is the complex conjugate 
to the value of the integral I as given 
in (33) may be written in the following form: 
2 2 -

œ<> wo _ V3 
I = -— A «( 1 /o>o)- ira sin <b + -— ai^irp cos </>, (34) 
6 12 12 

where 

/ e9i^\ 
- — ) = p cos </> + ip sin </>. (35) 

\ Wo / 
After substituting (34) in (27) the following is obtained 
for the real part of ac conductivity of a fully ionized gas: 

<7d.c. wo" i irp 
ar = - 3 —-! Ae(l/w0)-sin </> 

3 L 6 I 2 

(36) 
V3 

+ —— irp cos </> 
2 

The integration involved in (28) may be evaluated 
similarly, and we obtain formally the following expres¬ 
sion for a/, 

It can be seen from (36) and (37) that for w = 0, crr = a^.c. 
and <r,=0. 

Eqs. (36) and (37) are analytically too complicated to 
discuss. They can be greatly simplified and brought into 
more tractable forms if one approximates the Bessel 
functions involved by the first terms of their correspond¬ 
ing asymptotic expansions. In order to obtain a simpli¬ 
fied expression for ar we shall work with (32). 
After using the asymptotic series for the K functions, 
as given in Watson,8 and making some algebraic manip¬ 
ulations, the following is obtained for 

1 /wo (38) 

’ E. Jahnke and F. Emde, “Tables of Functions,’’ Dover Publica¬ 
tions, New York, N. Y., p. 134; 1945. 

8 G. N. Watson, “Theory of Bessel Functions,’’ Cambridge Uni¬ 
versity Press, Cambridge, England, p. 102; 1952. 

This expression is valid for the range of frequencies for 
which the values of w0 lie in the range l/wo>6, where 
Wo is as given by (28). Similarly the asymptotic expres¬ 
sion for a, is obtained in the following form: 

which should be used for the range of frequencies for 
which l/wo>4.5. 

Using (38) and (39), the conductivity of a fully ion¬ 
ized gas has been computed at a few frequencies. It is 
assumed that the ionized gas has the following charac¬ 
teristics: 

»o = 10 16/cm3

T = HP degrees Kelvin. 

The calculated normalized values of cr, and a, are as 
shown below: 

frequency (in a, 

kilomegacycles) an.c. 

1 1 

10 0.9992 

20 0.9978 

4.3 

18.4 

For the ionized gas under consideration the real part of 
the ac conductivity does not change appreciably from 
the de conductivity up to the frequency 1 k.Mc. The 
imaginary part of the conductivity increases with fre¬ 
quency. For the values of a, and a: at frequencies higher 
than those shown above, one should use (36) and (37). 

Discussion 
In the above the electrical conductivity of a partially 

ionized gas has been discussed in detail. It has been as¬ 
sumed that the gas is of low density and that the inci¬ 
dent electrical field is very weak. The general expres¬ 
sions derived for the conductivity may be applied to 
specific cases keeping in mind the assumptions made in 
the analysis. For non-Maxwellian distribution for the 
isotropic part of the velocity distribution function and 
for velocity-dependent collision frequency, the conduc¬ 
tivity expressions become very complicated and are to 
be evaluated by numerical methods. Depending on the 
type of gas and the degree of ionization, one can make 
some reasonable physical assumptions which will greatly 
simplify the calculation. 
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Interaction of Microwaves in Gaseous Plasmas 
Immersed in Magnetic Fields* 
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Summary—The phenomenon of radio frequency electromagnetic 
wave interaction in gaseous plasmas is reviewed. The application of 
microwave interaction to the study of plasmas immersed in magnetic 
fields is discussed. Attention is focused on the effects produced in 
such plasmas when one of the simultaneously propagating micro¬ 
waves is in electron-cyclotron resonance. It is demonstrated that, 
for relatively modest amplitudes of the resonating wave, the kinetic 
energy of the electrons increases considerably, which in turn affects 
1) the electron collision frequency and 2) the magnetic field control 
of the plasma confinement. 

1. Introduction 

IT is now well known that the phenomenon of wave interaction was first observed in 1933 between low-
frequency radio waves which were propagated in a 

common region of the ionosphere 11 ]. Since it was possi¬ 
ble to trace the effect to a region of the ionosphere 
which was strongly irradiated by the powerful waves 
(150-200 kw) transmitted by the Radio Station of 
Luxemburg, the phenomenon became known as the 
Luxemburg Effect. 

The theory explaining this effect was first proposed 
in 1934 by Bailey and Martyn [2|. Later (1937) Bailey 
|3 I extended this theory taking into account the influ¬ 
ence of the earth’s magnetic field on the propagation of 
the ionospheric radio waves involved. This theory pre¬ 
dicted, in particular, that when the frequency’ of one of 
the interacting waves is in the vicinity of, or at the gyro¬ 
frequency of the electrons in the ionospheric region of 
interest, the wave interaction will be enhanced. 'Diese 
predictions have since been borne out by direct experi¬ 
mental observations [4]. 

In 1953 the simple phenomenon of radio wave interac¬ 
tion was extended [5 | to (guided) microwaves propa¬ 
gated in laboratory gaseous plasmas under readily 
controlled conditions with a consequent generalization 
and close check of the (1955) theory |6|. Based on the 
generalized theory it was then possible to develop a 
method of rather detailed investigations of high RF EM 
wave interaction with gaseous plasmas, which in turn 
enabled the detailed study of the interaction processes 
taking place among the charged constituents as well as 
among the charged and neutral constituents of gaseous 
plasmas [7], [8]. 

This paper deals with an experimental investigation 
of the interaction of two or more electromagnetic waves 
guided through a magneto plasma medium. The mag-

* Received by the IRE, August 7, 1961. This work is sponsored 
by the AFCRC, Geophysics Research Directorate, Bedford, Mass. 

t Dept of Elec. Engrg., University of Illinois, Urbana, 111. 

neto plasma referred to here is a plasma obtained in the 
afterglow of a pulsed gas discharge (degree of ionization 
less than 10-4) which is immersed in an external de mag¬ 
netic field, variable from 0 to 0.3 webers/m2. The gases 
used are primarily the inert gases in the pressure range 
0.5 to 10.0 mm Hg. 'Die EM waves utilized are in the 
frequency range 4.0 to 10.0 Gc and are guided along the 
external magnetic field. The general topic of investiga¬ 
tion is the transfer of EM energy to the electron gas in 
the plasma and the effects of this transfer of energy on 
1) the plasma parameters and 2) the associated wave 
propagation characteristics of the plasma. This has been 
investigated, in particular, when the frequency of one 
EM wave is at or in the vicinity of the cyclotron fre¬ 
quency of the electrons. 

This paper is divided into six sections: In Section II, a 
qualitative description of the interaction of EM waves 
of radio frequency is given. Section III deals with a 
description of the plasma medium and a quantitative 
treatment of the wave interaction phenomenon in gase¬ 
ous plasmas. The experimental apparatus used in this 
investigation is described in Section IV. Section V is de¬ 
voted to the experimental results and Section VI con¬ 
tains the conclusions and the possible implications of 
these results. 

11. Interaction of Electromagnetic Waves 
in a Plasma 

It is known that the propagation of electromagnetic 
waves in material media is different from the propaga¬ 
tion in free space because there is energy exchange be¬ 
tween the media and the waves. A plasma, being a ma¬ 
terial medium, will alter the propagation of electromag¬ 
netic waves, and this fact has been used to determine 
those plasma parameters which influence electromag¬ 
netic wave propagation. Usually these techniques have 
been used to study the plasma in any given time-inde¬ 
pendent energy state. The probing electromagnetic 
wave which is used in such a study must be of suffi¬ 
ciently small amplitude so that it does not appreciably 
disturb the plasma. 

If the amplitude of the electromagnetic wave propa¬ 
gating in a plasma does not satisfy this condition, a 
change in the energy state of the electron gas of the 
plasma results, which in turn affects the propagation of 
any succeeding wave packet. This means that each 
wave packet propagates in a slightly different plasma 
than the preceding one. This phenomenon is generally 
referred to as self-modulation or as self-distortion. 
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While the change of the energy state of the electron gas 
thus affects wave propagation in a plasma, it also af¬ 
fects those processes occurring in the plasma which are 
dependent upon the energy state of the electron gas, 
such as recombination, diffusion, production rate, etc. 

We have considered above the effect of only one elec¬ 
tromagnetic wave on a plasma and the resulting reac¬ 
tion of the plasma on the electromagnetic wave in the 
two cases: 1) negligible perturbations corresponding to 
small-wave amplitudes and 2) significant disturbances 
corresponding to large-wave amplitudes. The next step 
is to combine the two effects by applying two electro¬ 
magnetic waves to the plasma. One wave will be of 
sufficiently small amplitude so as to be capable of prob¬ 
ing the plasma—hence the name sensing wave; the other 
will be of sufficient amplitude and of different frequency 
so as to disturb the plasma—hence the name disturbing 
wave. The effect which the disturbing wave causes on the 
plasma, as detected by the sensing wave, is generally re¬ 
ferred to as wave interaction and, when modulation is 
involved, as cross-modulation. 

Let us consider the processes by which energy is trans¬ 
ferred from an electromagnetic wave to the electron gas 
of a plasma. When a high-frequency electromagnetic 
wave impinges upon a plasma, it causes an ordered 
oscillatory motion of the electrons which is superim¬ 
posed onto the existing disordered thermal motion. The 
ordered electron velocity is 90° in time phase with re¬ 
spect to the driving force of the E field of the wave. The 
energy associated with this ordered motion, if not inter¬ 
fered with, is taken from the EM wave in | cycle, and 
returned to the wave in the following | cycle so that the 
average power transferred to the electron gas is zero. 
When, however, the electrons collide with other constit¬ 
uents of the plasma, the ordered momentum is scat¬ 
tered, and consequently the velocities of the electrons 
no longer have a definite phase relationship to the driv¬ 
ing force. Following such collisions, the previous ordered 
energy of the electron gas is not returned to the electro¬ 
magnetic wave and hence represents RF power trans¬ 
ferred into the electron gas. The electron gas loses, how¬ 
ever, a fraction of this energy to the heavy constituents 
of the plasma. 

These momentum-transfer collisions between elec¬ 
trons and the heavy particles of a plasma constitute one 
mechanism by which EM energy is transferred into dis¬ 
ordered thermal energy of the electrons. There exists 
however, under particular conditions, another mech¬ 
anism of EM energy transfer to a plasma, in which the 
collisions, by interrupting the ordered motion of the 
electrons, hinder the energy transfer. Such conditions 
occur when resonance prevails between a proper fre¬ 
quency of the plasma electrons, such as their cyclotron 
frequency, and the particular frequency of the EM 
waves. In this case, an initial value problem must be 
considered and the solution of which indicates that the 
energy of an electron grows, in between collisions, as 
(E/)2 where E is the applied electric field and t is the 

time elapsed since its last collision. In the study reported 
here we are concerned mainly with the effects of this 
electromagnetic energy transfer from one of the EM 
waves whose frequency is at or in the vicinity of the 
cyclotron frequency of electrons. 

III. Characteristics of an Afterglow Plasma 

As mentioned earlier, the plasma considered here is 
that obtained in the afterglow of a partially ionized rare 
gas whose degree of ionization is less than 1 O’. We shall 
assume that only three types of constituent gases are 
present in the afterglow, namely the gas of the electrons, 
that of the positive ions and that of the neutral mole¬ 
cules. The fundamental parameters of interest are es¬ 
sentially: 1) the number density of the charged particles, 
2) the temperature of the constituent gases, and 3) the 
type of neutral molecules in which the plasma is formed. 
Upon removal of the external plasma-excitation source 
the constituent particles undergo mainly elastic colli¬ 
sions among themselves and with the walls of the reser¬ 
voir, and thereby attain thermodynamic equilibrium at 
the temperature of the reservoir (Te = T,■ = 1„ = Tr). 
This plasma tends, however, towards a neutral gas state 
by means of various loss mechanisms of the charged 
particles. These mechanisms are 1) volume recombina¬ 
tion of electrons and ions, 2) diffusion of electrons to 
boundaries and 3) attachment of electrons to neutral 
particles. The absence of any electronegative gases in 
these experiments permits us to neglect the attachment 
process, and hence the rate of loss of the charged parti¬ 
cles is given by 

dn 
— = — an^Hi + DX-n, (1) 
dt 

where a = the recombination coefficient of electrons and 
ions whose densities are, respectively, nr, nh and Z) = the 
diffusion coefficient. 

If we assume that only elastic collisions of electrons 
with other constituents of the plasma take place in the 
afterglow, it is possible to define certain fundamental 
quantities which describe the interactions of the elec¬ 
trons with other constituents of the plasma. The prob¬ 
ability of electron-molecule collision for momentum 
transfer, Pem is related to the effective cross section of 
molecules, Q,m and to the corresponding electron-mole¬ 
cule collision frequency vem by the equation 

Cm 
P^)p = NmQ.„M = -- (2) 

V 

where Nm = number density of molecules, v = velocity of 
electrons, p = pressure (at 0°C). Analogous quantities 
for electron-ion collisions are 

-- (3) 
V 

If (),mdoes not vary appreciably with electron velocity, 
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then the collision frequencies mentioned above may be 
reduced to the following functional forms: 

,m = AT9\ (4) 

BN, r
= --— In CW,-"'2?’/'2 , (5) y -3/2 J

where A, B, Care constants and 7',. is electron tempera¬ 
ture. In any case, the total effective collision frequency 
defined by 

vi = 4- vti(Tc) (6) 

is thus dependent upon the number density of the 
charged particles, pressure of the gas, kind of gas, and 
electron temperature. To facilitate the interpretation of 
the experimental results on the interaction of micro¬ 
waves, a plot of N¡Qei and P„m as a function of electron 
temperature is shown in Fig. 1. It can be seen from this 
figure that an enhancement in electron temperature may 
cause either a decrease or an increase in the total elec¬ 
tron collision frequency v¡ depending on whether e-i 
or e-m collisions are predominant. If we neglect the slow 
variation of the logarithmic term in (5), then the total 
collision frequency will increase with electron tempera¬ 
ture provided vrm >3vfi or decrease if vri>^vrm. This 
result is obtained by differentiating (6) with respect to 
Tr. In certain gases, like Xe, Kr, or Ar, an increase in 
electron temperature from ~300°K causes a decrease in 
Vt, even without any Coulomb collisions. The variation 
of v,„, in these gases with increasing Tr is similar to the 
variation of vt in a low pressure high density neon plasma 
as can be inferred from Fig. 1. These aspects of the total 
collision frequency dependence on electronic energy 
have been demonstrated in this investigation using the 
technique of wave interaction, and are discussed in Sec¬ 
tion V. 

Fig. 1—Probability of electron-molecule collision for momentum 
transfer P„„ or NiQ,, vs electron temperature (°K). The (lashed 
cunes represent NQ,, for two electron densities 10u/cc and 
10">/cc. The solid cunes represent in neon and xenon gases. 
Data for solid curves is obtained from (20| and dashed curves 
are plotted using (5), as given by [6|. 

Now we shall consider briefly the dependence of the 
electron-loss mechanisms in a nonmagnetized, decaying, 
rare gas plasma upon the electron temperature It is 
known that the volume recombination decreases with 
increasing electron temperature since a, the recombina¬ 
tion coefficient, is inversely proportional to some power 
(~3/2) of T, [d]. However, if “free” diffusion of elec¬ 
trons occurs in a plasma, it will be enhanced when T, in¬ 
creases. In a plasma of high-charge densities, interac¬ 
tions among the charges of opposite sign results in the 
ambipolarity of the diffusion. The ambipolar diffusion 
coefficient is given by the equation 

/ T, \ 
D„ = D 1 + — ) 

\ T, / 
(7) 

where D+ is the diffusion coefficient of the positive ions. 
It is seen that D„ increases with /’,. 

I’he ambipolar diffusion in a magneto plasma depends 
upon the direction of the magnetic field. The diffusion 
coefficients parallel and perpendicular to the direction 
of the magnetic field are given [lO], [111 in terms of the 
magnetic field intensity by 

an tin 
1 + ■ 

Vr V, 

I) = D.„ 

(8a) 

(8b) 

where an, and tin are the cyclotron frequencies of the 
electrons and ions, respectively, and v,, are the total 
electron and ion collision frequencies. 

It can be seen from (Xa) and (Xb) that in plasmas 
where the condition 

an tin 
- » 1 
Vr V, 

is satisfied, the diffusion of charged particles in the 
transverse direction is negligible compared to that in the 
parallel direction, i.e., Di 72 «1. However, the absorp¬ 
tion of E.M waves under electron-cydotron resonance 
conditions results in a considerable heating of the elec¬ 
tron gas only. In the plasma considered here, it is possi¬ 
ble to chage v, appreciably by this process which results 
in making the ratio DN I) approach unity. The implica¬ 
tion of this statement is that the transverse diffusion of 
the plasma can be enhanced considerably bj- the heat¬ 
ing of the electron gas. In other words, the external mag¬ 
netic field, which impedes the transverse diffusion of the 
cool electrons and thus delays plasma disintegration, 
loses its control over the diffusion process when the elec¬ 
trons become energetic. 

.1. Electromagnetic Description of the Plasma 

A mathematical description of the influence of the 
electromagnetic wave upon a plasma consists of the 
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simultaneous solution of Maxwell’s equations and Boltz¬ 
mann’s equation: 

dE 
= J + e« - » (9) 

dt 

dH 

V X E = - go-> (10) 
dt 

— + V ' Vrf 4" (E + V X B) ■ = ~ I , (11) 
dt w I coll. 

(12) 

However, a somewhat less rigorous but a more easily 
solved set of equations is the combination of Maxwell’s 
equations with the Langevin equation: 

— + vv = — (E 4- y X B), (13) 
dt m 

J = — nev. (14) 

In (13), V is responsible for viscous damping and is re¬ 
lated to the average momentum-transfer collision fre¬ 
quency of the electrons with the other constituents of 
the plasma. The restrictions and assumptions, which are 
inherent in the usage of (13) rather than (11), have been 
discussed by several authors [12], [13], [14] and will 
not be considered here. Suffice it to say that the use of 
(13) and (14) leads to an expression for the current 
density which is reasonably accurate for our purposes. 

Eqs. (13) and (14) can be solved for the current 
density in terms of the plasma parameters and the elec¬ 
tromagnetic fields. 

n.e2 

mt» 

eB0
mu =-, 

m 

B = B»az, the external magnetic field. 

In principle we could now use (15) in conjunction with 
(9) and (10) to solve for the propagation constant of the 
electromagnetic waves in the guiding structures used for 
this experiment. However, this procedure leads to a 
transcendental equation which must be solved numer¬ 
ically for the propagation constant [15], and an inter¬ 
pretation of the experiments which follow would be 
difficult. In order to facilitate the interpretation of our 
experiments, we use Poynting’s Theorem for the aver¬ 
age power (per unit of volume) input to the plasma. 

(<P) = | ReaUl ^|2 + I £j2] 

+ — Im <rxu[E *Eu - EXE*] + J Re a : | E, |2, (16) 
2 

where (*) denotes complex conjugate. 
Most of the experiments which are described in this 

paper were performed on plasmas located in the center 
of a rectangular waveguide as shown in Fig. 6(b). We 
note that when the magnetic field is not present, then 
<7^ = 0, hence E„ and Ez are zero for the TEm mode of 
propagation. In addition to this fact, Eu and E, must go 
to zero at the x walls even in the presence of the mag¬ 
netic field. Hence the products axuEvEx and OuE,* are 
of second order and are neglected. Under these assump¬ 
tions, (16) may be written as 

(0 = i Rea„] E]2. (16a) 

It is seen that the absorption is proportional to the 
real part of the main diagonal component of the con¬ 
ductivity matrix. This conductivity is plotted as a func¬ 
tion of uu/u for various values of v/u in Fig. 2. It is 
interesting to note that the absorption increases with 
increasing collision frequency tor values of the magnetic 
field variable (w/f/w) 1, whereas at cyclotron resonance 
œw=w the absorption decreases with increasing collision 
frequency. This is consistent with our earlier observa¬ 
tion that the collisions cause the transfer of energy from 
an electromagnetic wave to the electron gas of the 
plasma in the absence of resonance conditions, and im¬ 
pede the energy transfer in the close vicinity of reso¬ 
nance. 

Fig. 3 illustrates the variation of Re axl with p/w, 
where the magnetic field is a fixed parameter. This is the 
case which corresponds to most of the experiments 
described here. It is noticed in this figure that for a fixed 
value of the magnetic field variable (w///w)#l, Vxx first 
increases, reaches a maximum and then decreases as the 
quantity (p/w) increases. The effect of such behavior on 
the absorption of an electromagnetic wave will be 
shown in the experimental section. If the statement can 
be made that the E field inside the plasma is related to 
the applied E field by a function which is weakly de¬ 
pendent upon the collision frequency, then the point at 
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Fig. 2 Normalized electrical conductivity, i.c.. real part of <rzz as 
a function of magnetic field (w//u), with collision frequency as a 
parameter. 

Fig. 3—Normalized electrical conductivity, i.e., real part of a,, as 
a function of collision frequency (»/w), with magnetic field 
(un/ai) as a parameter. 

which the absorption reaches a maximum, as the colli¬ 
sion frequency is varied, is the point at which <r„ is a 
maximum. This point was used to measure the effective 
electron collision frequency in both disturbed and unper¬ 
turbed plasmas. 

So far we have only considered the attenuation of an 
electromagnetic wave, which is one of the two charac¬ 
teristic quantities in wave propagation. The other meas¬ 
urable quantity is the phase velocity of the electromag¬ 
netic wave in the plasma. However, the phase velocity 
does not lend itself to dynamic measurement as easily 
as the absorption. For this reason, phase velocity meas¬ 
urements will be presented by static point-by-point 
measurements. 

In order to correlate attenuation and phase measure¬ 
ments to the plasma parameters, an analytic expression 
for the propagation constant 7 must be obtained. It was 
mentioned earlier that a rigorous solution of Maxwell's 
equations in the guiding structures considered here leads 
to a transcendental equation which must be solved 
numerically for the propagation constant. However, in 
many cases, approximate techniques can be fruitfully 
used to obtain admittedly less rigorous, but useful, solu¬ 
tions. 

One such approximation technique is to use an inte¬ 
gral equation which expresses the propagation constant 
in terms of the fields inside the plasma. This is the ap¬ 
proach which is used for the study of magneto plasmas 
located in a rectangular waveguide as illustrated in Fig. 
6(b). It is shown in the Appendix that the propagation 
constant in this guiding system can be approximated by 

7* + ßn2 = jufw^g, (17) 

where do = phase constant in the structure without a 
plasma, g = geometrical factor. Experiments which will 
be described in Section V have shown that (17) is quali¬ 
tatively correct, and appear to justify the assumptions 
which are listed in the Appendix. 

Another possible approximate method of solving for 
the propagation constant is to assume that the plasma 
is unbounded and is subjected to a uniform plane wave. 
This approach is especially useful in discussing the ex¬ 
periments performed in circular waveguides. For the 
case when the electromagnetic wave is propagating 
along the direction of the magnetic field, the propaga¬ 
tion constant for circularly polarized waves can be 
simply expressed by [16], [17] 

where y—aF/ß, a = attenuation constant and d = phase 
constant. 
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In (18) the minus sign is associated with 7,, the prop¬ 
agation constant of the extraordinary wave (which ro¬ 
tates in the same sense as the electrons); the positive 
sign is associated with 7,, the propagation constant of 
the ordinary wave (which rotates in the same sense as 
the positive ions). The decomposition ol a linearly-
polarized wave into two contrarotating circular waves 
leads to the well-known Faraday rotation of the plane 
of polarization of the linear wave. l’he angle of rotation 
8 is proportional to the difference ol the phase con¬ 
stants ß, and ß, and the length of the path 

28 
— = ßi- ß.. (19) 
L 

The waveguide Faraday rotation 118] in a magneto 
plasma does not appear to differ in the first approxima¬ 
tion from that of the unbounded case. The angle of rota¬ 
tion of a linearly-polarized wave propagating in an un¬ 
bounded plasma is plotted in Fig. 4. It is seen from this 
figure that the angle of rotation per unit length is pro¬ 
portional to the number density of the electrons, and is 
nearly independent of the collision frequency lor values 
ofw/z/w much different than unity. 

For um/w close to 1, the rotation angle is dependent 
upon both n and v. The phenomenon of Faraday rota¬ 
tion is used here to study the enhancement of plasma 
disintegration resulting from a significant rise in the 
electron temperature following EM-energy transfer at 
cyclotron resonance to the electron gas of the plasma. 

Fig. 4—Normalized Faraday rotation, i.e., 

20 360 _ pi 0A36O 
ßaL 2tt \0o 3«»/ 2r 

dependence on magnetic' field (w///w) shown for p/w = O and 
p/w = 0.1. These curves are plotted for the particular vaine of the 
parameter œp2/œ2 = 0.2. 

IV. Experimental Techniques and Apparatus 
The technique of interaction of guided microwaves in 

a nonmagnetized plasma developed in our laboratory 
[5] has been extended in this study to investigate the 
above phenomena in magneto plasmas. The main prob¬ 
lems associated with this technique can be broadly di¬ 
vided into three categories: 1) production of a suitable 
gyromagnetic plasma, 2) propagation of microwaves of 
proper characteristics through the magneto plasma and 
3) investigation of the mutual interaction of these waves 
and the plasma. In addition to the method of probing 
the plasma by microwave-interaction techniques the 
visible light intensity emitted by the afterglow was 
simultaneously observed, and yielded valuable informa¬ 
tion concerning the plasma behavior. I'he general ex¬ 
perimental procedure can be described best by referring 
to the schematic diagram in Fig. 5. A pulsed discharge 
plasma is obtained in a cylindrical tube which is placed 
either in a cylindrical or a rectangular waveguide as¬ 
sembly'. 'This assembly is located in the core of a solenoid 
which provides the external dc-magnetic field. Two 
pulsed microwave signals of different frequencies and 
amplitudes are propagated nearly simultaneously 
through the decaying plasma. The transmission and re¬ 
flection characteristics of these two waves and their 
mutual interaction in the plasma is studied under varied 
experimental conditions, which will be described later. 

For the investigation of magneto plasmas located in 
rectangular waveguides the experimental arrangement 
shown in Fig. 6 was used. Fig. 6(b) shows the waveguide 
assembly containing the magneto plasma. A 2.5 or 5.0 
cm long pyrex glass tube, with OD 1 cm and wall thick¬ 
ness 0.7 mm is used as a discharge tube in which the 
magneto plasma is produced. This discharge tube is 
located at the center of a WR 137 rectangular wave¬ 
guide, such that the E field of the wave is approximately 
uniform across the discharge tube. The waveguide as¬ 
sembly containing the discharge tube is in a nearly uni¬ 
form magnetic field (variation 1 per cent), which can be 
varied from 0 to 3000 gauss. I'he plasma is produced in 
the discharge tube by a recurrent electrical discharge 
through the gas. The microwave apparatus is shown 
schematically in Fig. 6(a). I wo klystrons generate 
microwave power at frequencies fa and The micro¬ 
wave signal of frequency f,i has a peak power ol 100 mw. 
This signal is designated as the disturbing signal and is 
in resonance with the electrons in the magneto plasma, 
i.e., fd=fn=eB/2irm. The second microwave signal, 
f,>fd is of sufficiently low amplitude (<10 juw) and is 
designated as the sensing wave, detected by D2; D, re¬ 
ceives only the disturbing wave fa. I’he microwave sig¬ 
nals reflected by the 3-stub tuners are absorbed in the 
ferrite isolators I\ and It, so as not to re-enter the 
plasma. Before presenting the experimental results, the 
sequence of events occurring in a typical experiment 
is described in a timing diagram shown in Fig. 7. A 
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Fig. 5- Schematic diagram illustrating the technique for the study 
of wave-interaction phenomenon in laboratory magneto plasmas. 

Fig. f> (a) Block diagram of the experimental arrangement used for 
the study of magneto plasmas located in rectangular waveguides, 
(b) A cross-sectional view of the waveguide assembly containing 
the discharge tube 

Fig. 7—l iming diagram of the sequence of events in a 
ty pical wave-interaction experiment. 

2-jUsec-wide, 5-kv dc-discharge pulse, repeated at the 
rate of 100 pps establishes a plasma which then decays 
as represented by a and b of Fig. 7. The pulsed micro¬ 
wave signals of controllable widths are propagated at 
the desired times during the afterglow. The visible 
light intensity emitted by the afterglow as recorded by 
a photomultiplier is also sketched in trace d. The RF en¬ 
velopes of the transmitted and reflected microwave sig¬ 
nals can be displayed on a dual-beam oscilloscope. 

V. Experimental Results 

In order to show the general validity of the simple 
theory ol wave interaction in gaseous plasmas and to 
verify the discussions given in Section III, we report 
here the results of experiments performed in plasmas 
produced in neon and xenon gases. The gas pressures 
are chosen so as to achieve an efficient transfer of elec¬ 
tromagnetic energy to the electron gas under cyclotron 
resonance condition; hence the quantity v/w,t should 
be much smaller than unity. Xenon was chosen as a 
typical gas whose collision frequency exhibits the 
Ramsauer behavior for low-energy electrons as opposed 
to that of neon. The presence ot electron-ion collisions 
in a neon plasma of appropriate charge densities results 
in the fact that the total collision frequency in such a 
plasma varies with electronic energy in a manner similar 
to that of vem in xenon (see Fig. 1). In the following 
paragraphs, the propagation characteristics of an elec¬ 
tromagnetic wave in a low temperature isothermal 
(300°K) plasma is studied and this is followed by a sim¬ 
ilar study in a perturbed plasma. 

.1. Propagation Characteristic of Sensing Signal Guided 
Through a Magneto Plasma 

A low-power-pulsed microwave signal /, = 4.566 Gc is 
guided through a decaying magneto plasma obtained in 
neon at a pressure of 1.6 mm Hg. The experimentally 
measured attenuation and phase shift undergone by this 
sensing signal are plotted as a function of the magnetic 
field in Fig. 8(a). The solid curve represents the meas¬ 
ured attentuation and the dotted curve the measured 
phase constant. The theoretical attenuation and phase 
constants, a and ß, obtained from the expression given 
by (17) are plotted in Fig. 8(b). A comparison of the 
theoretical and experimental curves shows the similarity 
in the general shape of the curves. It is known that the 
fundamental parameters such as electron density and 
effective collision frequency can be determined from 
such experimental data. The technique is also applica¬ 
ble to the determination of these parameters in a 
plasma which is perturbed, for example, by another 
electromagnetic wave. If the two EM waves are propa¬ 
gated in the time sequence shown in Fig. 7, then this 
technique provides information on the state of the 
plasma prior to, during, and in the wake of the disturb¬ 
ance. 
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Fig. 8— (a) Experimental values of the normalized attenuation and 
phase constants as a function of («///«>)• /, = 4.96Gc. Peak power 
150 jiw. I he pulsed probing signal is transmitted 1.0 msec after 
the termination of a 2-Msec wide, 5-kv discharge pulse through 
neon gas (1.6 mm Hg). (b) theoretical plot of normalized atténua¬ 
tion and phase constants for w2/u2 = 0.1 and v/o> = 0.04. 

B. Cross-Mod illation in a Neon Afterglow 

'Die experiments, which are described below, were 
performed in a decaying neon plasma under two dif¬ 
ferent conditions: 1) v,, and 2) v„„>3v,,. These 
conditions determine whether the total collision fre¬ 
quency decreases with energy of the electrons as in 
case 1, or increases with the energy of the electrons as in 
case 2. In the early part of a 1 mm Hg-neon afterglow, 
the electron density is in the range 1012 to 10"’ elec-
trons/cc and 7',,~3OO°K. Hence, the first condition is 
prevalent as can be seen from Fig. 1. Of course, as the 
plasma continues to decay condition 2) becomes preva¬ 
lent. 

Fig. 9 displays the oscilloscope traces ol the trans¬ 
mitted microwave signals and the photo-multiplier out¬ 
put for a typical experiment in which condition 1) pre¬ 
vails. Notice that the amplitude of the transmitted sens¬ 
ing wave initially increases, reaching a maximum at the 
point denoted by h, even though the electron energy is 
increasing from t=to to h. Since the absorption of the 
sensing signal is proportional to for this value of the 
magnetic field 

ni 
bl H = ^d, i-C., B = - <J>d 
, e 

the increased transparency indicates that the total colli¬ 
sion frequency has decreased. At /=/i, the derivative ol 
vt with respect to T, is zero, or vri = %v..m. An independ¬ 
ent measurement of the number density of the electrons 
would then yield the temperature Te. As the energy ol 

Fig. 9—Wave-interaction in the afterglow of a neon magneto plasma 
(pressure (1 mm Hg). fu =eB/îirm =/d = 4.80 Gc. Peak power 75 
mw. Pulsed disturbing signal is propagated 1.0 msec after the 
termination of 2-Msec wide, 5-kv discharge pulse. z,, >z„„/,“6.2 
Gc. Peak power 20 gw. Traces 1 and 5 are the RF envelopes of 
the transmitted sensing and disturbing pulses in the absence of 
the plasma. Trace 3 is the envelope of f, when f.i is shut off. When 
fu is incident on the plasma, traces 2 and 6 are transmitted RF 
envelopes of f. and/c, respectively. Trace 4 is the photomultiplier 
output representing the light intensity emitted in the afterglow. 
Downward deflection indicates increased light output. 

the electron gas is further increased, the electron colli¬ 
sions with the neutrals predominate over those with ions 
so that now the absorption of the sensing wave in¬ 
creases. 

At the point t = t', the absorption reaches a maximum 
despite the continued energy rise of the electron gas. 
This point corresponds to the maximum value of axx, as 
a function of v/w. as seen in Fig. 3. This interpretation 
is correct provided that it is assumed that the number 
density of the electrons does not vary appreciably in 
the time interval (t* — to)-

If this assumption is correct, then the product of the 
disturbing power P,, and the time interval t> — tn should 
be a constant, provided that the rate of energy increase 
of the electron gas is large compared to the rate of en¬ 
ergy loss. This is the case, even for relatively modest 
values of electric field, when the frequency of the dis¬ 
turbing wave is close to cyclotron resonance. Fig. 10 is a 
plot of log P.i as a function of log (t-> — to) and verifies 
that Pd(tí — to) is a constant whose value depends on the 
initial value of v/ud- Hence it is reasonable to neglect the 
variation of n, in the time interval t> — to and assign an 
energy state to the electron gas such that at t = t->, v/wx 
has the value which maximizes atxx. For the frequencies 
used here, p/ws~0.2. This is about a 100-fold rise in col¬ 
lision frequency. 

This large rise in the collision frequency is also indi¬ 
cated by the amplitude of the transmitted disturbing 
wave itself. Since the absorption of the disturbing wave 
is proportional to 1/pi, this large increase of e, results in 
a decreased absorption.1 This is the phenomenon which 
was referred to earlier as self-modulation. 

1 The experiment described here illustrates insertion loss only. 
However, reflection measurements have shown that the absorption is 
very closely approximated by the insertion loss. 



1961 Rao, et al. : Interaction of Microwaves in Gaseous Plasmas Immersed in Magnetic Fields 1885 

Tig. 10—'l ime elapsed since the initiation of the disturbing micro-
wave pulse to establish a constant energy state of the electron 
gas (i.e., corresponding to r/œ«~0.2 at t = /2), as a function of 
the amplitude of the disturbing wave. The two curves correspond 
to two different values of n, and n. Xeon gas 1.0 mm Hg. 
fu =eK/2*m = 4.86 Gc;/«=6.2 Gc. 

It is also noted in Fig. 9 that the amplitude of the 
transmitted sensing wave reaches its unattenuated value 
at the point /=/3. In view of the above discussion, this 
is possible if the number density of the electrons in the 
plasma Ims decayed considerably in the time interval 
/» — 1>- This will later be shown to be the case. This fact 
indicates that the plasma is being rapidly destroyed due 
to the drastic heating of the electron gas by the resonat¬ 
ing disturbing wave. The variation of the visible light 
intensity, as seen in Fig. 9 also shows the effect of the 
disturbing wave on the plasma. Immediately after the 
initiation of the disturbing pulse, the light intensity de¬ 
creases due to a reduction in the electron-ion recombina¬ 
tion coefficient. This reduction in light intensity is 
known [19], |5] as quenching of the afterglow. Having 
decreased the collision frequency of the electrons, the 
rate of transfer of electromagnetic energy to the elec¬ 
trons is thus accelerated. Electrons reach energies high 
enough to undergo inelastic collisions with neon atoms 
in their ground state (~ 18.5 ev) or certainly with neon 
atoms which are in metastable states (~2 ev). Such 
collisions result in a net increase of light intensity fol¬ 
lowing the termination of the initial quenching. The 
decrease in photomultiplier current after the removal of 
the disturbing pulse is most likely due to the decreasing 
number of inelastic collisions as well as the reduction in 
recombination light intensity which in the prevailing 
charge density range is approximately proportional to 
M2. 

We shall now describe effects produced at constant 
amplitude when the width of the disturbing pulse is 
varied. Figs. 11(a), (b), (c) show the oscilloscope traces 
of the transmitted microwave signals and photomulti¬ 
plier current, for three different pulse widths of the dis¬ 
turbing wave under the condition It should be 
noted that the sensing microwave signal is operated in 
this instance as a continuous wave pulsed-off for a short 

I'ig. 11—Wave-interaction phenomena, when the amplitude of dis¬ 
turbing wave is constant, but whose pulse duration is varied. 
Xeon 0.8 nun Hg. /„ =<’ß/2ir»i =4.97 Gc. Peak power 100 mw. 
/, = 5.86 Gc. Trace 4 represents the amplitude of the transmitted 
sensing signal (CW) in the absence of the pidsed disturbing signal. 
1 race 3 shows the duration for which the disturbing pulse is ap¬ 
plied. I'he effect of the disturbing signal on the plasma “seen” 
by the sensing signal is represented in trace 2. Trace 1 is the 
photomultiplier ou tput. 

duration in order to obtain a reference level. In the ab¬ 
sence of the disturbing signal, trace 4 in all these figures 
shows that the attenuation of the sensing signal de¬ 
creases as a function of time due to the normal decay of 
the electron density. For a narrow pulse of the disturb¬ 
ing wave, only the increasing absorption of the sensing 
signal and immediate relaxation is seen on trace 2 of Fig. 
11(a). However, for wider disturbing pulses (width 
>t¡ — In)' it is observed that the amplitude of the trans¬ 
mitted sensing signal reaches a value corresponding to 
its original unattenuated level even before the conclu¬ 
sion of the disturbing pulse [trace 2 of Fig. 11(b), (c)]. 
This is again attributed to the rapid loss of electrons 
from the plasma when they are subjected to resonant 
heating for the time intervals indicated above. One of 
the possible reasons for this phenomenon is that it ap¬ 
pears necessary to keep the electrons energetic for such a 
time interval so that they are capable ol diffusing to the 
walls with a very considerably enhanced diffusion co¬ 
efficient. In addition to the enhanced collisional diffu¬ 
sion, a second possible reason for the rapid disintegra¬ 
tion of the plasma might be due to some instability 
which can develop when considerable selective heating 
of the electron gas occurs, which is the case at cyclotron 
resonance. When the cross-modulation experiment was 
performed in neon (0.5 mm Hg), as shown in Fig. 12, a 
low-frequency (140 kc) amplitude modulation was ob¬ 
served on the amplitude of the transmitted sensing sig¬ 
nal, during the time interval of the disturbing wave 
pulse. However such variations in the transmitted am-
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plitude of the sensing wave were not observed at higher 
pressures or for lower electron densities. 

The phenomena are considerably different at later 
times in the afterglow (Fig. 13) but are readily under¬ 
stood on the basis of the previous experiments. It is 
seen that the absorption of the sensing wave increases 
immediately with increasing electron energy. This is 
understood upon the basis ol the expression ol the total 
collision frequency v, = pP,+vem. Since the electron den¬ 
sity is much lower at these times in the afterglow, the 
contribution of vri to the total collision frequency is 
negligible. Hence, an increase of the energy of the elec¬ 
trons can only increase their collision frequency as con¬ 
trasted with the initial decrease which was observed in 
Fig. 9. 

It is also seen that the increase in photomultiplier cur¬ 
rent occurs almost immediately (<1 jusec) after the 
start of the disturbing pulse. This occurs because the 
electrons are accelerated to high energies (from about 
0.04 ev to at least 2 ev) within very few collision times. 

Fig. 12 —The low-frequency ( ~ 140 kc) amplitude modulation which 
was observed on the transmitted amplitude (trace 2) of the sens¬ 
ing signal, when plasma electrons are accelerated by the resonat¬ 
ing disturbing wave. Trace 1 is the photomultiplier output. .Xeon 
gas 0.5 mm. I Ig fH^eH/2rm=fo = 5A Gc. Peak power 100 tnw; 
6 = 5.86 Gc. 

Fig. 13—Way e-interaction in the afterglow of a neon plasma for the 
conditionp, „,»3«,,. Xeon l.Onun I lg./o = 4.78Gc =fn.f,=bAl Gc. 
Trace 1 shows photomultiplier output. Trace 3 represents the 
amplitude of transmitted disturbing signal and trace 2 that of the 
sensing signal. Peak power of fn = 100 mw. 

This rapid acceleration is attributed to the fact that the 
power absorbed from the disturbing wave is inversely 
proportional to \/v, for w;/=w,/. The total collision fre¬ 
quency at f=/o is, of course, smaller than in the experi¬ 
ment described in Fig. 9, since the contribution of vf, to 
the total collision frequency is here insignificant. Hence 
the energy rise when only vrm is present is more rapid 
than in the case when vt =vr, 

This rapid rise in the electronic energy is also evi¬ 
denced by the self-modulation of the transmitted dis¬ 
turbing wave. It is seen that the transmitted disturbing 
wave increases more rapidly in Fig. 13 than in Fig. 9. 
This is consistent with the above discussion. 

Additional experiments were performed to verify the 
fact that the point /2 of Figs. 9, 11, and 13 is in every 
case the point where Re reaches its maximum. Two 
sensing frequencies, wxl and w«2, are used such that 
w„i>w„»> w,; =o>n. Thus, as predicted by Fig. 3, the 
point ol maximum absorption (f2) as sensed by w«2 is 
closer to f0 than the corresponding point sensed by w.|. 
This is seen in Fig. 14. 

Phis figure also illustrates the enhanced disintegra¬ 
tion of the plasma in the time interval /4 —/2- All other 
quantities being equal, the propagation of w<2 is affected 
by a smaller electron density than that of the higher fre¬ 
quency w„i, because w„2 is closer to cyclotron resonance 
than w„i. Hence the plasma becomes completely trans¬ 
parent to w,i at an earlier time than to wx2-

The enhanced disintegration of the plasma as a result 
of the rapid rise ol electron energy has been studied in 
greater detail by using Faraday- rotation [18 | of guided 
electromagnetic waves through plasmas. In this experi¬ 
ment, the plasma (same dimensions as in the rectangu¬ 
lar guide experiments) is centrally' located in a circular 
yvaveguide immersed in a longitudinal magnetic field. 
By measuring the angle of rotation of a linearly-
polarized TEu pulsed sensing yvave as a function of 
time in the late afterglow, during and in the yvake of a 
pulsed disturbing wave, («,/=«//) information is ob¬ 
tained on the influence of the resonance heating of the 
electrons on the phase velocities of the extraordinary 
and ordinary sensing waves. 

Fig. 15 shoyvs typical results of such an experiment 
lor several amplitudes of the disturbing yvave. Notice 
that at any time t>h, the angle of rotation does not re¬ 
turn to its unperturbed value for large amplitudes of the 
disturbing yvave. Hoyvever, for smaller amplitudes of 
the disturbance, the angle tends to relax towards the un¬ 
disturbed value. Since the rotation angle is directly pro¬ 
portional to the total number of electrons in the mag¬ 
netized plasma, the difference in angles at /=/3 (after 
the plasma electron gas has relaxed to its initial tem¬ 
perature) represents the loss of electrons. Notice the 
correspondence of the experimentally obtained depend¬ 
ence of Faraday rotation upon collision frequency in the 
interval (/i — Z<>) to that predicted theoretically from (18) 
and plotted in Fig. 16. 
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Fig. 14—Effect caused by the disturbing microwave signal (/n = 5.05) 
on two sensing signals. =6.0 Gc./,2 = 6.7 Gc. Trace lb and 2b 
represent the amplitudes of transmitted f,i anti respectively 
in the absence of the disturbing signal, whereas la and 2a repre¬ 
sent the corresponding trace in the presence of the disturbing 
signal. Trace 4 shows the duration for which the pulsed signal is 
present. Trace 3 represents the photomultiplier output. Xeon gas 
0.9 mm Hg. 

Fig. 15—Faraday rotation of 1 ^sec wide sensing signal (/„) as a 
function of time in the afterglow, during and in the wake of the 
pulsed disturbing signal (fo). The Faraday rotation is shown for 
different amplitudes of the disturbing signal. 

Fig. 16—Normalized Faraday rotation as a function of v/w lor 
different values of and constant = 1.04. 

C. Cross-Modulation in a Ramsauer Gas (Xenon) 

It was shown in the previous experiments that it was 
possible for the total collision frequency in a neon plasma 
to decrease with increasing electronic energy despite the 
fact that the cross section for momentum transfer be¬ 
tween electrons and neon atoms is a slowly increasing 
function of electron temperature. The decreasing colli¬ 
sion frequency with increasing electron energy is due to 
the coulomb collisions between the electrons and ions 
which are dominant when the degree of ionization is 
greater than 10-5 and at low electron temperatures 
(<300°K). 
As is well known, the cross section for momentum 

transfer of electrons with xenon atoms decreases very 
rapidly with increasing T„ from ~300°K reaching a 
minimum and then increasing as shown in Fig. 1. In view 
of the large absolute values of xenon cross section for 
slow (~300°K) electrons, the electron-ion collision fre¬ 
quency contributes little, if any, to the total collision 
frequency at the xenon pressure indicated, even at the 
maximum electron densities used in these experiments 
(~10n/cc). At these electron densities however, a neon 
(1 mm Hg, 300°«) plasma is already completely cou¬ 
lomb-interaction dominated, as just mentioned. There¬ 
fore, in view of the falling cross sections with increasing 
electron energy in both cases, the phenomena of wave 
interaction will be completely similar. 

Fig. 17 shows the oscilloscope traces of the amplitudes 
of the transmitted signals obtained from the experi¬ 
ment performed in a xenon afterglow. These photo¬ 
graphs [Fig. 17(a), (b), (c) I show the effects for three 
different amplitudes of the disturbing wave (w,z=w//). 
It is seen that immediately after the application of the 
disturbing microwave signal, the absorption of the sens¬ 
ing signal decreases in the time interval h — G. 'Phis is, 
of course, due to the decreasing collision frequency with 
increasing electron energy, as is the case in a coulomb¬ 
interaction dominated neon plasma. At the instant h, 
the electron energy corresponds to that energy for which 
Qem and therefore vrm is a minimum (Ramsauer). In the 
time interval G to h [Fig. 17(a) ] the absorption of the 
sensing signal increases reaching a maximum at t=ti 
despite the increasing collision frequency. The inter¬ 
pretation of this point is identical with the correspond¬ 
ing point in the neon plasma discussed earlier and shown 
in Fig. 9. It is also seen in Fig. 17(c), as opposed to (a) 
and (b), that as a result of the relatively high level (100 
mw) of the disturbing wave and immediately following 
its conclusion, the complete unattenuated amplitude of 
the sensing wave signal is transmitted. In the case of a 
passive plasma this could occur only as a result of a 
drastic loss of electron density in the short time interval 
observed. 

The results of these experiments led to a simple 
method of determination of electron collision frequen¬ 
cies in a magneto plasma. This method will now be 
described. 
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Fig. 17—Wave-interaction phenomena in xenon. Pressure (1.4 tnm 
Hg. Trace 1 is the transmitted amplitude of the sensing signal in 
the presence of a disturbing signal. Trace 2 is the transmitted 
amplitude of the disturbing signal./, = 6.1 Gc. fii~eB/2rm=fn 
= 5.2 Gc. The three photographs show the effects for three ampli¬ 
tudes of the disturbing pulse. 

D. Cross-Modulation Technique for Determining Colli¬ 
sion Frequency 

1'he method is based upon the interpretation of the 
point t=G in Fig. 9. At this point datxJdv =Q. If the 
magnetic field intensity is adjusted to a value such that 

dv t=t„ 

then the value of v at t=tn is a solution to (20). The 
condition given by (20) is obtained experimentalb' by 
varying the magnetic field and observing the cross 
modulation as shown in Fig. 18. Notice that for both 
w///w„«l and the sensing wave undergoes in¬ 
creased absorption for increasing collision frequency. 
However, for w///w, = 1, the absorption decreases. It ap¬ 
pears obvious that there are two values of the magnetic 
field, for which the cross modulation disappears: these 
fields are solutions of (20). The value of v is given to a 
good approximation by 

uh\ 
v = w, 1-. (21) 

where uh corresponds to these values of the magnetic 
field for which the cross modulation disappears. 

The validity of this method is limited by the range of 
validity of (16a). Basically, the use of this equation re¬ 
quires that the electron density be small enough so that 
the electromagnetic fields inside the plasma can be well 
approximated by the applied fields. It is for this reason 
that the experiments were performed with very low 
electron-density plasmas («,. < lOVcc). Furthermore, 

Fig. 18—Variation of the cross-modulation a.sa function of the mag 
netic field. Xeon gas 12.0 mm Hg./,/ = 4.764 Gc./, = 6.72 Gc. 

experiments have shown that only the value uh/u,>1 
can be used in (21). For œ,//œ,<l, both a, the attenua¬ 
tion constant, and ß, the phase constant, are dependent 
upon v, whereas for I. ß is almost independent of 
v. Since attenuation is used for this measurement, the 
condition uh w„>1 must be used. 

This method yielded collision frequencies in good 
agreement with published results. 

VI. Conclusion 
In summary, the typical experimental results re¬ 

ported above illustrate adequately the general phe¬ 
nomenon of RF wave interaction in magneto plasmas. 
The theory on which these experimental results are 
based can be considered as a generalization of Bailey’s 
[3] theory of interaction of radio waves in the iono¬ 
sphere. It was shown here that the phenomenon of in¬ 
teraction of microwaves in a magneto plasma constitutes 
a useful method for investigating plasma behavior. This 
method is applied here to study some of the detailed as-
pects of electromagnetic energy transfer into kinetic en¬ 
ergy of a charged constituent of the plasma. Particular 
emphasis was placed here on the transfer of electromag¬ 
netic energy to the electron gas of a plasma under cyclo¬ 
tron-resonance condition. The consequent fast rate of 
kinetic energy increase of the electrons is evidenced by 
the corresponding change in their collision frequency 
and also in the magnetic field control of plasma confine¬ 
ment. 

Appendix 

Derivation or (17) 

In order to derive an approximate expression for the 
propagation constant for waves propagating as exp 
(—yz) in an anisotropic medium, let us consider Max¬ 
well’s equations with and without the plasma: 

V( X Hu — Toil: X Hu — jue^En, (22) 

V, X E« — yuâ. X E„ = — juinoH», (23) 
V, X H - y á: X H = J + j^E, (24) 
V, X E — y ã, X E = — (25) 
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where 

The following sum is formed : E- 22 + Eo- 24 —H-23 — Hn 
•4; this is integrated over the vol time enclosed by theguid-
ing structure. The application of the divergence theorem 
leads to the following equation: 

En, Ho = electromagnetic fields in the empty struc¬ 
ture, 

E, H = electromagnetic fields in the structure, 
v^ã^d/d^+â^d/d,), 
á = unit vector, 

7, 7n = propagation constant of a wave with and 
without the plasma, 

J = conduction current density as defined by 
(15). 

— (7 + 7o) fß f X Ho + En-â, X H)dV 

ßß (H„ X E - H X En)-dS 

= 2ju I I ßtllE Ell + uuH Ho)dV+ I I ^En J dV .(26) 

The first integral of (26) is zero because of the bound¬ 
ary conditions on E and En. Further simplification is 
possible if the fields in the absence of the plasma are TE. 
We can solve (23) and (25) for Hand H„ and substitute 
this in (26) : 

7 + To 

J&UnJ -J J 

The fields which were assumed for the plasma par¬ 
tially filling the waveguide as shown in Fig. 6(b) were 

\ I I E„ fdr + 2jœJ I J 
---•-. (27) 

iny\ ivx\ E = J sin i ) + B sin I — J âu
\ a / \ b / 

(28) 

1'his assumption leads to a solution for the propagation 
constant given by 

•» o 
7" - 7n* 

/IF 1 
jüinntrzx I-F — sin 

\ a 2tt 

ttIF\\ 

. 2a// 

(29) 

The choice of the ratio B/A was made in the following 
manner. The dominant mode in the waveguide is the 
TE10 mode in the limit of low electron densities; in addi¬ 
tion, the amplitude B arises because <rzv is nonzero. 
Hence the product of azuB is considered to be of second 
order in importance and is neglected. 
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Frequency Conversion in a Microwave Discharge* 
J. R. BAIRDf and P. I). COLEMANf, member, ire 

Summary—One nonlinear property of a microwave discharge 
located between two closely spaced parallel plates whose dimensions 
are small compared to the wavelength is analyzed. This discharge 
geometry, with its small volume, permits the attainment of CW 
microwave power densities in the discharge of the order of 0.1 to 
1 Mw/cm1. It is concluded that the high power density coupled with 
the high diffusion rate of the closely spaced parallel plates results 'n 
a modulation of the electron density at the microwave frequency. 
The source of this nonlinearity is postulated to be a modulation of 
the ionization frequency f whose functional form is taken to be 
r-=a\Vi/ where u, is the ordered drift velocity and « is a propor¬ 
tionality factor constant in time. The theoretical analysis is com¬ 
pared to experimental results obtained by approximating the as¬ 
sumed geometry in an X-band and X-band frequency multiplier 
and in an X-band mixer. Harmonics up through the seventh at 
X band and up through the fourth at K band have been studied. 
Frequency mixing of 9- and 11-kMc signals to obtain a 20-kMc signal 
has yielded predictable results. Parametric amplification in a dis¬ 
charge is briefly considered. 

I. Introduction 

"VON LIN EAR properties are known to be possessed 
LX by microwave discharges. However, few paper 

exist on this subject, perhaps because it is diffi¬ 
cult to isolate or restrict the discharge conditions such 
that a single effect can be studied and quantitatively 
analyzed. 

In this paper the discharge geometry chosen is that of 
two closely spaced parallel plates having dimensions 
which are small compared to the operating wavelength. 
This restriction reduces the description of the discharge 
to a one-dimensional, lumped circuit element. 

The small volume condition on the discharge permits 
the system to be operated at large CW power densities 
and field strengths for very modest absolute input 
power. Typical volumes considered are of the order of 
10-6 cm3. Hence with a power input of 10 watts, the 
power density approaches 1 Mw cm3. Eield strengths 
are typically of the order ol 0.5 to 3 kv cm. 1'hus the 
discharge is being driven sufficiently hard for nonlinear 
effects to become useful and important. 

fhe large electron densities and close spacing ot the 
discharge plates permit diffusion losses to become dom¬ 
inant. The large power densities permit ionizations at 
fast rates. Hence the possibility exists for generating 
and losing electrons in times comparable to the RI' pe¬ 
riod. 

For the discharge geometry in this paper, it is postu¬ 
lated that the ionization frequency v, can be appreci¬ 
ably modulated by the microwave drive frequency. The 

* Received by the IRE, August 28, 1961. Ilie work ([escribed 
was performed under the sponsorship of the AEC Res. I )iv., I henno-
nuclear Branch, under Contract AI(ll-l)-392 and WADI) Elec¬ 
tronic l ech. Lal)., under Contract AF33(616)-7O43. 

t Ultramicrowave Group, University of Illinois, Urbana, 111. 

functional form assumed is that is proportional to the 
absolute value of the ordered drift velocity v,i in the di¬ 
rection of the applied microyvave field. Since this func¬ 
tion is even, the ionization frequency yvill be modulated 
tyvice during each RF cycle. 

By first solving for the linear drift velocity solution 
v,i of the momentum transfer equation, then determin¬ 
ing e,, and, third, solving the continuity equation for 
the electron density n(x, t), the harmonic current re¬ 
sponse of the discharge can be readily computed. It has 
been found convenient to include along yvith the micro¬ 
yvave field a de field for diagnostic purposes. 

The analysis has been experimentally verified yvith a 
3-cm frequency multiplier and mixer, and an 8.6-mm 
frequency multiplier. The variation of harmonic poyver 
as a function of a de bias field is shown experimentally 
to be in close agreement yvith theory up through the 7th 
harmonic in the X-band device. Conversion losses yvere 
also found to be accurately predictable. 
The performance of the 35-kMc multiplier yvas 

checked through the 4th harmonic. Here the electron 
density is varying at a 70-kMc rate. Just how far in fre¬ 
quency one can extend this type ol device has y et to be 
determined. 

II. Description ot the Nonlinearity 

If the microyvave discharge is assumed to have a 
parallel plate geometry, then all quantities yvill involve 
only one space variable .v. Neglecting the ionic current, 
the current density J(x, t) of w(x, t) electrons per unit 
volume having an average velocity v,/(x, /) is given by 
the scalar expression 

J(x, t) = qn(x, Ov^x, I) (1) 

yvhere —q = e is the electronic charge. 
If the discharge is nonlinear, then the current density 

J^x, t) response to the application of a combined de and 
microyvave electric field yvill have harmonic current com¬ 
ponents in addition to the fundamental and de compo¬ 
nents. This yvill require, as seen from (1), that the elec¬ 
tron density n(x, t) and or the average drift velocity 
f0(.v, /) be expressible in a Fourier series. 

In the linear analysis' of a microyvave discharge in a 
parallel plate geometry yvhere a combined de and ac 
electric field Er of the form 

Er — E» + Ä 
w 

cos wl- sin ut 
Vr

(2) 

1 E. Everhart and S. C. Brown, “ The admittance of high fre¬ 
quency gas discharges,” Phys. Rev., vol. 76, pp. 839 842; September, 
1949. 
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is applied in the x direction, the solution of the momen¬ 
tum transfer equation 

for the velocity Vd is given by 

Vd — —— [/io + E cosw/] = + cos co/], (4) 
mvc mr, 

where vc is the collision frequency for momentum trans¬ 
fer, m is the electron mass, and ß is defined as 

ß = Eo/E. (5) 

1'he continuity equation for the case where diffusion 
is the dominant loss mechanism is 

dn d2n 
— = voi + D-! (6) 
dl dx2

where v, is the ionization frequency and D the diffusion 
constant. 

A linear solution (electron density independent of 
time) of (6) for the condition n(x, I) is zero at the metal 
plate boundaries located to x = +1 is 

/ irx\ 
n(x, t) = n(x) = «o cos I — k (7) 

with 

/ 2ZV 
D = ( — ) V,. (8) 

\tr / 

To account for a nonlinear effect using the momentum 
transfer and continuity equations, it could be assumed 
that the collision frequency vc and/or the ionization fre¬ 
quency p, are not constant in time. 

Margenau and Hartman2 have treated the case of a 
low power level microwave discharge wherein diffusion 
has been neglected and the electron density has been as¬ 
sumed to be constant in time. The nonlinearity of the 
discharge has been accounted for by having the collision 
frequency vc a function of time. This assumption leads 
to harmonic component terms in the average drift ve¬ 
locity Vd(x, I). 

In the discharge geometry of this paper, diffusion will 
be the dominant loss mechanism for electrons as op¬ 
posed to attachment and recombination since the 
density gradient between the two closely spaced elec¬ 
trodes is extremely high. Also the power level (0.1 to 
1 Mw/cm3) and field strength (0.5 to 3 kv/cm) are 
quite large so that electrons can be generated and lost 
at a very rapid rate. This leads to the possibility that 
the ionization frequency v, could be a function of time 
and hence, the electron density n(x, t) could be modu¬ 
lated by the microwave drive field. The problem is to 

find the appropriate functional form of ?,(/) that will 
explain the experimental facts. 

In his study of de gas discharges, Townsend as¬ 
sumed that the ionization frequency v, was propor¬ 
tional to the average de drift velocity.3 A correspond¬ 
ing assumption for the microwave discharge would be 
to make the ionization frequency proportional to the 
absolute value of the ordered drift velocity since ioniza¬ 
tions are equally probable for both positive and nega¬ 
tive velocities; 

Vi — a I Vd I . (9) 

While the utility of the assumption made in (9) will 
have to be determined by the agreement between com¬ 
puted and experimental results, some intuitive argu¬ 
ments can be made to support this assumption. 

The microwave field strengths used in the experi¬ 
ments described in this paper, while far in excess of the 
minimum required to sustain the discharge, are not suf¬ 
ficient to give an electron-ionizing energy in one oscilla¬ 
tion. To provide a net transfer of energy, collisions must 
exist. The energy which the electrons gain is largely in 
the form of random thermal motion with only a small 
part contributed by ordered RI' motion. Thus, it is ex¬ 
pected that the electron energy or temperature is at 
best only slightly modulated by the RF field. 

Except for high velocity electrons, the electron veloc¬ 
ity distribution in velocity space is probably not too 
different from a Maxwell distribution as shown in Fig. 
1(a). However, consider next the distribution of veloci¬ 
ties in the x, y and s directions. The curves of Fig. 1(c) 
and (d) are close to equilibrium distributions since 
there are no applied fields in these directions. All veloci¬ 
ties in the y and z directions are a result of energy gained 
in the .v direction and scattered into the y and z direc¬ 
tions by elastic and inelastic collisions. The most prob¬ 
able x component of velocity will not be zero, as indi¬ 
cated by Fig. 1(b), but will vary with the RF ordered 
velocity as shown by curves a and c. 

The number of electrons Ah with velocities exceeding 
the ionizing velocity v, due to the RI' modulation will 
be given approximately by 

. |i -(m/2ÄT)(i.I-| 1M |) 2 _ e-(«/S4T)a!]¿tr (10) 

Since I vdI «v„ the first exponential term can be ex¬ 
panded in a series wherein only the first two terms are 
retained, yielding 

/• Ä IHi'x / W \ — 
Ah ~ I vd I I —-AU-J e- (m ,̂l2kT)dvx. (11) 

J-. 2kT \2irkT/ 

Thus assuming the ionization frequency v, propor¬ 
tional to the number of electrons Ah having an x com-

3 S. C. Brown, “Basic Data of Plasma Physics,” John Wiley and 
Sons, Inc., New York, N. Y., p. 137; 1959. 

2 H. Margenau and !.. M. Hartman, “Theory of high frequency 
gas discharges II,” Phys. Rev., vol. 73, pp. 309-315; February, 1948. 
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Fig. 1—Maxwell distribution of velocity components, (a) Velocity distribution, (b) Distribution of x component of velocity, 
(c) Distribution of y component of velocity (d) Distribution of z component of velocity. 

ponent of velocity exceeding the ionization velocity f, 
appears to be compatible with (9). 

For the discharge geometry and power levels stated 
in this paper, it will be assumed that the principal 
source of nonlinearity arises from an RF modulation 
of the ionization frequency v¡ and that its functional 
form can be sufficiently described by the relationship 
given in (9). 

111. Calculation of Current 
Density Ft nction J(x, t) 

The current density function J(x, /) will be calculated 
assuming that the average drift velocity vAx, t) in the 
X direction can be represented by the linear solution 
given by (4) and that the electron density function 
n(x, f) contains harmonic terms because of the RF 
modulation of the ionization frequency v,. The calcula¬ 
tion of n(x, t) involves solving (6) and (9). 

Substituting the linear drift velocity value given by 
(4) into (9), the result is 

ça E . . 
Vi =- I 0 4* cos o>/1 , 

mvc
(12) 

where a is a constant of proportionality independent of 
the time t. 

Since v, is seen to be an even function of 0 = ut, it can 
be expanded in the following Fourier cosine series: 

(13) Vi 
qaE F a0--F 22 ak cos (kO) , 
w, L 2 j„i 

where the Fourier coefficient a*, are given by 

<h = (14) 
The boundary condition that the electron density is 

zero at x = +1 will require that the space variation of 
n(x, /) is given by the factor cos(ttx/2/) as in the linear 
case. The appropriate functional form for n(x, t) is 

n(x, I) = Ho 
00 

i + 22 ß, s>n ( 50 ) «=1 (15) 
where the coefficients B, are yet to be determined. It 
will be observed that the expression for n(x, t) as given 
by (15) reduces to the linear solution when the coeffi¬ 
cients B, are set equal to zero. Since the modulation of 
n(x, t) is not expected to be large, all the B, coefficients 
are small compared to one. 

The various terms in the continuity equation, as given 
by (6), can now be readily computed. First, the term 
v,n is seen to be 

aqnnE 
vm ~ --

mvc
U II X— 
— + ak cos (kd) _ 2 k—i 

cos (16) 
where the coefficients B, have been neglected. Next, the 
diffusion term is approximated by 

32h 
I)-~ dx2

nuDtr -cos 4/2 (17) 
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Finally, by differentiating n(x, t) as given by (15), one 
obtains 

dn 

ill 

ce 
n&i X sB, cos (sfi) cos 

■-i 
(18) 

Equating coefficients of like terms in the continuity 
equation yields 

aqE a 
B, = —-

muve s 
(19) 

I he current density J(x, I) can now be readily com¬ 
puted from (4) and (15): 

n^E i, 
J (x, I) ~ ¿ Iß + cos œ/| 

mvr ' 

irqaa^E ' i /irx\ 
H-2. E s>n ( os I — I, (20) 

mciVr „^2 I \ 2// 

where the small term multiply ing sin col has been ne¬ 
glected, and .1, is given by 

A, 
1 

2irao 
-Uß). (21) 

The harmonic terms in (20) are those involving the 
coefficients . 1,. Hence the linear solution is obtained by 
setting . I equal to zero. 

At this point in the analysis, all the coefficients can be 
calculated in terms of ß, the ratio of de electric field 
amplitude E» to the RF field amplitude E,- however, 
the proportionality constant a is still to be determined. 

IV. Physical Realization ok Assumed 
Discharge Geometry 

Assuming the preceding analysis to be valid, it should 
be possible to predict the nonlinear behavior of any mi¬ 
crowave discharge system in which the discharge takes 
place between closely spaced parallel plates whose di¬ 
mensions are small compared to the wavelength. The 
conditions imposed are that the system can be de¬ 
scribed essentially in terms of one dimensional, lumped 
circuit elements as opposed to a distributive system. 

A convenient way to meet the prescribed conditions 
in a microwave waveguide system is shown in Fig. 2. 
In this structure, the adjustable center conductors of 
two de isolated coax lines meet in the center of a rec¬ 
tangular waveguide to form a small gap discharge re¬ 
gion. If the gap spacing is small compared to the dis¬ 
charge post diameter, a uniform field assumption in the 
gap region is a good approximation. The coax lines are 
de isolated by mica washers, while a vacuum seal is 
maintained by () rings positioned as shown. 

The basic structure of Fig. 2 has been used for both a 
frequency multiplier and a frequency mixer. With some 
modification it might also be useful in a microwave dis¬ 
charge, parametric amplifier system. 

\ . Frequency Mclti plication 

Any’ nonlinear element capable oi being driven at 
high power levels with microwave frequencies of the or¬ 
der of 10 to 70 kMc is of considerable interest for the 
possible production of low millimeter and submillimeter 
wave signals; therefore, the first application of the pre¬ 
ceding analysis will be made to a microwave frequency 
multiplier. 

To evaluate the harmonic power output of the micro¬ 
wave discharge system shown in Fig. 2, the current 1 
flowing in the discharge posts due to the motion of the 
electrons in the discharge gap must be computed. This 
current is given by' the well known expression 

Ar 1 Ar 1
1 = — I qnv.idx = — I Jdx, 

2IJ/ 21J 
(22) 

where .1 is the area of the discharge plates. 
Substituting for J from (20) and performing the inte¬ 

gration over .V, the current is found to be 

2n^2AE Í 
1 ~- J12^ q. cos wi I 

irniv, I. 

irqaaoE * | 
H- 22 A, sin (sail) : . (23) 

maive ,=2 I 

1 he factor 2 multiply ing ß has been added in the de 
term in an attempt to account for the positive ion cur¬ 
rent. At microwave frequencies this positive ion cur¬ 
rent is negligible. 

From (23) it is seen that the various current ampli¬ 
tudes are 

4„oy-. 1 Ao 
lo —-

■xmvr

2nnq2AE 

irmv c 

(24) 

(25) 
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The block diagram of Fig. 6 shows the experimental 
set-up. Here the first slotted line is used to insure that 
the tuned impedance of the discharge is at least close to 
an impedance match, while the second slotted line is 
used to measure the real part of the input impedance of 
the discharge, Ri, as introduced in (28). 

Fig. 6—Block diagram of experimental set-up. 

To experimentally observe this variation of harmonic 
power with bias voltage, a 60-cycle sweep voltage is 
connected directly to the two discharge posts and to the 
horizontal input of an oscilloscope so that the hori¬ 
zontal deflection of the oscilloscope trace is propor¬ 
tional to the bias voltage. The vertical input of the 
oscilloscope is fed by the output of a crystal detector 
used to monitor a selected harmonic power. Hence the 
vertical deflection of the oscilloscope trace is propor¬ 
tional to the harmonic power P,. The oscilloscope traces 
in the top half of Figs. 3-5 show the results of this 
measurement made on a microwave discharge multi¬ 
plier driven by an A'-band signal. The input power level 
was in the range 20 to 40 watts CW at a frequency of 
9 kMc. 

Similar experiments were done using 25 watts of CW 
power at 35 kMc with almost identical curves being ob¬ 
tained for the second, third, and fourth harmonic power. 

Both theory and experiment show that all even har¬ 
monic powers are zero at zero bias voltage (/3 = 0), while 
all odd harmonic powers are maximum. This assumes 
that both discharge posts are identical in size. If the two 
posts are not identical, electron diffusion to one post will 
exceed that to the other resulting in an “effective de 
bias voltage” thereby permitting some even harmonic 

power to appear. It is believed that the results of Ueno¬ 
hara4 on an S-band multiplier of similar geometry can 
be explained on the basis of this discharge post geom¬ 
etry effect since the two posts in his experiment were of 
different sizes. 

VII. Absou te Vali e of Harmonic Power 
To further investigate the harmonic power conver¬ 

sion ratio given in (31), the resistance ratio (RJ R\) and 
electron ratio (Nr/Nt) must be computed and/or 
measured. 

It can be seen from (13) that the value of the ioniza¬ 
tion frequency averaged over an RF cycle can be re¬ 
lated to (Nr/Nt) as follows: 

I he value of <v,> can also be expressed as 

(p,) = iDE^-, (33) 

where / is the ac ionization coefficient,5 D the diffusion 
constant, and Em is the amplitude of the ac electric field. 
Thus if f is known for the gas used, the ratio (Nr/Nt) 
could be computed. Unfortunately, detailed data of this 
type is scarce, so it is desirable to look for another 
method of estimating the electron ratio. 

Experimentally, Nr can be measured by applying a 
de voltage I’o = 2ZEo to the discharge posts and 
serving the de current given by (24). Combining 
and (30), it is seen that 

2mFv, / RX 
N T = - 1 — I, 

q- \Vj 

where all quantities on the right side of (34) are 
known or measured. 

Of the total power P dissipated in the microwave dis¬ 
charge, a certain amount (aP) will go into creating 
ionization. Thus, if w is the RF angular frequency and 
F,- the average ionization potential for the gas, then 
the total number of electrons Nr produced during one 
RF cycle is given by 

2iraP 
Nr = ——- • (35) 

ob-
(24) 

(34) 

now 

As a typical example in using the above technique for 
determining the ratio of Nr/Nt, consider the 35 kMe 
gas discharge structure previously given in Fig. 2, 
wherein air is used for the gas. The gap spacing 21 in 
this structure is 0.010 inch, and the post diameter 
0.025 inch, resulting in a gas volume of 8X10 5 cm3. 
I he input CW power P used was 25 watts; hence the 
power density was 300 kw/cm’. The gas pressure was 

1 M. Uenohara, “A new high-power frequency multiplier,” Proc. 
IRE, vol. 45, pp. 1419-1420; October, 1957. 

s S. C. Brown, “Basic Data of Plasma Physics," John Wiley and 
Sons, Inc., New York, N. Y., 1959. 
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TABLE I 

Harmonic Output from 8.6-mm Frequency Multiplier 

J larmonic 
Number 

5 

Anax zl?(Ä.u.x) RJZ, R,/Z„ Nr/Nt 

Power 
Input 
(watts) 

Theoretical 
Power (watts) 

Measured 
Power (watts) 

2 
3 
4 

0.75 
0 
0.4 

7.8 X10 3 

0.57X10 3 

16 X10« 

0.25 
0.25 
0.25 

0.5 
0.5 
0.5 

0.2 
0.2 
0.2 

25 
25 
25 

15.5 X10 3
1 .14X10 3
32X10« 

15X10 3
1 X10 3

24X10 « 

TABLE II 

Harmonic Output from 3-cm Frequency Multiplier 

1 larmonic 
Number 

Pm#x RJZ. R./Z« A’«/Nt 
Power 
Input 

(watts) 

Theoretical 
Power (watts) 

Measured 
Power (watts) 

5 

3 
4 
5 
6 
7 

0.75 
0 
0.4 
0 
0.25 
0 

7.8 X10 3 

0.57 X10 3
16X10« 

3.6 X10 « 
0.58 X10 « 
0.196X10« 

0.03 
0.03 
0.03 
0.03 
0.03 
0.03 

0.5 
0.5 
0.5 
0.5 
0.5 
0.5 

0.25 
0.25 
0.25 
0.25 
0.25 
0.25 

40 
40 
40 
40 
40 
40 

0.330 
24X10 3 

0.67X10 3 

0.15X10 3
24X10« 

8.2 XI0 « 

0.1 
40X10 3
1X10 3

0.3X10 3

adjusted to approximately 44 mm Hg so that the col¬ 
lision frequency v.. was approximately equal to œ. The 
field strength was in the range 1 to 3 kv/cm. For these 
conditions, it is estimated6 that the fraction a is of the 
order of Finally assuming an average ionization po¬ 
tential IV for air of 14 electron volts, we compute the 
value of Nn to be 1.1 XI0s. The measured value of Nr 
obtained from (34) was determined to be 5X108, giving 
the approximate ratio of Nr/Nt the value 0.2. 

The radiation resistance Rr of a uniform filament of 
current of length c across the center of a rectangular 
waveguide of dimensions a and b has the value7

R, = —Za (36) 
ab 

where Zn is the characteristic impedance of the guide. 
In the structure considered in this paper, the harmonic 
current on the discharge posts is not uniform but has a 
sinusoidal distribution. If the electrical length of the 
current filament exceeds 180°, as it will for high har¬ 
monics, destructive interference will result so that in 
general the effective length of posts is about equal to 
X„ the harmonic free-space wavelength. This nonuni¬ 
form sinusoidal current distribution will reduce the 
value of Rr by a factor of two; hence the value of R, 
appearing in (27) will be taken to be 

X,2
R.^-Zo. (37) 

2ab 

Using the above technique, Tables 1 and II for an 
8.6-mm and a 3-cm frequency multiplier were com¬ 
piled. l'he agreement between theoretically computed 

’ S. C. Brown and W. P. Allis, “Basic Data of Electrical Dis¬ 
charges,’’ Mass. Inst, l ech., Cambridge, Tech. Rept. No. 283, pp. 172-
173; June 1958. 

7 J. C. Slater, “Microwave Transmission,” McGraw-Hill Book-
Co., Inc., New York, N. Y., p. 288; 1942. 

and experimentally measured harmonic power is con¬ 
sidered satisfactory. 
The R\/Zn ratios tabulated in Tables I and II are de¬ 

termined from slotted line measurements taken directly 
at the input to the discharge device. The tuned VSWR 
is more commonly of the order of 2. It might be assumed 
that an impedance match would be desirable. However, 
this is not true if a stable discharge is to be maintained. 
Suppose an impedance match did exist. Next, suppose a 
slight reduction in average electron density occurs. 
This density reduction would necessarily cause a change 
in the RI' impedance of the discharge and hence change 
the impedance match. This in turn would cause a power 
reflection with less power dissipated in the plasma, 
which would mean a further reduction in electron 
density and so on until the discharge disappears. Thus 
to sustain a discharge by microwave energy alone, 
some mismatch must occur, such that a reduction in 
plasma density improves the VSWR. 

Most of the experiments performed with the multi¬ 
plier used air as the gas. I lowever, nitrogen, neon, argon, 
helium, xenon, and carbon dioxide were also used. As 
might be expected, a discharge in nitrogen was found 
to have almost the same behavior as a discharge in air. 
For other gases the input power level could not be 
maintained at the same value as that for air without the 
discharge expanding out of the gap region and into the 
waveguide. Hence for these cases the ratio Nr/Nt was 
less than that associated with air. However, when an ex¬ 
ternal de magnetic field was applied along the axis of 
the discharge posts to retard transverse diffusion of the 
plasma, the power conversion efficiency was improved 
to the point where argon, for example, could be made 
to yield superior results to air. Also, each different gas 
had to be used at the pressure necessary to make the 
collision frequency approximately equal to the drive 
frequency w. 
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VIH. Frequency Mixing 

The preceding analysis can readily be extended to 
include the process of frequency mixing by including a 
second field in (2). 

Let the new applied electric field be of the form 

Er Ev + Ei cos uit -sin uit 
Vc 

+ E¿ cosw>/ 
0)2 
-— sin (38) 

where £2«£i, so that the discharge is maintained by 
means of the microwave power Pi at angular fre¬ 
quency Ui. 

Corresponding to (4), the new linear solution to the 
momentum transfer equation for the drift velocity is 

v^x, t) = —- [Fo + Ei cos coi/ + Ei coso;»/]. (39) 
mvc

Since it has been assumed that Ei«.Ei, the expres¬ 
sion for n(x, t) will essentially be the same as that de¬ 
termined previously in (15); 

n(x, I) ~ «0 
aqEi a, 

1 H- 2 . — sin (soul) 
m<W' 8=i 5 

(40) 

Following the same procedure used in obtaining (23), 
the new current I, flowing in the discharge posts, will 
contain sum and difference frequencies as indicated be¬ 
low : 

2nvq-A 1 . 
j -/ 12 Ao -|- Ai cos o>i/ 4~ A2 cos W2/1 

vmve ’ 

~irqaauEr ' 
y , 3, sin (son/) 

nu¿\vr g ̂ 2 

aqE\E¿ u g I e
- sin (swi + 0)2)/ 

2s 

(41) 

The current amplitude I> at frequency o>2 is seen to be 

2m (iç-.1 /• 

irinu, 
(42) 

while the current amplitude /3 at the sum or difference 
freqency w3 = wi±W2 is 

Uvaq^A E\Ei 
/, = --—- «1. 

■KUCv El’ll 
(43) 

A mixer efficiency can now be defined as the ratio of 
the power output Pt at frequency w3 to the power input 

Pi at frequency w2; thereby we can obtain an expression 
similar to that given by (28). 

In this ratio, 6I3 is the interaction resistance at fre¬ 
quency w8, while R- is the resistance associated with fre-
quency «2. 

If w!~o>2 and o)3 = o)i+o)2^2o)i, then Ro— Ri and 
(Rs will be approximately equal to the interaction re¬ 
sistance of the second harmonic frequency considered 
in the frequency multiplier. In (21), for the case s = 2, 
ai will contribute the most to the value of A«, so that 

01 
• 1 2 —  -■ (45) 

2?rao 

Hence, for these conditions, the mixer conversion effi¬ 
ciency should be approximately the same as the second 
harmonic conversion efficiency. Also, the variation of 
Pz with ß should be similar to the variation of the sec¬ 
ond harmonic power. A comparison of the curves given 
in Figs. 3 and 7 shows this to be true. 

To investigate experimentally the mixing properties 
of the plasma, the parallel-plate discharge-gap geom¬ 
etry was built into the crossed X-band structure shown 
in Fig. 8. This arrangement permits the introduction of: 
a 20-watt CW 9-kMc signal through one waveguide 
port; a sliding short tuning element in a second wave¬ 
guide to adjust for maximum electron density modula¬ 
tion; a third waveguide containing a filter to block the 
9-kMc signal but pass a 0.1-watt, 1-kc square wave 
modulated, 11-kMc mixing signal; and finally, a fourth 
waveguide which tapers down from the X-band wave¬ 
guide to an RG 53/U K-band waveguide to pass the 
20-kMc sum frequency. A 20-kMc band-pass filter was 
also included in the RG 53/U waveguide section to 
reject the 18-kMc, second harmonic of the 9-kMc drive 
frequency. This filter arrangement, plus the square wave 
modulation of the 11-kMc mixing frequency, makes cer¬ 
tain that other frequencies in the system are not mis¬ 
taken for the desired 20-kMc sum frequency. 
The power P^ as a function of ß or bias voltage was 

observed by again applying a 60-cps sweep voltage to 
the discharge posts and to the horizontal input of an 
oscilloscope. The crystal detected, 20-kMc output power 
was fed to the vertical input of the oscilloscope to ob¬ 
tain the oscilloscope trace shown in the top oi Fig. 7. 
The base line in this picture is caused by the square 
wave modulation of the 11-kMc signal which is not 
synchronized with the 60-cps sweep voltage. 

A measurement of the 20-kMc sum frequency power 
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Fig. 7-—Mixer output vs bias voltage. 

Fig. 8—Gas discharge structure. 

yielded a signal 28 db down from the 100-mw 11-kMc 
power. This conversion ratio to the sum frequency com¬ 
pares favorably to the value one could obtain with a 
crystal diode operating at the same frequencies. It is be¬ 
lieved that if a different structural arrangement were 
made to observe the difference frequency rather than 
the sum frequency, this conversion loss could be sub¬ 
stantially reduced especially if the difference frequency 
was placed at 60 Me where (R3 in (44) could be made 
quite large. 

IX. Parametric Amplification 

Modulation of the electron density at a microwave 
frequency implies that the discharge has time-varying 
properties which may be exploited in a parametric am¬ 
plifier. It was seen in Section VIII on frequency mixing 
that the application of the low level, complex field 

/ 
«2 = £2 i 1 + j—1 

\ Vc / 

(46) 

along with the high level pump field ex gave rise to a 
complex current, 

. . K / ai \ 
t3 = — jA«'“3'= — i --1-i E^3' (47) 

2lmvc\2iraJ 

at the difference frequency w3 = wi—w». 
If the power P2 radiated by the current i3 is reflected 

back into the discharge, it will in turn produce an e3 

field to mix with the pump field e^ This power relation¬ 
ship can be expressed as 

P 3 — •' I ó I — 11 I ■ F 3, (48) 

where (R3 is the radiation resistance associated with the 
current i3, while is the real part of the discharge im¬ 
pedance at frequency w3. 

Eq. (48) will determine the magnitude of the field e3, 
but not its phase. However, it will be assumed that the 
fields at w3 were reflected to make c3 have the following 
complex form: 

/ W s\ 
e3 = AJ 1 + J — I «*»'. 

\ vc / 

(49) 

This field e3 will now combine with the pump field 
to produce a current Ai» at the signal frequency w»; 

. i at\ , . 
Ai» = - j --(-) E^'. (50) 

2lmvc \2iranl 

The original current i» produced by the field e2 was 
given by (42). In complex form the expression is 

q-Nr
ii = -E2e^'. (51) 

2lmv, 

Since the discharge is a lossy element, further effects 
of Ai» will be neglected. Hence the power P* at the sig¬ 
nal frequency is seen to be 

P2~% Re(i» + M2)(2le2)* 

The choice of the phase of e3 in (49) is now apparent 
since it leads to the desired negative power term in (52). 
The first term in (52) is the power dissipated in the dis¬ 
charge at frequency w»-
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In order to have gain in the device, 

(53) 

must be greater than unity. This expression contains the 
unknown field ratio E^/E>. 
To evaluate E^/Et, first note that the power dissi¬ 

pated in the discharge at frequency wa can also be writ¬ 
ten as 

(54) 

2mvc 2R> 

where R¿ is the real part of the discharge impedance 
at w». 

Solving (54) for Rit the result is 

(55) 

From (48), it can be shown that 

E2

<l~.\ H / 01 \ 6I3Æ3 
M-mvc \ 2irau / / o>3

1 + ( X I'r 

Finally, the gain G expression becomes, with the use 
of R? from (55), 

This equation shows that it would be desirable to 
make the signal frequency considerably greater than 
the collision frequency v,, indicating that the gas pres¬ 

sure should be reduced in order to make the discharge 
extremely reactive. This is analogous to the high Q or 
high “cutoff” frequency requirements for crystal diodes 
used as parametric amplifiers. 

An important problem in the design of a possible gas 
discharge parametric amplifier would be achieving the 
desirable impedance levels to maximize the resistance 
ratio term in (57) while at the same time maintaining 
impedance matches in the microwave circuits. 

Assuming that a parametric amplifier would operate 
in the manner described, it may have two interesting 
features: 1) the saturated power output could be high, 
perhaps the order of one watt and 2) the gain could be 
controlled by changing the bias voltage. 

X. Conclusions 

It is concluded that the nonlinear behavior of a mi¬ 
crowave discharge located between two closely spaced 
parallel plates whose dimensions are small compared to 
the wavelength can be accurately analyzed using the as¬ 
sumption that the ionization frequency is propor¬ 
tional to the absolute value of the drift velocity Vd. 

Using straightforward Fourier expansions for p, and 
the electron density n(x, t), the momentum transfer and 
continuity equations can be solved readily for the cur¬ 
rent J(x, t) response to applied microwave fields. 

The discharge geometry and analysis has a somewhat 
universal aspect in that it can be applied with little 
change in form to frequency multipliers, frequency 
mixers, and parametric amplifiers. 

Experimentally, CW power densities of the order of 
0.3 Mw/cm3 were obtained using 25 watts of 35-kMc 
power. Modulation of the electron density the order of 
5 per cent at 70 kMc (twice the drive frequency) was 
believed to have been achieved. 

The microwave gas discharge, with its relatively large 
CW and pulsed power capabilities, combined with its 
predictable performance at high harmonics, make it an 
attractive element for further study in the low milli¬ 
meter wave region. 
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A Plasma Microwave Energy Detector* 
R. L. TAYLORf and S. B. HERSKOVITZf, member, ire 

Summary—A detector of microwave energy employing a gaseous 
discharge is described. The principle of operation is based upon the 
temperature sensitivity of the electron-ion recombination rate. By 
photomultiplier observations of the decaying plasma afterglow, short 
pulses of microwave energy can be detected. At present, the mini¬ 
mum discernible signal strength is about one microwatt peak. 

The theory, experimental configuration, and prospects for im¬ 
proved sensitivity are discussed. 

t'KRGELY overshadowed by space age and con¬ trolled fusion programs are the efforts of numer-
ous researchers into the more prosaic area of elec¬ 

tronic applications of the plasma state of matter. One 
such activity deals with the use of a gaseous discharge 
as the detection element in radar receivers. 

The ability to detect minute amounts of microwave 
energy is the prime function of a radar system. To per¬ 
form this task, a typical radar receiver employs an ex¬ 
tremely sensitive semiconducting crystal rectifier as its 
sensing element. This very sensitivity, however, places 
a burden upon the user in the form of protecting the 
crystal rectifier from accidental exposure to incident 
energies of more than a few ergs. This exposure must be 
guarded against, not only when the rectifier is actually 
in operation in a radar receiver, but even while the ele¬ 
ment is being stored or transported. 

l-'or several years, various groups of investigators 
have explored the use of an ionized gas as a detector 
element to provide a means of minimizing this prob¬ 
lem. 1-6 In this application an ionized gas possesses sev¬ 
eral noteworthy properties: namely, the element does 
not act as a detector until activated, and second, it can 
be exposed to megawatts of energy without permanent 
damage. These advantages, however, are not gained 
without a corresponding sacrifice in sensitivity. 

Detectors which use ionized gases have usually been 

* Received by the IRE, August 28, 1961. 
t Air Force Cambridge Research Laboratories, Office of Aero¬ 

space Research, Electronics Research Dir., Laurence G. Hanscom 
Field, Bedford, Mass. 

1 D. H. White, “Microwave Detection with Gas Tubes," Fed. 
Telecommun. Labs., Nutley, N. J., Contract DA-36-039-SC-15512, 
Final Rept.; 1953. 

2 H. Farber, “Study of Microwave Detection in Gaseous Dis¬ 
charge Tubes," Polytech. Inst. Brooklyn, N. Y., Contract DA-36-
039-SC-5670, Final Rept.; 1955. 

3 L. Gould, “Microwave Detection by a de Gaseous Discharge," 
Signal Corps Engrg. Labs., Belmar, N. J., Tech. Memo No. M-1836; 
October, 1956. 

4 M. Mentzoni, “The Detection of Microwaves by Glow Dis¬ 
charges," Polytechnic Institute of Brooklyn, Brooklyn, N. Y., Con¬ 
tract AF 30(602 )-1448 ; 1957. 

6 H. Farber and M. Mentzoni, “The Long Rise Times Associated 
with Gaseous Detection of Microwaves,” Polytechnic Institute of 
Brooklyn, Brooklyn, N. Y., Contract AF 19(604)-4143; February, 
1959. 

based upon changes in electrical conductivity. The de¬ 
tector to be described, however, is quite different from 
its predecessors in that it makes use of changes in the 
light output of a decaying plasma. 

Light from a Decaying Plasma 

The mechanisms involved with the emission of light 
from a gas during ionization and subsequent afterglow 
are numerous and form the subject of several phases of 
physics, e.g., emission spectroscopy, quantum mechan¬ 
ics, metastable determination, etc. Of fundamental in¬ 
terest to the present discussion, however, is the altera¬ 
tion of the total light emitted from a gaseous afterglow, 
or decaying plasma, with the addition of microwave 
energy to the system. 

In 1928, Kenty observed a quenching of certain spec¬ 
tral lines in an emission spectrum with the addition of 
de energy.6 That the light output of a gaseous afterglow 
could similarly be altered by microwave energy was first 
demonstrated and is being extensively investigated by 
the Goldstein group 7,8 at the University of Illinois. 

If a gas is ionized by a pulse of electrical energy, a 
typical afterglow is observed upon removal of the pulse. 
The characteristic light output of a pure noble gas shows 
several interesting features. (See Eig. 1.) Initially, at 
time zero (the moment of removal of the ionizing pulse), 
an extremely high level of light output is observed which 
rapidly decreases to a minimum in perhaps 40 micro¬ 
seconds (gsec). 'Die abscissa represents volts output of 

Fig. 1—Light output from pulsed plasma. 

6 C. Kenty, “The Recombination of argon ions and electrons," 
Phys. Rev., vol. 32, pp. 624-635; October, 1928. 

7 J. M. Anderson and L. Goldstein, “Interaction of Microwaves 
in Gaseous Discharge Plasmas," University of Illinois, Urbana. 
Contract AF 19(6041-524, l ech. Rept. No. 7; 1955. 

8 A. A. Dougal and L. Goldstein, “Energy between electrons and 
ion gases through coulomb collisions in plasmas,” Phys. Rev., vol. 
109, pp. 615-624; February, 1958. 
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a photomultiplier viewing the total light output, and the 
ordinate time, in Msec. The next feature of note is a 
secondary build-up of light output to a maximum value 
at about 100 to 120 gsec. A monotonic decay of light 
which will be referred to as the afterglow period is then 
traced out. At the right, the initiation of another pulse 
and afterglow period occurs. 

The initial intense light output is a result of energy 
loss by the many excited atoms. As electrons now 
rapidly lose energy through inelastic collision processes, 
fewer excited atoms are created and the light output 
falls. A condition is finally reached such that the electron 
temperature anti density are appropriate for optimum 
electron-ion recombination. A second light output 
maximum is then observed. It is at this point, the in¬ 
ception of the characteristic afterglow, that the plasma 
performs as a microwave detector. 

The effect of impinging microwave energy, such as a 
radar echo, on the afterglow luminosity is now con¬ 
sidered. At sufficiently high frequencies, such as those 
commonly employed in radar systems, only the elec¬ 
trons, by virtue of their minute mass, are greatly 
affected by the alternating electric field of the radar 
echo. Thus incident electromagnetic energy acts almost 
exclusively as an energy source for the electrons in the 
gas. Fig. 2 represents this situation diagrammatically. 
The incident electromagnetic signal, represented by a 
circle at the center, supplies energy almost exclusively 
to the electrons of the plasma system. The electrons, in 
turn, through collisional processes, impart this energy 
to the ions, neutral species, and container walls. 

Fig. 2—Energy distribution processes. 

To postidate a simple working picture of the light¬ 
producing mechanisms germane to the detection appli¬ 
cation, the assumption is made that electron-ion re¬ 
combination is the principal source of visible light 
emitted from the decaying discharge. This assumption 
ignores certain other conceivable emitting processes 
such as metastable decays, wall fluorescence, multibody 
collisions, etc. These omissions, however, do not ma¬ 
terially alter the detection mechanism. 

Despite this simplifying assumption, the electron-ion 
recombination phenomenon is unfortunately still be¬ 
clouded by additional complexities. The recombination 

process may take numerous forms.9 Certain of these are 
light producers; others are not. Since methods of inde¬ 
pendently determining the coefficients of various elec¬ 
tron-ion recombination processes are rather fragmen¬ 
tary, the following discussion will deal with the “bulk” 
coefficient. This recombination coefficient, which is 
ordinarily measured, will be understood to be repre¬ 
sentative of the various independent light-producing 
mechanisms. 

Many measurements of electron-ion recombination 
have been made. 10 The inconsistency of data from in¬ 
vestigator to investigator leaves much to be desired. 
Notwithstanding the spread of experimental data, it can 
be stated that the recombination coefficient is a de¬ 
creasing function of temperature. Representative oi 
these values is the data of Chen, et al., yielding an exper¬ 
imental temperature dependence of Tr~3n for electron¬ 
ion recombination coefficient over a pressure range of 
7-29 mm Hg in pure helium. 11 Thus, as electrons are 
heated, the recombination coefficient decreases. From 
assumptions above, this decrease also results in a lower¬ 
ing of the afterglow light output. This quenching of the 
afterglow forms the basis of the described detector. 

Enhancement of Afterglow Quenching 

To optimize the performance of a microwave energy 
detector based upon quenching of the afterglow, two 
general criteria must be considered: 1) the detector 
must be in a condition to efficiently convert incident 
energy, e.g., a radar echo, into afterglow light quenching 
and 2) the incident signal must be delivered efficiently 
to the detector. 

For optimum performance as a detector, loss of elec¬ 
trons by means other than recombination must be mini¬ 
mized. Diffusion losses can be suppressed by operation 
at higher gas pressures, the use of magnetic fields, and 
appropriate container geometry. Electron losses by 
attachment are eliminated by the use of noble or other 
gases with unfavorable attachment rates. 

The remaining electron loss process, recombination, 
may be controlled, within bounds, to optimize the de¬ 
tector for specific application. The recombination rate, 
as previously mentioned, is a decreasing function of tem¬ 
perature. The rate of cooling of electrons can be affected 
by four parameters: 

1) number density of neutral atoms (pressure), 
2) collision probability, 
3) mass of the neutral atom, 
4) metastable atom concentration. 

For a given electron density and incident signal, elec¬ 
trons with lower temperatures, hence greater recombi¬ 
nation rate, will yield a greater quench in afterglow. 

9 L. B. I.oeb, “Basic Processes of Gaseous Electronics,” Univer¬ 
sity of California Press, Berkeley, pp. 477-594; 1955. 

10 Ibid., pp. 560-562. 
11 C. L. Chen, C. C. Leiby and L. Goldstein, “Electron tempera¬ 

ture dependence of the recombination coefficient in pure helium,” 
Phys. Kev., vol. 121, pp. 1391-1400; March, 1961. 
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Rapid cooling of electrons can be achieved by using 
higher pressures of parent atoms with large collision 
cross sections and small atomic masses. Destruction of 
metastable states by the use of Penning mixtures 12 also 
accelerates cooling. Under these conditions, a high-
sensitivity short-duration afterglow would be produced. 

To extend the afterglow period, and hence increase 
the range of detection between pulses, it is desirable to 
cool the plasma electrons more slowly. This action is 
accompanied by a decrease in optimum sensitivity. In 
the particular experiments described, in order to pro¬ 
long the interpulse period, electrons were cooled at a 
slower rate than that which would have yielded maxi¬ 
mum sensitivity. 

Techniques for insuring the efficient delivery of the 
incident signal to the detector are based upon common 
microwave techniques and physical electronics princi¬ 
ples. Microwave techniques include such obvious expedi¬ 
ents as maintaining low-loss transmission lines and 
power-multiplication approaches. Further techniques 
for enhancing the increase of electron energy due to an 
incident signal by cyclotron resonance will also enhance 
the detection abilities. 13,14

Consideration of the above requirements, to a large 
extent, dictates the choice of parent gas and experimen¬ 
tal configuration. Practical considerations, however, 
somewhat modify this idealized picture, and necessitate 
compromise. 

Experimental Configuration 
From the foregoing criteria, the general experimental 

configuration may be surmised. The choice of a rare gas 
as the parent medium is evident. For a compromise be¬ 
tween maximum sensitivity and duration of afterglow, 
neon, with its moderate mass, low probability of col¬ 
lisions, and ease of ionization, was chosen as the parent 
gas. The gas is contained in a simple discharge tube, 
the diameter of the glass envelope being chosen so as to 
be as large as possible for diffusion considerations -
without imposing serious microwave mismatch prob¬ 
lems. 

The gas bottle is inserted into an S-band waveguide 
line. The plasma is established by a pulse of de power, 
typically 1000 volts, and the light output monitored by 
a gated photomultiplier. A pulse of S-band energy is 
then introduced into the waveguide system to serve as a 
simulated radar echo. This simulated echo is monitored 

12 A mixture of gases in which the ionization potential of one 
constituent is below the metastable potential of the other. Thus, the 
metastable level is continuously destroyed by collisions between the 
two species. 

18 J. E. Etter and I.. Goldstein. “Guided Wave Propagation in 
Gyromagnetic Gaseous Discharge Plasmas," University of Illinois, 
Urbana, Contract AF 19(604 )-524, l ech. Rept. No. 3; 1954. 

11 !.. P. McGrath, A. I). Chatterjee and J. P. Monier, “Further 
Studies of Resonance Phenomena at Microwave Frequencies in Gyro-
magnetic Gaseous Discharge Plasmas," University of Illinois, 
Urbana, Contract AF 19(604)-2152, Sei. Rept. No. 2; 1957. 

by use of a crystal probe itt a slotted line. The entire 
system is synchronized by a master trigger generator 
and the output displayed on an oscilloscope. To permit 
variation of the gas fill, the detector tube is attached to 
a vacuum and gas back-fill system. Fig. 3 represents the 
experimental sit nation diagram mat ically. 

TAPERED SECTION UNILINE SLOTTED LINE DIRECTIONAL COUPLER 

MASTER 
TRIGGER 

GENERATOR 

Fig. 3 Bkx k diagram of plasma mit rowax e detector. 

metal metal 

Fig. 4—Block diagram of vacuum system. 

The vacuum and gas back-fill system (see Fig. 4) is oi 
conventional design, employing a three-stage oil dif¬ 
fusion pump capable of attaining vacua of 10-7 mm Hg. 
Of special interest is the use of a cataphoresis pump 15 in 
the form of a glass helix consisting of about 72 inches 
of |-inch outside-diameter tubing wound into 7 loops. 
This pump allows noble gases to be ultrapurified. A 
special wide-range thermocouple 16 is employed to meas¬ 
ure gas pressures without the possibility of contamina¬ 
tion from manometric fluids. 

The plasma detector itself consists of a simple dis¬ 
charge tube ’-inch outside diameter, with tungsten rod 
electrodes spaced about 12 inches apart. The detector is 
placed diagonally through the //-plane of a 2:1 tapered 

15 R. Riez and G. H. Dieke, “The analysis and purification of rare 
gases by means of electric discharges,” J. Appt. Phys., vol. 25, pp. 
196-201; February, 1954. 

“ Consolidated Vacuum Corp. Autovac Vacuum Gauge Type 
LKB-3294. Ranges from 1 micron to 100 mm Hg. 
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section (see Fig. 5). In this configuration, the detector 
tube essentially fills the cross section of the microwave 
line. During detection the afterglow electron densities 
as measured by standard cavity techniques17-19 are in 
the range of 1 X IO 10 to 4X10 10 electrons per cubic centi¬ 
meter. 

The most satisfactory performance of the plasma 
detector in respect to minimum detectable signal re¬ 
sulted from the use of pure neon gas in the pressure 
range of from 2 to 10 mm Hg. 

In Fig. 6 the typical detection phenomenon is repre¬ 
sented. The upper trace represents a 150-gsec portion 
of the light output from the decaying plasma contained 
within the gas tube. The photomultiplier is gated so as 
to protect it from the extremely high light output typi¬ 
cal at the inception of the plasma (see Fig. 1), and thus 
prevents fatiguing of the photocathode. Light output is 
displayed as amplitude in arbitrary units on the vertical 
axis and time (50 gsec per major division) on the hori¬ 
zontal. In the lower curve, the quenching of light out-
put due to a 5-jusec, 20-mw peak pulse at 3000 Me is 
displayed. 

Caution must be used in assigning a sensitivity figure 
to the plasma microwave detector. In semiconductor 
crystal detector nomenclature, sensitivity deals with a 
voltage output resulting from a given power input. The 
crystal is generally used to detect, rectify, and mix the 
incoming signal with the output of a local oscillator. The 
resultant IF frequency is then amplified, rectified, and 
reamplified before being measured. The plasma detec¬ 
tor is not analogous to a crystal in this function. A crys¬ 
tal, however, can also be used directly to rectify micro¬ 
wave signals, the output being fed into a video ampli¬ 
fier. In this function, a closer comparison to the plasma 
detector may be made. The plasma detector acts essen¬ 
tially as an energy transducer, converting incident 
microwave energy into an alteration of light intensity. 
This function is so dissimilar to the function of a crystal 
detector that comparison of sensitivity by semiconduc¬ 
tor crystal nomenclature is meaningless. More useful, 
therefore, is the specification of a minimum detectable 
signal, one which will produce an alteration of the light 
output curve by an amount equal to twice the value of 
the average noise, or thickness, of the light output curve. 
In this context, maximum sensitivities of the plasma de¬ 
tector are from 1 to 5 microwatts peak power. 

Fig. 7 shows the effect of various signal strengths on 
the amount and character of the typical afterglow 
quench. Here input pulses vary from one to 128 mw in 

” S. C. Brown and D. J. Rose, “Methods of measuring the proper¬ 
ties of ionized gases at high frequencies. I—Measurements of Q 
J. Appl. Phys., vol. 23, pp. 711-718; July, 1952. 

18 S. C. Brown and D. J. Rose, “Methods of measuring the 
properties of ionized gases at high frequencies. II—Measurement 
of electric field," J. Appl. Phys., vol. 23, pp. 719-722; July, 1952. 

19 D. J. Rose and S. C. Brown, “Methods of measuring the proper¬ 
ties of ionized gases at high frequencies. HI—Measurement of dis¬ 
charge admittance and electron density,” J. A ppi. Phys., vol. 23, pp. 
1028 1032; September, 1953. 

Fig. 5 -Plasma microwave detector. The diode detector is inserted 
into the //-plane of a tapered waveguide section. The cylindrical 
cavity to the right is used to determine electron densities. 

Fig. 6—Typical detection phenomenon. VpPer portion'. Afterglow of 
5-gsec duration pulsed discharge (1 kv, about 0.5 amp I in neon 
(p = 10 mm Hg), 250 jesec after puise. Time scale: 50 ^sec per 
division. Lower portion: same discharge conditions as above. 
Quenching pulse is 5 gsec wide, 20 mw peak power. Photomulti¬ 
plier gated RCA 6217. 
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Fig. 7—Variation of quench with signal strength. Input pulses of 
5-/«sec duration varying from 1 to 128 mw in 3-db steps. Time 
scale: 20 /«sec per division. Discharge conditions identical to 
those of Fig. 6. 

Fig. 8 Ionization due to large input signal Input pulse of 5-/ise< 
duration, 500-mw peak power. l ime scale: 20 /«sec per division. 
Discharge conditions identical to those of Fig. 6. 

Fig. 9—Multiple ptdse response. Upper portion: input pulses of 
5-/«sec curation, 20-mw peak power. Lower portion: input ptdses 
of 5-/1SCC duration, 90 mw followed by 20-mw peak power. Dis¬ 
charge conditions identical to those of Fig. 6. 

3-db steps. I he stronger signals produce more profound 
alterations ol the light output but also prolong the 
“recovery time,” or interval before normal light output 
is resumed. Each major division on the horizontal scale 
represents 20 pisec. 

By continuously increasing the microwave signal 
strength, a point is reached where energy input is suffi¬ 
cient to cause further ionization in a manner similar to 
the plasma originating pulse. Eig. 8 illustrates this effect 
with an input pulse of 500 mw. On the lower trace, an 
initial small decrease of light, followed by a building up 
to an increased value and subsequent decay is seen. 

In Fig. 9, the effects of multiple input pulses are illus¬ 
trated. In the upper portion, two pulses of 20 mw each 
cause similar decreases in light output. In the lower 
portion, an input signal of 90 mw followed by a signal of 
20 mw results in quenches of different magnitude. It is 
readily apparent that the plasma detector is not a 
square law device. 

A typical response curve of input power to light 
quenching in arbitrary units is illustrated in Fig. 10. 

I he plasma detector is inherently a broad-band de¬ 
vice. I he unit employed in these experiments operates 
over the entire usable range of S-band (2.84"X 1.34") 
waveguide, big. 11 depicts the frequency response of a 
typical 10-mm neon gas fill. Curves are plotted for 

Fig. 11 — Frequency response of plasma microwave detector. 
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three power inputs; 20, 5, and 1 mw peak. The fine 
structure, particularly evident in the 20-mw curve, is 
related to the standing wave ratio of the microwave line. 
At points of poorer matching (i.e., at 3000 and 3400 
Me), the incident power upon the detector is diminished, 
with a consequent lowering of the amount of light 
quenching. 

The Fi ti re of the Plasma Detector 

The plasma microwave detector, as it exists today, 
does not rival the crystal rectifier as an envelope detec¬ 
tor. A standard crystal rectifier can detect signals with 
strengths in the order of 10-8 watts. In the present state 
of development, the plasma detector under optimum 
conditions can respond to about 10-6 watts of incident 
energy. A crystal semiconductor used as a mixer can de¬ 
tect microwave signals as small as 10-13 watts. The 
plasma microwave detector has not been investigated 
for any mixing properties. 

There are, however, several approaches available to 
improve the present minimum detectable signal level. 
An obvious method of increasing the plasma detector 
sensitivity is to employ a de magnetic field so as to cause 
the plasma electrons to execute cyclotron motion. In this 
condition, the electrons are more efficient absorbers of 
microwave energy at particular microwave frequencies, 
and will produce more profound quenching ot light out¬ 
put.'Die relationship of magnetic field to applied micro¬ 

wave frequency may be related simply by B =0.357 f, 
where B is the magnetic field in Gauss and f is the ap¬ 
plied microwave frequency in Me per second. Thus, to 
produce maximum signal enhancement at 3000 Me, a 
1070-Gauss magnetic field would be employed. Such 
operation will narrow the bandwidth of the device. 

Practical difficulties may prevent full utilization of 
the advantages expected from operation at cyclotron 
resonance. 'Diese difficulties concern the compromise 
necessary in optimum gas pressure to satisfy the con¬ 
flicting requirements of minimizing pressuring broaden¬ 
ing effects on cyclotron resonance, maintaining a stable 
discharge, and minimizing unwanted electron loss 
through diffusion. 'Die magnetic field required for cyclo¬ 
tron resonance, however, yields the advantage of re¬ 
straining electron diffusion. 

Methods to enhance or multiply the incident micro¬ 
wave signal offer other sensitivity increasing tech¬ 
niques. The use of “squeezed” waveguide sections, 
resonant cavities, and similar structures effectively 
midtiplies the incident power density upon the detector. 
These manipulations also narrow the bandwidth of 
operation. 

Finally, it should be remembered that we can meas¬ 
ure only what we can see. The present method of dis¬ 
play, presentation, and observation leaves much to be 
desired as far as determining the ultimate sensitivity of 
this device. 

Interaction of a Modulated Electron Beam 
with a Plasma* 

G. D. BOYDf, member, ire, R. W. GOULDJ, member, ire, and L. M. FIELD||, fellow, ire 

Summary—The results of a theoretical and experimental investi¬ 
gation of the high-frequency interaction of an electron beam with a 
plasma are reported. An electron beam, modulated at a microwave 
frequency, passes through a uniform region of a mercury arc dis¬ 
charge after which it is demodulated. Exponentially growing wave 
amplification along the electron beam was experimentally observed 

* Received by the IRE, August 7, 1961. This work was sup¬ 
ported by the Office of Naval Research, Contract NONR 220(13). 

f Bell Telephone Labs., Inc., Murray Hill, N. J. 
J California Inst, of l ech., Pasadena, Calif. 
II Microwave Tube Div., Hughes Aircraft Co., Culver City, Calif. 

for the first time at a microwave frequency equal to the plasma fre¬ 
quency. Approximate theories of the effects of 1) plasma-electron col¬ 
lision frequencies, 2) plasma-electron thermal velocities and 3) finite 
beam diameter, are given. 

In a second experiment the interaction between a modulated 
electron beam and a slow electrostatic wave on a plasma column 
has been studied. A strong interaction occurs when the velocity of 
the electron beam is approximately equal to the velocity of the wave 
and the interaction is essentially the same as that which occurs in 
traveling-wave amplifiers, except that here the plasma colum replaces 
the usual helical slow-wave circuit. The theory predicting rates of 
growth is presented and compared with the experimental results. 
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I. Introduction 

IN 1929 Tonks and Langmuir1 reported on experi¬ ments involving electron-plasma oscillations and 
defined the electron-plasma oscillation frequency 

nue2
«r = - (1) 

mtn 

where e is the magnitude of the electronic charge, m its 
mass, «o the density of plasma electrons per unit volume, 
and e0 the permittivity of free space. (MKS units are 
used throughout this paper.) 

When the electron thermal velocities are small com¬ 
pared to the velocity of waves being considered, the 
plasma can be characterized by a dielectric constant 

t 01J 
— = 1-— • (2) 
tu u (u — iv) 

where co is the angular signal frequency and v is an effec¬ 
tive collision frequency for the plasma electrons. For 
the experiments described in this paper the effect of the 
massive positive ions may be neglected. 

In 1948 Haeff2 suggested that plasma oscillations 
excited by a directed beam of charged particles might 
be responsible for certain types of RF energy received 
from the sun, and he discussed the mechanism of two-
stream amplification. Bohm and Gross3 have given a 
more extensive discussion of the interaction of an elec¬ 
tron beam and a thermal plasma. Complex propagation 
constants were found for waves whose frequency is ap¬ 
proximately equal to the plasma frequency defined in 
(1). The significance of the complex propagation con¬ 
stant is that small disturbances are amplified as the 
beam drifts through the plasma. In an earlier paper 
Pierce4 had noticed a similar instability when an elec¬ 
tron beam passed through a positive ion cloud and had 
attempted to relate this to positive ion oscillations ob¬ 
served in vacuum tubes. These discoveries have stimu¬ 
lated a very great amount of theoretical study of in¬ 
stabilities in plasmas with non-Maxwellian velocity dis¬ 
tribution. The amplification mechanism, however, is es¬ 
sentially that of the double-stream amplifier invented by 
Haeff5 and independently by Pierce and Hebenstreit.6 In 

1 L. Tonks and 1. Langmuir, “Oscillations in ionized gases,” 
Phys. Rev., vol. 33, pp. 195, 990; 1929. 

2 A. V. Haeff, “Space-charge wave amplification effects,” Phys. 
Rev., vol. 74, pp. 1532-1533; 1948. Also, “On the origin of solar radio 
noise,” Phys. Rev., vol. 75, pp. 1546-1551; 1949. 

3 D. Bohm and E. P. Gross, “Theory of plasma oscillations. A. 
Origin of medium-like behavior,” Phys. Rev., vol. 75, pp. 1851-1864; 
1949. Also, “ Theory of plasma oscillations. B. Excitation and damp¬ 
ing of oscillations,” Phys. Rev., vol. 75, pp. 1864-1876; 1949. Also, 
“Effects of plasma boundaries in plasma oscillations,” Phys. Rev., 
vol. 79, pp. 992-1001; 1950. 

4 J. R. Pierce, “Possible fluctuations in electron streams due to 
ions,” J. Appt. Phys., vol. 19, pp. 231-236; 1948. 

3 A. V. Haeff, “The electron-wave tube," Proc. IRE, vol. 37. pp. 
I 10; January, 1949. 
6 J. R. Pierce and W. B. Hebenstreit, “New type of high-fre¬ 

quency amplifier,” Hell Sys. Tech. J., vol. 28, pp. 33-51; 1949. 

the case of the plasma, one group of charged particles is 
stationary. 

Several experiments have been performed in which 
directed electron beams are passed through the plasma 
region of a gas discharge. Looney anti Brown’s7 early 
experiment is representative. A beam of high-energy 
electrons (several hundred volts) was injected into the 
plasma of a de discharge from an auxiliary electron gun. 
RI- signals were detected by a small wire probe placed 
in the beam. The probe was movable and showed the 
existence of standing-wave patterns of oscillatory en¬ 
ergy. Nodes of the pattern coincided with electrodes 
which bound the plasma. The thickness of the ion 
sheaths at these electrodes determined the standing¬ 
wave pattern. The frequencies of oscillation seemed to 
be related to the transit time effects of the electrons 
between the sheaths and did not appear to verify the 
theory ol Bohm and Gross.3 Later Gordon’1 investigated 
the energy exchange mechanism which was involved 
and showed that the results of Looney and Brown 
might be understood in terms of reflex klystron oscilla¬ 
tions due to the electron beam being reflected by the 
sheaths. He found that the radiation detected by the 
probe was due to the fields of the bunched beam and 
not primarily due to plasma oscillations. Wehner9 had 
previously built a plasma oscillator using this klystron 
bunching principle. 

Very recently Kofoid 10 found oscillations very similar 
to those of Looney and Brown when two oppositely 
directed electron beams were passed through the 
plasma. This result tends to support Gordon’s con¬ 
clusion. 

The dispersion equation for small amplitude waves 
in a system consisting of a beam and a collisionless 
plasma has been derived by a number of investigators. 

where oip is the plasma frequency of the plasma, on, is the 
plasma frequency of the beam, and % is the drift veloc¬ 
ity of the beam. A number of simplifying assumptions 
have been made in obtaining this result: 

1) Only small sinusoidal waves have been considered. 
2) The electric vector and the direction of propaga¬ 

tion of waves have been taken parallel to the di¬ 
rection of the beam (longitudinal waves). 

3) All quantities were independent of the coordinates 

7 D. II. Looney and S. C. Brown, “The excitation of plasma os¬ 
cillations,” Phys. Rev., vol. 93, pp. 965-969; 1954. 

’ E. I. Gordon, “Plasma Oscillations, Interactions of Electron 
Beams with Gas Discharge Plasmas,” Ph.I). dissertation. M iss. 
Inst. Tech., Cambridge; 1957. 

" G. Wehner, “Plasma oscillator,” J. Appt. Phys., vol. 21 pp 
62-63; 1950. 

M. J. Kofoid, “Experimental two-beam excitation of electron 
oscillations in a plasma without sheaths,” Phys. Rev. Lett., vol. 4, 
pp. 556-557; 1960. 
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perpendicular to the direction of the beam and 
the effective beam boundaries were neglected; 
i.e., the problem was considered one-dimensional. 

4) Thermal velocities and collisions oi the plasma 
electrons were neglected. 

5) The plasma and the beam were assumed spatially 
uniform. 

One may interpret this dispersion relation as giving 
either the propagation constant 7 oi waves whose fre¬ 
quency is u, or the frequency of oscillation of disturb¬ 
ances whose wave number is 7. It is the former inter¬ 
pretation which we employ in this paper. 

In the absence of a secondary electron beam or al¬ 
ternative feedback path, we expected the system oi an 
electron beam interacting with a plasma over a finite 
length to be inherently stable; that is, we did not expect 
spontaneous oscillations. 11 On the other hand, small 
perturbations in current (shot noise) or velocity of the 
incoming electron beam or fluctuations arising in the 
plasma woidd increase in amplitude along the electron 
beam. In the first 12 of the two experiments described 
below (Eig. 1) we deliberately introduced a modulation 
of the electron beam at a microwave frequency and ob¬ 
served the amount by which this modulation was in¬ 
creased after having passed through the plasma. 1'his 
experiment verified some oi the early predictions. 
Kharchenko, et al.,':' examined the modulation oi the 
beam as it emerged from the plasma when no micro¬ 
wave modulation had been applied initially. 1 hey 
found a noise modulation whose frequency spectrum 
was sharply peaked at the plasma frequency, presum¬ 
ably due to the selective amplification of wide band 
fluctuation noise, Einally, Bogdanov, 14 and very recently, 
Allen and Kino, 15 repeated our first experiment with a 
longitudinal magnetic field and observed several in¬ 
teresting new effects. 

During the course of the first experiment it was shown 16 

that a cylindrical plasma column was capable of sup¬ 
porting electrostatic waves whose velocity could be 
made slow compared with the velocity of light. This 

11 P. A. Sturrock, “Excitation of plasma oscillations,” Phys. Rev., 
vol. 117, pp. 1426-1429; 1960. 

12 G. D. Boyd, 1- M. Field, and R. W. Gould, “Excitation of 
plasma oscillations and growing plasma waves,” Phys. Rev., vol. 109, 
pp. 1393 1394; 1958. (This article contains a preliminary account of 
the first experiment described here.) 

1:1 1. F. Kharchenko, et al., “Experimental and theoretical inves¬ 
tigation of the interaction of an electron beam with a plasma,” Proc. 
Conf, on Ion Phenomena in Gases, Uppsala, Sweden, vol. 11, pp. 
671-680; 1959. 

11 E. V. Bogdanov, V. J. Kislov, and Z. S. Tchernov, “Interaction 
between an electron stream and a plasma,” Proc. Symp. on Milli¬ 
meter Waves, Polytechnic Inst, of Brooklyn, N. Y., vol. 9, pp. 57 71; 
April, 1959. 

15 M. A. Allen and G. S. Kino, “Interaction of an electron beam 
with a fully ionized plasma," Phys. Rev. Lett., vol. 6, pp. 163 165; 
1961. 

10 A. W. Trivelpiece, “Slow Wave Propagation in Plasma \\ avc-
guides,” Ph.D. dissertation, Calif. Inst, lech., Pasadena; 1958. 
Also, A. W. Trivelpiece and R. W. Gould, “Space charge waves in 
cylindrical plasma columnes,” J. Appl. Phys., vol. 30, pp. 1784-
1793; 1959. Also, “Electro-mechanical modes in plasma waveguides,” 
Proc. 1EE, vol. 105, pt. B, pp. 516-519; 1958. 

suggested the second experiment 17 described below 
(Eig. 4) in which traveling-wave interaction occurred 
between such a slow wave and an electron beam which 
passed down the axis of the plasma at a velocity about 
equal to the wave velocity. 

II. Interaction at Plasma Resonance 
The first experiment utilized devices of the type 

shown in Eig. 1. An electron beam was modulated by a 
short helix, passed along the axis of the plasma column, 
and then upon emerging was demodulated by a second 
helix. The plasma density could be varied by changing 
the arc current, and strong amplification was found to 
occur 12 only when the plasma frequency was very close 
to the modulation frequency. 

Fig. 1—Helix modulation experiment. 

A. The Effect of Thermal Velocities of the Plasma Elec¬ 
trons One-Dimensional Theory 

Bohm and Gross’ have derived the dispersion equa¬ 
tion, including the effect of the thermal distribution of 
velocities of the plasma electrons, for a broad electron 
beam passing through a stationary plasma. The effect 
of short-range collisions of the plasma electrons may 
also be included in an approximate manner through 
the introduction of a velocity-independent collision 
frequency18 v. We now give it discussion of the solutions 
of this equation for the conditions of our first experi¬ 
ment. 

All waves were assumed to have exponential spatial 
and time dependence where y=ß — ia was the 
complex propagation constant and « and ß were both 
real. A beam plasma frequency was defined in terms ol 
the beam electron density nt, by uh2 — ni,e2/me«. The 
thermal distribution oi velocities of the electron beam 
about their mean velocity Vb was neglected since their 

17 G. I). Boyd and R. W. Goidd, “Travelling wave interaction in 
plasmas,” J. Nuclear Energy, vol. 2, pt. C, pp. 88-89; 1961. (This 
article contains a preliminary account of the second experiment de¬ 
scribed here.) 

18 R. \\ . Gouki, “Plasma Oscillations and Radio Xoise from the 
Disturbed Sun,” Calif. Inst, of Tech., Pasadena, Calif., I'ech. Rept. 
4, Contract NON R 220 (13); September, 1955. 
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random energy of approximately 0.1 ev was small com¬ 
pared to the random energy of 4.7 ev of the plasma 
electrons. 

With these definitions the one-dimensional dispersion 
relation may be written 

J0(u)du a>62

(w — yu, — iv)2 (u — yi'b)2
(4) 

where fo(u) was the normalized unperturbed distribu¬ 
tion function of velocities of the plasma electrons and 
du = duxduudu¡. We assumed a Maxwellian velocity dis¬ 
tribution 

/ m \ 3/2 ( m i 
= ( exp 1 ~ + + M;2) i ’ (5)\2irkU ( 2kl 1 

where T is the equivalent “temperature” of the plasma 
electrons, and u is their random velocity vector. 

The integral which resulted when (5) was substituted 
into (4) may be expressed in terms of the error function 
of complex argument. A large-argument asymptotic 
expansion of this function was easily obtained by ex¬ 
panding the denominator of the integral in (4) in powers 
of yuj (w — iv) and integrating term by term. The dis¬ 
persion relation became 

where 
mui,2

R =-
MT 

is the ratio of the beam energy to the mean energy of a 
plasma electron and 

is a normalized propagation constant. For the first ex¬ 
periment 7?« 100 and jr| »1. 

Neglecting collisions, there was a range of frequencies 
for which T was complex and a range for which it was 
real. Since 7?»1, only the first two terms of the above 
series were considered. Eq. (6) then reduced to 

(r - l)2(r2 + A) + a = 0, 

where 

(9) 

(10) 

Fig. 2 shows the locus of the roots of this equation 
in the complex I' plane with A and cr as parameters. The 
growth constant is — a=(w/f(,) Im I’. Alternatively, 

the gain is —8.6.8a db per cm, if a has units cm-1. For 
a growing wave a is negative. This figure reveals that 
the maximum growth rate a occurs when the frequency 
œ is within a few per cent of the plasma frequency, pro¬ 
vided 0.003 <a <3.0 and /¿>30. Thus maximum in¬ 
teraction occurs close to plasma resonance. In Fig. 3 
we plot the normalized growth rate vs a'p2/«2 for repre¬ 
sentative beam energies (K) and beam densities 
(Wb2/Wp2). 

Fig. 2—Solution of (9) for the complex propagation constant 

yVb ßvt, , aVb r = — =- i — 
w œ <a 

over a range of values of the parameters a and A. 

Fig. 3—Growth parameter —a vs the normalized plasma frequency 
squared. R is the ratio of the electron-beam energy to the average 
random energy oí the plasma electrons. i> the ratio of the 
beam-electron density to the plasma-electron density. 

The effect of collisions is to reduce the growth rate, 
and it is convenient to evaluate this effect when w = œp 
(A = 0) since this is the condition for maximum growth 
rate (approximately). If it is also assumed that colli¬ 
sions are infrequent (p«w), (6) may be written as 

(11) 

This equation is easily solved by iteration, taking r 2 

equal to unity on the right-hand side as the first step. 
(Results are given in Tables I and II of Sections V 
and VI.) 
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B. The Effect of Finite Electron-Beam Diameter 

In the Appendix we derive the dispersion equation 
for waves which can exist upon an electron beam of 
radius b passing through an infinite plasma. Thermal 
velocities and collisions of the plasma electrons are 
neglected. It is shown that the effect of the finite beam 
diameter is to introduce a beam-plasma reduction 
factor into (3), so that it can be written as 

(12) 
w2 (o — >»»)2

where 

(-) --(13) 
\&b/ J Iu(yb)K i(yb) 

Ii(yb)K tt(yb) 

In the thin beam limit (76—>0), the above becomes 

1 
— — (7&)2(0.11593 — In yb) 

2 
yb« 1, (14) 

which is similar to that obtained by Sturrock. 11

We note from (13) that, if 7 is real, the effect of 
finite beam size is simply to reduce the effective beam 
density and hence the rate of growth. When the growth 
per wavelength is small ( —a«/3), it is sufficient to 
evaluate (13) by setting 7 = «/%. Fig. 3 shows that this 
is not always a good approximation, and a complete dis¬ 
cussion of the solutions of (12) and (13) has not been 
given. The solutions of the corresponding dispersion 
equation which results when the beam and plasma are 
subjected to a very strong axial magnetic field is given 
in Bogdanov, et alP 

III. Slow-Wave Interaction 

During the course of the first experiment (Fig. 1), an 
interaction of the electron beam with the plasma was 
obtained when the plasma frequency was several times 
the modulation frequency imposed on the beam. 

In this case the electron beam interacts with one of 
the slow space-charge waves which propagates along 
the plasma column. These propagating waves are elec¬ 
tromechanical in nature and result Irom the interplay 
of kinetic energy of the plasma electrons and the 
energy stored in the electric field. In the special case of 
no axial magnetic field these waves are surface waves. 
They have been studied in detail by Trivelpiece and 
Gould. 16 Synchronism between an electron beam and 
such a slow wave results in familiar traveling-wave 
interaction. (See Pierce and Field 19 for a physical de¬ 
scription of traveling-wave interaction.) 

The second experiment described in this paper was 
designed to investigate more completely this traveling¬ 
wave interaction. A different configuration, shown in 

19 I. R. Pierce and I.. M. Field, “Traveling-wave tubes,” Proc. 
IRE, vol. 35, pp. 108-111; February, 1947. 

Fig. 4, was employed. In order to enhance the traveling¬ 
wave interaction, the diameter of the plasma column 
was made smaller than in the first experiment, and the 
electron-beam diameter was made larger. Modulation 
and demodulation of the electron beam was accom¬ 
plished with cavity resonators (at a fixed frequency) so 
as to allow a variable beam velocity’. 

Fig. 4—Cavity-modulation experiment. 

A. Slow-Wave Mode of Propagation 

Nie now give a short theoretical discussion of the 
electrostatic waves which propagate along a nondrift¬ 
ing plasma column of radius a which fills a glass tube 
whose outer radius is c. Two cases will be considered: 
1) a perfectly-conducting surface at radius c, and 2) the 
glass tube in free space. Thermal velocities and colli¬ 
sions of the plasma electrons will be neglected. 

The electric fields of these modes are derivable from 
a potential if their phase velocity is small compared to 
the velocity of light. 16 In this approximation the po¬ 
tential satisfies the Laplace equation. First let there be 
a conducting surface at radius c. Field are assumed to 
vary as In the absence of the electron beam 
and neglecting collisions, the propagation constant is 
real, so d is used for the propagation constant instead of 
7(a = 0). 

The time-varying potential in each region is given by 

l..(0r) 
Ó, = --- giluU-nS-O.-) r < a

I..(0a) 

I„(0r)K„(0c) — I„(ßc)K„(ßr) 

I„(ßa)K„(ßc) — I„(ßc)K„(ßa) 

a < r < c. (15) 

Matching tangential electric field and normal displace¬ 
ment at r = a, and using (2) for the plasma dielectric 
permittivity and k as the relative dielectric constant of 
the glass, one obtains the dispersion equation 

I„(ßa) i In'(ßa)K„(ßc) — I K(ßc) K H'(0a) ) t 

In'(ßa) I I „(ßa) K „(ßc) — I „(ßc) K „(ßa) I 

where the primes denote derivatives of the Bessel func¬ 
tions with respect to the argument. In the limit of 
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large 0a the asymptotic frequency of propagation is 

The solution of this equation for the circularly sym¬ 
metrical mode (n=0) is shown in Eig. 5 by the lower 
dashed curve, where we plot u/wp vs 0a. The phase and 
group velocities are given by w jS and dot 30, respec¬ 
tively. Angular dependent modes are not of particular 
interest in the second experiment since their fields 
vanish on the axis where the electron beam passes and, 
in addition, the excitation cavities are cylindrically 
sym metric. 

Fig. 5—Frequency vs propagation constant ft« for the surface-wave 
mode of propagation on a plasma-glass column in free space 
(solid curve), and when covered with a conducting surface 
(dashed curve). In the latter case, the upper dashed cune repre¬ 
sents the w = l mode, and the lower dasher! curve represents the 
w=0 mode. The O. • and A correspond to measurements on 
the plasma-glass column in free space, and should lie on the theo¬ 
retical solid curve. I'he X data was obtained with the glass coated 
with a conducting layer, and such points should lie on the lower 
dashed curve. 

Where the glass tube is iu free space rather than be¬ 
ing surrounded by a metallic conductor, expressions 
for the potential in three septirate regions—1) plasma 
r<a, 2) glass a<r<c, 3) free space c<r<«- must be 
joined so that the tangential field and normal displace¬ 
ment tire continuous. This leads to a dispersion equa¬ 
tion for the circularly symmetric mode (w = 0) 

o!,,2\ I \(0a) — K 

o>2 / lu(0a) be coth (0c, 0a) 

E Aße) 1 
k 4---

K00c) be tanh (0c, 0a) 

E 00c) 
K -J- Be tanh (0c, 0a) 

K00C0 

(IX) 

where the functions 

I00cfK00a) d- 100a)K00c) 
be coth (0c, 0a) = -

100c) K 00a) — 100a) K 00c) 

I00c)K00a) — I00j)K00c) 
be tanh (0c, 0a) = ---— -

Io(0c)K00a) d- I00a)K00c) 

I00c)Ku(0a) - Iu(0a)Ku(0c) 
Be tanh (0c, 0a) =-

100c) K 00a) d- 100a) K 00c) 
(19) 

are defined and tabulated by Birdsall. 20 Solution of this 
equation is depicted by the solid line in Eig. 5. The 
horizontal line in Eig. 5 at w/wp—l corresponds to 
plasma oscillations which tire independent of the wave¬ 
length of the disturbance. 

The vertical lines labeled 800, 400, 200, and 100 
volts correspond to constant phase velocity lines when 
the frequency is fixed and the plasma density is varied. 
The intersection of these curves with ¡my of the prop¬ 
agation constant curves specifies the operating point at 
which the electron beam velocity is synchronous with 
the phase velocity of the surface wave. 

B. Interaction Impedance 

An electron beam traveling in synchronism with the 
slow surface wave will interact with the axial electric 
field of the wave. Under these conditions a spatially 
growing wave will result (the propagation constant 
becomes complex), so that the RE energy traveling 
along the plasma column increases with distance. This 
energy is supplied by the conversion of the beam 
kinetic energy. 

Pierce21 has shown that an approximate value of the 
growth constant in a traveling-wave amplifier can be 
expressed in terms of an interaction impedance, which is 
proportional to the square of the axial electric field 
at the position of the beam per unit power flow in the 
slow wave. Calculations22 of this impedance for the 
circularly symmetric mode of the plasma-glass column 
in free space (w-0 diagram is given by the solid curve 
of Eig. 5) are approimately 800 ohms in the range 
O.5<0a<1.5. 

IV. Characteristics of the Plasma 
and the Electron Beam 

A. Mercury Arc Discharge 

The positive column of an arc discharge in mercury 
vapor was the plasma. The mercury gas pressure was 
regulated by maintaining the temperature of the mer¬ 
cury “well" at 300 + 0.1°K. The vapor pressure at this 
temperature was 2.1 X10-3 mm Hg (2.1 microns), and 
the density of mercury atoms was 6.8X10 18 per cm3. 
The electron density no, corresponding to an electron 
plasma frequency of 3000 Me, was 1.12X10" per cm3. 
The random energy of the plasma electrons was charac¬ 
terized by an equivalent temperature T,. Measure¬ 
ments of 7', by Langmuir probes gave T, = 35,OOO°K, 
or 4.7 electron volts. The energy corresponding to the 
axial drift velocity which is necessary to carry the dis¬ 
charge current was about 0.2 ev and was therefore 
small compared with the random energy. The collision 

™ C. K. Birdsall, “Memorandum for File ETL-12,” Hughes Air¬ 
craft Co., Malibu, Calif.; July 1, 1953. 

11 J. R. Pierce, “Traveling Wave Tubes," I). Van Nostrand Co., 
New York, N. Y.; 1950. 

” G. D. Boyd, “Experiments on the Interaction of a Modulated 
Electron Beam with a Plasma.” Ph.I), dissertation, Calif. Inst, 
lech., Pasadena; 1959. Also, “Power Flow and Gap Coupling to 
Slow Wave Plasma Modes,” Electron Tube and Microwave Lab., 
Calif. Inst. I'ech.. Pasadena, Tech. Rept. 12, NONR 220 (13); June, 
1959. 
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frequency of plasma electrons with the sheath at the 
tube wall was approximately 129X106 sec“1 for a 
plasma column diameter of 1.04 cm (as in the first ex¬ 
periment). The collision frequency of electrons with 
un-ionized mercury atoms was 37X106 sec“1 corre¬ 
sponding to a mean-free path of the plasma electrons 
through mercury atoms of approximately 3.5 cm, which 
was somewhat greater than the tube diameter. 
The mean-free path for beam electrons of 100 to 

1000 volts in the plasma ranged from about 26 to about 
65 cm at the vapor pressure used throughout these ex¬ 
periments. 

B. Electron Beam 

The electron-beam gun was of the conventional type 
used in traveling-wave tubes. Beam focusing was possi¬ 
ble with an electron lens (focusing cylinder, Figs. 1 and 
4) and ion space-charge forces. L cathodes were found 
to be the most satisfactory in resisting the adverse ef¬ 
fects of mercury ion bombardment. Arcing between 
gun electrodes due to the presence of ions did not seem 
to occur in the voltage range employed. The cathode 
button diameters were 0.045 and 0.090 inch in the helix 
modulation tube of Fig. 1 and in the cavity modulation 
tube of Fig. 4, respectively. 

V. Helix Modulation Experiment 

A. Interaction at Plasma Resonance 

A schematic of the helix modulation tube is shown in 
Fig. 1. The plasma interaction length between helices 
was about 5 cm. The inner radius of the glass tube 
was 0.52 cm. The S-band coupling waveguides were 
tapered to 1 cm in height. The input and output helices 
were each 3 cm long. The helix-synchronous voltage 
was 400 volts. 

In the operation of the experiment the electron beam 
was modulated with a microwave frequency between 
2.2 and 4.0 kMc, and the output signal from the de¬ 
modulation helix was observed as the arc current was 
swept. The plasma density, and thus the square of the 
plasma frequency, is approximately proportional to 
arc current in low-pressure arc discharges. 23 According 
to the theory presented in Section 11, the output signal 
level should be a maximum when the arc current is such 
that plasma frequency equals the modulation fre¬ 
quency w. This value of arc current for maximum inter¬ 
action should change as the input frequency is changed. 
For convenience, the arc current was swept at a 60-cps 
rate, so that the result could be displayed on an oscillo¬ 
scope. 

The output signal level was displayed on the y axis of 
the oscilloscope, while a signal proportional to the dis¬ 
charge current was used to drive the x axis. Fig. 6 shows 

23 B. Klarfeld, “Characteristics of the positive column of gaseous 
discharge,” J. Phys. USSR, vol. 5, pp. 155-175; 1941. 

the resulting display for six different modulating fre¬ 
quencies. The arc current zero line is the heavy vertical 
line on the extreme left. From these and similar traces 
the current for maximum interaction was obtained, and 
the result is shown in Fig. 7. 

Fig. 6 Detected output signal vs arc current as obtained from the 
helix-modulation tube. Horizontal calibration: 20 divisions equal 
0.40 ampere. 

Fig. 7—Gt and G¡ give the axial plasma frequency squared as ob¬ 
tained from Fig. 6. The circles represent measurements of the 
average plasma frequency squared over the plasma interaction 
region as obtained by the cavity perturbation method. 

The observation that points Gt and Gt lie on rela¬ 
tively straight lines passing nearly through the origin 
is strong evidence that the interaction observed corre¬ 
sponds to plasma resonance. Approximate equality of 
the modulation frequency and the plasma frequency 
must be ascertained from an independent measurement 
of plasma density. The fact that the straight lines when 
extrapolated to zero frequency do not pass exactly 
through the origin may be explained in terms of part of 
the plasma being produced by beam collisions. Dif¬ 
ferences in beam focusing probably accounts for the 
difference between the intercepts of curves Gt and G2, 
taken with different electrode potentials. 
To obtain a measurement of electron density by an 

independent method, the cavity-perturbation tech-
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nique24 -26 which measured the average plasma electron 
density over the cross section, was applied to the plasma 
interaction region of the helix tube. The average square 
of plasma frequency was also plotted vs arc current in 
Eig. 7. The difference in slopes (a factor of 1.4) between 
the cavity data and G\ or Gî may be explained by the 
fact that electron density on the axis, where interaction 
occurs, is higher than the average density for a specific 
current. Assuming a parabolic dependence of density 
on radius,27 it was estimated from the ratio of the slopes 
that the edge plasma density was about 0.4 of the plas¬ 
ma density on the axis, which was in reasonable accord 
with Klarfeld. 23

B. Rate of Growth 

Table I presents theoretical growth constants in db 
per cm for different values of the electron-beam cur¬ 
rent. All rates of growth are for 3000 Me, assume a 
400-volt beam, include a beam-reduction factor of 0.4 
[from (25)], a beam diameter of 3 mm, and a value of 
7? = 100. The first column gives the maximum rate of 
growth (such as that taken from the peak of the curves 
in Eig. 3) and neglects collisions. The second column 
also neglects collisions and gives the growth at the 
plasma frequency w=mp. The remaining columns are 
also lor w=Wp, but include collision frequencies v of 30, 
100, and 300 Me, respectively. 

TABLE I 

Theoretical Growth Constants at Plasma Resonance 
for the Helix Modulation Tube 

A 
Max G 
(lb |KT 
cm 

(r at W — Up 
db per cm 

ma « = 0 » = 0 « = 30X10» «=100X10» « = 300X10» 

0.25 17.2 11.1 10.74 9.68 6.95 

0.5 22.05 15.5 14.93 13.4 9.71 

1.0 27.55 21.4 20.55 18.38 13.5 

2.0 34.0 29.2 27.9 24.96 18.68 

Experimentally, the maximum net gain observed 
between the input and output waveguides was about 
+ 25 db. Under this condition the cathode current was 
2.0 ma, and the current reaching the beam collector 
was 0.48 ma. When the arc was turned off but the beam 
left on, the net loss between waveguides was as little as 

21 M. A. Biondi and S. C. Brown, “Measurements of ambipolar 
diffusion in helium,” Phys. Rev., vol. 75, pp. 1700-1705; 1949. 

25 K. B. Persson, “Limitations of the microwave cavity method of 
measuring electron densities in a plasma,” Phys. Rev., vol. 106, pp. 
191-195; 1957. 

28 S. J. Buchsbaum and S. C. Brown, “Microwave measurements 
of high electron densities,” Phys. Rev., vol. 106, pp. 196-199; 1957. 

87 R. M. Howe, “Probe studies of energy distributions and radial 
potential variations in a low pressure mercury arc,” J. Appt. Phys., 
vol. 24, pp. 881 894; 1953. 

10 db it the beam remained well focused. This implies 
an electronic gain ol 35 db in the 5-cm interaction length 
or a growth constant of 7 db per cm. The theoretical 
prediction, assuming a beam current of 0.5 ma and a 
collision frequency of 100 Me (Table 1), was about 
13.4 db per cm. On many occasions the helix modula¬ 
tion tube showed a net loss of 10 db or so. Adjusting 
electrode potentials of the device so as to show net gain 
was sometimes difficult. 

The theoretical bandwidth of this amplification de¬ 
vice is less than 1 per cent. The experimentally ob¬ 
served bandwidths of 25 per cent or so seen in Eig. 6, 
together with the reduced gains, are likely to be ex¬ 
plained by the variations in the plasma density along 
the path of the beam. When the plasma frequency 
varies along the path of the electron beam, it can be 
shown that the effect is to reduce the gain at any one 
frequency and to increase the range of frequencies over 
which amplification is possible. The density is probably 
lowest where the beam enters and where it emerges 
because of diffusion losses. 

It is difficult, lor two reasons, to observe the growing 
waves at plasma resonance by moving an antenna 
along the outside of the glass column. Eirst, the fields 
decay exponentially away from the surface of the beam 
and the decay factor is large, since ßa =8.2 for the helix 
tube at 3000 Me and 400 volts. Secondly, as may be 
seen from the following argument, plasma oscillations 
(w=wp) produce very little field outside the plasma 
column. The dielectric constant (2) is zero in the plas¬ 
ma, and hence the normal component of the displace¬ 
ment vector vanishes at the edge of the plasma. There¬ 
fore, the normal component of the electric field vanishes 
outside the plasma column. Of course this argument 
neglects the effect of random energy of the plasma elec¬ 
trons, but it does serve to indicate that the field outside 
should be small. The first argument does not apply to 
the cavity modulation tube to be discussed in Section 
VI, since ßa is approximately unity and the electron 
beam passes closer to the edge of the plasma column in 
that tube. I he growing wave at plasma resonance was 
detectable in the cavity modulation tube using a travel¬ 
ing probe. 

C. Slow- IVave Interaction 

When the electron beam was defocused so badly 
that it filled most of the plasma column, being reflected 
from the sheath from the edge of the plasma column 
and then partially collected at the second helix, an in¬ 
teraction was observed when the plasma frequency 
was greater than the modulation frequency. Eig. 8 
shows the detected output signal vs arc current. The 
arc current increases from left to right and is zero at the 
heavy vertical line at the far left. Two interactions may 
be seen, the one at lower current occurring when 
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€ = 3.0KMC 

f X 2.6KMC 

f = 3.0KMC (N.F.) 

Fig. 8 -Detected output signal vs arc current as obtained from the 
helix tube. Calibration as in Fig. 6. The interaction peak at the 
larger current is with the surface wave mode of propagation. NF 
is with the output unfiltered. 

and the one at higher current presumably due to 
the axially symmetric surface wave mode of propaga-
tion. The subsidiary maxima in Fig. 2 of the preliminary 
report 12 were probably also due to the surface-wave in¬ 
teraction. If the beam were not deliberately defocused, 
interaction with the surface wave could not be ob¬ 
served since the fields are strong only at the surface of 
the plasma column. 

Also shown in Fig. 8 are two photographs at the same 
frequency taken with the detected output signal both 
filtered and nonfiltered (NF). Appreciable noise is 
present in both interactions, some of which may be as¬ 
sociated with moving striations. 28

In Figs. 6, 8 and 9 hysteresis is evident. This may be 
due to space-charge buildup and decay or to non¬ 
equilibrium heating effects. The hysteresis phenomena 
ts not completely understood. 

VI. Cavity Modulation Experiment 

A. Slow-Wave Interaction 

A larger beam and smaller plasma column were neces¬ 
sary to obtain strong interaction with the surface-wave 
mode of propagation, thus the device shown in Fig. 4 
was constructed. By varying the beam voltage (approxi¬ 
mately 1000 to 100 volts) ßa could be made to fall 
between 0.5 and 1.5. By operating with a significantly 
smaller value of ßa than in the helix tube, the surface¬ 
wave fields are much stronger near the axis where the 
electron beam passes. By employing an axial magnetic 
field it would be possible to have the fields on the axis 
stronger than at the surface. 16

The detected output signal 490 .Me is shown in Fig. 9 
vs arc current at six different electron-beam voltages. 
The zero of current is the numbered heavy line at the 

28 L. Pekarek, “Theory of moving striations,” Phys. Kev., vol. 
108, pp. 1371-1372; 1957. 

Fig. 9—Detected output signal vs arc current as obtained from the 
cavity-modulation tube. Horizontal calibration: 20 divisions 
equal 0.050 ampere. 1'he beam is interacting with the angularly 
independent surface-wave mode of propagation. 

far left. As the beam velocity increases, the phase 
velocity of the slow surface wave must also increase to 
fulfill the synchronism condition. From Fig. 5 it is seen 
that ßa and f/fp decrease as the velocity increases. Thus 
as the beam velocity increases the plasma frequency 
must increase if synchronism is to be maintained. Fig. 9 
shows that, indeed, as the beam voltage is increased, 
the arc current for maximum gain increases. 

The electron density in the plasma column of the 
cavity-modulation tube was measured by the cavity¬ 
perturbation technique.21 26 as a function of arc cur¬ 
rent. From the arc current corresponding to the peak 
interaction in Fig. 9 one may obtain the experimental 
u-ß diagram as shown by the data points in Fig. 5. 
The result is seen to correspond well to the theoretical 
curves. Any errors in the cavity measurements ol 
plasma density would tend to shift the vertical scale. 

I nteraction was also observed at the plasma reso¬ 
nance with the cavity tube. This interaction occurred 
near the value of the current at which the arc extin¬ 
guished, and stable operation was difficult. Neverthe¬ 
less, the values of the interaction-arc current at which 
this interaction occurred were used to determine the 
plasma frequency fp = wp/2ir, and the results (f/fp) are 
plotted in Fig. 5 near the horizontal line at f/fp=C 

R. Growing Surface IFwtvx 

The surface-wave fields are strongest at the surface 
of the plasma column. A traveling probe at the surface 
of the glass column was used to detect a growing stand¬ 
ing-wave pattern (Fig. 10). The standing-wave pattern 
is a result of the interference between the growing sur¬ 
face wave and the wave which is reflected by the output 
cavity resonator. From the standing-wave [tattern one 
may measure the electronic wavelength on the plasma 
column. This is in agreement with the value predicted 
from the beam voltage. 
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G = 0.94db/cm / G = l.07db/cm / k G = l.42db/cm / 

Vb=200 Al Vb = 200 A / Vb=205 / 

GROWING WAVE INTERACTION f=f p

Fig. 10 Growing wave strength vs distance as obtained by a travel¬ 
ing probe at the surface of the glass column of the cavitv-modula-
tion tube. 

I he 250-volt case in Fig. 10 is of particular interest-
I he lower curve was taken with the beam current 
greatly reduced by lowering the cathode temperature. 
The signal then decayed along most of the interaction 
region because ot collisional attenuation in the surface¬ 
wave propagation. The upper curve is with a normal 
beam current and shows a growing wave. 

I heory21 predicts a growth constant of 2.75 db per 
cm when an interaction impedance of 800 ohms (Sec¬ 
tion III-B) and a 200-volt beam at 1-ma current are 
assumed, and when space charge in the beam, plasma 
random energy, and collisions are neglected. A repre¬ 
sentative experimental value at 1 ma and 200 volts is 
about 0.8 db per cm. The discrepancy between the 
theoretical and experimental growth constants may 
be due possibly to the neglect of loss along the plasma 
column in the theoretical calculation. 

C. Interaction at Plasma Resonance 

Because of the smaller value of ßa (approximately 1) 
lor the cavity tube (as compared with ßa «8 in the helix 
tube), it was found that a growing standing-wave pat¬ 
tern could be observed with a traveling probe outside 
the plasma column (see big. 10). A representative 
growth constant was found to be 1 db per cm at 1-ma 
beam current. 

Measurements on the growing standing-wave pat¬ 
tern indicated that the interfering wave had a large 
phase velocity compared to the forward-beam velocity, 
and thus the standing-wave pattern was probably due 
to stray radiation in free space from the signal source. 
I'he standing-wave pattern could not have been a result 
of the reflected surface wave since the latter does not 
propagate when J =fp. 

Table II gives theoretical growth constants in db per 
cm, assuming a 200-volt beam, a beam reduction factor 
of 0.21 from (25) a beam diameter of 4.8 mm, and a 
value ol R = 200 '4.7 = 42.6. The presentation of the 
data is similar to that in Table I. 

TABLE II 

Iheoretical Growth Constants at Plasma Resonance 
for the Cavity-Modulation Tube 

h 
Max G 
db per 
cm 

G at w = 
db per cm 

ma » = 0 » = 0 » = 30X10« » = 100X10« » = 300X10« 

0.25 6.61 5.32 4.72 3.58 2.11 

0.5 8.27 7.23 6.38 4.92 2.96 

1 .0 10.32 9.62 8.52 6.70 4.16 

2.0 12.72 12.52 11.20 9.05 5.78 

The experimentally measured growth rate of 1 db per 
cm was considerably less than the theoretical value of 
about 6.7 db per cm (assuming 100-Mc collision fre-
quency), and this discrepancy is most likely due to 
variations of the axial plasma density or to an incorrect 
estimate of the beam diameter in the plasma. 

\ II. Summary and Concl usions 

Experiments have been performed substantiating 
two types of interaction between a modulated electron 
beam and a plasma. In one case the plasma acts as a 
resonant, nonpropagating medium and in the other as 
a slow traveling-wave structure with which syn¬ 
chronism between it and the electron beam is observed. 

Exponential growth constants along the beam were 
measured with a traveling probe for both interactions. 
The experimental rates of growth were considerably’ 
less than that predicted theoretically. For the travel¬ 
ing-wave interaction, the neglect of loss and the random 
energy of the plasma electrons in the theory are prob¬ 
ably of most importance. 

Trivelpiece and Gould 16 have shown that immersing 
the plasma column in an axial magnetic field converts 
the nonpropagating plasma resonance into a backward¬ 
wave propagating mode (phase and group velocities in 
opposite directions) with which backward-wave inter¬ 
action (and thus oscillation) is possible. Recently Targ 
and Levine 29 have observed such backward-wave 
oscillations. Structureless slow-wave propagating cir¬ 
cuits are intriguing and deserve further investigation. 

Appendix 

Three-Dimensional Theory Neglecting the 
Random Energy of the Plasma Electrons 

If in a plasma the wavelength of the disturbance is 
small compared to the free-space wavelength at that 
frequency, the magnetic field associated with plasma os¬ 
cillations may' be neglected. Under this quasi-static 
approximation the time-varying potential and charge 

29 R. Targ and L. P. Levine, “Backward-wave microwave oscilla-
tions in a system composed of an electron beam and a hydrogen gas 
plasma,” J. A ppi. Phys., vol. 32, pp. 731 737; 1961. 
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density are related by Poisson’s equation 

N'rpi = — Pi/«o. (20) 

In the one-dimensional case analyzed in Section II-A 
the quasi-static approximation is unnecessary since the 
time-varying magnetic field vanishes identically 
(VXEt= -7eX£i=0). 

The three-dimensional problem considered here con¬ 
sists of an electron beam of finite radius b passing 
through a nondrifting infinite cold plasma. To obtain 
the dispersion equation for growing waves, one com¬ 
putes the sum of the ac charge densities of the beam 
and of the plasma from the linearized small-signal con¬ 
tinuity and force equations. Substituting this sum into 
(20) and rewriting slightly, one obtains 

f Up1 Wb2 I 
V- 1 - 7 - 7-J = °> <21 > 

I or (a> — yVb)'' 

where a z dependence of e~'y- has been assumed. This is 
the appropriate differential equation for the beam and 
plasma together. In the region outside the beam the 
same equation can be used by setting W6 = 0. 

Note that (21) is written in the form V ■ D, =0, where 
Di is the displacement vector. In this form the bound¬ 
ary condition at the interface between the region con¬ 
taining plasma alone and that containing plasma plus 
beam is evident: the normal component of the quantity 
Di is continuous between regions. The potential must 
also be continuous. 

The solutions to (21) are either 

or (at — yvb)2

or 

V-«, = 0 0 < r < x. (23) 

Eq. (22) is identical to (3). This represents the one¬ 
dimensional solution and is independent of beam radius. 
Eq. (22) was derived by Pierce,1 except that he was 
considering the interaction of beam electrons with ions. 
The solution of this equation is plotted in Eig. 3 under 
the designation of R = x. 

Por the three-dimensional case the solutions are ob¬ 
tained from (23). Note that (23) implies that pi6+piP = 0, 
and therefore that the system consisting of the electron 
beam and the plasma has no density modulation; only 

a “rippled boundary” form of modulation at r = b which 
is the interface between the two regions. 

Circularly symmetric solutions of (23) contain modi¬ 
fied Bessel functions and are, respectively, In(yr)e~‘yz 
and Ko(yr)e~‘yl for the radius less than or greater than 
the beam radius. The potential has been taken to be 
finite at the origin and zero at infinity. Matching the 
above boundary conditions results in 

w2 (oj — yr i,)2

where 

(aj(,'\ 2 1 — ) = ---(25) 
ub / j I»(yC)K i(yb) 

hÇyhjKvÇyb) 

The only quantitative effect in (24) compared to (3), 
which neglects the random energy of the plasma elec¬ 
trons, is to replace the electron-beam plasma frequency 
by a rcrf/tmZ-beam plasma frequency w/. This is a result 
of the difference between rippled boundary modulation 
and density modulation. 

Inclusion of the effects of the random energy of the 
plasma electrons into the finite geometry problem is 
more difficult due to the complexity of the boundary 
conditions. As an approximation to the three-dimen¬ 
sional problem it is assumed that one may take the 
one-dimensional dispersion relation (6) and replace the 
beam plasma frequency by the reduced-beam plasma 
frequency of (25). This results in an approximate dis¬ 
persion relation, including the random energy and colli¬ 
sions of the plasma electrons, for a finite diameter beam 
in an infinite plasma. 

If the electron beam were immersed in a finite axial 
magnetic field both rippled boundary and density 
modulation would occur. 
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A Method of Measurement of Flame 
Attenuation at 200 Me* 

ALBERT W. BIGGSt, member, ire 

Summary—This paper presents a simple method for the deter¬ 
mination of the attenuation encountered by a VHF signal as it passes 
through a flame or the exhaust trail produced by a flame. The meas¬ 
urements are made of the VSWR and the shift of the minimum elec¬ 
tric field as the ionized gases pass between two parallel plates of a 
short-circuited, two-bar transmission line. The relative dielectric 
constant and the conductivity of an ionized gas are plotted for several 
electron densities and collision frequencies for a frequency of 200 Me. 
Another set of curves is derived from these for attenuation and 
minimum shift due to ionized gases in a predetermined length of 
transmission line. Characteristic impedance curves are also plotted. 
Simple Smith chart techniques are used to determine the VSWR and 
minimum shift when ionized gases pass through a length of shorted 
transmission line. The length corresponds to a half wavelength of the 
wave in the line with no ionized gases present. Calibration was ac¬ 
complished with the use of distilled water. 

INTRODUCTION 

SEVERAL methods are available1 for the measure¬ 
ments of attenuation in a radio signal when it 
passes through an ionized gas. The selection of 200 

Me as the frequency for attenuation measurements pre¬ 
cluded the use of microwave horns2 or helix antennas3 

because of their large physical size. The transmission 
line proved to be the simplest mechanism. When it has 
a short-circuited load, the VSWR is high (infinitely 
when losses in the system are absent, but this is impos¬ 
sible). The minimum is also quite sharply defined. 

When a slightly ionized gas passes between the two 
conductors of a short-circuited transmission line, the 

* Received by the IRE, August 21, 1961. 
t Aero-Space Div., Boeing Co., Seattle, Wash. 
1 A. G. Gaydon and H. G. Wolfhard, “Flames—Their Structure, 

Radiation, and Temperature,” Chapman & Hall, Ltd., London, Eng.; 
1953. 

E. Sanger, P. Goercke and I. Bredt, “Ionization and Lumin¬ 
escence in Flames," .NACA lech. Memo 1305; April, 1951. 

II. Belcher and T. M. Sugden, “Studies on the ionization pro¬ 
duced by metallic salts in flames. I. The determination of the collision 
frequency of electrons in coal-gas/air flames,” Proc. Roy. Sor. 
(London) A, vol. 201, pp. 480 488; May, 1950. 

T. M. Sugden and B. A. Thrush, “A cavity resonator method for 
electron concentration in flames," Nature, vol. 158, pp. 703 704; 
October, 1951. 

II. Smith and T. M. Sugden, “Ionization produced in metallic 
salts in flames. I. ionic equilibrium in hydrogen/air flames containing 
alkali metal salts,” Proc. Roy. Soc. (London) A, vol. 211, pp. 31 58; 
February, 1952. 

T. M. Sugden, “The use of microwaves in the study of ionic and 
chemical equilibrium at high temperature," Discussion, Faraday 
Soc., vol. 19, pp. 68 76; January, 1955. 

F. P. Adler, “Measurement of the conductivity of a jet flame,” 
J. Appl. Phys., vol. 25, pp. 903 906; July, 1954. 

2 W. C. King ami W. Gordy, “One-to-one millimeter wave spec¬ 
troscopy. IV. Experimental methods and residts for OCS CHF, 
and ILÖ," Phys. Rev., vol. 93, pp. 407-412; February, 1954. 

K. E. Shuler and J. Weber, “A microwave investigation of the 
ionization of hydrogen-oxygen and acetylene-oxygen flames,” J. 
Chern. Phys., vol. 22, pp. 491-502; February, 1954. 

8 A. Dauguet, “Etude tie l’ionisation des gaz de propulseurs a 
reaction," Ann. Tflfcommun., vol. 12, pp. 234-244; June, 1957. 

wave is attenuated as it passes to and from the short 
circuit. The VSWR is reduced with the increase of elec¬ 
tron density and the increase of collision frequency. 
The wavelength of the wave is also increased in the ion¬ 
ized plasma region. Both of these can be measured with 
a slotted line and a standing wave detector. 

Analytical Determination oe VSWR 
and Minimem Shift 

The relative dielectric constant K of an ionized gas is 
a function of the collision frequency v of electrons with 
gas molecules, the plasma frequency w,„ and the fre¬ 
quency co of the radio signal passing through the me¬ 
dium. It is given by 

1 
A' = 1--, (1) 

+ (w/wp)2

with the plasma frequency equal to 

/ Mv»v=e\ -X 10’, (2) 
F eum 

where n is the electron density in electrons per cubic 
centimeter, e is the electron charge, m is the electron 
mass, and e0 is the dielectric constant of free space 
(MKS units). This is shown in Fig. 1 for a frequency of 
200 Me. 1'he range of collision frequencies is selected 
because it is typical1 for flames. 

The conductivity a is given by the expression 

1 
a = env —- • (3) 

(x, Wp)2 + (w/wp)2

This is shown in i'ig. 2 for a 200 Me signal. 
The attenuation a and phase constant 3 are derived 

from K and a in terms of collision frequency and elec¬ 
tron density from5

The curve for a is shown in I'ig. 3. 

'J. Schneider and F. W. Hofmann, “Absorption and dispersion 
of microwaves in flames,” Phys. Rev., vol. 116. pp. 244-249; October, 
1959. 

6 E. C. Jordan, “Electromagnetic Wavesand Radiating Systems,” 
Prentice-Hall, Inc., New York, N. Y., p. 672; 1955. 
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Fig. 1— Relative dielectric constant in an ionized gas for different 
electron densities. 

CONDUCTIVITY IN MHOS FU MtTU 

Fig. 2—Conductivity of an ionized gas for different 
electron densities. 

Fig. 4—Characteristic impedance of an ionized gas for 
different electron densities 

COLLISION FREQUENCY IN SEC*’ 

Fig. 5 VSWR with lossless coaxial cable in an ionized 
gas for different electron densities. 

Fig. 3—Attenuation in an ionized gas for different 
electron densities. 

Fig. 6—VSWR and shift of minimum for 25 ft PF RG87A coaxial 
cable in an ionized gas for different electron densities. 
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In terms ot a and K, the characteristic impedance Zi 
is 

Zx = Zf (6) 

with 

0.707Z„ r-. 
—=========== +1 (7) 
VA?[1 + (oxr/Äeo)2] 

0.7 0 / Z o ?— . -  
- -=■=== V^] + -1. (8) 
\/A'[l + (wa/Æeo)2] 

These are shown in Fig. 4. The characteristic impedance 
Z„ is that for a two-bar transmission line with air di¬ 
electric :® 

a 
Z» = 120tr — > 

b 

where a is the separation between plates and b is the 
width of the plates. 

The VSWR for a transmission line with no losses 
is given in Fig. 5. The actual installation uses 25 feet of 
RG87A coaxial cable. The attenuation of this cable and 
56 in ol brass two-bar line is 0.012 neper per meter. The 
attenuation lowers the VSWR to those shown in Fig. 6. 
Also shown is the shift in the minimum electric field 
measured from the load. A shorter length of cable would 
yield higher VSWR readings. 

Interpretation oe VSWR and Minimi m Shift 

At high values of electron density, for n greater than 
10s, the minimum shift and the VSWR yield both elec¬ 
tron density and collision frequency. For low values of 
electron density, two possibilities exist for collision fre¬ 
quency. More sensitive measurements are needed, but 
the attenuation can be determined with the aid of Fig. 
6 and Fig. 3. 

‘S. Ramo, and J. R. Whinnery, “Fields and Waves in Modern 
Radio,” John Wiley and Sons, Inc., New York, N. Y.", p. 364; 1953. 

big. 7—Block diagram of measurement equipment. 

Calibration 

Distilled water was used to calibrate the two-bar 
transmission line. A block diagram showing the instru¬ 
mentation is in Fig. 7. 

I he two-bar line was constructed with two wave¬ 
guides so that cooling water could flow in the line when 
hot ionized gases passed between the bars. One end of 
the line was short-circuited. The other end was matched 
to a coaxial cable by a quarter wavelength balun. The 
line was immersed in distilled water at depths measured 
in wavelengths of the wave in water. The VSWR with 
three-quarter wavelengths of line in water was 1.04. 
For a half wavelength, it was 26. The corresponding 
conductivity was 3X10 2 mhos per meter, while the 
relative dielectric constant was 82. This compares with 
10“2 and 78 from Von Hippel.’ A one molar solution of 
sodium chloride gave a VSWR of 13 for all depths of 
liquid in the two-bar line. The attenuation for a one 
molar solution of salt water is so large for six or more 
inches of liquid that the wave is lost. The solution takes 
on the character of a metallic surface. Eqs. (6) and (7) 
reduce to 

I he conductivity is readily obtained with the help of a 
Smith chart. 1 he shift in the minimum can also be used 
with liquids of conductivities greater than that of dis¬ 
tilled water. 

7 A. Von Hippel, “Dielectric Materials and Applications,” John 
Wiley and Sons. Inc., New York, N. Y., p. 361; 1954 
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Electrical Characteristics of a Penning Discharge* 
J. C. HELMERt AND R. L. JEPSENf, senior member, IRE 

Summary—The uniform-space-charge theory of the high-
vacuum, Penning discharge has been tested and supported in two 
experiments. In one experiment a measurement of ion energies veri¬ 
fies the existence of a large space-charge depression of potential 
along the axis of the anode cylinder. In another, the frequency of body 
rotation of the electron cloud is verified by allowing the cloud to inter¬ 
act with the structure of a split-anode magnetron. Spontaneous oscil¬ 
lation is obtained. The avalanche theory of the cold-cathode dis¬ 
charge is tested by a measurement of the noise spectrum of the dis¬ 
charge current. Partial confirmation is obtained, although it is finally 
concluded that the discharge may be dominated by other processes, 
such as plasma instabilities. Evidence for plasma instabilities is pre¬ 
sented in the form of star-shaped, ion-sputtering patterns. Three pos¬ 
sible instability mechanisms are discussed, by means of which such 
sputtering patterns could be formed. A useful by-product of this in¬ 
vestigation is the discovery that a Penning “ion-gun" produces a 
naturally collimated, intense ion beam of sharply defined energy. 

I. Introduction 

PENNING discharges have been used for ion 
sources, vacuum gauges, and small vacuum 
pumps. More recently it has been possible to con¬ 

struct high-speed, high-vacuum pumps containing 
thousands of small Penning discharge cells operating in 
parallel. In this respect the state of the art has reached 
a high degree of refinement,1 although the electronic 
characteristics of the discharge itself are not too well 
defined. The purpose of this paper is to describe some 
recent experiments on the Penning discharge and to dis¬ 
cuss the results in relation to existing theories of the 
discharge. 

It is important to note that many different types of 
discharges can exist in the Penning cell, depending on 
the operating pressure. Much of the available literature 
on this discharge is concerned with a low-voltage, glow¬ 
type discharge which is observed at relatively high 
pressures. In the following discussion we will be con¬ 
cerned only with a high-voltage, high-impedance dis¬ 
charge which is characteristic of the cell for all pressures 
below approximately K)-4 mm I Ig. Operation in this 
region is distinguished by the fact that there is little 
or no trapping of positive ions in the discharge so that 
the body of the discharge consists of a dense, negative 
cloud of electrons. 

II. Physical Principles of the 
Penning Disc harge 

The electrode configuration for a Penning cell is 
shown in big. 1. A cylindrical anode is mounted between 
two cathodes and immersed in a magnetic field parallel 
to the axis of the cylinder. It is most easy to visualize 

* Received by the IRE, August 21, 1961. 
t Varian Associates, Palo Alto, Calif. 
1 R. L. Jepsen. “Important characteristics of a new type Getter¬ 

ion pump," Le Vide, vol. 80, pp. 80-94; March-April, 1959. 

the operation of the cell by supposing that the anode 
contains a cloud of electrons in perfect vacuum. The 
electrons are supposed to have energy less than the ap¬ 
plied potential, so they cannot reach the cathodes. In 
addition the magnetic field is supposed to be so strong 
that the cycloidal electron orbits in the transverse plane 
are much smaller in diameter than the anode. Then the 
electrons cannot reach the anode. Consequently, the 
electron cloud is contained without losses, except for 
radiation which we neglect. 

Electron , 

Cloud i 

Cathode 

Plate 

Anode 

Potential 

Cathode 

Plate 

Anode 

Potential 

Cathode 

Potential 

Cylindrical 

Anode 

Cathode 

Potential 

Space Charge 

Potential 

depression 

Fig. 1—Configuration of a Penning discharge. 

Now suppose that a neutral molecule enters the sys¬ 
tem. This molecule will eventually be ionized by the 
energetic electron cloud. The ionizing electron will re¬ 
cover the energy it has lost by moving closer to the 
anode, while the ion is driven into one of the cathodes 
by a strong electric field, giving rise to secondary emis¬ 
sion of electrons. In steady state, the process is described 
by a Townsend avalanche equation. If the mechanism 
of trapping secondaries is independent of pressure, then 
we may predict the following measurable behavior: 

1) The current drawn by the cell is proportional to 
pressure. 

2) The pumping speed of the cell in liters per second 
is independent of pressure. 

The second conclusion really depends on another as¬ 
sumption, i.e., that the pumping speed in molecules per 
second is proportional to the current. In any case these 
predictions have been verified over the pressure range 
10-5 to 10“8 mm Ilg for a cell of approximately the fol¬ 
lowing dimensions and operating conditions:1
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anode diameter in 
anode length I in 
cathode spacing I 4 in 
magnetic field 1200 gauss 
anode voltage 3000 v. 

Thus it is reasonable to state that the principal feature 
of the discharge is a trapped cloud of electrons whose 
charge is approximately constant and independent of 
pressure. By virtue of its motion this cloud sweeps out 
the volume of the system at a constant rate, in a man¬ 
ner analogous to the rotor of a mechanical forepump, 
disposing of the molecules by ionization. To consider 
what happens to the molecules after ionization wotdd 
involve the description of pumping mechanisms which 
are described elsewhere and are outside the scope of this 
article.2

An additional confirmation of this viewpoint is that 
for different gasses at the same pressure, the current 
drawn is approximately proportional to the ionization 
cross section. Thus the charge of the electron cloud is 
substantially independent of gas type, as well as of 
pressure. 

In order to account for the current drawn at a given 
pressure, in a given gas, one of the authors has shown 
that the number of trapped electrons must be such as to 
cause a space-charge depression of potential along the 
axis of the anode cylinder that is a substantial fraction 
of the applied voltage.3 The maximum number of 
trapped electrons is determined by the condition that 
the potential depression on the axis of the anode shall 
not exceed the applied voltage, otherwise electrons will 
drain to the cathodes. In the absence of a detailed 
knowledge of the potential profile within the anode, 
we may assume the existence of uniform charge density. 
For this case the maximum amount of negative charge 
Q that may be trapped in a cylindrical anode at a volt¬ 
age I’ relative to the cathodes is given by 

Q = 1.11B X IO-12 (1) 

coulombs per centimeter of anode length. This charge 
is independent of the anode diameter. The value of the 
magnetic field depends on the anode diameter, since 
the condition for constant cycloidal orbit energy is 
V/Bd = constant, where F is the anode voltage, d is the 
anode diameter, and B is the magnetic field strength. 
On the other hand, the number of ionizations required 
for an electron to reach the anode remains invariant 
only if V and Bd are separately held constant. This is 
the condition for invariance of the Townsend avalanche 
equation. 

The large space-charge depression of potential along 
the axis of the Penning cell results in strong radial elec¬ 

tric fields within the anode which are transverse to the 
de magnetic field. Consequently, the device has many of 
the characteristics of a crossed-field, smooth-bore mag¬ 
netron. Furthermore, experiments by the authors on 
magnetron geometries have disclosed that magnetron 
cells and Penning cells have very similar characteristics. 
Therefore, in the interests of simplicity, it is reasonable 
to approach the theory of the Penning cell by way of the 
theory of the cold-cathode magnetron which has a sim¬ 
ple, two-dimensional field configuration. Theories for 
the striking potentials of cold-cathode magnetrons have 
been developed by Haefer4 and by Redhead,6 but no 
theory exists for the current-voltage characteristic of a 
cold-cathode magnetron discharge under space-charge 
dominated conditions. This is the case of interest to us. 

I'he difficulty in analyzing the space-charge limited 
discharge is illustrated by a discussion of the planar 
magnetron, shown in Fig. 2. 'I'wo planes are separated 
in the x direction by an amount a. 'I'he planes lie in the 
yz plane and are immersed in a magnetic field in the z 
direction. Across the planes is applied a potential F. The 
charge distribution is assumed to be a function of x 
alone. An avalanche, starting from one secondary elec¬ 
tron at the cathode, works its way towards the anode so 
that the charge of electrons in an avalanche at position 
x is given by 

— LEGEM: 

-1—1- Electron Path xx Ionization (single) 
i Ion Path X • Mean Free Path 

füg. 2—Discharge in a planar magnetron. 

which defines a(£). Multiplying this by the number of 
avalanches per second initiated at the cathode gives 
the average current at position x. The average charge 
density is obtained by dividing the a verage current by 
the drift velocity v(e) in the x direction. Thus for the di¬ 
vergence equation V-E=p/t we get 

dE 

dx 

¡o C ' 
—-exp I a(E)dx, 
tv(E) J o 

(3) 

2 S. I.. Rutherford, et al., “On pumping mechanisms in Getter-ion 
pumps employing cold-cathode gas discharges at low pressures,” in 
“Vacuum Symposium Transactions,” Pergamon Press, London, Eng., 
p. 380; I960. 

3 R. L. Jepsen, “Magnetically confined cold-cathode gas dis¬ 
charges at low pressures, ” submitted to J. .4 ppi. Phys. 

4 R. Haefer, “Die Strom-Spannungscharakteristiken einer selb¬ 
ständigen Gasentladung im transversalen Magnetfeld,” Acta Phys. 
Austriaca, vol. 8, pp. 213-224; 1954. 

5 I’. A. Redhead, “The Townsend discharge in a coaxial diode 
with axial magnetic field,” Cañad. J. Phys., vol. 36, pp. 255-270; 
March, 1958. 
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where i0 is the current at the cathode (x = 0). The solu¬ 
tion of this equation is constrained by the condition 

V = constant. (4) 

In addition we must satisfy the Townsend avalanche 
equation 

where V(P), a function of the pressure P, is the average 
probability per ion of generating a secondary electron 
at the cathode which succeeds in getting away from the 
cathode by collision with a neutral molecule. We may ex¬ 
pect in (3) that for every value of E at the cathode Eo 

there is an i0 such that (4) is satisfied. However, there is 
only one combination Eo, i0 such that (5) is satisfied also. 
I'he solutions to (3)-(5) may be obtained with a com¬ 
puter if the functions a(E), v(E), and T(P) are known. 
I'he trouble is that these functions are not well known. 
If an electron has neither much greater nor much less 
than ionizing energy, then v(E) is approximately the 
radius of the cycloidal electron orbit divided by the time 
between collisions, while ofE) is the inverse of the 
radius of the cycloid orbit. In our case this approxima¬ 
tion is not valid, since the electric field at the cathode 
may be very weak due to space-charge depression. Then 
electrons in traversing the space between cathode and 
anode pass through a wide range in energy, beginning 
with elastic collisions and progressing through the 
energy required for excitation, ionizing, and multiple 
ionizing collisions. An additional limitation to this ap¬ 
proach is that we have neglected cooperative phenom¬ 
ena, such as plasma oscillations and instabilities, which 
in the past have played a major role in the explanation 
of current drawn by magnetrons under below cutoff 
conditions. 

In the absence of an analytic solution for the poten¬ 
tial distribution in the interior of the magnetron or the 
Penning cell, we have found it convenient to assume a 
uniform charge distribution, leading in the case of 
Penning cells to a parabolic potential well in the radial 
direction. The radial electric field Er gives rise to an 
azimuthal drift velocity equal to Et/B such that a 
parabolic potential well produces a uniform rotation 
of the electron cloud. The measurements to be described 
bear in part on the assumption of uniform charge dis¬ 
tribution. In addition we will consider the effects pro¬ 
duced by avalanche noise and plasma instabilities. 

HI. The Energies of Ions Produced 
in a Penning Cell 

If a hole is drilled in a cathode on the axis of a Pen¬ 
ning cell, the ions that are normally incident on the area 
of the hole emerge and form a useful ion beam. The ion 
energies and the beam definition may be analyzed by 
collecting the beam in a Paradas' cup preceded by a 
small aperture for exploring the transverse dimensions 

of the beam. When a positive voltage is applied to the 
Faraday collector, some of the ions may not be energetic 
enough to overcome the potential barrier and are 
turned away. Thus, the current-voltage characteristic 
of the collector serves to measure the energy distribu¬ 
tion of the ion beam. Experiments of this type have 
produced the following results: 

2) Ion Energies: The ion energy is sharply defined, 
with a spread of less than 10 per cent of the mean ion 
energy. In a standard cell, such as that described in 
Section II, with an anode voltage of 3000 volts, the 
mean ion energy is about 1000 electron volts. These ions 
originate along the axis of the cell and, consequently, 
their energy is a measure of the potential along the axis. 
In this case we have a space-charge depression of poten¬ 
tial of 2000 volts, thus confirming the earlier prediction 
of the magnitude and importance of this depression. A 
typical current-voltage collector characteristic is shown 
in Fig. 3. The depression of the curve below the zero 
current axis is caused by the collection of secondary 
electrons which are present in copious numbers. 

Fig. 3—Measurement of ion energy. 

2) Beamwidth: 'I'he beamwidth, which was not 
aperture limited, generally lies between 5 and 10° as de¬ 
termined by the angle subtended by the half-intensity 
points at the beam aperture. This measurement was 
made in a plane about 2 in from a }-in diameter beam 
aperture. The unusual degree of self-collimation may be 
caused in part by beam neutralization from secondary 
electrons produced on the edges of the beam aperture. 

3) Voltage Dependence of Ion Energies: Below an 
anode voltage of 4000 volts the ion energy dependence 
is complicated, as shown in Fig. 4. In this region the 
space charge is approaching the theoretical maximum 
given by (1). Above an anode voltage of 4000 volts the 
ion energy increases linearly with voltage so that rela¬ 
tion to (1) is violated. This violation must occur since 
there is a limit to the space charge that can be con¬ 
tained by a given magnetic field strength. The condi¬ 
tion for containment, derived from orbit analysis, is 
simply that 

(6) 
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where Wp is the plasma frequency and wc is the cyclotron 
frequency of the electrons. Thus, as the anode voltage 
increases, the axial potential depression adjusts itself 
so that (6) is always satisfied. This measurement points 
up a unique feature of the Penning discharge, i.e., that 
as a magnetron it is able to adjust the potential of its 
virtual axial cathode to whatever value is best suited to 
the needs of the discharge. 

Fig. 4—Voltage and pressure dependence of ion energy. 

Allis has shown that (6) is just the ratio of the me2 

energy density of the electrons to the energy density of 
the magnetic field.6

4) Pressure Dependence of Ion Energies: It is shown 
in Fig. 4 that at constant anode voltage, a decrease in 
pressure is accompanied by an increase in ion energy, 
perhaps reflecting a reduction in space charge. This 
brings up the interesting question of whether there is 
some low pressure at which the discharge will go out. It 
is well known, for example, that Penning structures em¬ 
ploying ring anodes tend to go out at pressures in the 
neighborhood of 10-6 mm Hg. The explanation of this 
behavior may be that at low pressures too many second¬ 
ary electrons are recaptured at the cathodes before 
making the ionizing collisions which allow them to be 
trapped in the cloud. This is the origin of the pressure 
dependence of (5). On the other hand, the cylindrical 
anode Penning cell we have described is known to main¬ 
tain a discharge to pressures as low as 10~12 mm Hg. 7 

Our electrode configuration may be especially favorable 
for the generation of two-stream instabilities between 
the secondary electron streams and the trapped electron 
cloud.8’9 Such an instability would be an efficient mech¬ 
anism for the trapping of secondary electrons. In our 
case the instability would occur near the plasma fre¬ 
quency of the electron cloud, and the condition for in-

6 W. P. Allis, “Motion of Ions and Electrons," Handbuch der 
Physik, Springer-Verlag, Berlin, Gottingen, Heidelberg, Germany, 
vol. 21, p. 386; 1956. 

’ A. Klopfer, “Die Erzeugung Von Hockstvakua mit Getter-
lonenpumpen und das Messen von sehr tiefen Drucken,” Vakuum-
Tech., vol. 10, pp. 113-118; May, 1961. 

8 J. R. Pierce, “Increasing space charge waves,” J. Appt. Phys., 
vol. 20, pp. 1060-1066; November, 1949. 

9 A. V. Haeff, “The electron-wave tube—a novel method of 
generation and amplification of microwave energy,” Proc. IRE, 
vol. 37, pp. 4-10; January, 1949. 

stability is that the secondary electrons shall oscillate 
between the cathodes at approximately the same fre¬ 
quency. This condition may be met with an electron 
cloud of high density, such as we obtain, but perhaps not 
with a cloud of lower density. 

5) Ion Current: A J-in diameter hole in a |-in diame¬ 
ter cell occupies 1/16 of the cross-sectional area of the 
cell. It is found, however, that the ion beam contains 
1 of the total ion current to the cathode from which it 
emerges. This shows that the ion current is most intense 
at the center of the cathode, which may be deduced 
easily by visual examination of the cathode sputtering 
pattern. Through some mechanism, about which we 
can only speculate, many of the ions produced through¬ 
out the volume of the cell ultimately emerge along the 
axis of the cell with axially directed velocities, thereby 
producing a narrow beam of very high intensity and 
well-defined energy. At a pressure of 10-6 mm Hg a 
beam current of about 1 microamp is obtained. 

IV. Rotation of the Electron Cloud 

A distinguishing feature of uniform charge distribu¬ 
tion is that the electron cloud within the anode rotates 
with uniform angular velocity. If the space-charge de¬ 
pression of potential along the axis, relative to the 
anode potential, is equal to Fu then the shape of the 
parabolic potential well is given by V = VH(r/a)2, where 
a is the anode radius. Consequently, the radial electric 
field Er and the angular frequency of rotation œ, are 
given by 

Er = 2V„r/a2, «r = Er/rR = 2K0/Ba2. (7) 

On the other hand the plasma and cyclotron angular 
frequencies are given respectively by 

/ eB \ 2
ajp2 = 4eFo/,»a2, us 2 = I-1 , (8) 

\ m / 

and we note that there is a simple relation among the 
three angular frequencies, given by 

œP2 = 2u^r. (9) 

On the basis of this uniform space-charge theory we 
estimate that in our standard cell, described in Section 
11, we have a plasma frequency of about 1000 Me, a 
cyclotron frequency of 3300 Me, and a rotational fre¬ 
quency of 150 Me. 

The frequency of rotation of the electron cloud was 
measured by splitting the anode lengthwise into two 
halves to form the plates of a split anode magnetron, 
as shown in Fig. 5. To these two plates was connected a 
Lecher wire resonator. Spontaneous oscillation was ob¬ 
served in the neighborhood of 150 Me, and the fre¬ 
quency of oscillation varied in approximate proportion 
to V/B, where V is the anode voltage and B is the ap¬ 
plied magnetic field, as one would predict from (7). 
Therefore this measurement verifies the predictions of 
the uniform space-charge theory. 

A unique feature of this oscillator is that the electron 
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supply is produced by ionization, the rate of which is 
proportional to pressure. Starting current is obtained 
by raising the pressure until oscillation starts in the 
region of 10-e-10^6 mm Hg. The power output does not 
exceed a few milliwatts and further increases in pressure 
destroy the oscillation by collision broadening. The 
linewidth of the oscillation is a few megacycles. 

Fig. 5—Gas discharge, split-anode magnetron. 

V. Avalanche Noise 
If the current drawn by the Penning cell is due to the 

random formation of electron avalanches, as described 
in Section 11, then this process will give rise to a Schrot 
noise. In the cell current a fluctuation SI will be ob¬ 

served, whose magnitude is given by the following equa¬ 
tion 

SI/I = a/2^7, (10) 

where I is the cell current, q is the charge in each ava¬ 
lanche, and f is the bandwidth of the noise. Further¬ 
more, the noise spectrum will have a high-frequency 
cutoff given by 

fc — 1/2tt, (11) 

where t is roughly the width of an avalanche in time. 
In one set of measurements, noise of this type was found. 
These measurements indicated that on the average there 
were 106 electrons in each avalanche and that over the 
pressure range 10-8-10“6 mm Hg the time width r of the 
avalanche was given by the equation 

t= 10- 10/Pmm seconds, (12) 

where Pmm is the pressure in mm Hg. Eq. (12) is exactly 
what one would expect, since the radial rate of electron 
diffusion is proportional to pressure. 

Unfortunately, additional work has shown that noise 
of this type is generally obscured by other processes, 
and avalanche noise seems to be an incidental rather 
than a characteristic feature of the discharge. 

Fig. 6—Cathode sputtering pattern produced by 9 cells. 
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VI. Instabilities 

Observation of the ion sputtering patterns on the 
cathodes of a Penning cell frequently show the existence 
of crossed or star-shaped sputtering patterns, particu¬ 
larly if the anode is not cylindrical. In Fig. 6 is shown a 
photograph of a cathode that has been bombarded by 
a set of nine ¿-inch-square anodes in a parallel array. An 
eight pointed star is sputtered out of the cathode oppo¬ 
site each cell with the center of the star on the cell axis. 
The sharp lines of the star are well-defined indentations 
formed by the removal of cathode material. Cylindrical 
cells produce only a pit in the center of the cathode, as 
noted in Section HI, 5). If, however, a slightly elliptical 
cell is used, a cross is formed in the cathode such that 
the lines of the cross coincide with the major and minor 
axes of the ellipse. Visual observation has shown that 
these sputtering patterns are, in fact, images oi an 
identical pattern appearing in the discharge itself. In 
Fig. 7 is shown a photograph of the discharge as it ap¬ 
pears in a 2-in-square anode. This shows a pattern iden¬ 
tical in form with the sputtering pattern from a ¿-in-
square anode in Fig. 6. The luminous lines ol the dis¬ 
charge lie in radial planes containing the axis and can 
be observed only by looking through a transparent 
screen cathode directly along the axis of the cell. 

These remarkable patterns are believed to arise from 
an instability of the discharge which occurs in the pres¬ 
sure range 105 10-4 mm Hg. We may speculate on the 
mechanism of such an instability. 

Instabilities may arise from electrostatic oscillations 
of the electron cloud of the form discussed by Trivel-
piece and Gould."1 In this case the Penning anode will 
act as an open-circuited section of waveguide containing 
an electron cloud. Oscillations may be set up with a 
sinusoidal variation in amplitude along the longitudinal 

Fig. 7—Appearance of the discharge as viewed along the axis of 
a 2-in-square anode. Pressure ^10’• mm Hg. 

axis and a distribution of radial nodes not unlike those 
formed in a vibrating plate. The frequencies of such 
oscillations will lie somewhat below the plasma fre-
quency. The star-shaped sputtering patterns may be 
the images of such radial nodes, where the image itself 
is formed by RF gradient focusing of the ions. In gen¬ 
eral, the function of anode asymmetry is to lock the azi¬ 
muthal position of the instability to the laboratory co¬ 
ordinates. 

Another form of instability which arises in crossed 
field devices has been discussed by Bünemann," and by 
MacFarlane and Hay. 12 This instability gives rise to 
the formation of radial spokes in the discharge which 
may or may not be rotating. If, as in our case, the spokes 
are not rotating, the instability condition is approxi¬ 
mately that the electron cloud rotates through these 
spokes at a rate such that the frequency of perturbation 
in the frame of reference of the electron is equal to the 
local plasma frequency. 

Pease 13 discussed a third form ot instability, giving 
rise to radial spokes of oscillating amplitude. In one 
form of his instability the radial-oscillation frequency is 
equal to the cyclotron frequency/\/2 and the resulting 
spokes would produce a cross-shaped sputtering pattern 
such as we observe in elliptical cells. At this time, 
however, the true mechanism for our instability is un¬ 
known. 

VII. Conclusions 
The large space-charge depression of potential on the 

axis of a Penning discharge has been measured. This 
measurement verifies the prediction that the anode 
traps a very dense cloud of electrons and that space¬ 
charge fields play a dominant role in the behavior ol the 
discharge. I'he theory of uniform distribution of space 
charge has been supported by a measurement of the 
angular drift frequency of the electron cloud. A Schrot 
type of avalanche noise may occur in Penning dis¬ 
charges, but it is not essential to the existence of the dis¬ 
charge. Therefore the operation of the discharge cannot 
be explained by simple diffusion theory alone. Radial in¬ 
stabilities of unknown origin appear in the high-pressure 
end of the high-vacuum discharge region. These are 
responsible for the star-shaped sputtering patterns that 
have been observed on the cathodes of the discharge 
cell. The high-vacuum Penning discharge may be used 
as an ion gun, in which case it produces a naturally 
collimated, very intense ion beam of well-defined energy. 
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veneration and Application of Highly Ionized 
Quiescent Cesium Plasma in Steady State* 

J. Y. WADAf, MEMBER, IRE, AND R. C. KNECHTLIf, member, ire 

Summary—A method of generating highly ionized quiescent 
plasmas in steady state is presented. Plasma densities in excess of 
4X10 12 ions/cm3 at greater than 90 per cent ionization have been ob¬ 
tained. The validity of double probe measurements of plasma density 
and temperature in the presence of a de magnetic field up to about 
1500 gauss has been established. The recombination coefficient a 
of highly ionized cesium plasmas up to densities exceeding 4X 10 12 

ions/cm3 has been found to be equal to or less than 3 X10 " cm3/sec, 
at least an order of magnitude smaller than the lowest value pub¬ 
lished to date. A valuable technique for basic as well as applied 
plasma research has thus been developed and directly applicable re¬ 
sults obtained. 

I. INTRODUCTION 

1HE most commonly used method of generating a 
laboratory plasma is by means of electrical dis¬ 
charges. 'Ty pical characteristics of such plasmas 

are low percentage ionization, instabilities, and oscilla¬ 
tions. Furthermore, a thermal equilibrium condition ol 
the electrons and ions is not normally obtained in 
steady-state operation. Tor these reasons, a need for a 
new method of generating highly ionized quiescent 
plasmas of useful density in steady state has long been 
recognized. The possibility of generating a quiescent 
plasma by means of thermionic electron emission com¬ 
bined with resonance ionization (contact ionization) of 
cesium vapor was reported a number of years ago.1 The 
plasma produced by this new method overcomes the 
aforementioned difficulties encountered with electrical 
discharges; such a plasma then makes possible a system¬ 
atic and conclusive investigation of the properties ol 
fully ionized quiescent plasmas. More recently, the 
results of experimental investigations ol such a cesium 
plasma at a number of laboratories have been re-
ported.2-5 A brief account of the experimental results 
obtained at our laboratory was published earlier.6 The 
purpose of the present paper is to give a more extensive 

* Received by the IRE, September 5, 1961. Part of this work was 
supported by the Office of Naval Research and by the Advanced 
Project Research Agency. 
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' R. C. Knechtli and W. Knauer, “Low-temperature high-density 

plasmas,’' Hull. Am. Phys., ser. 2, vol. 3, p. 81; January, 1958. 
2 R. C. Knechtli and J. Y. Wada. “Generation and measurement 

of highly ionized quiescent plasmas in steady state," Hull. Am. Phys., 
ser. 2, vol. 5, p. 366; June, 1960. 

’ R. B. Hall and G. Bekefi, “Cesium plasma,’' Hull. Am. Phys. 
ser. 2, vol. 5, p. 314; April, 1960. 

1 G. S. Kino, “ Thermal Generation of a Fully Ionized Plasma,” 
LMSD Fifth Annual Symp. ; December 16-17, I960. 

5 N. Rynn and N. D’Angelo, “Device for generating a low tem¬ 
perature highly ionized cesium plasma,” Rev. Sei. Instr., vol. 31, 
pp. 1326-1333'; December, 1960. 

6 R. C. Knechtli and J. Y. Wada, “Generation and measurement 
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Letters, vol. 6, pp. 215 217; March, 1961. 

and detailed description of the apparatus and of those 
experimental results obtained since the earlier publica¬ 
tion. 

11. Generation of Highly Ionized 
Qi i escent Pl asm a 

A quiescent highly ionized cesium plasma is generated 
and maintained in steady state in the apparatus 
sketched in Fig. 1. This apparatus consists of two 
plasma emitters facing one another and immersed in a 
homogeneous axial uniform magnetic field as shown by 
Bu in Fig. 1. Each plasma emitter consists of a tantalum 
disk heated to thermionic emission temperature by 
electron bombardment from an auxiliary cathode. In 
order to ensure an electric field free plasma region, the 
auxiliary cathode is completely isolated from the 
plasma. The whole device, including the hot tantalum 
plates, is placed in a vacuum tight enclosure and thor¬ 
oughly outgassed at an elevatecl temperature. The 
pressure of background gases other than cesium vapor 
is kept at all times on the order of 10 7 mm Hg or less 
in order to keep the effect of these gases negligible. Such 
a condition is maintained with the use of a vac-ion pump 
attached to the apparatus. Although this vac-ion pump 
is operated only when the cesium vapor pressure is low¬ 
ered by cooling the enclosure wall to subzero tempera¬ 
tures, and though it is turned off during experiments to 
avoid pumping of cesium, the background gas pressure 
does not exceed the order of 10“' mm of Hg at any 
time. The cesium vapor pressure is controlled by admit¬ 
ting an excess of cesium metal into the apparatus after 
a thorough outgassing, and by accurately controlling 
the temperature of the enclosure walls. A direct meas¬ 
urement of the cesium vapor pressure is made during the 
operation by measuring the saturation Cs+ ion emission 
from a hot tungsten filament installed in the enclosure. 

In the apparatus of Fig. 1, ions are emitted by con¬ 
tact ionization of the cesium on the hot tantalum disks; 
simultaneously, electrons are emitted thermionically 
from the same disk. Thus, plasma is continuously gen¬ 
erated at both ends of the plasma column at a rate con¬ 
trolled by the neutral cesium vapor pressure. Since 
these hot tantalum disks facing each other act as plasma 
emitters, there is no loss of plasma at either end of the 
plasma column. Further, a relatively modest de mag¬ 
netic field (of the order of a few hundred gauss) is suffi¬ 
cient to make plasma diffusion in the radial direction 
negligible. This technique results in a well-defined 
quiescent plasma column, as indicated in Fig. 1. 
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Fig. 1. 

Langmuir probes were used to measure the plasma 
characteristics (ion density, electron temperature) be¬ 
cause of the inherent simplicity of the probe technique. 
These probes were used as double probes, in order to 
minimize the perturbation introduced by them in the 
plasma ; their dimensions also were kept relatively small. 
Such double probes were installed at the midplane be¬ 
tween the two emitters. Each set consists of two 0.025-
mm-diameter tungsten wires spaced approximately 3 
mm apart and connected with small springs to the 
tungsten pins sealed on through the glass envelope. One 
set is placed near the axis of the plasma column; the 
other set is located a short distance away from the main 
plasma column. Because of the presence of a de mag¬ 
netic field, the validity and interpretation of this double 
probe method of measurement could be subject to 
question. Our experimental results described in Section 
IV did, however, substantiate our theoretical expecta¬ 
tion that double probe measurements, even in the 
presence of a de magnetic field up to at least 1500 gauss, 
are reliable under the conditions ot our measurements 
(probe dimensions, spacing, and sheath thickness—all 
smaller than the ion cyclotron radius). 

Using these probes, the characteristics of the emitter 
and some properties of the cesium plasma generated in 
this apparatus have been investigated. The results are 
summarized below. 

.1. Radial Density Distribution 

For a first-order evaluation of the radial density dis¬ 
tribution of the plasma column generated in the appa¬ 
ratus shown in Fig. 1, this apparatus was used with one 
plasma emitter operating, the other being kept cold. The 
angle of the de magnetic field with respect to the axis of 
the tube was then continuously changed so as to sweep 
the plasma column across the probes (three fixed probes 
at different radial positions were used in this experi¬ 
ment). The probe measurements of plasma density as a 
function of magnetic field orientation yielded the profile 
shown in Fig. 2. Typically, the plasma density at the 

radial distance beyond 1.4/?„ (7?n is the radius of the 
emitter) is smaller than one-tenth the density near the 
center of the plasma column. 

13. Effect of Emitter Temperature on Stability of Plasma 

In Fig. 3 the effect of the emitter temperature on the 
plasma density is shown for a fixed neutral cesium 
vapor pressure. At sufficiently high emitter tempera¬ 
tures, the rate of the thermionic electron emission ex¬ 
ceeds the rate of ion generation; then the plasma density 
is dependent oidy on the cesium vapor pressure and is 
nearly independent of the emitter temperature. On the 
other hand, if the emitter temperature is made lower, so 
that the rate of ion generation is greater than the thermi¬ 
onic emission rate, then the rate of plasma generation 
will be limited by the rate of electron emission. This is 
borne out by the measurement of plasma density vs 
emitter temperature shown in Fig. 3. This measurement 
indeed indicates that for J_<J+ (i.e., 7'<2OOO°K in 
Fig. 3), 

2J_ 
n+ = n- = -> 

CT+

where J + and J - are respectively the electron saturation 
current density7 and ion saturation current density 
available at each plasma emitter. (The factor two arises 
from the fact that two plasma emitters are operating.) 

At relatively low temperatures, a positive space¬ 
charge sheath on the thermionic emitter surface is 
formed as a result of excess ion generation. Then the 
thermionic electrons are accelerated across the positive 
ion space-charge sheath and are therefore expected to 
gain energy. This excess energy may manifest itself 
either in form of noise, fluctuations, oscillations, excess 
electron velocity, or excess electron temperature. In our 
experiments, fluctuations of the potential of a floating 

7 H. A. Jones and 1. Langmuir, “The characteristics of tungsten 
filament as functions of temperature," GE Kev., vol. 30, Part I, 
pp. 310-319; June, 1927; Part II, pp. 354-361, July, 1927; Part III, 
pp. 408-412, August, 1927. 

The experimental data given in Section II-B has been obtained 
with a tungsten plasma emitter. The general discussion and con¬ 
clusion of this section, however, also do apply to tantalum emitters 
with an appropriate translation of the temperature scale by ap¬ 
proximately 120°K towards lower temperatures. 
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probe were actually observed when an ion sheath was 
present at the plasma emitters (excess ion emission; 
7’<1900°K in Fig. 3). These fluctuations were observed 
with a high frequency and sensitive oscilloscope con¬ 
nected to the probe. They occurred at frequencies ap¬ 
proximately in the range of 10 to 100 kc with an ampli¬ 
tude on the order of 0.04 v, decreasing as the tempera¬ 
ture increased. These fluctuations disappeared when the 
emitter temperature was raised to the point where no 
more ion sheath was formed at the emitter (J_snt 

> J+„„: T> 1900°K in Fig. 3). 

C. Measurement of Degree of Ionization 

The results of a typical set of measurements of cesium 
plasma density and neutral cesium density are shown in 
Fig. 4. The corresponding values of the degree of ioniza¬ 
tion v of the plasma are shown on the same figure. It 
may be observed that up to a density higher than 
w+ = 1012 ions/cm3, a plasma with a degree of ionization 
p«90 per cent has been obtained. It is interesting to 
point out that the value f = 90 per cent corresponds ap¬ 
proximately to the degree of ionization expected by 
taking into account the plasma loss on the probes as 
long as the volume recombination is negligible. At 
higher densities volume recombination should be more 
pronounced and reduce the degree of ionization of the 
plasma with increasing plasma density. In fact, by the 
measurement of the percentage ionization, the value of 
the recombination coefficient may be determined experi¬ 
mentally. The discussion of this experiment and the 
results obtained will constitute the next section. 

It should be noted that a highly ionized quiescent 
plasma can easily be generated with the technique de¬ 
scribed here. Such a plasma in steady state constitutes 
a valuable experimental tool to the investigation of the 
properties of highly ionized plasma in basic as well as 
applied plasma research. In the following sections, two 
of many possible applications of such quiescent cesium 
plasmas are considered in some detail. 

ION DENSITY ( Nt)tlONS/CMJ) 

III. Measurement of Recombination Coei i k ients 

An immediate application of our highly ionized quies¬ 
cent cesium plasma is the measurement of the recombi¬ 
nation properties of ionized cesium ions, viz., the coeffi¬ 
cient of recombination. As was mentioned earlier, the 
plasma diffusion in the radial direction may be made 
negligible with the application of a de magnetic field. 
Thus, in the presence of an axial de magnetic field, the 
first-order cause lor plasma loss in this plasma column is 
volume recombination, together with plasma losses on 
the small probes used to measure the plasma density and 
temperature. The plasma loss on the probes is readily 
taken into account, and its effect on the degree of 
ionization of the plasma is, to a first-order approxima¬ 
tion, independent of plasma density. The degree of 
ionization of the plasma then is determined by the 
condition that the rate of cesium ion generation on the 
plasma emitters be equal to the rate of cesium ion loss 
by volume recombination and by surface recombination 
on the probes. Since the rate of volume recombination 
is proportional to the recombination coefficient, the 
latter is found directly from the measurement of the 
degree of ionization as a function of plasma density. 
More specifically, we can write the rates of plasma 
generation anti plasma surface and volume recombina¬ 
tions in the following manner: 
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(2/1 ,) ( — l»o (rate of plasma generation) 

(rate of plasma losses to probes) 

= an_n+A eL 

= an+2AeL (total volume recombination), 

where 

«_ = w+= plasma density 
Wo = cesium neutral density 

2,4O = total combined area of two emitters (Ae is 
approximately equal to the plasma col¬ 
umn cross-sectional area) 

Ap = total effective area of probes (including the 
ion sheath effects) 

®o/4 = average thermal velocity of neutral cesium 
directed toward the plasma emitter surface 

v+/4 = average thermal velocity of the positive 
cesium ion directed toward the effective 
probe surface 

L = distance between two plasma emitters. 

Equating the rate of cesium ion generation on the 
emitter to the rate of cesium ion losses by volume re¬ 
combination and on the probes, the recombination co¬ 
efficient can be obtained explicitly in terms of measur¬ 
able quantities, 

a 
v0 Fl — V Apv+~ 

2Ln+ _ V 2.4,»o_ 

propriate to compare it with the measured values of a 
reported to date in the literature 8 9 and with the values 
which may theoretically be expected. 

The values published to date 8,9 for a all are larger 
than our measured limit a<3X10-u cm3 sec-1. (The 
lowest reported value is that of 3 X 10~ 10 cm3 sec-1 given 
by Mohler.8) Insofar as dissociative recombination was 
invoked in the published experiments8'9 to explain these 
relatively high values of a, the fact that our experiment 
leads to lower values of a is not too surprising. In our 
experiment, the high degree of ionization and low 
prevalent neutral density should greatly reduce the 
probability of formation of molecular ions and, there¬ 
fore, of dissociative recombination. 
The minimum value of a a to be theoretically ex¬ 

pected corresponds to pure radiative recombination and 
is about equal to 10-12 cm3 sec-1 at an electron tem¬ 
perature of 2000°K. This is not inconsistent with the 
result of our measurements. 

Finally, considering the collision of two electrons with 
one ion in a highly ionized plasma leads to the recombi¬ 
nation theory recently proposed by D’Angelo. 10 This 
should apply to our experimental conditions; for an 
electron temperature 7’ = 2000°I< and an electron den¬ 
sity of w_ = 4X1012 cm-3, this theory predicts a=10-n 
cm3 sec-1, a value which is also consistent with our 
measurements so far. 

To gain a better understanding of recombination in a 
highly or fully ionized plasma, a measurement of the 
actual value of a rather than a determination of an 
upper limit still is called for. This means a modification 
of our apparatus for measurements at higher plasma 
densities and cesium vapor pressures. These modifica¬ 
tions are presently being undertaken. At the same time, 
because of the apparently very low value of a, the 
generation of a highly ionized quiescent plasma in 
steady state up to densities of the order of 10 14 cm-3 in 
large volumes may be expected with the type of appa¬ 
ratus shown in Fig. 1. Even higher densities may be 
feasible in smaller volumes. 

where v = w+/(w+ + w0) is the measured degree of ioniza¬ 
tion. 

In an apparatus of the type sketched in Fig. 1, a 
plasma column with density up to about 4X10 12 

ions/cm3 has been generated and sustained between two 
hot tantalum emitters which are spaced 10 cm apart. 
'Die corresponding degree of ionization (as shown in 
Fig. 4) at the density of 4X1012 ions/cm3 yielded with 
the above relation an upper limit for the volume re¬ 
combination coefficient a of 

cm3
a < 3 X IO-11 — • 

sec 

To evaluate the significance of this result, it is ap-

IV7. Validity of Double Probe Measurements 
in a DC Magnetic Field 

Because double probes are convenient to use with the 
quiescent cesium plasmas considered here, it was found 
desirable to verify the validity of double probe meas¬ 
urements in presence of a de magnetic field. Indeed, 
while the double probe methods of plasma density and 
temperature measurements in the absence of magnetic 

8 F. L. Mohler, “Recombination of ions in the afterglow of a 
cesium discharge,” J. Res. NBS, vol. 19, pp. 447-456; 1937. 

9 P. Dandurand and R. B. Holt, “Electron density and light 
intensity decay in cesium afterglows,” Phys. Rev., vol. 82, pp. 278-
279; April, 1951. 

10 N. D’Angelo, “Recombination of ions and electrons,” Phys. 
Rev., vol. 121, pp. 505-507; January, 1961. 
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field are commonly accepted, 11 their interpretation in 
the presence of a de magnetic field has been subject to 
question. 12 It is reasonable to assume, however, that as 
long as the ion cyclotron radius is larger than sheath 
thicknesses and probe dimensions, the effect of the mag¬ 
netic field on double probe characteristics may be neg¬ 
lected in a double probe measurement. This state¬ 
ment is based upon the following consideration. As long 
as the ion cyclotron radius is relatively large, neither 
the shape of the ion sheath around the floating double 
probes, nor the ion saturation current to these probes 
should be greatly affected by the magnetic field; hence, 
the plasma (ion) density measurements should, to first 
order, remain unaffected. The rate of electron collection 
in the retarding field of the floating probes should not 
be greatly affected by the magnetic field either; even 
though the electron cyclotron radius may be small, one 
degree of freedom (in the direction of the magnetic 
field) remains unperturbed for the electron motion. 
Hence, the double probe measurement of electron tem¬ 
perature (obtained from the rate of electron collection) 
should not be greatly affected by the magnetic field. I'he 
experimental results presented here substantiate these 
assumptions. 

In the present measurements, plasma density and 
temperature are measured by means of double probes 
and interpreted according to classical double probe 
theory 11 as if no de magnetic field were present. The 
plasma density thus obtained from the double probes is 
then compared with that obtained from a microwave 
cavity (resonant frequency shift) measurement; the 
electron temperature from the probes is compared with 
the pyrometrically measured temperature of the plasma 
emitter. The prior comparison of the plasma electron 
temperatures with the plasma emitter temperature by 
measurements of the mean cyclotron radius had shown 
these two temperatures to be the same within measur¬ 
ing accuracy for the conditions of the experiment de¬ 
scribed below. 13

The cesium plasma used in the present measurements 
was generated in the apparatus sketched in Fig. 5. A 
drifting cesium plasma column was formed which ex¬ 
tended through the length of a tubular glass envelope up 
to an end plate. The latter was used mainly to properly 
align the de magnetic field. I'wo sets of double probes 
are mounted on the glass envelope. The distance be¬ 
tween the two sets of probes is sufficient for insertion of 
an appropriate microwave cavity between them; how¬ 
ever, this distance is small compared with the total 
length of the plasma column in order to a have uniform 

11 E. O. Johnson and L. Maher, “A floating double probe method 
for measurements in gas discharges,” Phys. Kev., vol. 80, pp. 58 68; 
October, 1950. 

12 A. Gutherie and R. K. Wakeriing, “The Characteristics of Elec¬ 
trical Discharges in Magnetic Fields,” McGraw-Hill Book Co., Inc., 
New York, N. Y„ p. 30; 1949. 

13 W. Knauer, private communication. 
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density over the measured region. Since the plasma con¬ 
sidered was well defined and in steady state, the instru¬ 
mentation was very simple. For the microwave density 
measurements, as shown in Fig. 5, an S-band micro¬ 
wave cylindrical cavity with a proper TMoio resonant 
mode was placed in between the two sets of double 
probes, over the glass envelope which contained the 
steady-state plasma column. Since the TMoio mode 
contained only axial and no radial electrical fields (ex¬ 
cept for the fringe field due to the holes on the cavity 
end plates), the microwave plasma density measure¬ 
ment would be essentially independent of the applied 
magnetic field strength. 

Each set of double probes consisted of two 0.025-mm-
diameter tungsten wires spaced approximately 3 mm 
apart and welded on to the tungsten pins sealed on 
through the glass envelope. I'wo sets of probes were used 
to determine whether an axial density gradient existed 
in the plasma column along the cavity interaction 
region. The double probe plots obtained from these two 
sets of probes are practically identical for magnetic 
fields above 300 gauss, thus showing, as expected, negli¬ 
gible plasma density gradient along the microwave 
cavity. 

I'he measurements were made over the range of mag¬ 
netic field extending from 300 gauss to 1500 gauss with 
a plasma emitter temperature (pyrometrically measured 
temperature of hot tantalum disk) at about 2100°K and 
with plasma densities between 10 lu and 10 11 electrons 
/cm3. I'he emitter temperature was made sufficiently 
high so that 1) the rate of thermionic electron emission 
would exceed the rate of ion emission; 2) the possible 
formation of a positive ion-space charge is eliminated; 
and 3) the temperature of electrons in the plasma is 
essentially equal to the emitter temperature. Under 
these conditions, and with the probe dimensions and 
spacings given above, sheath thickness, probe dimen¬ 
sions, ami probe spacings were small compared with 
ion cyclotron radius. Double probe characteristics were 
recorded on an x-y recorder; a typical characteristic 
is shown in Fig. 6. These probe characteristics were 
interpreted according to the classical theory of double 
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Fig. 6. 

probes in absence of magnetic fields. 11 Because of the 
small probe diameter, the effect of sheath thickness had 
to be taken into account; 11 this was also done under the 
assumption that the effect of magnetic field on sheath 
thickness was negligible, the sheath being an ion sheath 
controlled by ion current flow over a distance small com¬ 
pared with ion cyclotron radius. The radius of the 
plasma column was assumed to be the same as the emit¬ 
ter radius. 
The plasma density measurements performed simul¬ 

taneously with the double probes and with the micro¬ 
wave technique are compared in Fig. 7. Agreement 
within 30 per cent is shown throughout the entire range 
of magnetic field used in the experiment. The fact that 
the discrepancy of 30 per cent between the two meas¬ 
urements is independent of magnetic field indicates a 
systematic rather than magnetic field dependent error. 

The electron temperature of the plasma obtained 
from the probe measurements was compared with 
simultaneous pyrometric measurements of the plasma 
emitter temperature (hot tantalum disk), the latter 
having already been found equal to the electron tem¬ 
perature of the plasma. The result is given in Table I 
and shows agreement within 10 to 20 per cent. 

The results shown in Fig. 7 and Table I lead to the 
conclusion that double probe measurements of plasma 
density and temperature are reliable and are not notice¬ 
ably affected by the presence of a de magnetic field, at 
least under the conditions of the experiments reported 
above where sheath thickness, probe dimensions, and 
probe spacing were small compared with ion cyclotron 
radius. 

TABLE I 
Plasma Temperature Measurements 

Magnetic Field Plasma Temperature, °K 

Bn, gauss Double Probe Pyrometric 

300 
375 
525 
675 
1050 
1350 
1350 
1500 

2450 
2300 
2450 
2300 
2360 
2170 
2250 
2450 

2100 
2100 
2100 
2100 
2100 
2020 
2120 
2100 

V. Conclusion 

In conclusion it may be stated that the usefulness of a 
simple technique for generating highly ionized quiescent 
plasmas of reasonably high density in steady state has 
been demonstrated, that the validity of double probe 
measurements in the presence of de magnetic fields up 
to at least 1500 gauss has been verified, that a novel and 
direct technique for the measurement of the recombina¬ 
tion coefficient of cesium plasmas has been developed, 
and that this coefficient has been found so far to be 
<3X 10~n cm3 sec-1 up to plasma densities on the older 
of 4X10 12 ions/cm3. 
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A New Approach to Thermionic Energy Conversion: 
Space Charge Neutralization by an 

Auxiliary Discharge* 
W. BERNSTEINf and R. C. KNECHTLIf, member, ire 

Summary—The characteristics of an auxiliary discharge thermi¬ 
onic energy converter are derived and compared with experimental 
results. It is shown that the power expended in the auxiliary dis¬ 
charge can be as low as 10 per cent of the power generated by the 
converter. Thus, efficiencies of about 25 per cent and power output 
densities as high as 10 w/cm2 can be obtained at temperatures of 
about 1500°K provided that low work function anodes are developed. 
The specific advantages of the auxiliary discharge technique over the 
conventional cesium converters are discussed. 

Introduction 

THEdevelopmentof practical thermionic converters 
is under active investigation at many laboratories. 
Desirable requirements for a useful converter in¬ 

clude a conversion efficiency of at least 20 per cent, a 
power output of at least 5 w/cm2, a life of at least 1000 
hours, and operation in a temperature range consistent 
with the intended heat source. The usual heat sources 
include combustion, solar, nuclear, and radioisotope; 
therefore, a reasonable upper limit to the operating tem¬ 
perature appears to be about 1800°K. In this paper, it 
will first be shown that it should be possible to realize 
the desired efficiency and power output density require¬ 
ments at cathode temperatures of about 1500°K; sec¬ 
ondly, that the techniques which have been most in¬ 
tensively investigated do not appear capable of satisfy¬ 
ing all the converter requirements; finally, a new tech¬ 
nique will be presented which appears to represent a 
solution to many of these problems. 

Simplified expressions for the efficiency and power 
output density of a converter are given by 

</><■ — 4>a — Jopd 
’I — Po — Jo(<t>c — 4>a — Jopd), 

-T r il 
4>c d- a-

d. Jo 

where 

0r and 0,i= the cathode and anode work functions, 
respectively, 

Jo = collected current density in a/cm2, 
p = plasma resistivity, if a plasma is present 

in the interelectrode space, 
d = interelectrode spacing in cm, 

Ar/Ae = ratio of radiating to emitting areas, 

* Received by the IRE, August 16, 1961. 
t Hughes Research Labs., Malibu, Calif. 

e = emissivity of the cathode, given by 

a = Stefan-Boltzmann constant, 
T= absolute temperature. 

In this expression we have obviously neglected losses 
associated with the heat conductivity and electrical 
resistance of the leads, and have assumed that the total 
current per diode is sufficiently small so that effects of 
the self-magnetic field can be ignored. 

The plasma resistivity arises from interaction of the 
emitted electrons with ions and neutral particles in the 
interelectrode space. The charged particle resistivity 
can be evaluated from the equation derived by Spitzer, 1

6.53 X 103ln A 
Pi = - 2 cm, 7-3/2 

and can be reduced only by an increase in the electron 
temperature. The resistivity due to electron-neutral 
collisions is evaluated, in the temperature range, by 

(1.3 X 10")^ Í2cm 
P2 = -, 

/ 
where 

ac = electron-neutral cross section, 
f= fractional ionization, 

and can be reduced significantly by an increase in the 
fractional ionization and an increase in the electron 
temperature for certain gases. 

In order to conveniently determine the optimum per¬ 
formance of a thermionic converter, the equations for 
efficiency and power output density have been evaluated 
as functions of cathode temperature in Figs. 1 and 2 for 
anode work functions of 1.0 and 1.8 ev respectively, 
under the following assumptions: 

1) The output current density is 10 a/cm2 at all tem¬ 
peratures and is equal to the temperature limited 
(saturation) emission current density of the cath¬ 
ode. 

1 L. Spitzer, Jr., “Physics of Fully Ionized Gases," Interscience 
Publishers, Inc., New York, N. Y.; 1956. 
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Fig. 1—Converter efficiency as a function of cathode temperature for 
1.0- and 1.8-ev anode work functions. 

Fig. 2—Converter power output density as a function of cathode 
temperature for 1.0- and 1.8-ev anode work functions. 

2) The cathode thermionic emission obeys the Rich¬ 
ardson equation J=120T-’ exp (—e<t>r/KT). 

3) Therefore, the value of cathode work function is 
that which gives 10 a/cm2 at the specified tem¬ 
perature. 

4) The plasma resistivity is taken to be 0.2 Í2 cm; at 
an interelectrode spacing of 0.2 cm, this corre¬ 
sponds to 0.04 SI, and a resistive drop of 0.4 volt at 
10 a/cm2. 

5) A conservative value of 0.3 is taken for the effec¬ 
tive cathode emissivity. 

6) The ratio Ar/A,, is taken to be unity. 

As can be seen from Figs. 1 and 2, the desired effi¬ 
ciencies and power output densities are easily obtained 
at temperatures between 1500 and 1800°K, provided low 
work function anodes can be developed. The use of 
higher work function anodes obviously requires a shift 
toward higher temperature for comparable character¬ 

istics. It should be pointed out that this analysis is 
based on the use of the theoretical emission constant of 
120 a/cm2 in the Richardson equation. Since almost all 
materials have experimentally determined emission 
constants smaller than this value, it is necessary to shift 
all the curves to slightly higher temperatures. 

At present, two approaches to the development of a 
practical converter have been extensively investigated. 
In the vacuum converter,2 which is a low temperature 
device, the effects of the electron space charge are re¬ 
duced by the use of very small (0.0005 inch) interelec¬ 
trode spacings; even at these small spacings the current 
densities are only about 1 a/cm2, and thus the power 
output density is limited to at most 1 w/cm2. The second 
approach utilizes a plasma in the interelectrode space to 
eliminate the effects of the electron space charge; the 
plasma is produced by contact ionization of cesium 
vapor at the hot cathode.3 Since the ionization effu iency 
of cesium vapor at a hot surface falls rapidly for values 
of surface work function below the cesium ionization 
potential (3.9 volts), the amount of cesium vapor must 
be increased in order to maintain the desired plasma 
density. This leads to a high plasma resistivity, since 
cesium has a large electron-neutral cross section 
(3X10-14 cm2) at these temperatures; thus, very small 
interelectrode spacings are required. Under certain 
conditions, volume ionization related to the current flow 
in a cesium diode has been observed to far exceed con¬ 
tact ionization, thus significantly reducing this resist¬ 
ance and the small electrode spacing requirement. The 
mechanism of this “arc mode” is as yet not well under¬ 
stood. No measurements have been published yet to 
indicate that this process of space charge neutralization 
could be acceptably economic to permit efficient con¬ 
verter operation at low cathode temperature. At high 
cesium pressures, cathodes produced by formation of 
partial cesium monolayers on tungsten appear to repre¬ 
sent a solution to the cathode problem. However, the 
anode is then completely covered with cesium; control 
of the anode temperature may yield a reduction in 
anode work function to 1.6 ev, but further reduction ap-
pears difficult. 

The use of a cesium plasma triode in which the plasma 
is produced by contact ionization of cesium vapor at a 
third high work function electrode has been described 
by Hernqvist.4 Here, operation at cathode temperatures 
of about 1500°K at lower cesium pressures and reason¬ 
able interelectrode spacings appears possible; however 

*11. F. Webster, “Calculation of the performance of a high-
vacuum thermionic energy converter,” J. Appt. Phys., vol 30, pp. 
488-492; April, 1959. 

3 R. L. Hirsh, “Effect of interelectrode spacing on cesium thermi¬ 
onic converter performance,” J. Appt. Phys., vol. 31, p. 2064; Nov¬ 
ember, 1960. 

1 K. G. Hernqvist, “Plasma synthesis and its application to ther¬ 
mionic power conversion,” RCA Rev., vol. 22, pp. 7-20; March, 1961. 
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anode work functions less than 1.6 ev do not appear 
possible. In all cesium devices the problem of contain¬ 
ment of high cesium pressures at high temperatures still 
remains serious and may lead to a significant limitation 
to the life of converters. 

Theoretical Discussion 

To escape the difficulties and limitations associated 
with contact ionization of cesium vapor, we have con¬ 
sidered other methods for the production ol the plasma 
in the interelectrode space. I'he use of an auxiliary dis¬ 
charge appears to represent an attractive method for 
the production of the required high density plasmas.5 

It will be shown that, in the proposed device, the power 
required in the auxiliary discharge to maintain the 
plasma represents only a small fraction of the output 
power of the converter. Thus, this technique offers 
many advantages over the cesium techniques, particu¬ 
larly in the temperature range below 2000°K. These 
advantages include: 1) that both the cathode and anode 
materials may be independently selected for optimum 
performance, 2) that the plasma resistivity is low and 
very small interelectrode spacings are not required, 3) 
that the problems associated with cesium containment 
are eliminated, and 4) that standard tube construction 
techniques can be used throughout. Consequently, the 
major research effort at this laboratory has been di¬ 
rected toward the development of auxiliary discharge 
thermionic converters. 

One particular auxiliary discharge thermionic con¬ 
verter is shown schematically in Fig. 3; other configura¬ 
tions are obviously possible.6 Electrons are thermioni-
cally emitted from the wires, are accelerated by the ap¬ 
plied voltage and ionize the gas in the interelectrode 
space. As the plasma density increases, a positive ion 
sheath forms about each wire the thickness of the 
sheath decreases as the plasma density increases. Since 
the entire applied voltage appears across the sheath, 
which is thin at high plasma densities, the electrons are 
accelerated in passage through the sheath without any 
interactions, and enter the gas region as a monoenergetic 
stream. Only those positive ions which randomly strike 
the ion sheath will be collected to the wires; the remain¬ 
ing ions diffuse to both anode and cathode of the con¬ 
verter. The detailed analysis of this mode of discharge 

6 The technique of neutralizing large electron currents by an aux¬ 
iliary discharge produced plasma was first investigated by I. Lang¬ 
muir (I. Langmuir, “The interaction of electron and positive ion 
space charges in cathode sheaths,” Phys. Rev., vol. 33, pp. 954-989; 
|une, 1929) and later practically demonstrated by Johnson and 
Webster in the Plasmatron (E. Ö. Johnson and W. M. Webster, 
“The Plasmatron, a continuously controllable gas-discharge develop¬ 
mental tube," Proc. IRE, vol. 40, pp. 645-659; June, 1952). Since 
the requirements for low-power consumption in an auxiliary discharge 
thermionic converter are far more stringent than in a Plasmatron, it 
remains necessary to use a mode of auxiliary discharge and a geometry 
leading to more efficient operation. 

8 While this work was in progress, an auxiliary discharge thermi¬ 
onic converter was described by I). Gabor, “A new thermionic gen¬ 
erator,” Nature, vol. 189, pp. 868-872; March 18, 1961. Although 
the general concepts and predicted results are similar to those de¬ 
scribed in this paper, it should be emphasized that the discharge 
geometry and conditions are quite different. 

Fig. 3—Schematic of an auxiliary discharge thermionic converter. 

(Langmuir mode) will be found in Langmuir and Jones.7
Langmuir has shown that the electron current density 

emitted from a surface which can be neutralized by a 
positive-ion current to that surface is given by 

J a = A/ -J+• 
r me

In the present configuration, the positive-ion current 
density at the cathode, neglecting recombination losses, 
is given by J+=(v/2)/_, where 

7 = ionization efficiency, 
7_ = wire emission current/cm2 of cathode area. 

The neutralized current density possible in the converter 
is therefore 

/>; 
jn = 7/24/— i-, 

1 m* 

and the power required to maintain the discharge is 

P„ = VaI_, 
where 
Fo = auxiliary discharge voltage. 

7 I. Langmuir and H. A. Jones, “Collisions between electrons and 
gas molecules,” Phys. Rev., vol. 31, pp. 357-404; March, 1928. 
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In order to conserve the power spent in the auxiliary 
discharge, a high ionization efficiency, heavy ion, low 
operating voltage, and low recombination rate are de¬ 
sirable. Each of these parameters will now be discussed 
in detail. 

It appears difficult to obtain a high ionization effi¬ 
ciency in pure noble gases, at electron energies only 
slightly above the ionization threshold. At these ener¬ 
gies, the excitation cross section is about three times as 
large as the ionization cross section.8 Since those elec¬ 
trons which produce excitations no longer have suffi¬ 
cient energy to produce ionization, only 25 per cent of 
the emitted electrons are available for production of the 
plasma. The probability of cumulative ionization ap¬ 
pears small at the electron temperatures expected in 
these discharges. Thus, at pressures where the mean 
free path for ionization is comparable to the average 
path length of the electrons in the device, values of the 
ratio Jo/1- of 35 for argon and 70 for xenon may be ex¬ 
pected. 

The ionization thresholds for the noble gases are 15.7 
volt, 13.3 volts and 11.5 volts for argon, krypton, and 
xenon, respectively. It is, therefore, obvious that higher 
ratios of Ja/K can be obtained at lower voltages for Xe 
than for A. It should be pointed out, that at applied 
voltages in excess of about 25 volts, sputtering of the 
wires by the positive ions, which randomly strike the 
sheath, will occur. 

Recombination may result in a serious plasma loss at 
high plasma densities. If the recombination process is 
entirely radiative, the recombination coefficients are 
sufficiently small that no significant loss can occur. 
However, dissociative recombination with large recom¬ 
bination coefficients has been observed to occur for all 
noble gases at pressures of 1 mm Hg in discharge after¬ 
glows.9 Since the electron temperature was only about 
300°I< and the electron density only about 109/cm3 in 
these measurements, it is uncertain whether this process 
will occur under the present discharge conditions. 

The use of mixtures which demonstrate the Penning 
effect, 10 such as Xe—0.1 per cent A and A—0.1 per 
cent Hg, appears to represent a method for improving 
the ionization efficiency and eliminating the possibility 
of dissociative recombination. In these mixtures, the en¬ 
ergy lost in excitation is available for ionization of the 
contaminant gas; this can result in a significant im¬ 
provement in the ionization efficiency at electron ener¬ 
gies corresponding to the energy required for excitation 
of the metastable state (11.6 volts in argon). On the 
other hand, the total pressure of the contaminant gas is 
sufficiently low that the probability of formation of the 
molecular ion, required for dissociative recombination, 

8 H. S. \\. Masses and E. H. S. Burhop, “Electronic and Ionic 
Impact Phenomena," Oxford University Press, London, Eng.; 1956. 

9 S. C. Brown, “Basic Data of Plasma Physics,” John W iley and 
Sons, Inc., New York, N. Y.; 1959. 

10 M. J. Druyvesteyn and F. M. Penning, “ I'he mechanism of 
electrical discharges in gases of low pressure,” Rev. Moden Phys.. 
vol. 12, pp. 87-174; April, 1940. 

is small and therefore radiative recombination should 
be the only important recombination process.9 Thus, in 
A—0.1 per cent Hg, the ratio Jo/1- should be about 300, 
at an applied voltage at 12 volts. 

Experiments and Results 

A series oi experiments was performed to demon¬ 
strate the validity of these concepts and specifically to 
determine the value of Jo/1- at low voltages and the 
value of plasma resistance at reasonably high density. 
An auxiliary discharge converter was constructed using 
1 cm2 Phillips Type B dispenser cathodes as both cath¬ 
ode and anode. The interelectrode spacing is 0.3 cm. 
For most measurements, the anode is not heated except 
by radiation from the hot cathode. Three 0.0008-inch 
tungsten wires, spaced about 0.2 cm apart, are centered 
in the interelectrode space and are heated by a battery. 
The measurements are made at a pressure of about 1 mm 
Hg of A; the base pressure with the cathode at operating 
temperature is about 2 X10~7 mm Hg. 

A typical current voltage characteristic is shown in 
Fig. 4. Ratios of Jo/I- of about 100 and as high as 120 
are usually observed at about 1 mm Hg, for Jn values 
up to 5 a/cm2. The ratio decreases at both higher and 
lower pressures presumably because of a decrease in the 
ionization efficiency. 500-kc oscillations, which have 
not been studied in detail, are sometimes observed in 
the saturation current region. 

Fig. 4—Current-voltage characteristic of auxiliary 
discharge thermionic converter. 

The current-voltage characteristic is obviously dom¬ 
inated by resistance; the work function difference ap¬ 
pears to be about 0.5 volt. The contribution of the 
plasma resistance is determined in the following manner: 
It has been shown that the resistance is inversely pro¬ 
portional to the fractional ionization and consequently 
to the wire emission current. Therefore, the resistance, 
determined from the slope of the current-voltage char¬ 
acteristic, is plotted against the reciprocal of the emis¬ 
sion current in Fig. 5. An intercept, corresponding to a 
fixed resistance of 0.43 ñ is found; subsequent measure¬ 
ments showed that 0.3 Í2 is present in the leads and 0.1 
if can easily be attributed to poor contacts in the cath¬ 
ode and anode structures. Under these conditions, the 
plasma resistance at a wire emission current of 100 ma 
(which should yield a density sufficient to neutralize 
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Fig. 5—Total auxiliary discharge converter resistance as a function of 
the reciprocal of the wire emission current. Saturation current is 
3 a/cnt2, pressure about 1 mm Hg argon, and the auxiliary dis¬ 
charge voltage is 20 volts. 

10 a/cm2) is only about 0.04 Í2, an entirely acceptable 
value. It should, of course, be pointed out that since 
the plasma resistance is determined by the wire emis¬ 
sion current, the resistive drop J^pd is constant for all 
values of cathode saturation current if Jn/I- is held 
constant. It is thus desirable to use as high cathode cur¬ 
rent densities as possible. 

It is not clear, at present, how ratios Jn/I_ as high as 
120 are possible in pure argon. It is possible that ions 
may be reflected from both the cathode and anode with 
relatively high probability, thus yielding higher plasma 
densities than expected. Also, the formation of the 

molecular ion will result in an increase of \/2 in the 
ratio; at these densities, dissociative recombination 
will not introduce a serious loss for argon. It is also pos¬ 
sible that the electron temperature may be sufficiently 
higher than expected so that cumulative ionization is 
possible. A more detailed study of the discharge proc¬ 
esses is in progress. 

it should be pointed out that the plasma density is 
probably not uniform across the cathode surface. The 
use of rectangular rather than circular cathodes will re¬ 
sult in a more efficient use of the wire emission current 
and will probably lead to even larger ratios of Jo/1— 

It is obvious that large amounts of power are required 
to heat the tungsten wires to the temperature required 
for the emission of 100 ma. However, it is believed that 
suitable low work function materials may be used to 
permit emission of this current at temperatures com¬ 
parable to that provided by radiation and conduction 
from the hot surface of the main cathode. Direct gen¬ 
eration of ac, at any frequency up to 10 kc, is achieved 
by pulsing the accelerating voltage; no change in the 
converter characteristics is observed in this mode of 
operation. 

In summary, neutralized currents of 5 a/cm2 have 
been attained at an expenditure of about 1 watt in the 
auxiliary discharge. If a cathode with a work function of 
about 2.3 ev is used in conjunction with a 1.0 ev work 
function anode, then an output power of 4 w/cm2 at an 
over-all efficiency of about 25 per cent is possible at a 
temperature of about 1500°K. Further reduction of the 
power consumption in the auxiliary discharge and im¬ 
provement of over-all efficiency still are possible by se¬ 
lecting a gas mixture more favorable than argon. In con¬ 
clusion, because high efficiencies seem attainable and be¬ 
cause the necessity for cesium vapor is obviated, it is be¬ 
lieved that this approach represents an attractive solu¬ 
tion to the development of long-life, efficient and prac¬ 
tical thermionic converters capable of operating at rela¬ 
tively low temperatures, and capable of direct genera¬ 
tion of ac. 
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C o r r e s p o n d e n c e_ 

Stability Criteria for a Tunnel-
Diode Amplifier* 

it is often necessary when designing tun¬ 
nel-diode amplifiers to keep the generator 
and load isolated from direct currents. This 
can be accomplished with the circuit of Fig. 1 
which employs the blocking capacitor Ch to 
isolate the simulated generator and load Rt. 
from the bias supply. The bias supply is iso¬ 
lated from the tunnel diode by the induct¬ 
ance Lb- If Lh is large there will exist some 
critical value of Cb below which the circuit 
becomes unstable. This circuit is suited to 
amplification at frequencies where Lb has a 
high impedance. Hines' has treated the sta¬ 
bility of a similar circuit at high and low 
frequencies. The criteria developed here are 
general for all f'req tiendes. 

negative resistance of tunnel diode 
C: tunnel-diode junction capacitance 

Rs- tunnel-diode series resistance 
L ^Ld+Lj,: tunnel diode lead inductance plusexternal 

“peaking inductance" of the shorted 
length of line used in the amplifier 

Cb- coupling capacitance (de blocking con¬ 
denser) 

Lb- bias T inductance (RF choke) 
Rb- battery circuit resistance 
V: bias voltage 

Rl,: load resistance seen by tunnel diode 
£: inductance in the load circuit 

Fig. 1—Equivalent circuit of bias circuit, tunnel diode, 
and generator/load. 

The differential equations for i, L, i-¿, /3 
as a function of time are (see Fig. 1): 

-Ri^^ m .k ^l = L. fn 
C dt c 

-RL + Rs(L 4- is) 4- L — (fi + it) 
dt 

di 
= F — Rui — Lu — ' (2) 

dt 
Ä dit Q.i . di 
& —— 4~ Rl^ + — V — Rui — Lb — » (3) 

dt Cb dt 

ii 4- Í2 4- »3 — i- (4) 

♦Received by the IRE, October 10. 1961. This 
work was performed for the Rome Air Dev. Outer 
under Contract No. AF 30(602) 2184. 

1 M. E. Hines, “High-frequency negative resist¬ 
ance circuit principles for Esaki diode applications.” 
Hell Sys. Tech. J., vol. 39, pp. 477-513: May, 1960. 

We try solutions in which the currents i, 
it, and i\ vary as aeKt, be**, and ceXt, respec¬ 
tively. Stability is achieved if the real part 
of X is negative, instability if the real part of 
X is positive. We then find from (l)-(3) 

. _ Rb^ 4- LuX2
” ” (Rs - R)X 4- (1. - Rr7(W-LRCX-'' 

Ri (Rb^ + ¿bX2)X 

” (/^- Ã)X -h¿ - rr^ís-Trcíc ‘ 

— RbX + ¿bX2 

», =--—». (5) 
£X! 4- ÄtX 4- —— 

Cb 

When (5) is used in (4 ) we find 

0,X2 4- 03X2 4~ o2X2 4- 0,X Bo — 0, (6) 

where 

0, = RC I Lb(£ + £) + ¿£] 
03 — Ri [LbRl + £Rb + L(Rb + Rl) I 

- ¿b£ - (I. - RRsC)(Lb+£) 
r Lb + L~l 

a, = RC + ~ ~J + (Lb + £> 

• (R — Rs) — LbRl — Rh£ 
- (L - RRsCXRb + Ri.) 

0i — [í/Íb 4- Rs)RC — (L + Ab) I 
Cb 

4- (R - Rs)(Ru 4- Rr.) - RbRi 
I , o„ = — (« - JG - /e«|. (7) 
Cb 

The Routh-Hurwitz criteria that the 
solutions X of (6) all have their real parts 
less than zero are the following:2

0o, 0i, 02, 03, Oi > 0 (8a) 

0102 — 0300 > 0 (8b) 

0,(0302 — 0101) — 0O032 > 0. (8c) 

Thus, for example, one can see that 
oi <0 if 

„ ,. L 4- Lb — RC(Rs 4- Rb) 
" ' " ~ (R - Rs^Rb +Ig^- RbRi. 

and that a» <0 if 

In experimental test of these stability 
criteria, the following circuit parameters 
were chosen: Rb= 10 0, £s = 0.3X10-’ hen¬ 
ries, 2e=100Si, C=7X10-*2 farads, 
¿ = 3X10-’ henries, £ = 3X10-’ henries, 
Rs = 2 il, Rl = 50 St (the tunnel diode used 
was the GE 1X2939). For these circuit 
values, the quantities a., o3, a. and a„ are all 
>0 for all values of Cb- The quantities a,, 
OiO; —OjOo, and 0,(030.— atai)—auti/ are 
plotted as functions of Cb in Fig. 2. We see 
there that instability will result if Cb<66 
W*f. It was observed experimentally that 
stability occurred for Cb = 90 bp-) and in¬ 
stability for Cb = 25 /rpf. 

Fig. 2 —Plot oí left sides of (8al-(8c) vs Cb- Values < f 
circuit elements used in this example are given 
in the text. 

The stability calculation could be per¬ 
formed with respect to any other circuit pa¬ 
rameter. 

The circuit analyzed here must be con¬ 
sidered only as a labora tory model. In a real 
system Rl is replaced by Z(w) depending on 
the actual generator and load used. A similar 
analysis will then have to be carried out for a 
differential equation which is at least one 
degree higher and possibly also nonlinear. 

The authors would like to thank Dr. I. 
Gerst (State University of Xew York) for 
several cogent remarks concerning the 
Analysis. 

_ Lb(L 4- £) 4- ¿£_ 

RsC(Lb 4- £) 4- ( \LbRl 4- (L 4- £)Rb 4" ¿Kz.) 

Thus if either Cb or R is less than Cb* 
and R*. respectively, instability results. Eqs. 
(9) or (10) are sufficient, but not necessary, 
conditions for instability. 

5 E. A. Guillemin, “The Mathematics of Circuit 
Analysis," John Wiley and Sons. Inc., New York, 
N. Y..ch. 6; 1949. 

II. Bove I 
D. Fleri 

C. A. Renton 
Defense Electronic Products 

RCA 
New York, N. Y. 
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Discussion of a Deflection System 
for a Flat Television Picture Tube* 

Ramberg1 has given a very interesting 
analysis of a novel focusing scheme origi¬ 
nally proposed by Aiken fora flat television 
picture tube. The computation of the elec¬ 
tron trajectories is based on formulas for the 
potential distribution given in the Appendix 
for a basic electrode configuration. The po¬ 
tential distribution in the actual horizontal 
ami vertical deflection systems can then be 
obtained by superposition from this basic 
solution. 

It is the purpose of this note to give some 
alternate solutions for the basic configura-

of the Schwarz-Christoffel type. The result 
is 

1 
0, = 1-cot 

If we replace the last part of Rantberg’s 
expression by (1) and then let y = 0 and 
b—» », we obtain 

= 1 — y 
sinh lx sin Iz 
sinh I I 

O) 

which must be identical with the closed-
form expression given by (2). Making use of 
this identity, we find that for any aspect 
ratio b, 

(5) 

0 = 1 — H IL • 1 sin wnrx 
m—1n—0 

•cos |2m + l)7ry/2ö|e*™«J

for sáO, and 

2 i cosh miry . 
0 = 1 — X- / -sin mux 

ir i Hl cosh ninb 

+ L E«. sin DlTTX 
in— I n— () 

•cos [(2m + l)iry/26|c (6) 

forcgO. Here, 

k„J - (imt)’ + [ (2n + 1)ir/2ft]’. (7) 

1 / e '■ + cos irx \ 1 sin imrx 
0/...O.:) = 1 - -cor'i - . )- £--T-7 

ir \ sin t.v / 7T i m cosn ditto 
r ' » sin (2» + 1 
T ’(2m + 1) coshW’^ (-’» • ï)Mj 

sin Iz 
- dl 

I 

1 r' j sinh lx 4 ¿ 

ir Jo (sinh I ir „_o 

(— 1)" sinh x̂l- + [(2m + l)ir/2il-l sin Iz 

2n + 1 sinhx/f2 + [(2» + 1 ]rr/26j2 > I 
dl (4) 

tion of Fig. 15 in Ramberg's paper which ap¬ 
pear to have certain computational ad¬ 
vantages over that given in the paper. For 
convenience, the relevant figure is repro¬ 
duced below as Fig. 1. 

Ramberg obtains his basic solution by 
adding four partial results: a constant, two 
Fourier integrals which converge rather rap¬ 
idly for small values of |z|, and a closed-
form expression. I lie last part is somewhat 
complex and requires the solution of a trans¬ 
cendental equation, evaluation of a number 
of constants and four series. An alternate 
solution for this part is 

1 — X 1 X- cosh '"’"'y 
—--2- ~ - T_—iSinmrx 

2 ir „ ! in cosh mirb 

It is easily seen that this solution reduces 
to I at a=0 and to zero at ,v= I. The coeffi¬ 
cients in the series are < hosen to make the 
solution vanish at y=|A| also, l or aspect 
ratios b considered by Ramberg (6gl), 
the above series converge extremely rap¬ 
idly. In the central plane (y = 0), two or 
three terms of the series are sufficient for 
the computation of <j> and the electric field 
components. 

In spite of their rapid convergence, the 
other terms in Ramberg’s expression are also 
rather cumbersome. In or near the central 
plane (y = 0), we can obtain an approximate 
solution by conformal transformations. The 
result can then be made accurate by the 
addition of small correction terms. 

For b—» », the problem reduces to a two-
dimensional one in the xz plane (see Fig. 2) 
which can be solved by two transformations 

* Received by the IRK. February 13, 1961. 
1 E. G. Ramberg, “Electron-optical pro|>erties of a 

Hat television picture tube,” Proc. IRE, vol. 48, pp. 
1952-1960; December, I960. 

Again, for aspect ratios ég 1, the series con¬ 
verge very rapidly so that one or two terms 
will suffice in most computations. In fact, it 
is easily estimated that all correction terms 
account for less than five per cent of the 
solution. Additional correction terms can 
be introduced when ,v#0. The closed-form 
expression in (2) can also be used for the 
vertical deflection system. 

Alternate series expressions for 0, that 
converge rapidly for |z| >0, can also be 
given. We note that 0 must tend to unity for 
large negative values of z. For large positive 
values of z, the potential must approach the 
distribution given in (1). This suggests the 
solutions 

Matching 0 and <><t>/<>z at v = 0, we obtain 

—4( —I)“1'" 
1.. 

4 _ _L“'2”£2'L± I)2 I 
C (2»+l)*+(2w4)«r 

These series are very good for the computa¬ 
tion of 0 as long as |z| is not too small, but 
even at z = 0 the convergence is quite satis¬ 
factory because of the sign alternations. For 
the computation of the electric field com¬ 
ponents, however, this solution is not very 
satisfactory near z=0. 

Harry Gruenberg 

Syracuse University 
Syracuse. N. Y. 

Author's Comment2
I Unquestionably, Gruenberg's series ex¬ 

pression ( 1 ) for my closed-form elliptic-
function expression as well as his closed-
form expression (2) for the series corre¬ 
sponding to b = so* can contribute materially 
to the ease of computation. I had omitted 
the series representation with respect to z, 
given by his (5)—(8), since the contribution 
of the series at values of z sufficiently large 
to make this representation preferable in the 
calculation of the field components is of 
smaller importance. 

Edward G. Ramberg 
Institut für theoretische Physik 

Technische Hochschule Darmstadt 
Germany 

2 Received by the IRE, March 16, 1961. 
3 In the corresponding expression for the vertical 

deflection field given by Ramberg at the bottom left 
of page 1959, an additive term (1 —y) has been omitted 
on the right side. 
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A Resonant Slot Parametric 
Amplifier* 

A C-band degenerate parametric ampli¬ 
fier has been constructed in which the 
varactor diode is incorporated as an integral 
part of a resonant slot or iris. The present 
configuration is shown in Fig. 1 and uses a 
Microwave Associates 4254X varactor diode 
mounted in an end-plate resonant iris. The 
diode used is self-resonant above the oper¬ 
ating frequency and, therefore, inductive 
irises were employed to resonate the residual 
capacitance of the diode. Capacitive irises 
could be used for operating frequencies 
above the self-resonant frequency of the 
diode, and in fact, the dam1 structure is one 
variation of such a configuration. While the 
present structure employs an end-plate iris, 
similar operation could be achieved with 
guide wall slots as might be applicable in 
iterative array antennas. 

INDUCTIVE IRIS 

Fig. t—C-band resonant slot ainplifiertbiasingarrange¬ 
ment not shown). 

pc c«£Ove*c» («wet 

Fig. 2—Tuning range of resonant slot amplifier. 

Current results are quoted on the device 
operating in a reflecting inode with pump 
power incident on the opposite face. Dif¬ 
ferent pump arrangements woidd make pos¬ 
sible the operation of this device in the 
transmission mode. Passive measurements 
on the device clearly show that its equiva¬ 
lent circuit is essentially the same when the 
iris is radiating into space as it is when con¬ 
nected to JV-band waveguide. 

I he operating or resonant frequency of 
the iris is dependent, of course, on the pa¬ 
rameters of the particular diode in use. The 
operating frequency, however, can lx* tuned 
by either adjusting the slot width (and 
hence equivalent parallel inductance) or the 
diode bias (and hence capacitance of the 
junction), rhe former adjustment covers a 
broader range of frequencies, but requires 
mechanical tuning; the latter isa simple elec¬ 
trical adjustment which may, however, affect 
operating bandwidth and noise figure if 
carried too far. In Fig. 2 are plotted resonant 

* Received by the IRE, October 13, 1961. 
1 B. C. DeLoach, “Waveguide parametric ampli¬ 

fiers," presented at the Internat). Solid-State Circuits 
Conf., Philadelphia, Pa., February 15-17, 1961; 
Digest qf Technical Papers, pp. 24 25, February, 1961. 

frequencies of the structure as a function of 
bias voltage with slot width as the parame¬ 
ter. It can be seen that either adjustment 
can effectively control the resonant fre¬ 
quency over a small range of frequencies, 
and in any practical case the particular ap¬ 
plication and accessibility of the amplifier 
would determine the tuning method em¬ 
ployed. 

Operating in the frequency range of 4.3 
to 4.9 kMc, the device has læen made to 
operate at stable gains of up to 20 db. Gain¬ 
bandwidth products over this frequency 
range varied with slot width from 50 to 
greater than 250 Me. The values given are 
for the device operated as a single tuned 
structure, and additional irises or tuning 
screws can be used to broaden the response. 

By proper diode bias adjustment, theele-
ments can be made to oscillate with the same 
pump power used in the amplifying mode. 
In an antenna array, the elements could 
thus serve dual transmit-receiver functions 
controlled through diode programming. 

I he device reported in this letter is simi¬ 
lar in concept to a tunnel-diode2 amplifier 
recently reported as the result of an inde¬ 
pendent study. 

J. W. Amoss 
G. P. Rodrigue 

Sperry Microwave Electronics Co. 
Clearwater, Fla. 

’ M. E. Pedinoff, “A tunnel-diode slot transmis¬ 
sion amplifier," Proc. IRE (Correspondence), vol. 
49, p. 1315; August. 1961. 

Low-Frequency Noise 
in Backward Diodes* 

I’he noise temperature of backward di¬ 
odes was measured ox er the frequency range 
from 300 cps to 20 kc. For bias voltages 
much less than the valley voltage, 1 the noise 
temperature exhibits the familiar 1// char¬ 
acteristic at frequencies below 1 kc, and is 
substantially constant at frequencies above 
1 kc. Using these devices, a 100-Me bal¬ 
anced mixer, converting to 5 kc, has exhib¬ 
ited a double-channel noise figure of less 
than 7 db. This isa 30-db improvement oxer 
what would be expected from present day 
mixers using point contact devices. 

Noise Temperature Measuremen i 

Measurements were made using matched 
pairs of wire wound precision resistors as 
noise sources. I he hot noise source was op¬ 
erated at room temperature (290°K), and 
the cold noise source at liquid nitrogen tem¬ 
perature (77°K). 

I’he noise temperature of the device 
under test was obtained in the following 
manner: 

♦ Received by the IRE, August IS, 1961; revised 
manuscript received. August 31, 1961. 

1 L. Esaki and T. Yajima, “Excess noise in narrow 
germanium p-n junctions," J. Phys. Soc., (Japan), vol. 
13, p. 1281; November, 1958. 

1) The noise output with the 290°K 
noise source, Eh, was recorded over the 
desired frequency range. 

2) rhe noise output with the 77°K noise 
source, Ec, was recorded over the desireri 
frequency range. 

3) The operating point of the diode was 
adjusted so that its dynamic resistance was 
equal to the hot (and cold) resistance. For 
this operating point, the noise output of the 
diode, E,i, was plotted over the desired fre¬ 
quency range. 

4) I he noise temperature, /, was calcu¬ 
lated from the following expression: 

where 7’c and 7* are the cold and hot tem¬ 
peratures in degrees Kelvin respectixely. 

These tests indicate that at bias xolt-
ages much less than the valley xoltagc, the 
backward diode has no appreciable 1// noise 
above 1 kc. 

Applications and Experimental 
Results 

Comparison of the noise temperature of 
backward diodes and point contact diodes1-3 
indicates that the backward diode will pro-
X ide superior performance in mixing appli¬ 
cations requiring a low IF frequency, or in 
detector applications requiring a video out¬ 
put. Although standard junction diodes 
may hax e loxv noise figures at loxx' frequen¬ 
cies, they are not suitable for microxvave ap-
plications. Their limitations in this area are 
due to storage time, and due to the parasitic 
losses associated xvith the series resistance, 
r„ The backxvard diode has no storage ef¬ 
fects, since it operates on the principle of 
quantum mechanical tunneling, which is a 
majority carrier phenomenon. In addition, 
the series resistance associated xvith it is 
much smaller than that obtained xvith nor¬ 
mal junction devices, since extremely loxx 
resistivity semiconductor material is used 
in its fabrication. 

In order to test the performance of the 
backxvard diode in an operational circuit, a 
100 Me mixer was designed for direct down-
conx ersion to 5 kc. A balanced structure xvas 
chosen in order to suppress any kxal oscil¬ 
lator noise that xvould otherxvise degrade the 
mixer performance. Using a temperature¬ 
limited noise diode, a double-channel noise 
figure of under 7 db xvas obtained. A similar 
mixer, using point contact dex ices, xvill nor¬ 
mally result in a 30 40-db noise figure. 

I'he effect of operation xvith a high-input 
frequency xvas exaluated in a single diode 
mixer. This circuit xvas chosen for its sim¬ 
plicity of construction and ease of adjust¬ 
ment. A 30-Me IF xvas chosen in order to 
considerably simplify the measurement of 
noise figure, and axoid the effects of local 

2 B. G. Bosch el al., “Excess noise in microwave 
mixer crystals," Prix:. IRE (Corresi>ondence), vol. 
19, pp. 1226-1227; July, 1961. 

’ 1. L. Newberg, “Video Frequency Noise Meas¬ 
urements on Microwave Crystal Mixers," Radar 
Res. Group Electronic Sys. Lab., Dept. Elec. Engrg. 
M.I.T., Cambridge, Mass., No. 7848-TM-3 and 
7848-TM-6, Contract AF 33(616)-5489. Task 50688; 
May, 1959 and November, 1959. 
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oscillator noise. The results obtained with 
this IF frequency should be comparable to 
those obtained with an audio IF frequency, 
since both frequencies are beyond the range 
where \/f noise is important. 

A coaxial noise source and double-stub 
tuner were used from 5(M) Me to 2 kMc. 
Measurements were taken at 8.9 kMc using 
a waveguide noise source and a sliding probe 
tuner, coupled to the diode through a wave¬ 
guide to coaxial transition. 

Double-channel noise ligures were ob¬ 
tained, ranging from 5 db at 500 Me, to 14 
db at 8.9 kMc. These noise figure measure¬ 
ments were about 2 db lower than antici¬ 
pated because of the increased local oscil¬ 
lator drive used during this test. 

The results of these experiments have in¬ 
dicated that it is possible to operate back¬ 
ward diodes as low noise mixers up to ap¬ 
proximately one-tenth the cutoff frequency 
associated with the valley capacitance and 
the parasitic series resistance. The experi¬ 
mental data was taken on backward diodes 
with a cutoff frequency of approximately 20 
kMc. With present fabrication techniques, 
it is feasible to extend the cutoff frequency 
of these devices to a value in excess of 100 
kMc. Indeed, tunnel diodes with cutoff fre¬ 
quencies of twice this value have been re¬ 
ported4 in the literature. 

In conclusion, it should be noted that 
whereas the performance of the backward 
diode in this application can be duplicated 
by the tunnel diode,6 a backward diode 
mixer is unconditionally stable for all values 
of source and load conductances. In addi¬ 
tion, the device is less susceptiable to dam¬ 
age from accidental mechanical or electrical 
overloads than the point contact diode. The 
combination of these advantages makes the 
device near-ideal for applications of the type 
discussed in this note. 

The author wishes to thank Dr. S. K. 
Ghandi and Dr. S. T. Fisher for their helpful 
suggestions and comments in preparing this 
material. 

W. C. Follmer 
Philco Research Center 

Blue Bell, Pa. 

4 C. A. Burrus. “Millimeter wave Esaki diode os¬ 
cillators,” Proc. IRE (Correspondence), vol. 48, p. 
2024; December, I960. 

5 M. D. Montgomery, “The tunnel diode as a 
highly sensitive microwave detector,” Proc. IRE 
(Correspondence), vol. 49, pp. 826 827; April, 1961. 

An Extremely Wideband Tunable 
S-Band Parametric Amplifier* 

An S-band nondegenerate parametric 
amplifier has been developed that can be 
tuned continuously across a 1000-Mc band 
from 2100 to 31Ò0 Me by mechanically 
tuning the pump circuit, and frequency 
shifting the pump source. The amplifier can 
be electronically tuned over a 260-Mc band 
from 2470 to 2730 Me by frequency shifting 
the pump source only. 

* Received by the IRE, October 9, 1961. 

Fig. I—Circuit diagram of a parametric amplifier. 

The amplifier uses two commercially 
available varactors in a balanced circuit 
configuration similar to that used by 
Kliphuis1 (see Fig. 1). The zero bias capaci¬ 
tances of the two varactors were matcher! to 
within 10 per cent. At the signal frequency 
the two varactors appear in parallel, and 
the inductance Ls is chosen to resonate with 
the total diode capacitance. The signal cir¬ 
cuit bandwidth is very wide, due to the 
stagger tuning effect of the two diodes in 
parallel. The self-resonant frequency of the 
two diodes in series is chosen as the idler fre¬ 
quency. Since there is very little external 
loading, the idler circuit bandwidth is deter¬ 
mined by the Q of the varactors at the idler 
frequency. Because of the low ratio of idler 
to signal bandwidth, the voltage gain band¬ 
width product (G 1/2BIF) is relatively low. 
With the availability of better varactors 
that have a higher self-resonant frequency 
(e.g., “Sharpless Varactors”) one will be able 
to get greater idler bandwidths thereby in¬ 
creasing the G'^HW product. The wideband 
transformer Ti is adjusted to give the de¬ 
sired gain. The use of a fixed tuned idler cir¬ 

cuit requires that the pump frequency be 
varied to tune the signal frequency across 
the specified signal band. The pump power 
is introduced through a low Q resonant slot 
that can be mechanically tuned over 1600 
Me at X band. 

Fig. 2 shows the measured midband 
gain as function of signal frequency, with 
the pump optimized. The minimum gain 
across the 1000 Me tuning range was 15 db. 
The instantaneous gain bandwidth product 
was 130 Me minimum, and was as high as 
240 Me at parts of the signal band. The 
noise figure of the amplifier was 2.8 db at 
2400 Me and 3.0 db at 2900 Me. Fig. 3 is 
the plot of the pump frequency for opti¬ 
mum operation vs signal frequency. 

The amplifier may also be electronically 
tuned for signal frequencies between 2470 
Me and 2730 Me by varying the pump fre¬ 
quency only. The minimum gain was 18.5 
db and the instantaneous G' /2ßTV was 100 
Me minimum. Such an amplifier can be 
rapidly tuned across the specified band by 
using a backward wave oscillator as the 
pump tube. The total pump power neces¬ 
sary for operation was approximately 50 
mw. The diodes were operated with a nega¬ 
tive bias of 0.4 volt. 

Further work is presently in progress to 
extend this type of operation to higher fre¬ 
quencies. 

Martin Grace 

Airtron 
Div. of Litton Industries 

Morris Plains, N. J. 

A Tunnel-Diode Frequency 
Multiplier with Gain* 

A frequency multiplier which exhibits a 
voltage gain for the second and third har¬ 
monics has been constructed using the non¬ 
linear negative resistance characteristics of 
a tunnel diode. 

The possibility of using a nonlinear nega¬ 
tive resistor to generate harmonics has been 
discussed by R. II. Pantell.1 He arrives at an 
expression for the power gain in the »»th 
harmonic of the form 

(d 
llzo m1 L IFo J 

where IF«« power input from the source, 
Wm = power output at the wth harmonic. 

i is the instantaneous current, v is the instan¬ 
taneous voltage, a ami y — wo is 
the source frequency in radians, is the 
harmonic frequency in radians, and / is the 
time. 

From (1) it can be seen that when hm is 
negative, the right-hand side of (1) may 
have a magnitude greater than one, and 
harmonic generation is achieved with a 

’ .1. Kliphuis, “C-band nondeRenerate parametric 
amplifier with 500 Me bandwidth,” Proc. IRE 
(Correspondence), vol. 49, p. 961; May, 1961. 

♦ Received by the IRE, October 2, 1961. 
1 R. II. Pantell, “General power relationships for 

positive and negative resistors,” Proc. IRIC (Corre¬ 
spondence), vol. 46. p. 1958; December, 1958. 
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power gain. Eq. (2) shows that hm is nega-
give only when di/dv is negative. 

The tunnel-diode characteristic in Fig. 
1 exhibits an appropriately large nonlinear 
negative conductance region. Using the cir¬ 
cuit in Fig. 2 we observed second harmonic 
generation with a voltage gain of 3.7. Both 
source and second harmonic voltages were 
measured across the tunnel diode and the 
corresponding waveforms are shown in 
Fig- 3. 

With a circuit of this type the best re¬ 
sults are obtained with a low amplitude 
drive when the circuit is biased just beyond 

Fig. 1—A typical characteristic curve for a 
tunnel diode. 

«a>600 a 

Fig. 2—The circuit diagram for a second 
harmonic frequency multiplier. 

Fig. 3—The fundamental and second harmonic wave¬ 
forms as viewed across the tunnel diode. 

the region of self oscillation. Additionally, a 
small value of ^L/C improves the wave¬ 
form.* 

Although much work remains to be done 
on reliability and cascading circuits, it ap¬ 
pears that a tunnel-diode frequency multi¬ 
plier could be a reasonable means for trans¬ 
lating stable signals from a quartz crystal 
oscillator from 1 kc up into the 100 kMc 
region. A frequency translator of this type 
may have the advantages of working at a 
constant low signal level and being all solid 
state. 

The authors appreciate the financial sup¬ 
port of the University Council on Research 
and Creative Work. 

F. S. Barnes 
L. Morris 

Elec. Engrg. Dept. 
University of Colorado 

Boulder, Colo. 

2 W. A. Edson, “Vacuum Tube Oscillators,” John 
Wiley and Sons, Inc., New York, N. V., pp. 42-63; 
1953. 

Generation of Microwave 
Harmonics in an Electrodeless 
Discharge at Low Pressure* 

The possibility of RF harmonic power 
being produced in an ionized gas was con¬ 
sidered more than a decade ago [1 ], [2 ]. In 
these studies it was shown that, under spe¬ 
cial conditions, appreciable harmonic power 
may be generated in the ionosphere. An 
early attempt to produce RF harmonics in 
ionized gases was made by Hanley and 
Ruhlig |3 ]. With primary power at 200 Me 
they achieved a conversion efficiency of 23 
per cent for the second harmonic; however, 
to the author’s knowledge, their technique 
has not been attempted at microwave fre¬ 
quencies. The main feature of their device 
appears to be that the coaxial discharge 
geometry used results in large electric field 
gradients. 

Several workers have produced harmon¬ 
ics using a microwave discharge in a gap in 
a waveguide post [4]-[7]. Baird |8] has 
found that these results can be explained by 
electron density modulation during the RF 
cycle. 

Whitmer [9], [10] and Hill and Teten-
baum [11 ] have investigated harmonic gen¬ 
eration in cyclotron resonant plasmas at 
microwave frequencies. In the latter case a 
15-db conversion loss was obtained for the 
second harmonic. Conversion to higher 
harmonics was very inefficient. 

In the U. K. harmonics have been pro¬ 
duced with arcs in high pressure gas [12]. 
In recent work using argon at 100 atmos¬ 
pheres, Froome [13] has produced submilli¬ 
meter harmonics having power of the order 
of one microwatt. About 3 watts of funda¬ 
mental power at 35 Gc were used in this ex¬ 
periment. 

* Received by the IRE, August 16, 1961. 

Bierrum and Walsh [14], also in the 
U. K., have used a point to plane geometry 
with pulsed power at 10 cm. Although poor 
efficiencies were obtained, this group has 
conclusively established that the harmonic 
output power is coherent [15]. 

It seems that several different mecha¬ 
nisms may be operating in these various ex¬ 
periments. The discouraging fact is that all 
the experiments at microwave frequencies 
have had very high conversion losses, at 
best comparable to that obtainable with low 
power nonlinear resistance diodes. This note 
reports another approach by which the 
author has obtained an order of magnitude 
improvement in efficiency for 10 cm funda¬ 
mental power. This efficiency equals that 
achieved by Hanley and Ruhlig [3 ] at UHF. 

The most successful arrangement is 
shown in Fig. 1 where the discharge vessel 
is either cylindrical or spherical. For gen¬ 
erating the second harmonic the conven¬ 
tional cross-guide arrangement was used 
with coaxial coupling. A coaxial choke pre¬ 
vented the harmonic power from radiating 
into the fundamental guide. A sliding short 
and a tuner were used to match the second 
harmonic power into the harmonic wave¬ 
guide. A similar arrangement was used to 
generate the fourth harmonic using an X-
band guide. A choke was used to prevent 
the fourth harmonic from radiating into the 
S-band guide. Other harmonics, however, 
could radiate into the 5-band guide. Tuning 
was provided for these harmonics by the ar¬ 
rangement shown in Fig. 2. The narrow 
branch of the shunt Tee does not propagate 
the fundamental, hence movement of the 
sliding short provides tuning only at har¬ 
monics other than the fourth. By this ad¬ 
justment the fourth harmonic power could 
be improved by 3 to 4 db. 

Fig. 1—Hamonic generator. 1) 5-band guide, 2) C-
band guide, 3) quartz discharge vessel, 4) brass 
post. 5 j coaxial choke, and 6) adjustable waveguide 
short. 

Fig. 2—Waveguide arrangement for harmonic gen¬ 
erator. t) 5-band isolator. 2) directional coupler. 
3) E/H tuner. 4) adjustable tee, 5) harmonic gen¬ 
erator (Fig. 1), and 6) harmonic guide tuner. 
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The experimental conditions are sum¬ 
marized : 
Fundamenta! Power: 
Gas used: 
Discharge Vessel: 

Post Diameter: 

10 50 watts CW at 2.9 Gc 
air at 0.1 to 0.3 mm of Hg. 
fused quartz, inside diameter 
8 mm 

0.10 to 0.15 inch. 

The following conversion efficiencies were 
observed : 

Harmonic: 
2 
3 
4 

Conversion Efficiency: 
- 6.4 db 
-13.2 db 
-16.6 db. 

All powers were measured with an FXR 
temperature compensated power meter us¬ 
ing Weinschel attenuators. No allowance 
was made for losses in the fundamental and 
harmonic tuners. 

By studying the effect on the fourth 
harmonic power it became evident that the 
best adjustment of the sliding short on the 
cutoff branch of the shunt Tee probably was 
one that satisfactorily terminated both the 
second and third harmonics (i.e. reduced 
the radiation of these harmonics down the 
fundamental guide). 

A special interaction region was not 
made for the third harmonic. The third har¬ 
monic power was measured using each of 
the second and fourth harmonic generators 
with an appropriate band-pass filter. Similar 
results were obtained for both arrangements. 

ft is noteworthy that the pressures used 
are considerably below that for optimum 
breakdown. It is thought that these low 
pressures reduce the efficiency of the ioniz¬ 
ing process and the resulting lower electron 
density is consistent with a higher electric 
field strength for a given fundamental power. 
Too low a pressure results in an unstable 
discharge and difficult tuning. Preliminary 
tests with Argon, which is more easily ion¬ 
ized than air, indicate that the most efficient 
operation occurs in the pressure raitge 30 to 
40 microns of mercury. Further measure¬ 
ments have yet to be completed. In all cases 
it is important to have a very small capillary 
in the discharge tube. Capillaries larger than 
one-half mm in diameter resulted in a jet 
of plasma extending a few cm up the neck of 
the discharge tube. The efficiency of conver¬ 
sion under such conditions is reduced. 

The operating mechanism in these ex¬ 
periments is not fully understood. It is be¬ 
lieved that the very large electric field gradi¬ 
ents result in a nonsinusoidal motion for the 
electrons. A preliminary analysis shows that 
the energy can be coupled from the funda¬ 
mental fields to the harmonic fields by this 
process. It is interesting that such a process, 
which requires < ollisions only for the main¬ 
tenance of the discharge, would be essen¬ 
tially that of a nonlinear reactance. The con¬ 
version efficiency consequently is not re¬ 
stricted by the \/n- limit for the nonlinear 
resistance. 

In these experiments appreciable power 
may have been absorbed by the tuners. The 
efficiency of the discharge itself in generat¬ 
ing the second harmonic may well have been 
better than 6 db, the theoretical limit for the 
nonlinear resistance. 

This research is being continued in an 
attempt to gain a better understanding of 
the process, and to test the usefulness of this 
process at higher frequencies. 

The author is grateful to Prof. J. L. Yen, 
who supervised this research and to the 
National Research Council of Canada for 
financial assistance. 

C. B. Swan 
University of Toronto 

Toronto, Canada 
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A Ruby Laser Exhibiting Periodic 
Relaxation Oscillations* 

A ruby optical maser, with confocal 
ends1-2 and an optical axis oriented 90 de¬ 
grees to the cylinder axis, has been con¬ 
structed by the Orlando Division of The 
Martin Company. This maser demonstrates 
some interesting properties applicable to op¬ 
tical radars. 

* Received by the IRE, September 25, 1961. 
’ G. D. Boyd and J. P. Gordon, “Confocal multi¬ 

node resonator for millimeter through optical wave¬ 
length masers," Hell Sys. Tech. J., vol. 40, pp. 489-
508; March, 1961. 

2 A. G. Fox and T. Li, “Resonant modes in a maser 
interferometer," licit Sys. Tech. J., vol. 40, pp. 453-
488; March, 1961. 

A ruby measuring 2 inches in length and 
I inch in diameter, was centered in a GE 
FT-524 flash tube within a magnesium 
oxide reflector. Threshold energy required 
was 1350 joules as opposed to 2030 jotdes re¬ 
quired for azero-degreeoriented ruby with flat 
ends3 under the same conditions. Total pulse 
duration realized was approximately 700 
Msec. The pulse, exhibiting an initial rise time 
of less than 0.2 ^sec, is depicted in Fig. 1. As 
would be expected, the output of the 90 de¬ 
gree oriented ruby crystal is linearly polar¬ 
ized. Because of the spherical ends, the half 
power beam width is 7.6 degrees. It should 
be noted, however, that collimation may be 
obtained by means of a simple lens system. 
These measurements were obtained with one 
of the faces 2 per cent transmitting and the 
other heavily silvered. 

An important and interesting property 
of this optical maser is reflected in the nature 
of the relaxation oscillations generated. Part 
of an output pulse, displayed on an ex¬ 
panded time scale, is shown in Fig. 2. The 
periodic structure of the output is evident 
when compared with a similar sampling of 
the output of a zero-degree oriented ruby on 
the same time scale, as indicated in Fig. 3. 
The pulse period, referring again to Fig. 2, 
varied from 3.5 Msec at 3200 jotdes input 
power to 10 Msec just above threshold. 

Fig. 1—Envelope of output pulse from 90° oriented 
ruby with confocal ends. 

Fig. 2—Relaxation oscillations of ‘X)® confocal ruby. 

Fig. 3—Relaxation oscillations of 0° ruby 
with flat ends. 

3 T. II. Maiman, “Optical maser action in ruby," 
British Commun, and Electronics, vol. 7, pp. 674; 
September, I960. An optical maser using a zero¬ 
degree oriented ruby with flat ends was first reported 
in this article. 
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This periodic characteristic of the output 
pulse should greatly enhance the usefulness 
of an optical maser in an optical ranging 
application using correlation techniques. In 
addition, possible application in Doppler 
ranging, using a ruby laser, is suggested. 

R. E. Johnson 
W. H. McMahan 

F. J. Oharek 
A. P. Sheppard 

M icrowave Laboratory 
The Martin Co. 

Orlando, Fla. 

Broad-Band S-Band Parametric 
Amplifier* 

A nondegenerate S-band parametric 
amplifier has been constructed that has a 
400-Mc bandwidth and a 2.1-db noise figure. 
Peak gain of the amplifier, as shown in Fig. 1, 
is 13 db with a 3-db ripple in the band-pass. 

Fig. 1 13-db gain, 425 Mc, pvt cent 
G^B =64 |>er cent. 

Fig. 2- Parametric amplifier equivalent circuit. 

Fig. 3—16-db gain, 202 Me. i>er cent 
G”B -41.2 pet cent. 

* Received by the IRE, October 9, 1961. This work 
was performed for the Bureau of Naval Weapons, 
Washington, D. ('., Contract No. NOw 61 0283-d. 

The amplifier utilizes a gallium arsenide pill 
varactor with a 0.4-pf capacitance. 

The equivalent circuit for the amplifier 
is shown in Fig. 2. The values of L' and C 
were chosen so that the idler frequency oc¬ 
curred at essentially the diode self-resonant 
frequency, and so that a triple-tuned re¬ 
sponse was achieved. By use of tuning screws 
appropriately placed on the line, the band¬ 
width can be shaped to obtain the type of 
response desired. Two typical responses are 
shown in Figs. 1 and 3; pump frequency in 
these instances was about 14.8 Gc. Two 
hundred milliwatts pump power was used to 
reverse bias the diode to —3.5 volts. This 
gave rise to a large value of Ci/Cn, which 
was necessary to obtain the broad band¬ 
width. 

I'he author is indebted to B. Vincent for 
his interesting discussions and helpful sug¬ 
gestions. 

Kenneth M. Johnson 
Apparatus Div. 

Texas Instruments, Inc. 
Dallas, Tex. 

Magnetoresistive Effect as a 
Possible Memory Device* 

The change of resistance of a material in 
a magnetic field (Gauss effect) has been 
utilized primarily as a means of measuring 
magnetic fields. However, this effect in ferro¬ 
magnetic materials might be applied in 
computer storage devices. Characteristics of 
these devices would be fast switching times 
and nondestructive readout. 

The mechanism of the magnetoresistive 
effect is an extremely complex one, involving 
changes in the mean free path.1 From a phe¬ 
nomenological standpoint, in the ferromag¬ 
netic materials, this involves an increase in 
the resistance when the current and mag¬ 
netization are in the same direction, and a 
decrease when they are perpendicular to 
each other. The potential difference between 
these two states is then 

AR — IR,' (Si T Ô2), 

where Ru is the resistance in the demagnet¬ 
ized state and 

Values ol ô, as high as 0.16 have been re¬ 
ported? 

In our work, no attempt was made to 
optimize our materials; most samples were 
evaporated films of iron or nickel-iron, 
approximately one inch long by 0.050 inch 
wide. 

Fig. 1 shows the dependence of magneto¬ 
resistive output on the magnetic field for a 
typical iron film approximately 500(1 Â 
thick. Note the critical field necessary before 

* Received by the IRE, October 13, 1961. 
1 E. N. Adams and T. D. Holstein, Jr., J. Phys. 

Cyem. Solids, vol. 10, p. 254; 1959. 
1 Y. Shirakawa, Tohoku Imperial University. Sei. 

Rept. No. 27, 532. 

Fig. 1 -Voltage difference vs field intensity for a 
typical iron film. 

Fig. 2 —Response time vs potential difference for 
a typical thin film. 

the film begins to switch. Fig. 2 is a plot of 
response time vs potential difference for a 
typical film. This was obtained by calcu¬ 
lating the decay time of the discharge net¬ 
work used to switch the film. Cate was 
taken to ensure that the maximum field was 
always sufficient to saturate the material. 
The curve (Fig. 2) was plotted as the time 
constant of the discharge circuit was varied. 
Note that in both curves, the potential differ¬ 
ence is in arbitrary units since it is directly 
dependent on the current and the resistance. 

The feasibility of the magnetoresistive 
effect memory application was successfully 
demonstrated by evaporating a nine-ele¬ 
ment test array. Writing was accomplished 
by pulse drive lines. Readout was in a cyclic 
mode at a 10-kc rate. 

One additional advantage of a magneto¬ 
resistive storage device over other thin film 
memories might be expected. The most 



1944 

critical parameter in an array of this type 
would be its resistance which is easier to con¬ 
trol than the magnetic properties of other 
thin films. 

C. Pettus 
T. Young 

General Products Div. 
Development Lab. 

IBM Corp. 
Endicott, N. Y. 

A Generalized Hildebrand’s 
Method for Nonuniform 
Transmission Lines* 

Second-order ordinary linear differential 
equations (LDE) with variable coefficients 
are, in general, solved approximately. How¬ 
ever, there is an exact technique to convert 
the above-mentioned LDE into an LDE 
having constant coefficients originally de¬ 
veloped by Hildebrand, 1 requiring a certain 
interrelationship among variable coefficients. 
This communication outlines his method and 
generalizes it so that the interrelationship 
among variable coefficients is completely 
eliminated. 

The propagating voltage V(x) of the 
nonuniform transmission line, having known 
arbitrary and continuous functions of .v for 
impedance Z(x) and admittance K(x), gives 
the following LDE: 

F"(x) - (Z7Z)V'(x) - YZV(x) = 0, (1) 

where the primes are used for derivatives 
with respect to x in this communication. In¬ 
troduce a new independent variable w in 
place of x such that 

w = /(x), (2) 

where the precise form of /(x) is to be de¬ 
termined later. Combine (1) and (2), 

T'VW + I/" - (2'/Z)f]VM 
- FZF(w) = 0, (3) 

where the dots over the symbol represent the 
derivatives with respect to the newly intro¬ 
duced independent variable w. 

Hildebrand’s idea is to convert (3) into 
an LDE with constant coefficients, 

F(w) + <iV(w) + Z>Y(w) =0, (4) 

where a and b are arbitrary constants. A 
comparison of (3) and (4) reveals that the 
coefficients of V(w) give a Bernoulli’s non¬ 
linear differential equation (X DE) for f'(x), 
while the coefficients of I'(w) give another 
equation for f(x). These two /'(x)'s must 
be the same. In order to realize this identity, 
J (x) and Z(x) must be interrelated through 

F(x) = - bZ(x) / [^ + « J Z(x)dxJ2, (5) 

where c is any constant and Z(x) is arbitrary. 
The undetermined f(x) becomes 

♦Received by the IRE, .lune 16, 1961; revised 
manuscript received. August 10, 1961. 

* E. B. Hildebrand, “Advanced Calculus for En-
gineeis.” Prentice-Hall Inc., New York, N. Y., p. 50; 
1948. 
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IG) = J ~ dx> W 

where d is also any constant. The voltage 
E(x) is given by 

Y(x) should be given by (13). The remaining 
task to retrieve the propagating voltage 
U(x) is a mechanical routine, and it is 
omitted here. 

It is interesting to observe a simple 
example for which Z(x) = l (const.) and 

= J, exp [(~ y + /aMx] 

where constants A i and At are to be specified 
uniquely by the imposed boundary condi¬ 
tions on V(x). 

The preceding method lacks in generality 
as F(x) and Z(x) are interrelated. Past 
exact analyses2 5 of nonuniform transmis¬ 
sion lines required similar interrelationships 
between T(x) and Z(x). In this respect, the 
approximate method1 seems to relax the 
interrelationship between T(x) and Z(x). 

Using the well-known Cayley’s factori¬ 
zation technique6 (3) can be rewritten as 

[D + aWK^ + îW]^) =0, (8) 
where the differential operator D is used for 
(d/dw), and p(w) and q(w) are two unde¬ 
termined functions of w. The comparison 
between (3) and (8) gives 

/”(/> + ?)=/"- WW, (9) 
/”(¿ + />?)--rz. (io) 

Eliminate p from (9) and (10) so that a gen¬ 
eralized Riccati’s ÑDE for q is obtained, and 

f'q'G} + ?(x)[/" - (Z7Z)/'] 

where (12) has been used, 

dq(w} dq(x) dx q'(x) 
d:P = dTto’fM' 02)

A curious thing is that ( 11 ) is also a Riccati’s 
NDE for f\x). This peculiarity happens to 
be a mere coincidence.7 The recent com¬ 
munication3 has shown how to solve (11) ¡I 
variable coefficients are properly interre¬ 
lated. Using the form of (Pi/RiY = Qi, the 
following equation is derived easily: 

/" - (Z7Z)/' = + (/ + B^YZy (13) 

where B\ is a constant of integration. 
If f(x) is to be determined from (13), this 

becomes an impossible problem for variable 
and independent F(x) and Z(x). It is pro¬ 
posed to use (13) in a different fashion. If 
Z(x) and f(x) are independent functions, 

’ I. Sugai, “The solutions for nonuniform trans¬ 
mission line problems,” Proc. IRE (Correspondence), 
vol. 48. pp. 1489-1490; August. I960. 

’ I. Sugai, “A new exact method of nonuniform 
transmission lines," Proc. IRE (Correspondence), vol. 
49, pp. 627-628; March, 1961. 

1 1. Sugai, “D'Alembert's method for nonuniform 
transmission lines," Proc. IRE (Correspondence), 
vol. 49, pp. 823 824; April, 1961. 

6 I. Sugai, “Riccati's and Bernoulli's equations for 
nonuniform transmission lines," IRE Trans, on 
Circuit Theory (Correspondence), vol. CT-8, Sep¬ 
tember, 1961. 

E. L. Ince, “Ordinary Differential Equations,” 
Dover Publications Inc., New York, N. Y., pp. 128-
129; 1956. 

7 I. Sugai, “A class of solved Riccati's equations,” 
Elec. Commun., vol. 37, pp. 56-60; May, 1961. 

T(.v) = .v. This assumed nonuniform line 
gives a non homogeneous Airy’s differential 
equation, 

f-xf-xB,- (14) 

Using Airy’s functions, Ai(x) and Bi(x), (14) 
is readily solved. This example was chosen 
intentionally for using an Airy’s equation. 
However, in practical situtations for tapered 
lines or matchings, /(x) will not be solved 
with ease for given independent Z(x) and 
F(x). It would be of value if J\x) and Z(x) 
were systematically varied so that the mini¬ 
mum reflection coefficient woidd be realized 
for a given taper length. A substitution of 
(13) into (1) provides 

Z' 
Y"(x) - - V (x) 

L /+B1 J 
T(x) = 0. (15) 

The end result has shown that ( 15) is solved 
exactly for arbitrary Z(x) and /(x) which 
are independent of each other, provided 
/'(x) is not zero. 

The author wishes to express his deep 
gratitude to Prof. F. B. Hildebrand, Dept, 
of Math, M.I.T., for the help received in the 
literature search of the mathematical 
method involved in this note. 

Iwao Sugai 
ITT Federal Labs. 

Nutley, N. J. 

The Radar Cross Section 
of the Moon* 

Our theory 12 on the scattering from the 
moon's surface has been criticized in many 
places.3-1 We were interested in determining 

♦ Received by the IRE, September 18, 1961. 
1 T. B. A. Senior and K. M. Siegel, “A theory of 

radar scattering by the moon," J. Res. NBS, vol. 
64D, pp. 217 229; May-June, 1960. 

- K. M. Siegel, “Radio Characteristics of Lunar 
Surface Materials,” presented at 12th Internat). As-
tronau tical Congress, Washington, D. C.; October 4, 
1961. 

1 V. A. Hughes, “Roughness ol the moon as a 
radar reflector," Nature, vol. 186, pp. 873-874; June 
11, 1960. 

* H. S. Hayre, “Radar scattering cross section— 
applied to moon return," Proc. IRE (Correspond¬ 
ence), p. 1433; September, 1961. 
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the electromagnetic constants and the ther¬ 
mal constants of the lunar surface. We were 
not interested in determining, unless it could 
be determined easily, the topography of the 
lunar surface. We recognized that under 
various propagation conditions the moon’s 
return faded and, in fact, looked like some¬ 
thing which was very difficult to analyze on a 
point-by-point basis or on a slip-of-film-by 
slip-of-film basis. We recognized very early 
that significant efforts could be made by 
radar to map the surface of the moon. Pet-
tingill has made an excellent start in this 
direction. It was not our concern when ana¬ 
lyzing the early lunar radar data to pick out 
any scattering centers on the surface of the 
moon, but simply to state that the key scat¬ 
tering centers could be found and to point 
out that the data we had analyzed suggested 
that they were approximately 5-10, which 
number was later increased to “of order 30.” 
We stated that by using the experimental 
results of modulation loss as determined by 
Trexler and Youmans and by analyzing the 
experiments of Aarons, we could predict the 
maximum radar returns under good propa¬ 
gation conditions at all wavelengths be¬ 
tween 100 and 10,000 Me, and at all pulse 
lengths. We hase been successful,12 in show¬ 
ing that all radar data of the lunar surface 
were, in fact, in agreement with our predic¬ 
tions as far as this maximum return under 
optimum propagation conditions is con¬ 
cerned. 

Apparently our operational definition of 
smooth as opposed to rough has not been 
well understood, and it would appear that 
the criticisms of our work (for example, by 
Hughes’ and Hayre4) have been mainly lie-
cause of this. We were interested in finding 
out if there was a significant number of 
perturbations the order of magnitude of a 
wavelength contributing to the returns from 
the key scattering centers on the surface of 
the moon, and we pointed out that a direct 
measure of the roughness effect could be 
obtained from a comparison of orthogonal 
polarizations. We stated that if the differ¬ 
ences between orthogonal polarizations were 
large (10 40 db), then there could not be a 
significant number of such perturbations 
dominating the return; we also stated that 
if the returns from the key scattering cen¬ 
ters showed differences of this magnitude, 
there could be no significant returns from 
perturbations the order of a wavelength for 
all radar wavelengths, e.g., 100 Me to 10,000 
Me, and as a result the moon could be con¬ 
sidered a quasi-smooth surface in those re¬ 
gions. We went on to determine the electro¬ 
magnetic constants for the first key scatter¬ 
ing center, and later work showed these 
values to be in reasonable agreement with 
the average values obtained for the total 
lunar surface by radiation data.56 Authors 
have used other definitions of rough and 
smooth to criticize our results which, in fact, 
we feel are not comparable. For example, at 
long pulse lengths under usual propagation 
conditions, if there are many scattering 

4 A. E. Salomom>vich presented at IAU Symp. 
No. 14, Leningrad. USSR; December 9, I960. (To 
lx* published by Cambridge University Press, Cam¬ 
bridge, England.) 

6 V'. S. Troitskii, presented at IAU Symp. No. 14, 
Leningrad, USSR December 9, I960. (To lx* published 
by Cambridge University Press, Cambridge, Eng¬ 
land.) 

centers in the beam, one would expect a good 
approximation of the return to come from 
the random phase addition of these many 
scatterers. If, then, one analyzes the addition 
function and finds the phase variation is such 
as to agree with what one could have de¬ 
rived from random phase conditions from 
earth, then one has a tendency in this phase 
sense to state that if there are many scat¬ 
terers present the surface is “rough." Under 
our definition the surface polarization-wise 
could still be smooth. For long pulse length 
returns we would expect to obtain, under 
normal propagation conditions, typical max¬ 
imum cross sections which would be associ¬ 
ated with the random phase additions from 
30 scattering centers, for example. We there¬ 
for feel that the statistical evidence pre-
sented31'7'8 does not bear on our definition 
for quasi-smooth. In other words, 30 smooth 
scattering areas which were in the beam 
simultaneously and whose phase was such 
as to vary in a random fashion with height, 
could agree with the definitions of rough as 
given31'7'8 but simultaneously would lie 
smooth under our definition. We hope this 
may clear up some of the arguments that 
have existed in this field, particularly those 
arguments which are more concerned with 
nomenclature than with physics. 

T. B. A. Senior 
K. M. Siegel 

The University of Michigan 
Ann Arbor, Mich. 

7 W. E. Brown, “A lunar and planetary echo the¬ 
ory,’ J. Ceophys. Res.. vol. 65. pp. 3087 3095; Octo¬ 
ber. 1960. 

’ F. B. Daniels. “A theory of radar reflection from 
the moon and planets,’ J. Geophys, Res,, vol. 66, pp. 
1781 1788; June, 1961. 

WWV and WWVH Standard Fre¬ 
quency and Time Transmissions* 

rhe frequencies of the National Bureau 
of Standards radio stations WAVY and 
WWVH are kept in agreement with respect 
to each other and have been maintained as 
constant as possible with respect to an im¬ 
proved United States Frequency Standard 
(USFS) since December 1, 1957. 

The nominal broadcast frequencies should 
for the purpose of highly accurate scientific 
measurements, or of establishing high uni¬ 
formity among frequencies, or for removing 
unavoidable variations in the broadcast fre¬ 
quencies, be corrected to the value of the 
USFS, as indicated in the table below. The 
corrections reported have been arrived at 
by means of improved measurement meth¬ 
ods based on l.F and VLF transmissions. 

The characteristics of the USFS, and its 
relation to time scales such as ET and UT2, 
have been described in a previous issue,1 to 
which the reader is referred for a complete 
discussion. 

The WWV and WWVH time signals are 

♦ Received by the IRE, October 26, 1961. 

also kept in agreement with each other. 
Also they are locked to the nominal fre¬ 
quency of the transmissions and conse¬ 
quently may depart continuously from 
UT2. Corrections are determined and pub¬ 
lished by the U. S. Naval Observatory. The 
broadcast signals are maintained in close 
agreement with U T2 by properly offsetting 
the broadcast frequency from the USFS at 
the beginning of each year when necessary, 
this new system was commenced on Jan¬ 
uary 1, 1960. A retardation time adjustment 
of 20 msec was made on December 16 1959; 
another retardation adjustment of 5 msec 
was made at 0000 UT on January 1, 1961; 
and a time advancement of 50 msec was 
made at 0000 UT on August 1, 1961. 

WWV Frequency 
With Respect to U. S. Frequency Standard 

1961 September Parts in 1010“ 

1 —152.0 
2 —152.1 
3 -152.1 
4 -152.0 
St -151.9 
6 -150.6 
7 .-150.5 
« -150.5 
9 -150.5 
10 -150.6 
11 -150.6 
12 -150.5 
13 -150.5 
14 -150.5 
15 -150.3 
16 -150.3 
17 -150.4 
18 -150.3 
19 -150.2 
20 -150.3 
21 -150.2 
22 -150.1 
23 -150.0 
24 -150.0 
25 -149.9 
26 -149.8 
27 -149.7 
28 -149.6 
29 -149.5 
30 -149.5 

t A minus sign indicates that tile broadcast fre¬ 
quency was low. The uncertainty associated with 
these values is ±5X10 ". 

Î Frequency adjusted +1 X10~ ln on September 5. 

National Bureau of Standards 
Boulder, Colo. 

1 Refer to “National Standards of Time and Fre¬ 
quency in the United States." Proc. IRE (Corre¬ 
spondence), vol. 48, pp. 105-106; January. I960. 

Notice of Frequency Adjustment 
WWV/WWVH 

During 1960 and 1961 the nomi lai fre¬ 
quency of WWV was offset from the U. S. 
Frequency Standard by —150 parts in 10 111 

in order to establish a unit in close agree¬ 
ment with the value of the unit of UT2. 

In 1962 the nominal frequency offset will 
be —130 parts in IO 111 for the same reason. 
I he frequency of WWV and \\ WVH will be 
higher by 20 parts in 1010 beginning at 0000 
UT, January 1, 1962. 

National Bureau of Standards 
Boulder, Colo. 

Received by the IRE. November 17, 1961. 



1946 

Rebuttal to "A Note on Sugai’s 
Class of Solutions to Riccati’s 
Equation"* 

The author would like to express his sin¬ 
cere appreciation for Dr. Stickler’s interest 1 

in his letter.2 His work is undoubtedly a 
worthy contribution. However, there are a 
few interesting items which he did not con-
skier. The purpose of this letter is to men¬ 
tion them briefly and also to discuss the as¬ 
pect of “generalization’’ which he seems to 
have claimed. 

Besides the required condition of 
Qi+Q< = 0, there are four cases of interest as 
follows: 

1) If Qi alone is zero, (3)3 gives a quad¬ 
ratic expression 

QW + CM + Q. = 0. 

where h=v' /v. This says that the con¬ 
dition Qi=0 requires that 
2, 3, 4) must satisfy the above quad¬ 
ratic expression in order to provide a 
particular solution for Riccati’s equa¬ 
tion. Stickler says that Qi is not zero 
but he does not give a reason. 

2) If Q. alone is zero, (3) yields a solvable 
Bernoulli’s equation, 

h'Qi - = Q,h. 
3) If alone is zero, (3) results in an¬ 

other equation of Riccati: 

h'Qi - QI'- = Q2. 
This has essentially two variable 
coefficients, as both sides can be di¬ 
vided by Qi. Fourteen transforms 
which convert such Riccati equations 
into first-order linear differential 
equations are reported.1 At this point 
an excellent work by Murphy5 should 
be cited, which solved many Riccati 
and other nonlinear differential equa¬ 
tions. 

4) It Qj alone is zero, (3) gives a first-
order linear differential equation, 

A'Qi - QJ' - & 
All of these four cases also require "inter¬ 

related’’ variable coefficients since Q’s are 
related to seven independent variable func¬ 
tions (except Qi, which is related to four 
variable functions). It is possible to generate 
a much more complicated transform in place 
of (2) such that many combinations of ex¬ 
ponential, trigonometric and polynomial 
functions are included. Yet such a compli¬ 
cated transform of the dependent variable 
introduces much more complicated inter¬ 
relationships among variable coefficients 
with much decreased practical applications. 

I he basis of Dr. Stickler's generaliza¬ 
tion seems to have originated from the 
author’s two transforms,2 r(x) = R\s(x)/ 

* Received by the IRK, August 23, 1961. 
1 D. C. Stickler, “A note on Sugai’s class of solu¬ 

tions to Riccati's equation," Proc, IRE (Corre¬ 
spondence), vol. 49, p. 1320; August, 1961. 

3 I. Sugai, “A new exact method oí nonuniform 
transmission lines," Proc. IRE (Correspondence), 
vol. 49, pp. 627 628; March, 1961. 

3 All equation numbers refer to Stickler.1 All 
equations in this article are unnumbered, in order to 
avoid confusion. 

‘ 1. Sugai, "A class of solved Riccati’s equations," 
Elec. Comm., vol. 37, pp. 56 60; May, 1961. 

3 G. M. Murphy, “Ordinary Differential Equations 
and Their Solutions,” D. Van Nostrand Co., Inc., 
Princeton. N. .1.; I960. 
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IsVJ+PisGv)] and r(x)= [s'(.v)—P,j(x)] 
/[Qis(.v)]. On the other hand, they had been 
derived from two transforms,6 y(.v)=/(x)g(x) 
and y(.v) = l/L/'('’k(';)], where f(x) and g(x) 
were arbitrary functions of .v. It was unfor¬ 
tunate that this background of the two 
transforms was not mentioned in the previ¬ 
ous note,2 and also that the paper“ which 
derived them in detail was not published 
until May, 1961. These circumstances might 
have given the impression to readers that 
those two new transforms were generated by 
the so-called mathematicians' trick. 

Ihe fact that at least two functions 
J(x) and g(x) are needed, as they are to be 
related to each other, should be pointed out. 
Therefore, it is not possible to replace y(x) 
by z(x) as in y(x)=z(x), which is not a trans¬ 
form but a change of symbols. It is also im¬ 
possible to replace y(x) by f(x)±g(x), for 
such an expression yields Riccati’s equations 
for/(x) and g(.v). The key point is to obtain 
a solvable equation (linear or nonlinear) by 
using properly the products of two of the 
four following variables:g(x)> and 
g’(x), developed by y'(x) and yKx). The 
most compact form of transformations in 
nonlinear fashions that can be considered is 
a product or a division of two functions f(x) 
and g(x). Stickler uses live functions; four of 
g(x)'s and v[x). In this respect it should be 
noted that almost all available books pub¬ 
lished in the past have mentioned the trans¬ 
form of the type y(x)=f(x)/g(x). These 
books develop elegant theorems for the 
general solutions of Riccati’s equations after 
their particular solutions are somehow ob¬ 
tained, and they do not mention how these 
particular solutions can be obtained. In con¬ 
trast, my other paper“ was motivated to 
secure these particular solutions exactly by 
using the three above-mentioned elementary 
and compact transforms. 

A similar idea to Stickler's for converting 
Riccati’s equations directly into Bernoulli’s 
equations with the requirement of inter¬ 
related variable coefficients has been pub¬ 
lished7 for the exact solutions of nonuniform 
transmission lines. 

All these works have the common de¬ 
nominator, inter-relationship among vari¬ 
able coefficients. Therefore, any step for¬ 
ward which dispenses with this common de¬ 
nominator is a more “general” method. A 
small improvement has been published.’ It 
combines the original method of 1 lildebrand, 
the Cayley factorization technique, and the 
new transform.2

Ihe author wotdd like to explain this 
slight improvement by taking an example of 
a practical problem of nonuniform transmis¬ 
sion lines. Ihe past exact solutions rigidly 
interrelated Z(x) and T(.v), even though 
these line parameters were “arbitrary.” 
What the latest note8 seems to have proved 
is that, if the independent variable .v (the 
length of the nonuniform line) is changed to 
a newly-introduced independent variable 

8 I. Sugai, “Exact solutions for ordinary nonlinear 
differential equations," Elec. Commun., vol. 37, pp. 
47-55; May, 1961. 

7 I. Sugai, “Riccati’s and Bernoulli's equations 
for nonuniform transmission lines," IRE Trans, on 
Circiii Theory (Correspondence), vol. CT-8; Sep¬ 
tember, 1961. 

8 I. Sugai, “A generalized Hildebrand's method for 
nonuniform transmission lines," Proc. IRE (Corre¬ 
spondence), vol. 49, p. 1945: December, 1961. 

December 

w through w=f(x), where f(x) is arbitrary, 
we can have three arbitrary functions in one 
equation such as 

- [Z’ (x) /Z(x)]f(x) 
= [/(x) + B,]F(.r)Z(x), 

where Bi is any constant. I he author pro-
posed, in general, not to solve for f(x) when 
Z(x) and F(x) are given independently and 
arbitrarily. What he proposed was to assign 
two independent functions such as f(x) and 
Z(x) to specify F(x), or f(x) and È(x) to 
determine Z(x), from the above equation, in 
order to realize the optimum performance 
of nonuniform lines in terms of its reflection 
coefficient or its minimum length. To the 
best knowledge of the author, this approach 
of having two iirdependent variable parame¬ 
ters for nonuniform lines seems never to 
have been cited in the literature. This is a 
slight generalization of Hildebrand’s 
method. For this reason the title “A Gen¬ 
eralized Hildebrand’s Method for Non-
uniform Transmission Lines” was used. 

Iwao Sugai 

ITT Federal Laboratories 
Nutley, N. J. 

On the Hues Seen in 
Fox-Color Images* 

Kallmann1 has described his observa¬ 
tions on a two-color system. The authors 
have worked in the same field,2 and would 
like to draw attention to the following point. 

1’he contrast y of color separation slides 
is of crucial importance for obtaining satis¬ 
factory tri-color projection. It is therefore 
very probable that it is important for two-
color projection too. E. H. Land used slides 
with 7 = 1 and so did we. H. E. Kallmann 
does not mention the value of 7 of his slides. 
The contrast of black and white film is gen¬ 
erally not equal for different colors. One 
usually corrects this by choosing different 
developing times for the green and red sep¬ 
aration slides. The exact procedure we used 
is described in our article.3 If one does not 
adjust the developing times to the desired 
value of 7, one is very likely to get red and 
green separation slides of unequal contrast 
and 7# 1. Pictures such as these, combined 
with additional blue separation slides, yield 
unsatisfactory tri-color projection. 

Although we do not think that this point 
changes IL E. Kallmann’s observations sub¬ 
stantially, it might well change the quality 
judgment of an observer. 

C. Burckhardt 
M. J. O. Strutt 

Swiss Federal Inst. Tech. 
Zürich, Switz. 

* Received by the IRE, September 18, 1961. 
1 H. E. Kallmann, “On the hues seen in fox-color 

images." Proc. IRE, vol. 49, pp. 1228-1229; July, 
1961. 

- C. Burckhardt and M. J.O. Strutt, “Experiments 
with E. H. Land’s two-color projection," IRE Trans, 
on Broadcast and Television Receivers, vol. 
BTR 7, pp. 34-40; April. 1961. 

3 C. Burckhardt and M. J. O. Strutt, “Versuche 
mit Landscher Zweiíarbenprojektion," Scienlia Elec¬ 
trica, vol. 7, pt). 66-76; June, ¡961. 
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A Stability Test for Linear Discrete 
Systems in Table Form* 

In this note a simple stability test 12 
similar to Routh’s table is being introduced 
for linear discrete systems. The proof, dis¬ 
cussions, and extension of this method will 
be presented in detail in the future.3 This 
test is an alternate to the stability criterion 
recently developed by Jury1-5, and it shows 
that these two criteria are identically 
equal? 

A necessary and sufficient condition for 
the roots of 

F(z) = Oo + a tz + a2z2 + ■ • • + akzk + • • • 
+ a,z", with a„ > 0 

to have all its roots inside the unit circle in 
the z = er* plane, or equivalently, for the 
linear discrete system to be stable is ob¬ 
tained as follows. 

1) Form the following table: [It should 
be noted that the elements of row 2k-\-2 
consist of the coefficients of the row 2k +1 
written in reverse order (k = 0, 1, 2, • • • ). | 

where, 

, I Ö0 On—k : , I ^0 Cn— 2—Xl 
Òt = I dk = j 

I a„ ak I I c«_2 Ck I 

I do I 5o $3 I 

Ck " I bn̂  bk I r° = L3 io I 

„-P "1. 
I S3 Si I 

2) Check for the constraints inequalities 
by noting the elements of the first column 
and the following: 

/•(I) > 0, /•(-D 
> 0 » even 

< « odd 

Ia„I < a„ 
I fro I > I 6.-11 
|co| > jc-jj 
I do I > I d„_31 I 

I r01 > I r. i 

(n — 1) constraints. 

“Stability Test Table” 
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st 

1
 
1
 

1
 
,
 
1

i 
- 

» 
1 

L
_
•
 
.
 

Su 

In -3 ro i ri i 
i_1 

r* 

The above constraints constitute the 
necessary and sufficient conditions for sta¬ 
bility of any order linear discrete systems. 

It is noticed front the table that a certain 
computation involved in dotted entry in 
in row 2n — 3 becomes redundant. Therefore, 
the corresponding second-order determi¬ 
nant to be calculated in entries 2»—4, and 
2n — 5 is also redundant. 

Examples 
3 

1) F(z) = 3 - 2z - — z2 + z“, n = 3. 

By applying the first constraints, we 
notice F(l)>0, F( —1)>0, and, since n = 3, 
the system is unstable and the test could be 
discontinued. However, for the sake of illus¬ 
tration we form the table for this case as 
follows: 

For the remainder of the stability con¬ 
straints, 

3 > 1, I a»| < a„, 

violated 

8 > — > j bn I > I b„-i J . 

Therefore, the system is unstable, ft 
should be added that by certain combina¬ 
tions of variation of signs one can obtain 
information on the number of roots inside 
the unit circle? In this case, all the roots are 
outside the unit circle and no root is inside 
the unit circle. 

2) F(z) = 0.0025 + 0.08z + 0.4126z2 

- 1.368z3 + z», n = 4. 

* Received by the IRE, August 21, 1961. 
1 M. Marden, “The geometry of the zeros of a 

polynomial in a complex variable,” Am. Math. Soc., 
pp. 148 161; 1949. 

2 Y. Tyspkin, “Theory of Pulse Systems,” State 
Press f >r Physics and Mathematical Literature, Mos¬ 
cow, USSR, pp. 423-427; 1958. (In Russian.) 

’ E. I. Jury and J. Blanchard, “On the roots of a 
real polynomial inside the unit circle and a stability 
criterion for linear discrete systems,” to be published 
in Trans. AIEE, 

4 E. I. Jury, “A Simplified Stability Criterion for 
Linear Discrete Systems," University of California, 
Berkeley, ERL Rept. No. 373; June, 1961. 

5 E. I. Jury, “Discussion on ‘The stability of 
sampled-data systems,' by Van J. Tschauer," 
Regelungstechnik, Münich, Germany, RT8, pp. 42-46; 
1960. 

Ro\v z® z1 z2 z* Z4

1 

2 

0.0025 

1 

0.08 

-1 .368 

0.4126 

0.4126 

-1 .368 

0.08 

1 

0.0025 

3 

4 

-1 

-0.0834 

1 .368 

-0.4116 

j -0.4116 ¡ 

' 1 
I 1.368 i 
i_J 

-0.0834 

-1 

5 0.9936 
I i 
1-1.402 i 
i — i 

0.5256 
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Stability test : 

F(l) = 0.1271 > 0, F(—1) = 2.703 >0 

0.0025 <1, I d01 < a„ 
1> 0.0834, |io| > |6.-t| 

0.9936 > 0.5256, |co|>|c_I| 

The system is stable. 
In conclusion, this criterion is particu¬ 

larly useful if the coefficients of F(z) are 
given in numbers, for in this case the sta¬ 
bility computation involves only second-
order determinants which is very simple for 
hand computations. 

E. I. Jury 
J. Blanchard 

Dept, of Elec. Engrg. 
University of California 

Berkeley, Calif. 

A Stability Test for Linear 
Discrete Systems Using 
a Simple Division* 

In a preceding note [1] a stability test 
has been presented for linear discrete sys¬ 
tems using table form. In this discussion an 
alternate procedure for the table form is in¬ 
dicated in which the test involves simple 
division of polynomials. 

The stability test will be presented first 
and its validity second, shown by using 
the preceding criterion [1]. 

A necessary and sufficient condition for 
the polynomial 

F(z) = a0 + a,; 4- doz2 + • • ■ + ar-s* + • • • 
+ a„s", with «„>0 (1) 

to have all its roots inside the unit circle in 
the z=er‘ plane, or equivalently, for the 
linear discrete system to be stable, is ob¬ 
tained as follows: 

1) Form the inverse polynomial of F(z) 
as follows: 

F*(z) = rF(l/s) 
— «« + <iH-iz + a„-iZ2 + • • • 

4“ an̂kZk + • ■ • + a«z". (2) 

Ff(z) 

2) Obtain the stability constraints ah by 
simple division as shown 

F(z) F^z) F^z) 
-* ao 4-- —* oto 4” a i 4-
F*(z) F,*(z) F/(z) 

(3) 

where Fi(z), F^z) ■ ■ ■ are the remainder 
polynomials obtained from the division and 
Fi*(z), Fi*(z) ■ ■ ■ are their inverses, as de¬ 
fined in (2). 

* Received by the IRE, August 31, 1961. 

In this case it is only necessary to obtain 
«o and «i. 

(In i Ö|Ö3 — ÖQÖ2 

«3 <l::2 — Jo2

3) Satisfy the following constraints for 
the stability test: 

F(l) > 0, 

I «A I < 1, 

n even 
n odd 

¿ = 0,1,2, •••,«- 2. (4) 

F(—1) 
<0. 

The proof of the above test lies in the use of 
the preceding stability criterion, for it can 
be easily established that the identity of 
ar's and the stability constants, a«, bo, 
Co, • • • , are as follows |1 |: 

Thus 

«Ü 
ao = — ’ 

«3 

dido — dodo 

The stability constraints are 

F(l) > 0, F(-l)<0, 

|«d 
-— < 1, 
«3 

3) F(z) = 0.0025 d- 0.08: d- 0.4126c2 

- 1.368s3 4-z4

F*(z) = 1 - 1.368c + 0.4126c2 d- 0.08s3 

+ 0.0025c4. 

In this case we need obtain ao, «i, as as 
fo'lows: 

1 - 1.368c J- 0.4126c2 4- 0.08s3 4- 0.0025s4
0.0025 4- 0.08c 4- 0.4126c2 - 1.368s3 4- s4 / 

lo.OO25 - 0.0034c 4- 0.001s2 - O.OO2s3 4- ~0z4( 0 0025

1.368s2 4- 0.4116c3 4- 0.0834c4
0.0834s 4- 0.4116s2 - ~ 1.368s3 + :4 / 

l0.0834s - 0.114s2 4-i0.0342c3'4- O.OO7c4( 0 0834

0.993s2(- 1.4022c3,14- 0.5256z4)0.5256cV- 1.4O22sfi4- 0.993s4l 0.53 

From the stability constraints imposed 
previously on the «’s, b's, ■ ■ ■ , the con¬ 
straints to be imposed on the ai’s are read¬ 
ily established, as explained in (4). 

Exit tuples 
To illustrate the procedure to be fol¬ 

lowed, we establish the constraints in gen¬ 
eral terms for «=2, n=3, and provide a sta¬ 
bility test for h =4 when the coefficients of 
the latter polynomial are given in numbers: 

1) F(z) ’ do 4- «is 4- doz2, do > 0. 

In this case F*(z) is given as 

F*(z) = do 4- a ic 4- «uz2. 

ao is obtained from 

F(z) do 
-» ao 4- • • • , ao --

F (z) do 

The stability contraints are 

do 4- «i 4- «a > 0, do — «i 4- do > 0, 

2) F(z) = do 4- «13 4- «23a 4- «s33, d3 > 0 

F*(z) = «3 4- «23 4- «is2 4- «oz3. 

It should be noted that in obtaining ao, ai, 
and a,, the terms encircled in dotted lines 
as above need not be calculated. Similarly, 
such simplification could also be obtained 
from the previous examples. 

In this case, 

ao - 0.0025. 

ai = 0.0834, 

as = 0.53. 

For stability constraints: 

F(l) = 0.1271 > 0 F(—1) = 2.703 > 0, 

0.0025 < 1. 

0.0834 < 1, 

0.53 < 1. 

The system is stable as also shown in the 
preceding note[l|. 

In conclusion, one may notice that this 
test is similar to the preceding test, except 
that it is written in a different form. The 
advantages of this procedure are twofold: 
1) This form is easier to remember. 2) One 
may not need knowledge of determinants; 
this form also provides a minor simplifica¬ 
tion. This procedure is equivalent to the con¬ 
tinued fraction expansion method used for 
stability test of linear continuous systems. 
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Duality of Planar Networks* 
A recent communication1 describes a 

method of forming the dual of a planar net¬ 
work which contains transformers. In this 
note I would like to describe a slightly dif¬ 
ferent approach to duality and show how it 
clarifies certain controversial issues. In this 
respect it is suggested that this new ap¬ 
proach may be more fundamental and may, 
in fact, be the basic law governing the 
duality of networks. 

Significance of Eigenvalues 

1'he dual of a planar network is usually 
acquired by dualizing each term of the 
mesh or nodal equations, or by operating on 
the network matrices as described in the 
literature? For instance, if (Zi) is the Z 
matrix of a network, then (l/r2)(Zi) is the F 
matrix, and r^ZtC1 is the Z matrix of the 
dual network. Thus, dual networks can be 
formed by matrix inversion. It follows, there¬ 
fore, that the product of the Z (or Y) 
matrices of two mutually dual networks is 
equal to the unity matrix I, multiplied by a 
scalar factor r2 (or 1/r2 in the case of V 
matrices) 

(Z^Z,)-' = 1 = (Zd-'fZ.) 
r>(Z,)(Z.)-> = r2/ = (Z,)r>(Z,)~< 

Therefore, if (Zi) and (Z>) are the Z 
matrices of two dual networks, 

{Z^Zi) = M (1) 
I (Z,)(Z2) - rV| = 0. (2) 

Eq. (1) resembles the usual definition of 
dual impedances Zi and z., where SiC2 = r2 and 
r2 is a frequency independent positive con¬ 
stant with the dimensions of resistance 
squared. Since (2) is the characteristic equa¬ 
tion of the product (Z,) (Z2), the following 
definition of duality is prompted. 

Two networks are dual if the charac¬ 
teristic equation of the matrix product of 

* Received by the IRE, August 21, 1961. 
1 P. G. Griffith, “Duality as applied to trans¬ 

formers,” Proc. IRE (Correspondence), vol. 49, pp. 
816-817; April, 1961. 

2 R. F. Shea, “Principles of Transistor Circuits,” 
John Wiley and Sons, Inc., New York, N. Y.; 1954. 

their Z (or Y) matrices has equal, positive 
eigenvalues whose dimensions are those of 
resistance (or conductance) squared. 

Before applying this definition, it is in¬ 
structive to consider the simplest dual net¬ 
works with one element as shown in Fig. 1. 
Obviously, the inverse matrix method breaks 
down in this simple case, while the well-used 
mesh and nodal operation does not. The 
reason is very clear ; the Z matrix of net« ork 
1 and the Y matrix of network 2 do not 
describe the single impedance element in any 
way. Therefore, when using the inverse 
matrix method, it is a necessary condition 
that the matrices fully describe the networks 
concerned. 

HCTWORK Q XUAl TO NCTWORK @ 

M-

(9-

If 

(F 0 
Fig. 1—Simple dual networks. 

w - (: °) 

- C 1) 

(a) 

Fig. 2—(a) Ideal transformer, (b) Network and 
an ideal transformer. 

A. The Transformer 
Consider the ideal transformer with de¬ 

scriptive matrices as in Fig. 2(a). Apart 
from the fact that a dual is not indicated by 
taking inverse matrices, the matrix elements 
are dimensionless and therefore, any solu¬ 
tion to the characteristic equation previ¬ 
ously mentioned cannot have the dimen¬ 
sions of resistance squared. This require¬ 
ment of the eigenvalues would indicate that 
there is no dual network for an ideal trans¬ 
former, thus explaining much past contro¬ 
versy. Since a transformer operates on net¬ 
works, it seems natural to absorb a trans¬ 
former into the Z or I' matrix of an accom¬ 
panying network before attempting to find 
the dual of the network. Any transformers 
in the dual network can then be extracted. 
As an example of this procedure consider a 
practical transformer with leakage induct¬ 
ance Si and magnetizing inductance s2 as 
shown in Fig. 2(b) (where these effects have 
been separated from the ideal transformer 
1:«). I’he details in Fig. 2(b) substantiate 
the findings in the literature1 and indicate 
how an ideal or a practical transformer may 
be treated. 

B. The Gyrator 
The fictitious circuit element called a 

gyrator has found great use in duality stud¬ 
ies3 and apparently, unlike the transformer, 
has presented no controversy. It is easily 
shown that gyrators fulfill the eigenvalue 
requirements. 

C. Transistors and Vacuum Tubes 
The synthesis16 of active devices sug¬ 

gests the existence of their duals. The 
duality between present-day active devices 
will now be dealt with. This subject has been 
discussed in the literature,2 ’ where the argu¬ 
ments have been mainly descriptive. It has 
been stated that the junction transistor 
(common-emitter) is the dual of the vacuum-
tube triode (common cathode). Yet it is an 
undisputable fact that junction transistor 
circuitry is analogous, and not dual, to its 
vacuum-tube counterpart. In fact, most 
vacuum-tube circuits can be transistorized 
by simply lowering the impedance levels of 
interconnecting networks. 

Let ( Fj,) and Cu) be the Y matrices of 
the junction transistor (common-emitter) 
and triode (common-cathode), respectively. 
To test for duality, (3) is inspected. 

On substituting practical values in (3), 
it is very obvious that duality between these 
devices is most unlikely. For instance, at 
low frequencies it is usual to take yu, yi2 and 
F12 as zero, in which case (3) becomes (4). 

The eigenvalues are 0 and ynYtt; there¬ 
fore, the proposed conditions for duality are 
not fulfilled. 

In searching for duality among active 
devices it is interesting to note that it is 
most strongly exhibited within the con¬ 
figurations of one type of device. For in¬ 
stance, let ( F¡/)and (y,/) be the Y matrices 
of a junction transistor in the common-base 
and common-collector configurations, re-
spcctively. The characteristic equation is (5) 

«> 
At low frequencies it is valid to put 

Fi2' = yu'“0; for identical bias conditions 
Fu', F2i', y«' and —y21 ' are all approxi¬ 
mately equal to gm, the forward transcon¬ 
ductance. Eq. (5) becomes (6): 

- 7) ( - 7 ) “ 0 <6)

in practice, y» and F22' are very small 
and of similar order, thus yielding eigen¬ 
values yw'g™ and V^g,, which are approxi¬ 
mately equal, positive, and of the dimen¬ 
sions conductance squared. It could be said, 

3 R. L. Wallace, Jr., and G. Raisbeck, “Duality 
as a guide in transistor circuit design," Bell Sys. Tech. 
J., vol. 30, pp. 381 417; April, 1951. 

4 J. Shekel, “The gyrator as a three-terminal ele¬ 
ment," PROC. IRE, vol. 42, pp. 1014-1016; August, 
1953. 

5 H. J. Carlin, “Theory and Application of Gy¬ 
rator Networks,” Polytechnic Inst, of Brooklyn, 
N. Y„ Res. Rept. 289; March,1954. 
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then, that these two basic configurations of 
a transistor tend to be dual. (Similar results 
apply to the two vacuum-tube configura¬ 
tions, common-grid and common-anode.) 
I'he existence of this approximate duality is 
certainly suggested by the details of Fig. 3, 
where the networks of (a) are dual to those 
in (b) and the impedance levels are consist¬ 
ent with the transistor configurations. 

(bi 

Fig. 3 (a) Common-collector amplifier, 
(b) Common-base amplifier. 

Conclusion 

I'he above examples suggest that con¬ 
sideration of the eigenvalues gives a deeper 
insight into the existence of duality. In this 
light the duality of networks could be de¬ 
fined as follows: 

Definition: Let (Z,) and (Z2) be the Z 
matrices which fully describe two active or 
passive networks Z, and Z2. Then Zi and Zs 
are dual if the characteristic equation of 
(Zi)(Z2) has eigenvalues which are positive, 
equal, anti have the dimensions of resistance 
squared (or conductance squared in the case 
of Y matrices). 

J. R. James 
Radar and Telecommun. Branch 
Royal Military College of Science 

Swindon, Eng. 

Schwarz’s Lemma and 
Linear Passive Systems* 

The physical interpretation of some basic 
mathematical theorems often leads to 
equally interesting results concerning the 
performance of a class of physical systems. 
Sometimes the situation is the other way 
around, that is, a relatively sophisticated 
mathematical fact has a physically trivial 
counterpart. 

The subject of this note is to derive a 
physical interpretation of one of the funda¬ 
mental theorems of Function Theory known 
as Schwarz’s lemma. It turns out that this 
lemma suggests a basic inequality between 
active and reactive power of a linear passive 
one-port. The inequality is far from being 
trivial. 

Schwarz's lemma is one of the basic the-

* Received by the IRE, August 30, 1961. This 
work was partially supported by the Rome AF Dev. 
Center. 

orems of Function Theory which has been 
subjected to many generalizationsand rami¬ 
fications for more than half a century. It 
appears as though the lemma comprises 
some fundamental thought which is not to 
be disposed of by the mode du jour. The 
statement of the lemma in its simplest form 
is given below. 

Schwarz's lemma: Let /(s) be a function 
analytic in the region |c| <1 and let 

i) |/«| <1 for|«|<l 

ii) /(0) = 0. 

Then, 

|/(z)| <|z| in |z| <1, (1) 

and the inequality can hold only when 
f(s) = e’az, a being a real constant. In geo¬ 
metric language, the lemma states that the 
euclidean distances to the origin are not in¬ 
creased by this very general class of ana¬ 
lytic mapping functions. (See Fig. 1.) 

f(r).PIone z.Plane 

Fig. I. 

Schwarz’s basic lemma, as expected, has 
penetrated in numerous branches of physical 
sciences. \\ hen the function describing a 
physical problem is properly normalized in 
the reference frame of the unit disk, one can 
infer from the lemma a fundamental upper 
limit for the performance of the associated 
linear system. Furthermore, with the proper 
mathematical manipulations, one may de¬ 
rive more informative bounds at the price 
of being confined to a more restrictive family 
of linear systems. 

The electrical engineering profession has 
had its own share of benefit in the use of 
this lemma. The theorem appears, I believe, 
since 1930 in the literature of the circuit 
theory. The reader interested in some of the 
applications of this theorem to Network 
Synthesis may wish to refer to one of several 
existing books on the subject or to the lit¬ 
erature. 1-5

As an example of the use of Schwarz’s 
lemma, we apply the theorem to Z(s) the 
driving-point impedance or admittance 
function of a bilateral linear passive net¬ 
work. For the complex frequency s^a+jß, 
the active and reactive powers under the 

1 P. I. Richards, “A special class of functions with 
positive real parts in a half-plane," Duke Math. J.. 
vol. 14, pp. 777-786; month, 1947. 

2 A. Fialkow and I. Gerst, “Impedance synthesis 
without minimization,” J. Math. Phvs., vol. 34, pp. 
160-168; October, 1955. 

8 N. Balabanian, “Network Synthesis,” Prentice-
Hall, Englewood Cliffs, N. .1.; 1958. 

4 E. F. Bolinder, “Impedance and Power Trans¬ 
formations by the Isometric Circle Method and Non-
Eucliden Hyperbolic Geometry," Res. Lab. of Elec¬ 
tronics, Mass. Inst. Tech., Cambridge, Tech. Rept. 
No. 312; June 24, 1957. 

5 F. M. Reza, “A supplement to the Brune syn¬ 
thesis,” Traits. AI EE, vol. 74, pp. 85-90; March, 
1955. 

above steady-state regime are, respectively, 

U(atß) = Re Z{a 4- jß), 
V(a, ß) = Im Z(a + jß). (2) 

In order to apply the lemma, one may 
use a well known linear transformation of the 
frequency and the impedance function, that 
is, 

Z^) -_Z^U) 
Z(s) + Z^)’ 

3 — So 

S -J- So 
Res0>0. (31 

Since the conditions of the lemma are now 
satisfied, one can derive a suitable gen¬ 
eralization of ( 1 ) for driving-point impedance 
or admittance functions. (These functions 
are generally referred to as Positive Real 
Functions, or PRE in abbreviated form.) 

Theorem: For any PRE we have 

\Zls)~Z(s^ 
IZ(.r) + ZGo) “ 

Re 3 > 0, Re ,r„ > 0. (4) 

A geometric interpretation of this inequality 
is rather interesting. Fig. 2 suggests that for 
a physically realizable one-port we have 

We note with interest that the ratio of 
two euclidean distances appears in our calcu¬ 
lation. (There are other forms of the theorem 
expounding on noneuclidean distances. See 
for instance G. Pick’s theorem in Cara-
theodory6 which has been employed in the 
well-known paper of O. Brune. See also Bo¬ 
linder.4) 

To translate this inequality in physical 
language, we let 

Z(so) — Z(a T jß) = Uo + jVo, 

and write 

; (U - IE) +j(Y - Fo) I 

l(C + I/o) +j(V - Fo) 
< -<>„)+j{ß — ßo) 

(a + aro) + j(ß — ßo) 1
(U - í/0)’ + (F - F,,) 2 

(c+~î/„)2 + (F~-K)2
(a — ao)2 + (ß — do)2
<---- • (6) 
- (a + a..)2 + (ß - ßo)2

This is a general inequality which illustrates 
the Schwarz’s lemma for PRF.’ The inequal-

6 C. Caratheodory, “Theory oi Functions of a 
Complex Variable," Chelsea Publishing Co., New 
York, N. Y„ vol. 2, ch. 1 ; 1959. 

7 I'he reader is assumed to lx* familiar with the 
physical meaning of applying an excitation with 
j =a +jß which requires the introduction of resistors 
along with all inductors and capacitors. 
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i t y ( 4 ) can be further employed for obtaining 
more specialized results if desired so. For 
example, if we let Su = «>0, we find as a 
corollary for any PRF 

< Z(a) 
s ~ a 

s> a > 0. (7) 

(7) is one of many results which can be de¬ 
rived from (4). Other results and interpre¬ 
tation of other forms of this lemma such as 
Jensen's theorem have been derived by the 
author. The latter being perhaps of more 
interest to the professional circuit theorists 
will be given elsewhere. 

F. M. Reza 
Dept, of Elec. Engrg. 
Syracuse University 

Syracuse, N. Y. 

Discussion of “Forward Scattering 
by Coated Objects Illuminated 
by Short Wavelength Radar”* 

In the course of a theoretical study on 
bistatic scattering measurements, I came 
across what appears to be an experimental 
error published in PROCEEDINGS.1 As shown 
in Fig 6 of the article by Hiatt, Siegel, and 
Weil, forward-scatter cross sections are 
measured by placing the test target between 
transmitting and receiving horns in a trans¬ 
mission path which has been nulled out via a 
secondary circuit. This interpretation is veri¬ 
fied by the “Experimental Procedures” sec-
of the article. 

The fallacy of this procedure can be seen 
by measuring the forward-scattering charac¬ 
teristics of: 

1) a matched termination or attenuator, 
2) a short circuiting wall between horns, 

or 
3) a matched phase shifter. 

In each case a substantial scattering cross 
section dependent on transmitting antenna 
gain will be measured where, in fact, none 
exists at all. 

In a more recent article,2 another ex¬ 
perimenter displays a similar arrangement of 
equipment in Fig. 21 for the same purpose. 
However, since the latter paper conspicu¬ 
ously at oids any measurements in the region 
of 180° direct forward scatter, it may be 
assumed that the error was not repeated. It 
must be recognized that forward scattering 
cannot be rigorously defined or measured at 
a bistatic angle of 180°. 

J. Fisch 
20 Elmwood Lane 

Syosset, N. Y. 

* Received by the IRE, Inly 20, 1961. 
1 R. E. Hiatt, K M. Siegel, and I!. Weil, “Forward 

scattering by coated objects illuminated by short 
wavelength radar," Proc. IRE, vol. 48, pp. 1630-
1635; Sept* inlier, 1960. 

2 R. I. Garbacz and D. L. Moffatt, “An experi-
mental study ot bistatic scattering from some small, 
absorb**! coated, metal shapes,” Proc. IRE, vol. 49, 
pp. I 184 1192. July 1961. 

Authors' Comment3
Fisch states that it is an utter fallacy 

to measure the forward-scattering charac¬ 
teristics of an object by the method used by 
the authors, 1 where the test target is placed 
between the transmitting and receiving 
horns in a transmission path which has been 
nulled out via a secondary circuit. We are at 
a loss to understand his defense of this posi¬ 
tion. Fisch proposes to disprove our pro¬ 
cedure by measuring the forward-scattering 
characteristics of certain transmission line 
components, i.e., a matched termination. He 
has stated that “a substantial scattering 
cross section dependent on transmitting an¬ 
tenna gain will be measured where, in fact, 
no forward-scattering cross section exists.” 
This statement is untrue in two ways. First, 
the measured scattering cross section will 
not depend on antenna gain (it is assumed 
that the target is placed in a region of plain 
wave illumination); it will depend only on 
the degree to whi< h the field incident on the 
receiving horn is changed by the energy ab¬ 
sorbed and scattered by the test target. It is 
common practice to determine the amount 
of change by introducing a known scatterer 
such as a sphere. Second, Fisch is wrong 
when he states that his proposed test tar¬ 
gets have no (forward) scattering cross sec¬ 
tion. This statement hardly warrants a re¬ 
buttal. Any object that changes the in ident 
energy, whether it be a perfect piece of radar 
absorbing material, a matched antenna or 
one of Fisch’s test targets will have a for-
ward-scattering cross section. We1 have 
shown by an approximate method, and 
Logan1 has shown by consideration of the 
exact sphere solution, that the leading term 
in the asymptotic expansion of the forward¬ 
scattering cross section for high frequencies 
is precisely AirA^/X2, where .4 is the area 
outlined by the boundary between the lit 
region and the shadow region of the target. 
The close agreement between our experi¬ 
mental results, our theoretical results, and 
Logan’s theoretical results, shown in Fig. 1 
of reference 1, should have convinced Fisch 
that no glaring experimental error had been 
committed. The method we use, and for 
which we take full responsibility, is very 
similar to that used by Hamren5 in measur¬ 
ing forward-scatter cross-section areas. The 
block diagram describing his method is al¬ 
most indentical to our block diagram. Ham-
ren’s method and other methods are de¬ 
scribed by King and Wit.4

It is almost amusing to hear “that for-
ward scattering cannot be rigorously de¬ 
fined or measured at a bistatic angle of 
180°.” In saying this Fisch has discarded 
much of theoretical diffraction theory in 
electromagnetics and most of nuclear scat¬ 
tering theory, as the optics theorem relates 
the total cross section to the imaginary part 
of the forward-scattering amplitude. Since 
according to Fisch the forward-scattering 
amplitude is beyond definition, then by the 

* Received by the IRE, August 9, 1961. 
‘ R. W. P. King and T. T. Wu, “Scattering and 

Diffraction of Radio Waves" (Appendix for Logan’s 
work), and pp. 192 194 of Hamren’s work (sec refer¬ 
ence 5 below). Harvard University Press, Cambridge, 
Mass.; 1959. 

5 S. D. Hamren, “Scattering from Spheres,' Elec. 
Engrg. Dept., University of California, Berkeley, 
Repi. 171 ; June 15, 1950. 

above theorem so is the total cross section; 
again working backwards Fisch has “shown’’ 
that we can’t define conservation of energy 
for all scattering systems in all branches of 
physics. Luckily for those of us working in 
physics Fisch is wrong, and most of our 
physical laws will last a good deal longer. 
Apparently, more work should be pub¬ 
lished explaining the bright line behind the 
penny, so that forward-scattering answers 
will be no longer the mystery some people 
now believe them. 

We would like to take this opportunity 
to point out the good agreement between the 
experimental results of Garbacz and Mof¬ 
fatt2 and the theoretical predictions in refer¬ 
ence 1. We are happy to see this agreement 
in the resonance region. 

K. M. Siegel 
R. E. Hiatt 

Radiation Laboratory 
University of Michigan 

Ann Arbor, Mich. 

Inductive Probability as a Criterion 
for Pattern Recognition* 

Consider a sequence of length « com¬ 
posed of elements from the set ¡.4, j. Then 
the inductive probability that the next 
member of the sequence will be Ap is 

Hu 4“ Up 
l’*(A p) = (1) 

H + Up 
p 

where n,, is the number of times A„ appears 
in the sequence, and u,, is the logical width oí 
A,,.' If there are in elements and the logical 
widths are the same, this reduces to 

Up + 1 
^(Ap) = --- ■ (2) 

h + in 

To extend this measure to pattern recog¬ 
nition consider, as an example, the case in 
which thereareonly two elements A , and Ai. 
Suppose, for example, the sequence is 

.1,. 1...1,. 12.41.1 2.11.1 -, 

The inductive probability that the next ele¬ 
ment of the sequence will be .4, is given by 
relation 2, in which 

h — 8 J 
h„ = 4 .’. /«(A,) = 1/2. 
in =2) 

I he probability that the next elements will 
AiA ’ is given by 

h = 41 

Up = 4; /. P*(/l,4,) = 5/8 
in =41 

♦ Received by the IRE, August 14, 1961. 
1 R. Carnap, “Logical Foundations of Probability,” 

University of Chicago Press, Chicago, Ill.; 1950. 
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In this case, the pairs (zl|.4i), (J i4 2), (?4 2.4i) 

and (A^At) are considered as the basic 
blocks. Similarly, 

/"(.4,/M.J,) = 2 + 1
2 + 16 

3 
18 

7«(.4,/l2.l 1.l 2.4 1.42) 1+1 
I + 64 

Vote that the prediction (did2) has the 
largest measure. This is because not only 
does it match the pattern, but it does so with 
the fewest possible elements. I'he extension 
to nonbinary cases is obvious. 

However, there is an objection to this 
application of inductive probability. What 
can be done if the sample sequence is not 
composed of complete period? In the above 
example, how do we test for repetitions over 
three elements? 

Bernard Harris 

College of Eugrg. 
New York University 

New York, N. Y. 

Law for Noise Loading of 
Multivoice-Channel FD Systems* 

I'he concept of using a white noise signal 
with uniform power density over the base¬ 
band for the analysis and testing of multi¬ 
voice-channel systems using FI) multiplex 
has now become well-established in the art. 

I'he rms level of this signal is made to 
correspond to the level expected of the com¬ 
plex baseband signal when voice traffic is 
actually present. Normally the level is that 
which is not expected to be exceeded for 
more than 1 per cent of the busy hour, 
based on the classic work of Holbrook and 
Dixon. 1 Curve A, of Fig. 1, is scaled from 
their Fig. 6, Curve B, which is usually used 
for this purpose. 

In pursuance of this approach, the CCIR 
has suggested the rms level of the white 
noise signal should be 

[—15 + 10 log A7] dbm 0. ,V > 240 
(- 1 + 4 log A7] dbm 0. 240 > A > 60. 

These relations are shown by Curves E and 
C respectively. 

The Holbrook and Dixon curve did not 
include the effect of normal channel limiting, 
allowance for this being applied to their “in¬ 
stantaneous load capacity” data. As shown 
by Jacobsen,2 this factor introduces a sig¬ 
nificant discrepancy. For this reason, it was 
suggested by the writer1 that the rms level 
could be approximated with sufficient ac-

* Received by the IRE. July 28. 1961; revised 
manuscript received. August 11, ¡961. 

1 B. D. Holbrook and .1. T. Dixon. “Load rating 
theory for multichannel amplifiers." Ml Svs. Tech. J.. 
vol. 18. pp. 624 644; OctoIler. 1939. 

2 B. B. Jacobsen, “The effect of nonlinear distor¬ 
tion in multichannel amplifiers," Elec. Commun., vol. 
19, pp. 29 54; 1940. 

s C. A. Parry, “Design factors for the optimization 
of multichannel radio systems," Trans. AIEE, 
(Commun and Electronics), no. 233, pp. 606-620: 
November. 1957. 

curacy for design purposes by a law of the 
form 

Tt = XY“, (1) 

where 

7', = rms power level of complex signal 
relative to single-channel test tone. 

W = number of busy channels. 
X, a = constants depending on the busy 

hour statistics. 

Subrizi4 later indicated that speech volumes 
had tended to decrease since Holbrook and 
Dixon carried out their work, thereby re¬ 
ducing the composite rms level. On the other 
hand, some allowance must be made in the 
operative system for carrier leak, dialing 
impulses, and the like. 

Taking these into account, the writer5 
subsequently suggested the rms level for 
the “1 per cent of the busy hour” criterion, 
could be expressed satisfactorily by the rela¬ 
tion 

T. = 0.315A» 67 (2) 

or in db, 

(-5 -4- 6.7 log ADIOOO > X > 3. 

This is shown as our Curve D. As can be 
seen, this is a closer fit to the original data 
than the CCIR values over most of the 
range. 

The concept ol a single law to represent 
rms loading is particularly valuable in com¬ 
parative studies of systems, in terms of both 
performance and economics. 

The number of teletype channels used 
varies considerably from system to system. 
Consider, however, a typical case of one 
voice channel in eight used for this purpose. 
On the basis of 18 FSK telegraph channels 
per voice channel and CCIR levels, the 
average power per voice channel so allocated 
will be — 7.5dbm0. 

The composite N channel system level 
will then be 

(Similar equations can of course be derived 
for other telegraph channel densities.) 

The ratio 7 between this power and that 

4 V. Subrizi. “A sjjecch volume survey on telephone 
message circuits,” Bell Labs. Rec., pp. 292-205; Au¬ 
gust, 1953. 

6 C. A. Parry, “A formalized procedure for the 
prediction and analysis of multichannel tropospheric 
scatter circuits," IRE Trans, on Communications 
Systems, vol. CS-7, pp. 211 221; September, 1959. 

obtained from (2) (assuming all channels 
are used for voice) is 

ó = (0.875)“ -I-
14.5 

Thus, there is only a small error in using 
(1) to represent the loading for voice plus 
telegraph channel densities up to the value 
indicated. 

A further factor to be considered is that 
all the curves shown here are based on N 
busy channels. When the data are applied 
to an N channel capacity system, it is im¬ 
plied that all channels are “busy”; i.e., the 
trunk occupancy is unity, a condition which 
never applies in sound engineering design. 
For small numbers of channels this may be 
as low as 0.4, or less, so that an rms level 
based on N channels rather than that ex¬ 
pected from the trunk occupancy, tends 
to be somewhat conservative. On the other 
hand, this further supports the use of (2), 
for nominal ratios of voice-to-telegraph 
channels, since the increased loading due to 
the latter tends to be offset by the reduced 
occupancy. 

C. A. Parry 
Page Communications Engineers, Inc. 

Washington, D. C. 

Reliability Factors in 
Thermoelectric Generator Design* 

A multitude of semiconductor thermo¬ 
couple elements are required in large-scale 
thermoelectric generators. Ideally the ther¬ 
mocouples may be series-paralleled in any 
manner to achieve the required load voltage 
and current. However, from a practical 
standpoint, the mean-time-to-failure of a 
thermocouple will place limits on the per¬ 
missible series-parallel arrangement. 

Consider the schematic generator cir¬ 
cuit of Fig. 1 ; a total of 5 subsystems, each 
with >i thermocouples in series, are operating 
in parallel. Assuming identical operating 
conditions and performance for each ther¬ 
mocouple, the line current, II, is simply 
SI , where I, is the current through any sin¬ 
gle thermocouple. Failure of an individual 
thermocouple (failure is considered to be an 
open circuit) will interrupt the output of an 
entire subsystem with a consequent reduc¬ 
tion in power delivered to the load. It may 
be desirable to maintain w as high as possible 
since the load voltage will vary directly as 
w; however, it is not desirable that a large 
number of thermocouples be eliminated as 
effective generators by a single failure. What 
then is the tolerable number of thermocou¬ 
ples in a subsystem? 

If the failure process obeys what is some¬ 
times described in the physical literature as 
a “chance” breakdown mechanism (i.e., if 
the instantaneous probability of failure at 

♦Received by the IRE. July 24. 1961; revised 
manuscript received, September 5. 1961. The work 
reported in this letter was supported in part by Aleo 
Products, Inc. 
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Fig. 1—Schematic thermoelectric 
generator circuit. 

time T, conditional upon nonfailure prior to 
time r, is constant), then the fraction f, of 
the original number of thermocouples which 
are intact after an operating period t is 

/ - exp (-r/M), (1) 

where Al is the mean-time-to-failure of the 
subsystem. For n identical thermocouples in 
series, we have \ / AI = n/m, where m is the 
mean-time-to-failure of an individual ther¬ 
mocouple. Thus the probability that a sub¬ 
system of n thermocouples is in operation 
after time r is 

f = exp (-nr/m). (2) 

The most probable line current It. can 
be determined with the aid of the binomial 
distribution 

b =-—-/*(!-/)«-*, (3) 
k)(S-kY. ’ 

variable representing the number of suc¬ 
cesses observed among 5 trials. Thus, the 
mean or expected fraction of the initial line 
current from 5 subsystems which remains 
after t is simply /=Ã(r,)/5. Since the load 
voltage is constant, the mean or expected 
remaining fraction of the original power is 
also f, as given in (2). 

Consider a thermoelectric generator with 
power rating P, which is to be operated un¬ 
attended for a specified period. There is no 
provision for automatic switching or re¬ 
placement of open-circuited thermocouples. 
In the most simple analysis under matched 
load conditions the load voltage V is 

F = neàT/2 = P /It., (5) 

where 
e = thermoelectric power of a thermo¬ 

couple, volts/’C 
Ar=operating temperature interval, °C. 

Combining (2) and (5), we have 

2P — 2Pr P 
It. - ---= — • (6) 

neAT eãTm In (/) F 

As an example, see Table I where some 
series-parallel combinations for a 100 kw 
generator required to operate 10,000 hours 
are presented. The resistance of a thermo-

TABLE 1 
Series-Parallel Combinations for Two Choices of Mean-Failure-Time 

(Power output 1<P watts, o|>erating iieriod 10* hours, eNT =0.1 v, thermocouple resistance =0.01 it) 

Permissible Fraction of 
Origii al Power Ãftei 

10,000 hrs,/ 

.Allowed Number 
of Series 

Thermocouples, n 
Load Current 

//., amps 
Required Number of 
Parallel Subsystems 

5 = Z¿/5 
Load Voltage 

V, volts 

0.95 
0. XO 
0.50 

0.95 
0.80 
0.50 

5 
22 
70 

510 
2230 
6930 

m = 10* hours* 
3.9X10» 
9.0 -10' 
2.9X10* 

m =10** hours 
3.9X10’ 
9.0 X102 
2.9X102 

7.8X10* 
1 .8X10* 
5.8X10» 

7.8 = 10-
1 .8X102
5.8X10' 

0.25 
1 .1 
3.5 

25.5 
111 
346 

* Mean time for thermocouple failure (open circuit). 

where b is the probability that in 5 repeated 
independent trials with probability f for 
success and (1—/) for failure there will oc¬ 
cur k successes and (S — k) failures (0<£<5) 
For the generator under consideration, 5, 
the number of parallel subsystems, repre¬ 
sent the number of independent trials. 
“Successes’’ imply the subsystem is still 
intact and contributing to the line current. 
It is interesting to note that by using two or 
more subsystems in parallel we are decreas¬ 
ing the probability that the line current is 
100 |>er cent of its rated value 

bw. = fa(l - f)° = fs. (4) 

Since/< l,fa is largest when 5=1. I low ever, 
the addition of parallel subsystems also de¬ 
creases the probability that the line current 
is zero. 

It is a property of the binominal distribu¬ 
tion that the mean or expected number of 
successes1 is E(r,)=fS, where r, is a random 

1 See, for example, W. Feller, “An Introduction to 
Probability Theory and Its Applications,” John 
Wiley and Sons, Inc., New York, N. Y., pp. 104 110, 
173-174; 1950. 

couple has been arbitrarily taken as 0.01 
ohm, corresponding to I, = 5 amperes. Car¬ 
bon composition resistors under stabilized 
operating conditions can have a mean fail¬ 
ure time of the order of 10’hours. In the ab¬ 
sence of quantitative data on thermocouple 
reliability, the assumption of a mean failure 
time longer than 10* hours is hardly justi¬ 
fied. Thus, this simplified analysis serves to 
partially indicate the role reliability factors 
must play in thermoelectric generator de¬ 
sign. As systems of progressively larger ca¬ 
pacity are envisioned without comparable 
improvement in material figure of merit, 
greater emphasis must be placed upon reli¬ 
ability and associated problems of power 
distribution from low voltage-high current 
sources. 

The authors are indebted to Dr. Arthur 
E. Mace for helpful interpretations and con¬ 
structive criticisms of the text. 

M. R. Seiler 
T. S. Shilliday 

Battelle Memorial Inst. 
Columbus, Ohio 

A Proposed Test of the 
Constancy of the Velocity 
of Light* 

The experiment recently suggested by 
Rapier, 1 interesting and ingenious though it 
is, cannot demonstrate the isotropy of space 
to light propagation. The fallacy results 
from the impossibility of empirically estab¬ 
lishing the absolute synchronization of 
clocks located in different regions of space. 
This is closely allied to the impossibility of 
empirically establishing the absolute simul¬ 
taneity of events occurring in separate loca¬ 
tions in space. The results follow from the 
assumption of a finite upper bound on the 
velocity of signal propagation. 

Suppose one wished to establish the ab¬ 
solute simultaneity of a pair of events oc¬ 
curring in two different locations such as a 
flash of light in the distance and the reading 
of a clock here at that time. Presumably, 
knowing the distance separating the clock 
from the flash and the velocity of propaga¬ 
tion of light, the transit time may be sub¬ 
tracted from the present clock reading to 
find the time at which the flash occurred. 
The temptation is to conclude that the hands 
of the clock stood at a certain reading simul¬ 
taneously with the occurrence of the flash. 
Unfortunately, this cannot be verified experi¬ 
mentally. How is the velocity of light, used 
for the above “correction,” determined? 
Simply by dividing the distance separating 
the occurrence of a flash by the time elapsed 
between that occurrence and an observer's 
reception of it. I n other words, the velocity 
determination necessitates a second clock, 
one located at the site of the flash. Moreover, 
if the time interval (of transit) is to be mean¬ 
ingful, then the two docks, at the two loca¬ 
tions, must be synchronized. That is, we 
must know that the hands of the one clock 
simultaneously read the same as the hands 
of the other clock. In short, the establish¬ 
ment of the simultaneity of two events in 
two different regions of space requires the 
synchronization of a pair of clocks at these 
locations, and the synchronization of the 
clocks at these locations of space presup¬ 
poses that it has been established that their 
hands occupe' the same positions at the same 
time, i.e., simultaneously. 

It should be emphasized that the logical 
difficulties inherent in this and allied Ge¬ 
danken experiments can not be circumvented 
by synchronizing a pair of clocks together 
and then transporting one of them to a new 
location. This obviously begs the question. 
Furthermore, it presupposes that the time 
indication of a clock is independent of its 
path and velocity. In other words, it pre¬ 
supposes some such proposition to the effect 
that two clocks in synchrony at one place 
will still be in synchrony when brought to 
different places along different paths with 
different speeds. Aside from the impossibil¬ 
ity of ever empirically verifying such a 
proposition, even were it true (whatever 
that may mean, in the light of our never 
being able to verify it), it is a proposition 
that is specifically denied by relativity. 

It may not be inapposite to point out 

* Received by the IRE, August 25. 1*161 ; revised 
manusript received. September 5. 1961. 

1 P. M. Rapier. Proc. IRE (Correspondence), vol. 
49, p. 1322; August, 1961. 
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that time measurement in general is fraught 
with dilemmas. Problems arise in the case 
of clocks in the same region of space and 
even in the case of individual clocks. W hen 
two clocks are in the same region of space 
we can, of course, synchronize them. That is, 
we can arrange matters so that the hand of 
one clock will be at position A simultaneous 
with the hand of another clock being at 
position A', and so that the hand of one is at 
B, C, and so on, simultaneously with the 
other clock’s hand being at B', C, and so on. 
But we have no way of ascertaining whether 
a particular clock is measuring off equal 
time intervals, i.e., we cannot verify em¬ 
pirically that the interval A-B is the same 
as the interval B-C, nor that the interval 
A'-B' is the same as the interval B'-C'. 
In the case of an individual clock, how do 
we know it is accurate? By an appeal to 
astronomical observations and the laws of 
mechanics, of course. But the accurate veri¬ 
fication of these laws and facts presupposes 
the existence of accurate clocks to begin 
with. 

C. K. Gordon, J r. 
Applied Science Div. 
Litton Systems, Inc. 

Woodland Hills, Calif 

Narrow-Band and Wide-Band 
Noise Figures* 

Introduction 

There are at present two generally used 
methods of specifying transistor low-fre¬ 
quency noise figure (NF): a wide-band and a 
narrow-band method. The wide-band meth¬ 
od 12 averages noise over a wide audio range 
in a carefully controlled roll-off amplifier, 
while the narrow-band method3 measures 
noise over a very narrow band at a spot fre¬ 
quency, usually 1 kc. In the hope of remov¬ 
ing some of the confusion regarding the 
relative merits of each measurement, they 
will both be very briefly discussed. 

Discussion 

A transistor noise spectrum is shown in 
Fig. 1. For a high-gain planar transistor /i 
may be in the region of 200 500 cps, while 
for a more conventional type it may lie in 
the region of a few kc. The upper frequency 
/s occurs above audio frequencies' and will 
not be discussed here. The average (“wide-

* Received by the IRK. August 25, 1961. 
1 .1. J. Davidson, “Transistor noise factor tester," 

Semiconductor Products, vol. 2, pp. 15 20; February, 
1959. 

2 P. J. Bénéteau and L. Blaser, “The Measurement 
of Noise Figures of Transistors." Fairchild Semicon¬ 
ductor Corp., Mountain View, Calif., APP-I3. 

’ I., Blaser, “1 kc Narrow-Band Automatic Trans¬ 
istor Noise Figure Test," Fairchild Semiconductor 
Corp., Mountain View, Calif., APP-29. 

1 11. F. Cooke, “Transistor upper noise corner fre¬ 
quency,” Proc. IRK (Correspondence), vol. 49. p. 
648; March, 1961. 

band ") NF is also shown plotted in Fig. 1. 
An examination will clearly indicate whether 
a spot NF ora wide-band NF will be higher 
at a certain frequency. 

Generally, a planar transistor is about 
out of the l/f region at 1 kc; therefore, a 
1-kc NF will generally be lower than the 
wide-band NF. Other transistors are gen¬ 
erally in the l/f region at 1 kc, and there¬ 
fore the 1-kc NF will generally be higher 
than the wideband NF. A 1-kc NF will 
indicate the degree that the transistor is in 
or out of the l/f region and is therefore an 
excellent indication of its quality; a wide¬ 
band NF, while still useful, does not indicate 
directly the fi of a transistor. A complete 
specification would have both, but if only 
one is to lie chosen, the 1 kc NF is very 
much the more desirable. This is particu¬ 
larly true when its ease of measurement is 
considered. 

Paul J. Bénéteau 
Fairchild Semiconductor Corp. 

Mountain View, Calif. 

Design of a Helium-Neon 
Gaseous Optical Maser* 

A gaseous optical maser1 has been de¬ 
signed and built at Raytheon. The aim of 
this communication is to provide construc¬ 
tion information concerning this version of 
the gaseous optical maser. 

This device, which is shown in Fig. 1, 
was operated successfully for the first time 
on June 26, 1961. The main frame consists 
of four Invar rods joined by stainless steel 
rings at each end. The Fabry-Perot mir¬ 
rors, which are made of quartz, are so placed 
that their outermost surfaces are in the same 
plane as the ends of the Invar rods (see 
Fig. 2). By using stainless steel for all con¬ 
necting parts, this placement of the quartz 
mirror plates assures that their innermost 
faces, which bear the reflecting coatings, 
remain a relatively constant distance (one 
micron per degree centigrade) apart during 
moderate variations in ambient temper¬ 
ature. 

* Received by the IRK, August 18. 1961; revised 
manuscript received, September 1, 1961. 

1 A. Javan, W. R. Bennett, Jr, and D. R. Herriott, 
Phys. Rev. Lett., vol. 6, pp. 106; 1961. 

Fig. 2—-Raytheon gaseous optical maser. (Details of 
copper gaskets and loading springs for vernier ad¬ 
justment of parallelism not shown.) 

I he movement of the stainless steel end 
plates which carry the Fabry-Perot mirrors 
is controlled by differential screws threaded 
into the end plates and the end rings. Ver¬ 
nier adjustment is obtained by varying the 
spring pressure tending to squeeze the end 
plates and end rings together. 1'his spring 
loading also takes up backlash in the threads 
of the differential screws. Hinge action is ac¬ 
complished by deforming two studs in the 
hinge line at each end. 1 hese studs are 
stainless rods milled so that they will flex 
about one preferred axis. These uniaxial 
flexible studs have no backlash and cannot 
become frozen by corrosion if bakeout is re¬ 
quired. The differentia! screws are thinned 
down in the portion between the two 
threaded sections to accommodate misalign¬ 
ment as the end plates are swung through a 
small arc. 

The various sections of the optical maser 
are vacuum sealed with thin annealed cop¬ 
per gaskets. As the flange bolts are tightened 
at each joint, sharp cornered shoulders bite 
into the soft copper to accomplish the seal. 
A commercial quartz optical flat is sealed 
in this manner to provide an output window. 
A shoulder structure suitable for standard 
Varian Pyrex windows is also provided. 

The Pyrex glass discharge tube is sealed 
to Kovar sleeves on the ends of the bellows 
assemblies. Only one bellows is required at 
each end. 

I he RF discharge is maintained by con¬ 
necting a simple “ham” transmitter to three 
sheet brass electrodes wrapped around the 
discharge tube Ihe end electrodes are 
grounded and the center electrode goes to a 
pi section matching circuit in the transmit¬ 
ter. A rating of 60 watts is more than ade¬ 
quate to sustain maser action. 

The quartz Fabry-Perot mirrors are 
made from 1/20 wavelength optical flats 
available from a precision gauge manufac-
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turer. Dr. Turner of Bausch and Lomb, 
Inc., coated these plates with 13-layer di¬ 
electric coatings with maximum reflectivity 
peaked at approximately 1.2 microns. 

After the maser was put into operation, 
a group of concentric rings was observed in 
the output from each end. Subsequent exam¬ 
ination of quartz flats similar to the ones in¬ 
stalled within the maser revealed a concen¬ 
tric ring pattern intrinsic in the quartz itself. 
Fringes formed by pressing two such flats 
together show that the ring pattern is not 
due to the surfaces. The Schlieren technique 
shows that the rings are due to regular op¬ 
tical density variations. A coarse granular 
structure is superimposed on the ring pat¬ 
tern. Since the maser resonator is actually 
formed between the coatings on the inner¬ 
most surfaces of the flats, these density 
variations do not affect the optical maser 
operation of the device. They act only as 
filters inserted between the maser and the 
detector. These variations are the result of 
the way the quartz manufacturer accom¬ 
plishes the fusion operation. Not all quartz 
blanks have the rings, and in the future an 
attempt will be made to pick ring-free op¬ 
tical flats. 

Although the optical maser was de¬ 
signed to withstand a moderate bakeout, 
this operation has not been necessary. In¬ 
ternal clean-up was accomplished by ion 
bombardment within the maser filled with 
the correct gas mixture (0.1 mm. Hg of 
neon and 1.0 mm of helium obtained from 
commercial lecture bottles). Three evacua¬ 
tion and refill cycles were required before 
the scouring action of the gas discharge 
cleaned up practically all of the residual 
contaminants so that the maser could be 
operated continuously for long periods of 
time. 

When either end plate is tilted slightly 
from perfect parallelism, the observed beam 
spot breaks up into two areas separated by a 
dark band. Further tilting produces a more 
complex pattern. The nature of these pat¬ 
terns is being investigated by means of in¬ 
terference experiments. The position of the 
dark nodal bands is constant throughout 
the maser as indicated by simultaneous 
examination of the outputs from the two 
ends. 

A study in progress at Raytheon has in¬ 
dicated that the 2j'2 neon level should be 
excited very much more strongly than the 
other 2s levels because the 2s, level lies 
closest to the *5 level in helium. The transi¬ 
tion probabilities of the 2s—^2p transitions 
have been calculated by Koster and Statz. 2 

The transition having the highest probabil¬ 
ity which originates with a 2s. level is the 
2s-^2pi transition which has a wavelength 
of 1.15259 microns. The 2pt level has a 
large transition probability to the 1x2 level. 
Since the lx» level is not metastable, there 
should be relatively little blockage in the 
return of the atoms to the ground state via 
this route. Our only observed output to date, 
measured with a Perkin-Elmer 98G mono¬ 
chromator, has a wavelength of 1.153 mi¬ 
crons. Javan and his co-workers also report 
that the 1.153 micron line is the strongest.1

5 G. Koster and H. Statz, J. Appl. Phys., vol. 32, 
p. 2054; 1961. 

Now that the practical details of opera¬ 
tion have been solved, an extensive program 
of research is contemplated. Experimental 
observations on the transient effects of 
switching the excitation on and off, the ef¬ 
fects of a magnetic field, and several inter¬ 
esting interference phenomena will be re¬ 
ported shortly. 

C. F. Luck 
R. A. Paananen 

H. Statz 
Research Division 

Raytheon Company 
Waltham, Mass. 

A Critical Note on “Steady-State 
Analysis of Circuits Containing a 
Periodically Operated Switch”* 

In the above paper, 1 Fettweis obtains the 
frequency components of the current in and 
the voltage across a periodic ideal switch 
in series with an arbitrary time-dependent 
impedance and a cisoical voltage source. 
He further shows that if any parameter nt a 
circuit is switched periodically between two 
finite nonzero values, the problem can be 
treated by means of an equivalent series cir¬ 
cuit incorporating an ideal switch. Now. in 
practice. 1) “switches’’ are seldom if ever 
ideal, i.e., they generally have a noninfinite 
impedance when open and a nonzero imped¬ 
ance when closed (e.g., a rectifier bridge in a 
series or shunt modulator); and 2) step-
wise variation of reactive elements is seldom 
desired, let alone achieved, since it demands 
impulse functions of power unless synchro¬ 
nized with the instants of zero stored energy. 
It follows that the main practical interest in 
step-wise variation of parameters lies in re¬ 
sistance variation. 

It is the purpose of this note to show that 
a direct approach to the problem of a circuit 
containing a resistance varying step-wise 
between finite nonzero values, (which may 
always be reduced to a simple series circuit 
by Thévenin's theorem) has the following 
advantages over Fettweis’ suggested equiva¬ 
lent circuit approach: 1) no equivalent cir¬ 
cuit is required; 2) as a result the current 
and voltage analysed are directly those in 
and across the periodic resistance and not in 
and across a mythical ideal switch; 3) no 
impulse functions occur, whatever the 
nature of the impedance in series with the 
periodic resistance; anti 4) the tendency to 
impulse functions, which are solely due to 
idealising the switching process (i.e., making 
the upper resistance value tend to infinity 
or the lower tend to zero), emerges clearly 
from the general analysis. 

In Fig. 1, r varies step-wise between r, 
in the ranges (N— <t<NT and r. in the 

♦ Received by the IRE, August 21, 1961; revised 
manuscript received, September 11, 1961. 

1 A. Fettweis, IRE Trans, on Circuit Theory, 
vol. CT-6, pp. 252 260; September, 1959. 

ranges NT<t <(N+}YT(N = any integer, 
0 <r2 <n < » ). The equivalent series circuit 
containing an ideal switch is shown in Fig. 
2. Attention is drawn to the following rela¬ 
tions between the two circuits: 

H2 r. + Z'(s) 
H — r2 ri + Z'(s) 

V rtfi . , 
i = Z + —, » = V + —— i. (2) 

ri r, — r. 

Considering the current I as the sum of 
steady-state and transient terms, we postu¬ 
late 

T 
V = - r,Z, < l < 0, (3) 

I “ “T L • > 4“ (jw) ’ I ’ 

in which the 7t and it are the finite zeros of 
r¡+Z'(s) and r»+Z'(x), respectively. The 
number of these is clearly the same (m). be¬ 
ing either the number of zeros or poles of 
Z'(s), whichever is the greater. 

The known periodicity of Fe~'"' and 
Ze-'"' with period T = 2r/tl justifies 

V = e'"‘ E K.e'“a,1 
— X 
00 

J = ei“< E I.e'"0', (5) 
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where 

1 rTlt
F. = - Ver^^dl, 

I J-TH 

1 eTlt
I„ = — I le^^'^'dl. (6) 

7' J -Til 

Finally the circuit ohmic equation, from 
Fig. 1, gives 

F. = 7„Z'{j(« + »«)}, n*0 

but 

Vo = loZ'W + 1. (7) 

Substituting the values of Fand 7 from (3) 
and (4) in (6), and carrying out the integra¬ 
tions and substituting the resulting values of 
V„ and I„ in (7) gives the infinite set of 
equations 

r, + Z0'^ 1 — (—l)"e-x* 
- -y; E a —TT-:-
h T Zo 1 At — JWtf 

(—l)"eD -

Yk — jnr 
1 

1 — (— 1)" Ds + Zf r* + Zf 
jnr 1 n + Zf ri + Zf 

(8) 

in which 

T 
Xk = — (7* — 

T 
Yk ’ — (tk — ju), 

Z.' = Z'|>(« + „0)|, (9) 

(8) being valid for all integral n, the RHS 
vanishing with n. 

It may be noted that, if (8) is multiplied 
by r^/rt — n, and (1) is used, (8) is identical 
with Fettweis’ (16). Indeed it is clear from 
(1) that the zeros of ri+Z'(s) are the poles 
of Z(s) and the zeros of ri+Z'O) are the 
zeros of Z(s), i.e., that the 7 and 8 in (8) are 
identical with Fettweis’ a and 0. It then 
follows that the c and d in (8) are identical 
with Fettweis’ a and b. 

Any 2m independent equations of the in¬ 
finite set (8) suffice the find the unknown 
cfs and dfs. Following Fettweis, however, 
(8) may be manipulated to give two sets of 
m equations for the Ck and dk separately: 

™ 1 _ e-tAz+rp 
E <-i —— 
1-1 A i — 1 k 

(10) 

1,2, • • -,m. 
(11) 

A knowledge of the Ck and dk at once allows 
F,„ In to be computed. Note that no re¬ 
strictions have been applied to Z'(s). 

Impulse Functions in I and V 

Let p', z', be the number of finite poles 
and zeros of Z'(s). If n—» 00, the zeros of 
n+Z'(s) approximate to the poles of Z'(s), 
p' in number, whereas if r¡ is finite and non¬ 
zero, the zeros of ri+Z'(s) are p' or z' in 
number, whichever is the greater. Further, 
if Z' is passive, p' and s' cannot differ by 
more than unity. It follows that if Z' is 

PROCEED I NOS OF THE IRE December 

passive and if z'=p' + Y making n—•» re¬ 
duces the number of finite zeros of ri+Z'(s) 
from z' to p' = z' — l, i.e., one of these zeros 
moves to infinity, necessarily along the 
negative real axis since rt-i-Z'(s) is also 
passive, i.e., one of the 71, say 71, —♦ — w, 
i.e., from (9), RXt—♦— «. The terms involv¬ 
ing Ci in(10)become —Cie-AT-r*/Xli the other 
terms remaining finite. Hence — cte~x>/Xt 
tends to some finite limit Ci, which, with co¬ 
efficient e~Yk replaces ci as the unknown in 
these equations. The contribution to V in 
the interval — T/2<t<0 is, from (3), 

ri + Zf 

CiT __ - . ¿riil+TIltg-iuTIt 
2 

CtT i A 

namely an impulse function at t = — T/2 of 
amplitude — GF/2 times the applied voltage 
at that instant. There is no corresponding 
impulse in I since 1= — V/r\ in the relevant 
interval. 

The effect on ( 11 ) is trivial, the equation 
for the case k = 1 degenerating to 

1 + È di = 0, 
1 

which, using (4), shows that when t—»0 in 
the range 0<t<T/2, V—-0 and I also —*0 
unless r^ — O. 

A similar analysis shows that if ri—»0 
and Z' is passive with p' — z +1 then one of 
the ¿i, say 81, — m, i.e., R Fj—» — » . The 
terms involving d¡ in (11) approximate to 
—di/ Ki for all k. Thus —d\/ Ft tends to some 
finite limit D, which, with coefficient unity, 
replaces di as the unknown. The relevant 
contribution to I in the interval 0<t<T/2 
is, from (4), 

d^' 
ri + Zo' 

DiT , DxT 
27-^"^^^' 

an impulse at 7=0+ of amplitude D\T/2Zu 
times the applied voltage at this instant. 
This is not reflected in the voltage since 
F= — ri I in the relevant interval. The effect 
on (10) is trivial: the case ¿ = 1 degenerates 
to 

E ae~xi +1=0, 
1-1 

i.e. 

£ cie-Vr^ + e-i“Tlt = 0 

showing, by comparison with (3), that 7 = 0 
when t—♦— T/2 in the range — F/2<7<0 
and F also —>0 unless n— 

J. M. Layton 
Elec. Engrg. Dopt. 

Univ, of Birmingham 
Birmingham, Eng. 

Cyclic Codes and 
Transition Coding* 

Data transmission systems often operate 
by making a binary decision at each bit time 
on the state of the signal during the previous 
interval. That is, the receiver decides which 
of two voltage levels, frequencies, phases, or 
amplitudes (depending on the modulation 
used) was representative of the signal during 
the interval under consideration. 

After the decisions concerning the suc¬ 
cessive states of the line have been made, it 
remains only to recover the binary data. 
There are two ways in which this is usually 
done. 

In the first system, a 1 is identified with 
one state and a 0 with the other. For exam¬ 
ple, in an FM system, ft could represent a 1 
and fi a 0. Such a system could be called 
“state” coding (it has also been called NRZ 
coding). The recovery of the binary data 
from the succession of states on the line in 
this case is a trivial operation. 

Alternatively, a 1 can be identified with 
a change of state and a 0 with no change of 
state. Such a system has been called “transi¬ 
tion” coding (it has also been called NRZI 
and NRZI coding). The interpretation to be 
used, “state” or “transition,” depends, of 
course, on the technique used to encode the 
data. 

It is interesting to compare the resulting 
error patterns with the two interpretations. 
If Efx) is the error polynomial with state 
coding, then, with a few assumptions, the 
error polynomial with transition coding, 
Et(x), can be shown to be 

EtW = (1 + x)E.(x). (1) 

The following are the required assump¬ 
tions : 

1) The polynomials are obtained by 
forming the sum 

n— 1 
E ̂ .v. (2) 
1—0 

where n is the number of bits in the message, 
and A, =0 if the (7+1 )th bit of the message 
is received correctly and 1 if that bit is in 
error. 

2 ) End-effects are negligible for a reason¬ 
ably long message. This can be stated in 
many ways. One of these is to say that an 
error in the decision on the last state is im¬ 
possible and that there exists a state known 
without error before the first state consid¬ 
ered as a bit of information in “state” coding. 
The latter is justified in most practical cases 
and implies that the 7th “transition” bit is 
between the states that represent (j —l)th 
and ;th “state” bits. 

If one chooses to change (2) to the form 

E /Uv—% (3) 
1—0 

then ( 1 ) becomes 

EtM = (1 + MWr1. (4) 

This does not change materially the discus¬ 
sion at hand. 

* Received by the IRE. September S, 1061. 
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I.el us suppose that the same cyclic cotie 
is being used for detection with the “transi¬ 
tion” interpretation and with the “state” in¬ 
terpretation. From (1) and the work of 
Peterson and Brown,1 it is evident that 
Er(x) is undetected if, and only if, E,(x) is 
undetected, providing only that the charac¬ 
teristic polynomial P(x) of the cyclic code 
does not contain (1 ¿-.v) as a factor. 

Furthermore, if ( 1 +x) is a factor of P(x) 
and l\x) is used in the “state” case and 
(1 +x)P(x) in the “transition” case, one can 
state that Er(x) is undetected if, and only if, 
E,(x) is undetected. 

The foregoing does not apply to those 
cases where “transition” coding is used and 
the decision for each bit is made in the re¬ 
ceiver by examining two consecutive states 
of the received signal simultaneously. It 
applies only where the decision for each state 
is made separately. 

Francis Corr 

Compagnie IBM France 
Nice, France 

* W. W. Peterson and D. T. Brown, “Cyclic codes 
for error detection,’’ Proc IRE, vol. 49, pp. 228-235; 
January, 1961. 

A Transistor Equivalent Circuit* 

pression in is the excess-phase shift at the 
3-db point (radians in excess of 45e). The 
input impedance of a transistor, neglecting 
for the moment rd, is given by 

• (2) 
1 — a 

Substituting (1) into (2) we have 

Zi„ =-7^-7-: ■ (3) 
1 — ao +Jw/w„|l 

assuming 
Eq. (3) can be written as 

z.-'J' nZ - ■ 141
\ 1 — a« / 

Eq. (4) can be used to realize the hybrid 
equivalent circuit shown in Fig. 1. Here the 
current source has been represented in 
terms of Pi, which is valid for frequenc ies 
««wrwherewris given by 0«V0, the gainband¬ 
width product of the common emitter con¬ 
figuration. Now rd and Ct have to be added 
as extrinsic circuit parameters. As in vacuum 
tubes, C can be treated as the Miller effect 
capacitance, in which case its effect to the 
input is given by 

where Ri./r. is the low-frequency voltage 
gain (Fa/ U,). 

A DC Pumped Amplifier with a Two-
Dimensional Field Structure* 

A number of structures exist for ampli¬ 
fying cyclotron waves on electron beams by 
interaction with periodic electrostatic or 
magnetic fields. These include the electro¬ 
static quadrupole structure1 and the mag¬ 
netic ring structure,2 both of which have 
field components which vary spatially in 
three dimensions. 

Amplification is also possible in periodic 
strut tures of the type shown in I ig. 1 whose 
fields vary in two dimensions only (see also 
Gould and Johnson'1). These structures would 
be particularly suited to use with strip beams 
in conjunction with Cuccia couplers and 
may have advantages for high power ampli-

Favovroble 

L 

ELECTROSTATIC StCT AMPLIFIER 

Fig. I 

lication. The potential distribution in the 
structure is given by 

„ cosh 0„x 
F, = P + E d„PB - — sin S„s. (1) 

cosh p„a 

Brunn1 has developed an equivalent cir¬ 
cuit for use in the design of video amplifiers 
which proves to be very useful. The devices 
of concern were alloy-fused so that no elec¬ 
tric field was present in the base region. With 
the use of diffusion process and development 
of various graded base structures, the fre¬ 
quency range of the transistors was ex¬ 
tended to hundreds of Me ranges. But the 
electric field present in the base region intro¬ 
duced excess-phase shifts, which are espe¬ 
cially effective in the common emitter con¬ 
figuration. Therefore, it will be useful to 
have an equivalent circuit which includes 
the excess-phase shift associated with the 
diffused base structures. It can be shown 
that if the impurity in the base region is ex¬ 
ponential in form, a constant electric field 
exists in the base region. Under this condi¬ 
tion, the transport factor of the device can 
be approximated by 

T.F.-- . -- ■ (1) 
1 + j«>/<va

which is approximately equal to a (common¬ 
base short-circuit-current gain). In this ex-

• Received by the IRE, June 19, 1961; revised 
manuscript received, September 8, 1961. 

1 G. Brunn, “Common-emitter transistor Video 
amplifiers,” Proc. IRE, vol. 44, pp. 1561-1572; 
November. 1956. 

See also D. O. Pederson and R. S. Pepper, “An 
evaluation of transistor low pass broadbanding tech¬ 
nique.’ 1959 IRE WESCON Convention Record, 
pt. 2. pp. 111-126. 

The final equivalent circuit is shown in 
Fig. 2. With m over one in the present mesa 
and planar structures, its effect is evident 
from Fig, 2. Further, under the condition 

w « wr, 

all effects are lumped into one pole which 
simplifies considerably the circuit design. 

Vasu. Uzunoglu 
Solid State Lab. 

Westinghouse Electric Corp. 
Baltimore, Md. 

I Fa- I is the electrode potential, zl. is an 
amplitude coefficient and 0» = 2tr(2in-|-l )/Z-
Considering only the fundamental in the 
structure 0i, lhe equations of motion for a 
paraxial electron are 

d2.v dv x
-1- —— g.vstn 0,z — 0 (2a) 
dO2 dO 

d2z h 
-cos 0i ; = 0. (2c) 
dO2 0, 

Bd J 01M1F« 
0 = — = wd and g = —  -—-— ■ 

r; B:2V cosh Pvl 

For amplification, electrons must traverse a 
structure period in half an electron cyclo¬ 
tron period. Hence for small pump strengths 
sin 0ic = sin 20 in (2a) and (2b). Integrating 
(2b) and substituting for dy/dO in (2a) gives 
an unstable Mathieu equation in v. This 
may be solved to give the subsequent dis-

♦ Received by the IRE, September 14, 1961. 
1 E. 1. (Jordon, “A transverse-field traveling wave 

tube,” Proc. IRE (Correspondence). vol. 48, p. 
1158; June, 1960. 

2 T. Wessel-Berg and K. Blötekjaer, “Some As-
pects of Cyclotron Wave Interaction in Time Peri¬ 
odic and Space Periodic Fields,” ¡»resented at l iter 
natl. Conf, on Microwave Tubes. Munich, Ger.; 
June 7 11, 1960. 

3 R. W. Gould and C. C. Johnson, “Coupled i iode 
theory of electron-beam parametric amplification,” 
J, A ppi. Phys., vol. 32, pp. 248-258; February, 1961. 
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placement of an electron in an input fast or 
slow wave entering the structure at (r, <0 as 

T I cosh — cos (9 4- </>) 

(3a) 

(3b) 

/¿I 1 
— sinh — cos — 0) J, 

r . e® I cosh — sin (9 + 0) 

"I 
— sinh — sin (9 — </>)!. 

These equations show that its motion is that 
of an electron in the input fast or slow wave 
growing as cosh ^9/^ coupled with that in a 
slow or fast wave growing as sinh n9/^. 

The wave-coupling characteristics of this 
device are therefore the same as that of the 
de quadrupole amplifier. The gain in deciltels 
is given by 

r .lir^Vir 4 
20 log,,, cosh —-——  ; 

L4I i, cosh ß,uJ 

N is the number of sections in the structure 
and Ko the synchronous beam voltage for 
zero structure voltage. 

Since there is a periodic electric field 
along the axis, electrons entering the struc¬ 
ture at a velocity «o = ¿<<>r/ir will have their 
average velocity over a structure period 
reduced and so synchronism will be lost. The 
velocity n (voltage V) required to maintain 
synchronism is found by integration of ( lc)as 

241V* 

.4if K + I cosh ßa 

at«_i -1'’. 
V cosh ßa J ’ 

The author wishes to thank Dr. T. E. 
Allibone, I lirector of this Laboratory, for 
permission to publish this letter and 
P. Jeffree for tube construction and the ex¬ 
perimental work. 

J. C. Bass 
Research Laboratory 

Associated Electrical Industries, 
Aldermaston Court, Berkshire England 

Eig. I—Miniaturized isolator. 

A' is a complete elliptic integral. This ex¬ 
pression increases with increasing | Ek|. 

Like the de quadrupole amplifier, syn¬ 
chronous waves are to a first order tm-
affected in the structure, and hence beam 
spread effects are small. In this tube they 
will be governed by the beam thickness, and 
so for a given beam this effect can be mini¬ 
mized by making it as thin and wide as 
possible. 

1’he condition where the transit time 
over a structure period is a full cyclotron 
period can be investigated by writing sin 9 
for sin 29 in (2a). It is then found that wave 
growth of order may take place. This is 
generally negligible. The experimental re¬ 
sults were obtained in a tube operating at 
IKK) Me incor|x>rating Cuccia couplers anti 
a structure with 16 pairs of electrodes whose 
synchronous voltage was 450 v. A strip 
beam was used. Gain curves for various 
beam voltages in this range are shown in 
Eig. 2 together with the theoretical struc¬ 
ture curve. Beam interception on the struc¬ 
ture produced the turnover of the gain 
curves. For beam velocities corresponding 
to the Wr-pumping region, both small gain 
( ~3 db ) and attenuation effects can be pro¬ 
duced by increasing the pumping electrode 
voltages. The precise effect seems to depend 
on beam velocity and may be due to coupling 
between the fast cyclotron wave and the 
longitudinal space-charge waves produced 
by the axial fields in the structure. 

Miniaturized S-Band Isolator* 
As earlier reported,1 the use of a different 

concept in strip transmission-line isolators 
resulted in a compact isolator for the VII F 
and UHF range. It is also possible to utilize 
a similar-typestructureat the higher frequen¬ 
cies with the expected large improvement in 
physical size and weight of such devices. 
This note reports some results of an isolator 
in the 5-band frequency region. The evident 
size advantage can be seen in Fig. 1. The di¬ 
mensions were 2JXJXI inch and the 
weight is 3 ounces. 

A cross-sectional view ot the isolator is 
shown in the inset of Fig. 2. Here, as in the 
UHF version, the ferromagnetic material is 
placed asymmetrically on the center con¬ 
ductor and magnetized perpendicular to the 
direction of propagation. 

The same general characteristics noted 
in the low-frequency isolators were also ob¬ 
served at frequencies up to C band. The 
most useful characteristic was that for a 
particular ferrite geometry, the operating 
frequency could be lowered by a sizeable 
amount by sliding the ferrite slabs to a more 
symmetrical position on the center strip. 
This is evidenced in Fig. 2. Curve 2 repre-

♦ Received by the IRE, September II, 1961. 
1 D. B. Swartz, “Compact UHF isolator," J. Aftfrl. 

Phys., vol. 32. pp. 319 320; March. 1961. 

Fig. 2—Electrical characteristics ol isolator. 

sents the results with the ferrite slabs in one 
position and curve 1 shows the results of the 
ferrite being moved 0.030 inch to a more sym¬ 
metrical position. Thus the operating fre¬ 
quency was conveniently shifted downward 
by approximately 400 Me. 

The electrical results were notable; better 
than 10-to-l-db isolation-to-insertion-loss 
ratio was achieved from 2.8 to 3.4 Gc or a 
bandwidth of approximately 20 per cent. As 
curve 2 in Fig. 2 shows, the same nonre¬ 
ciprocal ratio was obtained from 3.2 to 3.7 
Gc. The input VSWR was low in both cases. 

The material used in this case was a 
common magnesium manganese ferrite. For 
greater power-handling capacity, it is possi¬ 
ble to use a temperature-compensated ma¬ 
terial such as yttrium-gadolinium garnet.2
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Applied Physics Sec. 

Sperry Microwave Electronics Co. 
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2 G. R. Harrison and L. R. Hodges, “Microwave 
properties of polycrystalline hybrid garnets,” Micro¬ 
wave J., vol. 4, pp. 53-65; June, 1961. 
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Pole-Zero Sensitivity 
Relationships* 

Several interesting and useful relation¬ 
ships between the sensitivities of critical fre¬ 
quencies to element variations can be de¬ 
rived from the well-known relationships for 
frequency and magnitude scaling of net¬ 
work functions.1 Thus, if s0 is a critical fre¬ 
quency (either a pole or a zero) of a network 
containing / inductors, r resistors, and c ca¬ 
pacitors: 

ds» dL¡ dRi 
— = E 5m« — + E 
so .i Li .-i Ri 

+ tsc^- (1) 
where 

« Oso 
St’" a--

So Ox 

If all elements of a kind vary together, (1) 
may be written in the form 

dso dL dR 
— = — - E St-C + — E Sm-
So A i.i R i 

dC 
+ — E ScC- (2) C ¿»i 

To accomplish frequency scaling such that 
so = aso't the elements are varied according 
to: L = (l/a)L', R = R'. There¬ 
fore, 

ds^ da dL dC dR 
———- =- and = 0. (3) 
so a L C R 

Substituting (3) into (2) gives 
! 
E + E 5c,« = - i (4) 

To scale the magnitude of a network imped¬ 
ance by a factor 6: 

L = bL', C 1 -, — C , R = bR while So = s0'. 
b 

Iherefore, 

dL _ db 
L " b 

dC dR dso 
—— = — and — = 0. (5) 
C R s0

Substituting (5) into (2) gives 
Ire 

E s’/.,-” + E Sm- - E -Sc,« = o. (6) 

Since the sensitivities are phasors which 
depend on the network configuration and 
element values but not on the particular 
type of element variation, (4) anti (6) give 
relationships which are valid for any kind of 
variation. However, unless the variation of 
all elements of a kind is uniform, (2) is not 
valid and the more general form, (1), must 
be used. 

Often RC circuits containing no induc¬ 
tance are of interest, in which case 5/.i« = 0, 

* Received by the IRK, September 25, 1961. 
1 M. E. Van Valkenburg, “Introduction to Modern 

Network Synthesis,” lohn Wiley and Sons, Inc., New 
York, N. Y., Sec. 2.5; 1960. 

and (4) and (6) may be combined to yield 

¿5«,«= ±5^«=-!. (7) 

As an example of the application of (7), con¬ 
sider a parallel-T null circuit which is built 
into a functional electronic block so that 
environmental effects (temperature, etc.) 
cause a uniform variation on all elements of 
a kind. Then from (2) and (7), 

dso / dR dC\ 
V +7r/ (8) 

Since the value given by (8) is real, the 
variation of the transmission zero will take 
place in a radial direction in the s plane. 
'I herefore the null frequency will shift, but 
the Q of the null will remain unaffected. It 
can then be concluded that the Q is changed 
only when individual elements of a kind vary 
by different amounts. Eq. (8) also empha¬ 
sizes the well-known fact that if the resist¬ 
ances and capacitances can be so compen¬ 
sated as to vary by equal amounts in oppo¬ 
site directions, the critical frequencies are 
unaffected. Eq. (7) serves as a useful check 
on the accuracy of calculated sensitivities, 
and also shows that regardless of the circuit 
conliguration or the number of elements, 
the combined sensitivities remain constant. 
I herefore it would be fruitless to attempt to 
devise passive circuits with low sensitivities 
to the uniform type of variation that has 
been assumed. As pointed out, however, the 
uniform variation of one type of element can 
be made to compensate for the uniform 
variation of another tv|>e of element. 

W. E. Newell 
Semiconductors Devices Sec. 

Electronics Dept. 
Westinghouse Res. Labs. 

Pittsburgh, Pa. 

A Waveguide In-Line 
Ferrite Rotary Joint* 

Most waveguide rotary joints utilize the 
principle of converting the RF energy either 
to the TEM mode in coaxial or the TMoi 
mode in cylindrical line. The object of the 
conversion is to obtain a circularly symmet¬ 
ric transmission mode which is not effected 
by the physical orientation of the transmis¬ 
sion line about the axis of propagation. A 
technique has been developed which essen¬ 
tially removes the effect of the transmission 
line altogether by means of confining the 
propagation in a circular mode within a rod 
of ferrite placed axially in the waveguide, 
fhe orientation of the waveguide walls then 
have little effect on the transmission, and 
one section of waveguide can be axially 
rotated with respect to a succeeding section. 
The VSWR and insertion loss can be made 
quite small and, although the device uses 

♦ Received by the IRE, September 1, 1961. 

ROTARY JOINT SHOWN AT 90° ROTATION 

Fig. I Experimental ferrite rotary join:. 

Fig. 2—Plot ot insertion loss and VSWR vs 
rotation. Field =90 oe. 

ferromagnetic principles, it is completely 
reciprocal. 

An experimental X-band model of the 
rotary joint is shown in Fig. 1. A qu irter-
inch diameter rod of R-I5I ferrite is sup¬ 
ported axially in RG-52 waveguide with 
polystyrene supports. The rod is 3 in long 
with i in tapers at each end for matching. 
Experimental electromagnets are around the 
waveguide for application of a longitudinal 
magnetic held. 

A plot of the measured VSWR and nser-
tion loss is shown in Fig. 2. It is seen that 
the VSW’R is less than 1.4 and the insertion 
loss less than 0.5 db for all angles of roti tion. 
It should be noted that no particulier at¬ 
tempt was made in this model to optmize 
the VSWR or insertion loss other than plac¬ 
ing the simple taper at each end; nor was an 
optimum length chosen other than which 
gave reasonably low VSWR and insertion 
loss as shown. The purpose of the model was 
mainly to prove the concept of the rotary 
joint. 

The reciprocity of the joint was checked 
by reversing the input and output connec¬ 
tions. Also, the direction of the magnetic 
field was reversed by changing the polarity 
of the magnetizing current. In both «'ases 
the values of VSWR and insertion loss were 
the same. 

The principle of operation of the device 
is the conversion of the dominant node 
linearly-polarized field in the rectangular 
guide into a circularly-polarized field con¬ 
tained primarily within the ferrite rod and 
reconversion into linear polarization pas the 
junction of the rotating sections. In order to 
effect these polarization changes, two ferro¬ 
magnetic principles are utilized. One is the 



1960 P KOC KEDINGS OF THE IRE December 

usual Faraday rotation effect and the other a 
“variable dielectric waveguide” effect. 1'he 
latter effect1 is brought about by the change 
in the permeability of the ferrite due to the 
applied magnetic field. As the permeability 
increases, larger portions of the RF field in 
the waveguide will be contained within the 
ferrite rod. The high dielectric constant of 
the ferrite causes large phase shifts. At the 
same time, the field which enters the rod 
is Faraday rotated in polarization such that 
the field is now in two orthogonal compo¬ 
nents, one parallel to the broad wall and the 
second parallel to the narrow wall of the 
waveguide. In the absence of the ferrite rod, 
the parallel component would not propagate 
at frequencies below the cutoff as determined 
by the narrow wall dimension (for RG-52, 
below 14.75 Gc). However, since most of the 
field is within the ferrite, cutoff is at a much 
lower frequency. In the limiting case, where 
ail the RF field is within the rod, cutoff 
would be determined by the propagation of 
the circular TEn mode in a rod of dielectric 
constant e and diameter d. This frequency is 

c 1.841c 
E = — = -77= = 8 Gc Ac 7Td\f 

If we assume that the major portion of the 
field is contained within the ferrite, the 
actual cutoff is somewhere close to, but 
slightly above, 8 Gc. 

Because of the rectangular geometry, the 
phase velocities of the two orthogonal com¬ 
ponents will differ, and at some point along 
the rod, they will be in quadrature. This 
will give rise to an elliptically-polarized 
field, or if the field magnitudes are equal, to 
circular polarization. At this point along the 
rod, the walls of the waveguide have little 
or no effect on the propagation and the joint 
can be effectively placed here. Beyond this 
joint, a reverse process as described above 
takes place, reconverting the field back to 
the dominant linear mode in the waveguide. 

In order to support the above, a test was 
performed to prove the circularity of the 
field at the junction. This consisted of meas¬ 
uring the circularity of the radiated field of 
the second half of the rod unbounded by the 
waveguide. A circular field with an elliptic¬ 
ity of only 1.4 db was measured. 

In its final form, this joint will offer a 
convenient means for the embodiment of an 
end-on rotary joint in a very short length. 
With the electromagnets replaced with 
small permanent magnets, the length of the 
joint proper should be of the order of 2 to 
21 in. I he complexity of the mechanics of 
the joint is reduced since no choking is re¬ 
quired as with usual joints and the bearing 
mechanism can be quite simple. In addition, 
this technique offers a simple means of trans¬ 
forming from linear to circular polarization 
which could be useful in many other com¬ 
ponent or antenna applications. 

11. Saltzman 
Douglas Research Corp. 

Mount Vernon, N.Y. 
A. Rossero 
GPI. Div. 

General Precision, Inc. 
Pleasantville, N. Y. 

1 .1. A. Weiss, “A phenomenological theory of the 
Rvggia S¡>encer phase shifter,’’ Proc. IRK, vol. 47, 
|>p. 1 130-1137: June, 1050. 

Signal-to-Noise Ratios in 
Photoelectric Mixing* 

Quantum mechanical analyses1 have 
shown that even an ideal linear amplifier 
has an inherent noise of hv watts/cps re¬ 
ferred to the input, i.e., the total noise power 
spectral density ^(») is given by 

hv 
0 =.-p hv. (1) 

exp (hv/kT) — 1 

The first term is the thermal noise (one-di¬ 
mensional black-body radiation) from the 
source at temperature T. The second term 
represents the minimum additional noise due 
to quantum effects, and is usually ascribed 
entirely to spontaneous emission in the am¬ 
plifying medium. 

For hv^>kT, thermal noise virtually dis¬ 
appears, and Thus if an ideal ampli¬ 
fier has a pass band B cps wide centered at 
a frequency v»kT/h, and if the input sig¬ 
nal power is P„ the output signal-to-noise 
ratio (SN R) will be. 

— ---= —- . (2) 
N hvB 

4/(v)dv 
J V-BI2 

I’he SNR does not become infinite in 
the absence of thermal noise: instead the 
familiar kT is replaced by hv. At room tem¬ 
perature and optical frequencies hv/kT^W, 
so that (2) applies and gives the perform¬ 
ance of an ideal coherent light amplifier. 

A photocell is a perfect square-law de¬ 
vice in the sense that the current is propor¬ 
tional to the incident light power. If two 
similarly polarized coherent, coincident 
beams of light of slightly different frequency 
fall on a photocell, the power, and hence the 
photocurrent, will vary at the difference 
frequency. Photocells can thus be used as 
mixers having conversion gain, and it is in¬ 
teresting to compare their signal-to-noise 
performance with that of the ideal amplifier. 

Fig. 1 shows a balanced mixer consisting 
of two photocells and a half-reflecting half¬ 
transmitting mirror, M/I, which serves as 
a hybrid junction. For such a mirror, the 
reflection and transmission coefficients are 

and e~'Tli/y/2, respectively, and 
so if we write the instantaneous signal 
power as 

P, = [d, cos (uj + r/4)]* 

and the instantaneous local oscillator power 
as 

Pu = [do cos (w<>/ — w/4) I2

we find 

Pi = I (do cos Wo/ + d.cosw,/)2, 

Pi = |(dosinwo/ — d.sinwd)*. (3) 

(We have complicated the expressions for 
P, and Po to simplify those for Pi and Pi. 
The relative phase of signal and local oscil¬ 
lator is significant only when wD = w„) 

Now, if ri is the quantum efficiency of a 
photocell, i.e., the average number of elec-

♦ Received by the IRE, August 10, 1961; revised 
manuscript received September 19, 1961. 

* See, e.g., M. W. P. Strandberg, “Inherent noise of 
quantum-mechanical amplifiers," Phys. Rev., vol. 106, 
pp. 617-620; May 15, 1957. 

Eig. 1 - A balanced photoelectric mixer. 

trons produced per photon absorbed, then 
the photocurrent is given by i^nqP/hv, 
where q is the charge on the electron. Thus 
we find, ignoring any frequency compo¬ 
nents higher than ô=w>— w», that 

+ = J?), (4) ¿hv 

while the signal current ¿ is given by 
■qq 

it = ii — it = — A oA „ cos ô/, (5) 
hv 

and has the mean-square value 

(6) 

If the bandwidth of the circuits following 
the mixer is B cps, the mean-square shot 
noise affecting the output will be 

_ B^B 
i.' = 27ß(r, + Í.) = 4- (d„! + d,’). (7) 

hv 

Taking the ratio of (6) to (7), we have 

— = —-. (8) 
•V IhvB d„= + .1? 

As do is increased, Ixith the signal current 
(5) and the SNR (8) increase, the former 
without limit, the latter approaching the 
value 

51 r, d.2 P. 
.VI   hvB 2 hvB 

where P« is the average value of P.. 
Comparing this result with (2), we see 

that if the quantum efficiency were unity, 
the photoelectric heterodyne converter 
would have the same signal-to-noise j>er-
formance as the ideal amplifier, which is 
perhaps not too surprising. 

But now let us consider the performance 
of the device as a homodyne converter, or 
synchronous detector. To do this we merely 
set w» = w, so that ó = 0, and we now find 
from (5) that i, has a mean-square value 
twice as great as before, cos it having been 
replaced by unity. The output noise in the 
band from 0 to B cps will still be given by 
(7). As a result, we now find in the limit, as 
(d 0/d,)_»: 

With unity quantum efficiency the perform-
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anee is now twice as good as that of an ideal 
amplifier, which does seem surprising. 

The two-fold improvement with homo¬ 
dyne as against heterodyne mixing occurs 
because the signal conversion gain is doubled 
while the noise (which arises after mixing) is 
unaffected. This improvement is not found 
in the usual RF mixer where the noise enters 
with the signal and changes in conversion 
gain affect both equally. 

It should be noted that the result (10) 
cannot be obtained by later synchronous 
detection of the IF resulting from an initial 
optical heterodyne mixing. In order to ob¬ 
tain the base-band B as in (10), the IF 
band would have to extend from 8 — B to 
8+21 and so have twice the width assumed 
in (7). Thisdoubles the total IF noise power, 
but only half of this total, i.e., the amount 
given by (7), is demodulated along with 
the signal to produce base-band power. Thus 
the ratio (9) is again obtained. 

The results (9) and ( 10) include only the 
usual Poisson distributed shot noise of the 
photocurrent. If one assumes a noise power 
of hv/2 watts/cps associated with the input 
signal due to the zero-point energy of the 
electromagnetic field, then (10) becomes 

which lor n=l agrees with the SNR for an 
ideal 1 near amplifier. However, one must 
then assume this same hv/2 noise to be 
present in the input to any linear amplifier 
which leaves only hv/2 for additional noise 
due to spontaneous emission. 

Additional noise might also result from 
statistical fluctuations in n, but this com¬ 
ponent, if it exists, should vanish as »1. 
I he quantum efficiency of good silicon pho¬ 
todiodes is probably close enough to unity to 
test experimentally whether (10) or (11) 
holds. 

In any event, photoelectric mixing ap-
pears very promising as a means for linear 
amplification and frequency conversion of 
coherent optical signals. 

B. M. Oliver 
Hewlett-Packard Co. 

Palo Alto, Calif. 

Efficiency of Frequency Multipliers 
Using Charge-Storage Effect* 

The disadvantage of the basic circuit for 
harmonic generation using the charge¬ 
storage effect of a p-n junction, treated by 
Leenov and Uhlir,1 is that unwanted power 
is dissipated in both load and generator re¬ 
sistors. The basic circuit is shown in Fig. 
1(a). By referring to the ideal current wave-

* Received by the IRE, July 24. 1961; revised 
manuscript received. September 25, 1961. 

1 D. Leenov and A. Uhlir, "Generation of har¬ 
monics and subharmonics at microwave frequencies 
with p.n junction diodes," Prix:. IRE, vol. 47, pp. 
1724-1729; October. 1959. 

U»,' Li, « t (tlw,J* CKCX- I 

Fig. 1—Practical circuits. 
fa) .Si and 5, ojien—untuned case. 
(b) Si open, Sr closed—tuned output. 
(c) Si closed. Si open—tuned input. 
(d) 5i and Si closed -tuned input and output (basic 

circuit for multiplication using depletion-layer 
effect). 

Fig. 2 -Current waveforms for untuned cases. 

form shown in Fig. 2, it is seen that if both 
the input and output are resonated to allow 
only sinusoids at two frequencies to exist 
across the junction, no discontinuity and 
hence no harmonic generation, can occur 
due to the charge-storage effect; the circuit 
is as shown in Fig. 1(d). 

In contrast to the untuned case treated 
by Leenov and Uhlir, that of the output 
load being resonant at nan has been ana¬ 
lysed; the circuit is as shown in Fig. 1(b). 
The results for a X2 and a XI0 generator 
are shown in Fig. 3(a) and (b), respectively. 
It is seen that there is a value of R„/R„ which 
gives a minimum loss fora given angle of for¬ 
ward drive. To illustrate the behavior, an 
angle of 120° was chosen for the calculation; 
in fact, this angle is not the optimum one 
and a slight improvement can be obtained 
by increasing the conduction angle to about 
140° (approximately 1 db for the X2 cir¬ 
cuit and 4 db for the X10 circuit). The im¬ 
portant point to note is that the efficiency 
is inherently limited by the nature of the 
nonlinearity being utilized. From the curves 
it is seen that the theoretical limiting value 
of power loss for the X2 multiplier is 7.2 
db and for the X10 multiplier 25 db, 
giving an improvement in each case of about 
3 db over the untuned circuit. I he dis¬ 
crepancy between these values obtained 
theoretically and the measured results may 
be accounted for by the deterioration in 
waveform due to the slow recovery time of 
the diode used (collector-base junction of 
OC44, input at 350 kc). The actual wave¬ 
form obtained is shown in Fig. 2. 

Ihe alternative to resonating the load 
is to prevent harmonic currents from flowing 
in the generator resistance. In this case, if 
the generator is matched to the input im¬ 
pedance of the multiplier, theory predicts 

Fig. 3—Results (or tuned output circuit, 
(a) X2 circuit, (b) X10 circuit. 

that an over-all improvement of 5.0 db may 
be obtained compared with the untuned cir¬ 
cuit for 0=120°. I he arrangement used is 
shown in Fig. 1(c) and measurements on this 
circuit closely confirmed the theoretical fig¬ 
ure of 5.0 db. The matching conditions for 
this circuit can be obtained from the Fourier 
coefficients for the fundamental frequency 
and yield the result R,^\R„ for 0=120° 
(see Fig. 2). 

To give some idea of the relative merits 
of an optimized charge-storage type t nilti-
plier compared with a depletion layer non¬ 
linearity multiplier, consider each type 
when multiplying by 10. The charge-storage 
type has a limiting efficiency of —23 db 
(tuned and matched input, 0=120°). For a 
similar loss, theoretical calculations indi¬ 
cate that using depletion layer nonlinearity, 
the circuit being as shown in Fig. 1(d), a 
diode with a Q factor= 100 at the funda¬ 
mental frequency is required, (estimated 
for the case of Ui = 0.95 Vp, where Fi is the 
peak applied voltage and Vi, is the bias 
voltage, assuming 7 = J, i.e., abrupt junc¬ 
tion).2 It should be noted that if three X2 
stages using the depletion-layer effect are 
cascaded (giving approximately the same 
order of multiplication, i.e., X8 compared 
with X10), an over-all efficiency of about 
— 5 db should be obtained, if a diode of simi¬ 
lar Q is available, (i.e., Q—\00/n at the 
output frequency nan). 

It may thus be concluded that, in gen¬ 
eral, the highest efficiency may be obtained 
by cascading lower order (e.g., X2) multi¬ 
pliers using the depletion-layer effect. For 
high order single-stage multipliers (having 
the obvious advantage of simplicity) it may 
be advantageous to use the charge-storage 
effect, depending upon whether or not a 
high Q diode is available. The important 
point to note is that the efficiency of the 

2 The optimum value of Vi/Vh, and hence the 
value of (> factor, depends critically upon the forward 
conduction characteristics of the diode. 
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charge-storage type multiplier is inher¬ 
ently limited. It may' also be relevant in 
practical applications that the power han¬ 
dling capabilities of this type of multiplier 
are considerably' greater than those of the 
depletion-layer type. It should also be borne 
in mind that in practical circuits it is of 
course possible that harmonic generation 
may occur due to a combination of the two 
mechanisms, (as in the simple two frequency 
depletion-layer multiplier, with finite loss 
resistance). 

The author gratefully acknowledges the 
many helpful discussions he had with Dr. 
A. R. Boothroyd and Dr. D. F. Page. 

D. J. Roulston 
Dept, of Elec. Engrg. 

Imperial College of Science and Tech. 
London, England 

Transistor Storage Time in Circuits 
with Speed-Up Capacitors* 

Base speed-up capacitors have been 
treated in connection with storage time 
primarily to calculate r,. 1 Presented here are 
expressions which have been obtained for 
storage time using arbitrary values of speed¬ 
up capacitance C for the circuit shown in 
Fig. 1. 

;).(/) = instantaneous base current, 
/>,.(/) = instantaneous minority carrier 

density' in base at the collector 
junction. 

Eq. (1) is valid for storage-time calcula¬ 
tions only because it relates the excess cur¬ 
rent necessary to maintain the excess charge, 
Qm (i-r; the additional charge over and 
above that required for the threshold of 
saturation) in the base. By using the initial 
condition 

MO) = ~ /ml, 
Kg 

(1) can be integrated recalling that pc is zero 
at time L. Thus, 

/«i = final equilibrium “on” base cur¬ 
rent with device in saturation. 

For a step voltage U„, (3) yields for storage 
time 

and is described by 

(/m - /m)(l + 7 7^7) 
= r. In-

Zb« — /«2 
• (6) 

Because of practical experimental limita¬ 
tions, the experimental value of r. deter¬ 
mined may correspond to the value pre¬ 
dicted by (6). In view of this, r, may be 
calculated from (6) under the condition 

For the experimental procedure out¬ 
lined by' Sparkes and Beaufoy {ir., Zb2=0, 
R,«R), (6) simplifies to 

RC 

1-^ 
hn 

(7) 

Fig. 3 is a plot of (7) and the experimental 
data — ma) from Fig. 11 of Sparkes. 4 

Note that (7) describes the initial variation 
ofr, with excess base current. At large values 
of Im. the deviation of experimentally ob¬ 
served data may' be explained by effects due 
to high injection levels. Fig. 3 is similar to 
Fig. 11 of Sparkes.4 l he explanation given 
in this reference for the initial variation in 

Fig. 1 -Experimental circuit and 
associated waveforms. 

When the transistor is saturated and 
when r„ an effective minority carrier life¬ 
time, is used in place of the usual r, the 
continuity' equation can be integrated once 
in a field-free base region. Use of the di¬ 
vergence theorem then leads to the follow¬ 
ing first-order differential equation: 

<//>,.(/) 
IB a — ilÁJ) = RapN) + hl-~ ’ (1) at 

where 

Zb, =base current at saturation thresh¬ 
old, 

R, = proportionality factor between pr 
and saturated base current, 

k = proportionality factor between 
charge stored and />,. for the diode 
with emitter and collector tied to¬ 
gether, 

♦ Received by the IRE, September 7, 1961 ; revised 
manuscript received, September 15, 1961. 

1 R. Beaufoy and .1. .1. Sparkes, “The junction 
transistor as a charge controlled device," ATE J., 
vol. 13, pp. 310-327: October, 1957. 

(4) 

where 

Zb; = “off" generator voltage divided by 
the total series resistance (R + R ), 

and 

RR.C 
R + R. 

(5) 

When C and, hence, to, is set equal to zero, 
(4) degenerates to the frequently used 
expression for storage time. 1-3 Eq. (4) is 
plotted in Fig. 2. 

An approximation to (4) also appears in 
Fig. 2. This approximation is valid when 

2 J. J. Ebers and J. L. Moll, “Large signal be¬ 
havior of junction transistors," Proc. IRE. vol. 42, pp. 
1761 1772; December. 1954. 

3 J. A. Ekiss and C. D. Simmons, “Junction trau 
sistor response characterization," Solid Stale J ., vol. 
2, pp. 17-24; January. 1961. 

r (the change in charge due to collector 
depletion region narrowing) is a contributing 
factor. However, it is believed that an im¬ 
portant contributing factor to this variation 
is given by (7). 

Expressions for t, have also been derived 
for ramp and exponential forms of the gen¬ 
erator V„ output. It is anticipated that the 
work described here will be published in 
detail in the near future. 

R. I“. Nanavati 
Syracuse Univ. 
Syracuse, N Y. 
R. J. WOLFINGER 

General Products Div. 
Development Lab. 

IBM Corp. 
Endicott, N. Y. 

■ J. J. Sparkes, “A study of the charge control 
parameters of transistors,’' PROC. IRE, vol. 4S, pp 
1696-1705; October. 1960. 
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Improvement in the Performance of 
an Automatic Noise Figure Meter 
with a Liquid-Nitrogen-Cooled 
Termination* 

Nomenclature 

B= amplifier bandwidth 
F= noise figure meter reading 
F' — actual noise figure of amplifier 
^“amplifier gain 
k = Boltzmann’s constant (1.38X10*23 

watt-sec/°K) 
L = directional coupler insertion loss 
2V=available noise power from amplifier 

when noise generator is off 
N* = available noise power from amplifier 

when noise generator is on 
ti = coupling power coefficient of direc¬ 

tional coupler 
= resistive power transmission coef¬ 
ficient of the direct path through 
coupler 

T = termination temperature 
/»“defined ambient temperature (290°K) 
/'»' = actual ambient temperature 
T, = rated excess noise of noise generator 
/'«'“actual excess noise of noise generator 
Tn = excess-noise temperature of ampli¬ 

fier. 

In the measurement of the noise figure 
of low-noise (less than 6-db) amplifiers, it is 
difficult to obtain an accurate scale reading 
on standard automatic noise figure meters. 
One method of expanding the scale and in¬ 
creasing the measurement accuracy employs 
a directional couplerand cooled termination, 1 

as shown in Fig. 1. 
The definition of noise figure2 is the ratio 

of the available noise power from the ampli¬ 
fier to the available noise power from an 
ideal amplifier, both with input termination 
temperature To. In the case of the normal 
automatic noise figure meter where a noise 
source is connected directly to the amplifier 
input, I he available output noise power with 
the noise source not turned on is 

N = kToBGT. (1) 

The available output noise power with the 
noise generator on is 

N* = kToBGF + kT.BG. (2) 

I he noise power ratio is 

The noise power ratio for the amplifier under 
evaluation (Fig. 1) is 

Fig. 3. 

Setting (3) and (4) equal to ea< h other and 
substituting /î(1—ti)“l/L gives 

Y ’ T '_ T 
1 h = FTJt —-To' -|--— • (5) 

Noise figure is related to receiver noise tem¬ 
perature by 

Tn 
F'=\+-- (6) 

/ 0 

Eq. (5) is plotted on the right-hand side of 
Fig. 2 for a typical example. 

I he following parameters were measured 
at 2388 Me using a Xarda directional 

A* _ TK + (To' + T.')h + [7V(1 - /,) + F/Jd - /,) 

N " Tn + To'h + [7W(1 - 6) + 772](1 - h) 

* Received by the IRE, August 7. 1961; revised 
manuscript received, Septenda-r 18. 1961. This palier 
presents the results of one phase oí research carried 
out at the Jet Propulsion Lab., California Institute of 
Technology, under Contract No. NASw-6, sponsored 
by NASA. 

1 M. Negrete, “Additional conveniences for noise 
figure measurements,” Hewlett Packard J., vol. 10; 
February-March, 1959. 

2 II. T. Friis, “Noise figures of radio receivers,” 
Proc. IRE, vol. 32, pp. 419-422; July, 1944 

coupler Model 3003-30 and a Bendix noise 
tube Model TD-40: 

L = 1.02610.11 db) 
h - 0.0107(-19.70db) 

T.'/T. = O.794(—Idb) 
To = To' = 29O°K 
T = 77.5°K. 

For comparison, a plot of noise figure (as 
conventionally n ensured) vs receiver tem¬ 
perature is shown on the left-hand side of 
Fig. 2. Reading accuracy is better with the 
new technique, | articularly in the measure¬ 
ment of low noise temperatures. Values of L 
anti 1} were obtained with the W'einschel 
dual-channel insertion test set (accurate to 
0.02 db), and Tc'/T, was evaluated with a 
2388-Mc mixer and recorder system cali¬ 
brated to about 1 per cent using a liquid-
nitrogen-cooled termination, room-tempera¬ 
ture termination, and All. precision at¬ 
tenuator. 

Ihe coupling value for the directional 
coupler is best chosen to give a noise figure 
reading on the meter near the center of the 
scale (the most accurate portion of the 
scale). A noise figure meter reading of 18 db 
for the above example is obtained with an 
amplifier noise temperature of 72°K. 

This improved measurement technique 
also slightly reduces the sensitivity to excess¬ 
noise temperature error? 

Fig. 3 shows a typical liquid-nitrogen-
cooled termination, 50-ohm transmission 
line, and container as used in the method de¬ 
scribed. The container and transmission line 
are constructed from stainless steel to re¬ 
duce thermal heat loss. The Stoddart Air¬ 
craft Company termination has a special 
insert selected to have a VSWR of less than 
1.05 at the operating frequency when cooled 
to the temperature of liquid nitrogen 
(77.5°K). 

This technique of noise figure measure¬ 
ment extends the range of an automatic 
noise figure meter for use with low-noise 
amplifiers, increases the accuracy, and is 
relatively simple to implement. 

C. T. Stelzried 
Jet Propulsion Lab. 

California Inst. Tech. 
Pasadena, Calif. 

3 Research Summary 
Lab., (’alii. Inst. Tech., 
85; February 5, 1961. 

No. 36-7, Jet Propulsion 
Pasadena, Calif., vol. 1, p. 

A Tunnel-Diode Wide-Band 
Frequency Doubling Circuit* 

A typical tunnel-diode volt-ampere char¬ 
acteristic shows a marked similarity to a 
parabola in the region of its peak current 
operating point. If a sinusoidal voltage is 
applied to a diode biased at its maximum 
current point, the diode current variations 
will be at twice the frequency as the applied 
voltage. See Fig. 1. If the selected region of 
the diode provides a transfer function of 
Ke2 and e = sin ait; then 

„ . , , „ (1 - cos 2wt) i = A sur ut = K--
2 

The steady-state component is removed by 
ac coupling. 

♦ Received by the IRE, September 25, 1961. 
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Fig. 

Fig. 2. 

I'he waveforms from the circuit of Fig. 1 
show a 2-kc voltage variation being derived 
from a 1-kc signal source. See Fig. 2. The 
sweep speed in Fig. 2 is 50 /xsec/cm and the 
vertical sensitivity is 50 mv/cm. 

Frank D. Neu 
Lawrence Radiation Lab. 
University of California 

Berkeley, Calif. 

A Note on Antenna Breakdown* 
Introduction 

The fact that the breakdown potential 
for an antenna varies with pressure and that 
the recovery potential is somewhat lower 
than the breakdown potential is well 
treated in the literature. The general shape 
of the curves are shown in Fig. 1. 

The temptation is to devote primary at¬ 
tention to the breakdown curve. The re¬ 
searcher concentrates on determining and 
improving the breakdown curve. The de¬ 
signer concentrates on providing an antenna 
that operates below the breakdown curve. 

* Received by the IRE, September 25, 1961. 

The recovery curve is, for the most part, 
ignored. This reasoning makes an appar¬ 
ently logical assumption that there is no 
need to be concerned with antenna recovery 
characteristics if the antenna does not 
break down. There are some circumstances, 
however, that cause antenna breakdown 
from an external stimulus, and then the an¬ 
tenna will remain in this condition as long 
as the antenna operating point is above the 
recovery curve. 

Fig. 1. 

Discussion 

An excellent example of the breakdown 
stimulus is missile staging, which was dem¬ 
onstrated during the Titan missile program. 
Some Titan missiles that successfully staged 
suffered breakdown of the telemetry an¬ 
tenna, operating at about 200 Me, while 
Titan missiles that had not staged passed 
through the identical altitude region with¬ 
out incurring breakdown. The antenna 
breakdown began at the time of missile 
staging. 

An explanation for this series of events 
can be deduced by reviewing a few simple 
factors associated with the staging of the 
Titan. The first stage is jettisoned, and the 
second stage is ignited while the two stages 
are close to each other. The highly ionized 
exhaust from the second stage is deflected 
from the first stage. Some of this plasma 
finds its way to the telemetry antenna. 
Curves similar to Fig. 1 exist for the antenna 
operating in the plasma. However, the 
curves are at a much lower voltage level 
than those for antenna operation in air. If 
the plasma breakdown voltage drops below 
the antenna operating point, breakdown 
occurs. The antenna operates in the plasma 
for a short period of time as the missile ac¬ 
celerates away from the first stage. The 
change from antenna operation in plasma to 
operation in air is a continuous time func¬ 
tion. As the effect of the plasma decreases, 
the breakdown and recovery curves once 
more return to the original values. But if 
the antenna has broken down, it will stay 
in that condition until the operating point 
goes below the recovery curve. Now the per¬ 
formance of the Titan telemetry antenna can 
be explained. When the Titan did not stage, 
there was no stimulus and thus no break¬ 

down. Some of the missiles that staged did 
not incur antenna breakdown. For these 
missiles, the plasma breakdown voltage did 
not drop below the antenna operating point. 
In the case of the remaining missiles, the 
plasma breakdown voltage dropped below 
the operating point causing breakdown in 
the presence of the plasma. This momentary 
breakdown became sustained breakdown 
because the operating point was above the 
recovery curve. 

An additional example is afforded by an 
analysis of the performance of the telemetry 
antenna on a nose cone that was used on the 
Atlas and Thor missiles. Antenna break¬ 
down during powered flight was more com¬ 
mon on the Atlas than on the Thor. For our 
purposes, there are two major differences 
between the powered flight of the Atlas and 
Thor missiles: the Atlas achieves higher 
velocities than the Thor, and the Atlas 
stages whereas the Thor does not. There has 
been speculation that some of the Atlas 
nose-cone antenna breakdown was caused 
by shock ionization due to the higher veloc¬ 
ity. A comparison of the Atlas and Thor 
velocities through the critical altitude re¬ 
gion, 150,000 to 300,000 feet for the fre¬ 
quencies involved, rule out shock ionization. 
There is no evidence that the Atlas nose 
cone is subjected to shock ionization during 
powered flight. An examination of the 
records reveals that on a substantial per¬ 
centage of tests, breakdown of the antenna 
begins at staging. This evidence indicates 
strongly that on some Atlas test flights, 
breakdown of the nose-cone telemetry an¬ 
tenna was caused by plasma in the vicinity 
of the antenna, which in turn was the result 
of staging. 

Conclusion and Recommendations 
Much work has been done to improve the 

antenna characteristics represented by the 
breakdown curve. The results of this work 
will certainly be useful on vehicles that do 
not encounter a stimulus to cause momentary 
breakdown. 

However, antenna performance can be 
governed by the recovery curve and not the 
breakdown curve when an external stimulus, 
such as staging, is encountered. Those en¬ 
gaged in antenna breakdown research 
should give more consideration to recovery 
characteristics of antennas. 

The antenna designer who is concerned 
with breakdown must decide whether the 
breakdown or recovery curve governs for his 
application. In these cases where the re¬ 
covery curve governs, he must be extremely 
careful when he tries to apply theory or ex¬ 
perimental data that deals only with the 
breakdown curve, since some of the tech¬ 
niques developed to improve the breakdown 
characteristics may have little effect on the 
recovery characteristics. 

E. L. Tarca 
Space Systems Technology Group 

Siegler Corp. 
Inglewood, Calif. 
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Frederick W. Crawford was born in Bir¬ 
mingham, England, on July 28, 1931. After 
four years in industry, during which he ob¬ 

tained the B.Sc. de¬ 
gree in engineering 
from London Univer¬ 
sity, London, Eng¬ 
land, he spent four 
years at Liverpool 
University, Liver¬ 
pool, obtaining the 
Ph.D. degree for re¬ 
search on arc dis¬ 
charges in 1955, and 
the Diploma in Edu¬ 
cation in 1956. He 
obtained the M.Sc. 

degree in Mathematics from London Uni¬ 
versity in 1958. 

During 1956-1957, he worked on elec¬ 
tronic instrumentation as a scientist with 
the Research Department of the National 
Coal Board. The next two years were spent 
as a Senior Lecturer in Electrical Engineer¬ 
ing at the College of Advanced Technology, 
Birmingham, England. Since the end of 
1959, he has been working on plasma insta¬ 
bilities as a Research Associate at the Micro-

F. W. Crawford 

wave Laboratory, Stanford University, 
Stanford, Calif. He is presently on a tempo¬ 
rary leave to study at the Centre des Etudes 
Nucléaires de Saclay, France. 

Dr. Crawford is a member of Sigma Xi, 
an associate member of the I EE, and an 
associate of the Institute of Physics of Great 
Britain. 

Malcolm R. Currie (S'52—A’55-SM’58) 
was born in Spokane, Wash., on March 13, 
1927. He received the B.A. degree in physics 

in 1949, the M.S. 
degree in 1952, and 
the Ph.D. degree in 
1954, all from the 
University of Cali¬ 
fornia, Berkeley. 

From 1944 to 
1947 he served in the 
U. S. Navy Air 
Corps. He was asso¬ 
ciated with the Mi¬ 
crowave Laboratory 
at the University of 
California from ¡949 

to 1951. From 1952 to 1954 he was a Re¬ 
search Assistant in the Electronics Research 
Laboratory. He was an Instructor in the 
Department of Electrical Engineering dur¬ 
ing 1953-1954. Since 1954 he has been asso¬ 
ciated with the Research Laboratories of the 
Hughes Aircraft Company, Malibu, Calif., 
where he has been concerned primarily 
with problems in microwave and milli¬ 
meter wave tubes, plasma physics, optical 
masers and ion propulsion. From 1957 to 
1959 he was Manager of the Electron Dy¬ 
namics Department. In 1960 he became 
Director of the Physics Laboratory, and he 
is now Associate Director of the Research 
Laboratories. 

Dr. Currie received the Eta Kappa Nu 
Award (outstanding young electrical engi¬ 
neer) for 1958. He is a member of the Ameri¬ 
can Physical Society, the American Rocket 
Society, Sigma Xi, RESA, and Phi Beta 
Kappa. 

M. R. Currie 

Daniel G. Dow (S'53-M’57) was born in 
Ann Arbor, Mich, on April 26, 1930. He re¬ 
ceived the B.S. degree in engineering phys¬ 

ics in 1952 and the 
M.S.E.E. degree in 
1953, both from the 
University of Michi¬ 
gan, Ann Arbor, and 
the Ph.D. degree 
from Stanford Uni¬ 
versity, Stanford, 
Calif., in 1958. 

From 1953 to 1955 
he was a Project Of¬ 
ficer in the Electron 

D. G. Dow Tube Branch at 
Wright Air Develop¬ 

ment Center, Dayton, Ohio, responsible for 
research and development in microwave 
tubes. From 1955 to 1958, he was a Research 
Assistant at Stanford and hohler of Fellow¬ 

ships from the Sylvania Electric Corporation 
and the Bell Telephone Laboratories. From 
1958 to 1961 he was a member of the faculty 
of electrical engineering at the California 
Institute of Technology, Pasadena, and a 
Consultant to the Physics Laboratory of the 
Hughes Research Laboratories, Culver City, 
Calif. In July of 1961 he joined the Central 
Research Laboratories of Varian Associates, 
Palo Alto, Calif., where he is currently con¬ 
ducting research in the fields of plasma phys¬ 
ics and physical electronics. 

Dr. Dow is a member of the American 
Physical Society and Sigma Xi. 

Lester M. Field (M’48-F’52) was born 
in Chicago, Ill., on February 9, 1918. He re¬ 
ceived the B.S. degree from Purdue Univer-

L. M. Field 

sity, Lafayette, Ind., 
in 1939, and the 
Ph.D. degree from 
Stanford University, 
Calif., in 1943. 

Upon receiving his 
Ph.D. degree, he 
joined the Electron 
Dynamics Group of 
the Bell Telephone 
Laboratories. After 
early work in electron 
optics and magne¬ 
trons, he collaborated 

with Dr. J. R. Pierce to become co-developer 
of the first stable traveling-wave tubes. This 
device introduced new principles into the 
art of microwave amplification which served 
as the opening wedge to a whole new realm of 
types of amplifiers and new interaction 
processes. In 1946 he returned to Stanford 
University where he was one of the origi¬ 
nators of their Electron Tube Laboratory. 
During this period he invented many modern 
forms of traveling-wave tube propagating 
structures, the velocity-jump amplifier (and 
noise de-amplifier), scanning search-re¬ 
ceivers, transverse current amplifiers, and 
many others. He became Stanford Univer¬ 
sity's youngest full Professor at 32. In 1953 
he became a full Professor at the California 
Institute of Technology, Pasadena, and 
there established a tube research activity 
which expanded into a group studying 
plasma physics and microwave interaction 
with matter. Here he invented several forms 
of beam-plasma amplifiers and studied 
fundamental plasma behavior. During this 
period he also became the Associate Director 
of the Hughes Research Laboratories, Los 
Angeles, Calif., and became Head of its 
Physics Laboratory in 1955. As Head of the 
Physics Laboratory, he participated in es¬ 
tablishing programs in plasma studies, 
fusion power, ion propulsion and masers, as 
well as maintaining a continuing interest in 
microwave tubes through patents on new 
forms of high-power tube structures, such as 
the stub-supported contrawound helix and 
folded waveguide circuit. In recent years, he 
has been concerned with monitoring and 
welding together research, development, 
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production and business groups to make an 
over-all microwave tube enterprise. 

Dr. Field is a member of Sigma Xi, and 
the American Physical Society. He is a 
Wilbur Scholar of Tail Beta Pi, and recipient 
of the 1949 Eta Kappa Nu Outstanding 
Young American Engineer Award. 

Ian P. French was born in Cuenca, 
Ecuador, on April 22, 1935. He received the 
B.Sc. (Hons.) degree in applied physics 

I. P. French 

from St. Andrews 
University, Scotland, 
in 1958. He is con¬ 
tinuing his studies 
under the auspices 
of the Extension De¬ 
partment of McGill 
University. 

He joined Cana¬ 
dair, where he was 
engaged in radome 
design and test in 
1958. In 1959 he 
joined the RCA Vic¬ 

tor Research Laboratories, Montreal, Can., 
where he has spent some time on millimeter¬ 
wave studies. Since then he has been engaged 
in investigations of the electromagnetic prop¬ 
erties of plasmas, and is presently asso¬ 
ciated with experiments on microtvave 
propagation through plasmas and aerospace 
communication studies. 

Ladislas Goldstein (SM’55-F’56) was 
born in Dombrad, Hungary, on February 6, 
1906. He received the B.S. degree in physics 

from the College of 
the City of Nagy-
varad, and the M.S. 
degree from the Uni¬ 
versity of Paris, 
France, in 1928, 
where he was a 
Fellow from 1929 to 
1934, receiving the 
D.Sc. degree in nu¬ 
clear physics in 1937. 

From 1934 to 
1937 he was an As¬ 
sistant Instructor at 

the University of Paris, and from 1937 to 
1940 he was a Research Associate and a Fel¬ 
low of the National Center Research of 
France. From 1940 to 1942 he was a Re¬ 
search Associate at the Institute of Atomic 
Physics. He was the Director of the labora¬ 
tories at the Canadian Radium and Uranium 
Corporation from 1942 to 1944, and from 
1944 to 1945 he was a research worker with 
the Admiralty Research Laboratories, Ted-
dington, England. From 1945 to 1951 he was 
a Research Physicist with the Federal Tele¬ 
communication Laboratory, and in 1951 he 
became a Professor of Electrical Engineering 
at the University of Illinois, Urbana. 

He has concentrated his efforts in the 
field of nuclear physics. He has worked on 
the use of gas-discharge phenomena in micro¬ 
wave physics, microwave propagation 
through media containing free electrons, in-

L. Goldstein 

frared radiation detection, and the appEca-
tion of ionizing radiations of radioactive 
substances. 

Dr. Goldstein is a member of the Physi¬ 
cal Society. 

Roy W. Gould (S'48-A’51-M'56) was 
born in Los Angeles, C 
He received the B.S 

R. W. Gould 

‘alif., on April 25, 1927. 
E.E. degree from the 
California Institute 
of Technology, Pasa¬ 
dena, in 1949, and 
the M.S. degree from 
Stanford University, 
Stanford, Calif., in 
1950. He completed 
the requirements for 
the Ph.D. degree in 
physics at the Cali¬ 
fornia Institute of 
Technology in 1955. 
During his graduate 
study, he held a Na¬ 

tional Science Foundation Fellowship and a 
Howard Hughes Fellowship. 

In 1951 and 1952, he was employed at 
the Caltech Jet Propulsion Laboratory as a 
Research Engineer and worked on the guid¬ 
ance system of the Corporal missile. Since 
1955, he has been on the staff of the Cali¬ 
fornia Institute of Technology, where he 
nowan Associate Professor of Electrical Engi¬ 
neering and Physics, teaching and conduct¬ 
ing research in the field of plasma physics. 

Dr. Gould is a member of Tau Beta Pi, 
Sigma Xi, and the American Physical So¬ 
ciety. 

Theodore P. Harley (S’58-M'59) was 
born in New York, N. Y., on July 25, 1925. 
He received the B.S.E.E. degree in 1948 from 

T. P. Harley 

the College of the 
City of New York, 
and the M.S.E.E. de¬ 
gree from Colorado 
University, Boulder, 
in 1953. He has also 
completed additional 
graduate studies at 
the University of 
Washington, Seattle, 
leading to a Ph.D. 
degree a nd has taught 
a course in etec-
tronics. 

From 1948 to 1953, he was employed by 
the Bureau of Reclamation, Denver, Col. 
In 1953 he joined the staff of the Boeing 
Company, Seattle, Wash., as an Associate 
Research Engineer. Currently, he is working 
in the Aero-Space Division of this company 
doing work in propagation through plasmas. 

Edward W. Herold was born in New 
York, N. Y., in 1907. He received the B.Sc. 
degree in physics from the University of 

E. W. Herold 

Virginia, Charlottes¬ 
ville, in 1930, the 
M.Sc. degree from 
the Polytechnic In¬ 
stitute of Brooklyn 
in 1942, and an hon¬ 
orary D.Sc. degree, 
also from the Poly¬ 
technic Institute of 
Brooklyn, in 1961. 

From 1924 to 1926 
he worked at Bell 
Telephone Labora¬ 
tories, and from 1927 

to 1929 with E. T. Cunningham, Inc. 
He was with RCA at Harrison, N. J., from 
1930 to 1942 and from 1942 to 1959 at RCA 
Laboratories, Princeton, N. J., where he 
became Director, Electronic Research Lab¬ 
oratory. In 1959, he joined Varian Asso¬ 
ciates, Palo Alto, Calif, as Vice President, 
Research. He has made his career in research 
and development, specializing in electron 
tubes, semiconductor physics and devices, 
signal-to-noise problems, and plasma phys¬ 
ics. 

He is a member of Phi Beta Kappa and 
Sigma Xi, and has been active in IRE affairs 
including membership on the Board of Di¬ 
rectors from 1956 to 1958. 

Sheldon B. Herskovitz (S'55-M’56) was 
born in Brooklyn, N. Y., on March 13, 1930. 
He received the B.S. degree in chemistry in 

1951 from the Massa¬ 
chusetts Institute of 
Technology, Cam¬ 
bridge. He served in 
the Air Force for two 
years with the Vacu¬ 
um Tubes Group of 
the Air Force Cam¬ 
bridge Research 
Center, Cambridge, 
Mass., and then re¬ 
turned to Harvard 

S. B. Herskovitz University, Cam¬ 
bridge, where he re¬ 

ceived the M.A. degree in chemistry in 1955. 
During graduate work, he was employed as 
an engineer in the Research and Develop¬ 
ment Group of Microwave Associates, then 
in Boston, Mass. Since 1955, he has been 
employed at the Air Force Cambridge Re¬ 
search Laboratories, where he has been con¬ 
cerned primarily with an experimental re¬ 
search program involving the interaction of 
ionized gases and microwave energy. 

Mr. Herskovitz isa member of the Amer¬ 
ican Physical Society, the American Vacuum 
Society, and the Scientific Research Society 
of America. 

John C. Helmer, for a photograph and 
biography, please see pages 1588-1589, of 
the October, 1961, issue of these Proceed¬ 
ings. 

Henri Hodara was born in Paris, France, 
on January 8, 1926. He received the B.S.E.E. 
degree from the Massachusetts Institute of 
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Technology, Cambridge, in 1947 ; the 
M.S.E.E. degree from Stanford University, 
Calif., in 1949; and 

H. Hodara 

is presently completing 
his Doctoral disser¬ 
tation at the Illinois 
Institute of Technol¬ 
ogy, Chicago. 

From 1949 to 1956 
he was primarily ac¬ 
tive as a Management 
Consultant, in both 
the U.S.A. and 
abroad. He was a 
Project Engineer for 
Cook Research Lab¬ 
oratories from 1956 
to 1960. While at 

Cook, he designed a UHF subminiature 
transmitter for a recovery package, airborne 
ferret equipment, and object locators. In 
1960 he joined The Hallicrafters Company, 
Chicago, 111., as Head of Space Communica¬ 
tions and has since then become Associate 
Director of the Research and Development 
Division. His work is primarily in the field of 
communications; he has published exten¬ 
sively on wave propagation in anisotropic 
plasmas, re-entry blackout, and communica¬ 
tions. He is a Hallicrafters' Consultant to 
the Physical Science Laboratory of the New 
Mexico State University and Bell Telephone 
Laboratories on plasma propagation for 
Nike-Zeus. He has also acted as a Consultant 
to the Army Corps of Engineers, Fort Bel¬ 
voir, Va., on various problems of weak signal 
detection and electromagnetic theory and 
has taught evening graduate school in the 
Electrical Engineering Department of the 
Illinois Institute of Technology. 

Robert L. Jepsen (A’52-SM’57) was born 
in Valley, Wash., on June 16, 1920. He re¬ 
ceived the B.S. degree in electrical engineer¬ 

ing from Washington 
State College, Pull¬ 
man, in 1944 and the 
Ph.D. degree in 
physics from Colum¬ 
bia University, New 
York, N. Y., in 1951. 

He was employed 
by the Radio Corpo¬ 
ration of America, 
Lancaster, Pa., from 
1944 to 1946 as a 
magnetron research 
and development en¬ 

gineer. Between 1946 and 1951, he was a 
Research Associate at the Columbia Radia¬ 
tion Laboratory where he was engaged in re¬ 
search on magnetrons. He joined Varian 
Associates, Palo Alto, Calif., as a Research 
Physicist in 1951, and served as Director of 
the microwave tube research until 1957. He 
was awarded the first Varian Associates Ad¬ 
vanced Study Grant and spent the 1957-
1958 academic year at Harvard University, 
Cambridge, as a Research Fellow working in 
the fields of ferrites and ferromagnetic in¬ 
sulators. Upon returning to Varian Asso¬ 
ciates, he worked as a Research Physicist 
in the areas of plasma physics and vacuum 
physics. He is presently Manager of Re-

R. L. Jepsen 

search and Development for the Vacuum 
Products Division. 

Dr. Jepsen is a member of Tati Beta Pi 
and Sigma Xi. 

Gordon S. Kino (! 
Melbourne, Australia 
received the B.S. and 

G. S. Kino 

1947, where he did 

>’52-A’54) was born in 
on June 15, 1928. He 
M.S. degrees in math¬ 
ematics in 1948 and 
1950, respectively', 
from London Univer¬ 
sity, London, Eng¬ 
land. In 1955 he re¬ 
ceived the Ph.D. 
degree in electrical 
engineering from 
Stanford University, 
Stanford, Calif. 

He joined the 
Milliard Radio Valve 
Company, Salfords, 
Surrey, England, in 

^search on microwave 
triodes, traveling-wave tubes, and klys¬ 
trons. From 1951 to 1955 he was employed 
as a Research Assistant at the Electron cs 
Laboratory of Stanford University, where 
he carried out research on traveling-wave 
tubes and electromagnetic theory. He be¬ 
came a member of the technical staff of the 
Bell I'elephone Laboratories, Murray Hill, 
N. J., in 1955, where he was associated with 
the Electron Tube Development Depart¬ 
ment and did research on magnetrons. He 
returned to the Stanford Microwave Lab¬ 
oratory’ in 1957, and is now an Associate 
Professor in the Electrical Engineering De¬ 
partment. He is in charge of a plasma phys¬ 
ics group at Stanford. 

Dr. Kino is a member of Sigma Xi, the 
American Physical Society, and the Ameri¬ 
can Rocket Society. 

Ronald C. Knechtli (M’45) was born in 
Geneva, Switzerland, on August 14, 1927. 
He received the Diploma in electrical engi¬ 

neering in 1950 and 
the Ph.D. degree in 
1955 from the Swiss 
Federal Institute of 
Technology, Zurich. 

From 1951 to 
1953 he was a Re¬ 
search Engineer at 
Brown Boveri, Ba¬ 
den, Switzerland, in 
the field of micro¬ 
wave tubes and then 
a Research Assistant 
at the Massachusetts 

Institute of Technology, Cambridge. From 
1953 to 1958 he worked on low-noise micro¬ 
wave tubes and plasma physics at the RCA 
Laboratories, Princeton, N. J.; in 1958 he 
joined the Hughes Research Laboratories, 
Malibu, Calif., where he now heads the 
Plasma Research Section. 

Dr. Knechtli is a member of the Ameri¬ 
can Physical Society, Sigma Xi, and RESA. 

R. C. Knechtli 

K. V. Narasinga Rao (S’55) was born 
in Vizagapatam, India, on June 27, 1933. 
He received the B.Sc. (Hons) degree in 

physics from Andhra 
University, Waitair, 
India, in 1952, 
and the diploma 
(D.I.I.Sc.) in elec¬ 
trical technology 
from the Indian In¬ 
stitute of Science, 
Bangalore, in 1955. 

He joined the 
Andhra Electricity 

K. V. Narasinga Department, Madras, 
Rao India, as a junior 

electrical engineer for 
a short period in 1955. In 1957 he received 
the M.S. degree in electrical engineering 
from the University of Illinois, Urbana, 
where he is currently' a Research Assistant 
in the Gaseous Electronics Laboratory, and 
where he is finishing his Ph.D. require¬ 
ments. 

Mr. Narasinga Rao is a student member 
of the American Geophysical Union. 

Dipak L. Sengupta (S 55-M 59) was 
born in Bengal, India, on January 16, 1931. 
He received the B.S< 

I). L. Sengupta 

degree in physics and 
the M.Sc. degree in 
radiophysics, both 
from Calcutta Uni¬ 
versity, Calcutta, 
India, in 1950 and 
1952, respectively. 
He received the 
Ph.D. degree in elec¬ 
trical engineering 
from the University 
of Toronto, Toronto, 
Ontario, in 1958. 

Until 1954 he 
worked as a Govern¬ 

ment of I ndia Senior Research Scholar at the 
Bengal Engineering College of Calcutta 
University. At the University of Toronto, 
he was a part-time Research Assistant in elec¬ 
trical engineering; there he designed and de¬ 
veloped the antenna assembly of the Uni¬ 
versity’s radio-telescope. During the year of 
1959 he worked in the Gordon McKay Lab¬ 
oratory of Harvard University, Cambridge, 
Mass., as a Research Fellow in electronics in 
the Division of Applied Physics and Engi¬ 
neering. At present, he is an Associate Re¬ 
search physicist at the Radiation Laboratory 
of the University of Michigan, Ann Arbor. 

Dr. Sengupta is a member of Sigma Xi 
and the American Physical Society. 

Issie P. Shkarofsky (M’58) was born in 
Montreal, Canada, on July 4, 1931. He 
graduated in 1952 from McGill University, 
Montreal, with the B.Sc. degree and first-
class honors in physics and mathematics. 
In the following year, 1953, he obtained the 



1961 Contributors 1969 

M.Sc. degree, conducting his research at the 
Eaton Electronics Research Laboratory, 
McGill University, in the fields of microwave 

optics anti antennas. 
He then joined the 
microwave tube and 
noise group at the 
Eaton Electronics 
Research Labora¬ 
tory, McGill, and re¬ 
ceived the Ph.I), de¬ 
gree in 1957 with a 
dissertation on mod¬ 
ulated electron beams 
in space-charge-wave 

I. P. Shkarofsky tubes and klystrons. 
After graduation, 

he joined the Microwave Research Labora¬ 
tory, RCA Victor Co., Ltd., Montreal, 
where he has participated in research on 
microwave diffraction and millimeter waves. 
He is presently engaged in research on elec¬ 
tromagnetic wave interaction with plasmas, 
plasma kinetics and plasma stability. 

Dr. Shkarofsky is an associate member 
of the Canadian Association of Physicists. 

Leonard S. Taylor (A’54-M’56) was born 
in New York, N. Y., on December 28, 1928. 
He received the A.B. degree in Physics from 

L. S. Taylor 

Harvard University, 
Cambridge, Mass., in 
1951, and the M.S. 
and Ph.D. degrees in 
Physics from New 
Mexico State Uni¬ 
versity, University 
Park, in 1956 and 
1960, respectively. 

From 1951 to 
1954 he was em¬ 
ployed by the Ray¬ 
theon Manufactur¬ 
ing Company, where 

he worked in microwave component devel¬ 
opment and guided missile flight test analy¬ 
ses. From 1955 to 1959 he was at White Sands 
Missile Range, N. Mex., where he was 
engaged in the development of special micro¬ 
wave telemetry equipment and communica¬ 
tions systems analysis. Since August, 1960, 
he has been with the Advanced Aerody¬ 
namics Operation of the General Electric 
Space Sciences Laboratory, Valley Forge, 
Pa., where he has been engaged in research 
on the interaction of electromagnetic waves 
and plasmas. 

Dr. Taylor is a member of the American 
Physical Society and Sigma Pi Sigma. 

Richard L. Taylor was born in Milford, 
N. H., on September 22. 1931. He received 
the B.S.E.E. degree from the University of 
New Hampshire, Durham, in 1954. 

I Ie was then employed by the Air Force 
Cambridge Research Center, Cambridge, 
Mass., where he worked on radar devices. 

He entered active service with the Army in 
1955, during which time he again was con¬ 
nected with radar systems. I Ie returned to 

R. L. Taylor 

the Air Force Cam¬ 
bridge Research Lab¬ 
oratories in 1957, 
where he is presently 
employed as an Elec¬ 
tronic Engineer in 
the Gaseous Elec¬ 
tronics Section. His 
present work deals 
with the measure¬ 
ment of plasma prop¬ 
erties by the use 
of microwave tech¬ 
niques. 

George Tyras (S'54-M’57) was born in 
Czestochowa, Poland, on November 26. 
1920. He received the B.S.E.E. degree from 

G. Tyras 

Newark College of 
Engineering, N. J., 
in 1954 and the 
M S. E. E. degree from 
the University of 
Washington. Seattle, 
in 1957. 

From 1952 to 
1954, he was affili¬ 
ated with Charles 
Engelhard, Inc., 
Newark, N. J., where 
he was engaged in 
research and devel¬ 

opment of industrial instruments. In 1954 
he joined the Boeing Company, Seattle, 
Wash., where he was engaged in the analysis 
of fire control systems and radar detection. 
Later he became involved in analysis of 
electromagnetic propagation through aniso¬ 
tropic ferrites. Presently he is engaged in re¬ 
search on radio-frequency propagation 
through ionized gases. I Ie is also doing fur¬ 
ther graduate work in electrical engineering 
at the University of Washington under the 
Boeing Graduate Study Program. 

Joseph T. Verdeyen (S’59) was born in 
Terre Haute, Ind., on August 15, 1932. He 
received the B.S.E.E. degree from Rose 

J. T. Verdeyen 

Polytechnic Institute, 
Terre Haute, in 1954. 

I Ie then partici¬ 
pated in the Com¬ 
munication Develop¬ 
ment Training Pro¬ 
gram at Bell 
Telephone Labora¬ 
tories, Murray Hill, 
N. J., until 1955, at 
which time he en¬ 
tered the Signal 
Corps for two years. 
During this time, he 

participated tn the evening graduate pro¬ 
gram of Rutgers University, Fort Mon¬ 
mouth, N. J. In September, 1957, he became 
an Assistant Instructor in Electrical Engi¬ 
neering at Rutgers, where he received the 
M.S.E.E. degree in 1958. He then joined 
the staff of the University of Illinois, 
Urbana, asan Instructor in Electrical Engi¬ 
neering, and began work towards the Ph.D 

degree. He is currently engaged in research 
in plasma physics. 

Mr. Verdeyen is a member of Tati Bela 
Pi and Blue Key. 

Jim Y. Wada (S’56-M’57) was born n 
Lomita, Calif., on May 15, 1934. I Ie received 
the B.S. degree in engineering from the Uni¬ 

versity of California 
at Los Angeles in 
1956, and the 
M.S.E.E. degree 
from the University 
of Southern Cali¬ 
fornia, Los Angells, 
in 1958. Currently 
he is studying it 
U.S.C. on a patt-
time basis for tie 
Ph.D. degree. 

J. Y. Wada |n 1955 he joined 
the technical staff of 

Hughes Aircraft Company, Malibu, Calif., 
where he participated in the research and 
development of radar transmitters and low-
noise microwave tubes. Since 1959 he has 
been engaged in plasma physics research. 

Mr. Wada is a member of the American 
Physical Society and Tau Beta Pi. He was 
a recipient of the Hughes M.S. Fellowship. 

James S. Yee (M’59) was born in Canton, 
China, on October 24, 1927. He received the 
B.S. degree in physics and the M.S. degree 

in electrical engineer¬ 
ing in 1952 and 1956, 
from the University 
of W ashington, Seat¬ 
tle. He has taken grad¬ 
uate courses on elec¬ 
tromagnetic theory 
at the University of 
Southern California, 
Los Angeles, anil is 
continuing graduate 
work on microwave 
networks anti electro¬ 
magnetic theory at 

the University of Washington. 
From 1952 to 1953 he was with the U S. 

Geological Survey, Sacramento, Calif. From 
1953 to 1954 he was a Resean h Fellow at 
the Electrical Engineering Department, 
University of Washington. He was with he 
Boeing Company, Seattle, where he worked 
on radar-tracking error problems from 1954 
to 1955, and from 1955 to 1957 he was at he 
Hughes Research Laboratories, Culver City, 
Calif., where he conducted research on linear 
anil two-dimensional slot array designs, sur¬ 
face wave antennas anti electromagnetic 
diffraction problems, especially those rela:ed 
to radar cross section of simple and complex 
shapes. Presently, he isa Research Specialist 
with the Antennas and Radomes Unit, Boe¬ 
ing. conducting research work on antennas 
operating in a hypersonic environment, 1 nd 
on microwave and plasma interactions. 

Mr. Yee isa member of Phi Beta Kappa, 
and an associate member of Sigma Xi. 

J. S. Yee 
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Books 

Satellite Environment Handbook, Francis S. 
Johnson, Ed. 

Published (1961) by Stanford University Press, 
Stanford, Calif. 144 pages 4-3 index pages+xii pages 
+references by chapter+5 appendix pages. Ilins. 
7 X10. *5.50. 

Although there has not yet been a spate 
of books on the upper atmosphere, their 
numbers are certainly beginning to respond 
to the greatly increased scientific and tech¬ 
nological activity in this field. This book, 
written by authors at the Space Physics 
Research Group of the Missiles anti Space 
Division of the Lockheed Aircraft Corp., 
Palo Alto, Calif., is a concise and up-to-date 
compendium of information “compiled 
principally in response to numerous ques¬ 
tions from engineering projects directed to 
the Space Physics Research organization.’’ 

The editor says: “Many of the phenom¬ 
ena described in this book were not known 
or even suspected three years ago. Some of 
our present ideas will undoubtedly have to 
be altered in varying degrees within the next 
year or two. It is probable that there are 
still some major surprises in store for us.” 

I he chapters and authors are: 
1) Structure of the upper atmosphere 

( 16 pages): F. S. Johnson 
2) Structure of the ionosphere (20 

pages): W. B. Hanson 
3) Penetrating radiation (26 pages): 

A. J. Dessler 
4) Solar radiation (11 pages): F. S. 

Johnson 
5) Micrometeorites (10 pages): J. F. 

Vedder 
6) Radio noise (6 pages): O. K. Garriott 
7) Thermal radiation from the earth 

(6 pages): F. S. Johnson 
8) Geomagnetism (26 pages): A. |. 

Dessler 
The first two chapters describe the upper 

atmosphere. They are accurate and reason¬ 
ably adequate except that the chapter on 
the ionosphere does not contain a section on 
the propagation of radio waxes. Because of 
the existence in the ionosphere of free elec¬ 
trons, of vertical gradients in the electron 
concentration, of the pervading magnetic 
field of the Earth, and of the collisions with 
other constituents, this is a very compli¬ 
cated matter which certainly is one of the 
most important aspects of satellite environ¬ 
ment. Nearly all of our knowledge of the 
ionosphere has been obtained from its effect 
on radio wave propagation. Consequently, 
there are necessarily numerous references to 
these effects in this chapter but they require 
a prior knowledge on the part of the reader 
for understanding. I he chapter should also 
include such classical things as the Chap¬ 
man theory of layer formation, and the close 
relationship of the E-region ionization with 
solar zenith angle, in contrast to the large 
role of geomagnetic control in F-region ioni¬ 
zation. Also, some mention should have been 
made of field-aligned ionization and of esti¬ 
mates and observations of integrated elec¬ 
tron content from which it is concluded that 

there is something like four times as much 
ionization above hmF2 as there is below it. 

The second two chapters describe the 
particle and electromagnetic radiation en¬ 
vironment to which the atmosphere is ex¬ 
posed from without. These chapters are es¬ 
pecially interesting because they contain 
so much new information. As is true with the 
first two chapters as well, they cannot fail 
to give even the specialist new perspective 
and stimulation. The chapter on penetrating 
radiation treats particles trapped in the 
Earth’s magnetic field, solar flare radiation, 
and cosmic radiation. I he motion of trapped 
particles and the way in which the motion 
is controlled by the field, are described very 
clearly. Although the book does not use the 
term, it should be mentioned that the geo¬ 
centric region bove hmF2 in which charged 
particles move under control of the Earth’s 
magnetic field and essentially without col¬ 
lisions, is now being called the magnetosphere 
(after the suggestion of T. Gold). The chap¬ 
ter on solar radiation includes the latest 
measurements made from space vehicles and 
presents a complete picture of what is known 
of the spectrum of solar radiation incident 
upon the atmosphere. 

I he flux of “meteoroids” past the Earth 
can be estimated from radar and visual data, 
from the mass-accretion by the Earth as ob¬ 
tained by analyses of deep-sea sediments 
and dust collected in remote regions, from 
the zodiacal light, and by direct measure¬ 
ment with space vehicles. The answers ob¬ 
tained from the various methods are spread 
by a factor of 104 so that there is still much 
to be learned about this feature of the 
Earth’s environment. This problem is pre¬ 
sented in the fifth chapter with the same 
conciseness and clarity which characterizes 
those on the atmosphere and radiation. 

The short chapter on radio noise is useful 
but it is very brief and has been presented 
mainly from the point of view of a ground-
based observer. 

The chapter on thermal radiation from 
the Earth is also short but will be interesting 
to nearly all readers because most will not 
know’ anything about it although the prin¬ 
cipal reference is to work published 25 years 
ago. A one-page description of the airglow is 
included in this chapter. 

Geomagnetism is, of course, of great im¬ 
portance to satellite environment. Although 
the editor has chosen to place this chapter 
last, the reader might well be advised to read 
it first because the magnetic field exercises 
so much control over the ionized atmosphere 
and the charged particles which enter it 
from without. The inclusion of the integral 
invariant to describe the field, and of hydro-
magnetic waves to explain sudden perturba¬ 
tions, insures that even the experienceri 
geomagnetician will enjoy reading the chap¬ 
ter. I Ie will note the omission, though, of di¬ 
rect measurements by space vehicles, and 
of measurements made by the double re¬ 
fraction of radio waves and the possibility 
of extending these with “top-side sounders.” 

If you are interested in the upper at¬ 
mosphere and near planetary-space, this 
book should be on your shelf beside Mitra 
and Ratcliffe.1 Because it is so very concise, 
it is not the same kind of book that they are. 
But for that reason, it can accomplish what 
a 600-700 page, exhaustive treatment can¬ 
not: 1) For the expert from another field, 
it can give a short but advanced and correct 
introduction; 2) For the upper atmospheri-
cist, it can give a new perspective. For the 
latter, it is an exjierience like flying across 
the United States in clear weather in a jet 
aircraft for the first time, after crossing it 
many times since childhood by automobile. 
One misses a lot of detail but he gains a per¬ 
spective the automobile could never give 
him. At the same time, he hates to see a 
visitor, in making his first trip, do it by’ jet; 
but that's how it is these days more often 
than not. 

M. G. Morgan 
Dartmouth College 

Hanover, N. H. 

1 See review, Proc. IRE, Vol. 48, p. 2045, Decem¬ 
ber. I960. 

Handbook of Thermophysical Properties of 
Solid Materials, Vol. IV, A. Goldsmith, 
T. E. Waterman, and H. J. Hirschhorn, 
Eds. 

Published (1961) by the Macmillan Company. 60 
Fifth Ave.. New York 11, N. Y. 798 pages +vi pages. 
Ulus. 8JX111. *90.00 set of 5 vols. 

The stated purpose of this five volume 
work is to compile, evaluate, and consolidate 
all original text data on thermophysical 
properties of solid material published dur¬ 
ing the period 1940 to 1957 inclusive. The 
materials contained in these volumes are 
those which may find application in the de¬ 
sign of aircraft, missiles, space vehicles, con¬ 
ventional or nuclear power plants, or allied 
equipment. A further restriction is that only 
materials melting above 1000°F are in¬ 
cluded: exceptions are limited to the categor¬ 
ies of plastics or composite materials. 

The handbook was prepared by the Heat 
Transfer Section of the Armour Research 
Foundation and was based on technical 
goals and requirements set forth by the 
Thermophysical Branch, Material Center, 
Wright Air Development Division. 

The properties considered, presented as 
functions of temperature when applicable, 
are: density, melting point, latent heat of 
fusion, latent heat of vaporization, latent 
heat of sublimation, specific heat at con¬ 
stant pressure, thermal conductivity, ther¬ 
mal diffusivity, emissivity, reflectivity, lin¬ 
ear thermal expansion, vapor pressure, and 
electrical resistivity. 

The properties are arranged in a mater¬ 
ials index. Volume 1 covers elements melting 
above 1000°F and includes 13 different 
forms of carbon data. Volume II covers al¬ 
loy’s and includes the following subsections: 
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iron-base alloys, copper-base alloys, nickel-
base, cobalt-base, and refractory metal-base 
alloys, light metal alloys including titanium 
alloys, and other metal alloys. Volume 111 
covers ceramics including glasses. Volume 
IV, the only volume presented for review, 
covers cermets, intermetallics, polymeric 
material including plastics and composite 
materials. Volume V contains the complete 
list of references, the alphabetic author in¬ 
dex, and the alphabetic list of materials. 

I'he data are presented in graphical form 
utilizing the absolute temperature scales. A 
single page contains, on one side, a graph dis¬ 
playing the data and, on the other side, per¬ 
tinent reference material. I'he properties, 
organized by materials, are presented indi¬ 
vidually under each material section. The 
readability of the text is, in general, quite 
adequate; however, in cases where a great 
deal of data is available concerning a certain 
property, the identification symbols can be 
confusing to recognize. 

Due to the relatively new surge of inter¬ 
est in materials shown by electronics people, 
these volumes can be a valuable addition to 
a reference library. They appear to la? most 
usefid to two general types of readers. The 
first would Ik- those interested in survey¬ 
ing general classes of materials for spe¬ 
cific useful properties. I'he volumes contain 
a wealth of general knowledge which would 
be very useful in a survey of this kind. In 
this light, one feature of the compilation of 
data is noticeable by its absence. There are 
no summary graphs comparing the same 
property for general groups of materials. 
This type of summary graph would be ex¬ 
ceptionally useful to the reader interested in 
comparing a particular property within a 
group of materials. The second type of 
reader for whom the book would be most 
useful is the preliminary design engineer. 
Once a material is decided upon for a spe¬ 
cific application, many of the important de¬ 
sign parameters can be obtained in these 
volumes. Due to the fact, however, that the 
volumes include data through 1957 only, it 
will be necessary for the design engineer 
further to augment the present information 
with more recent data. This is particularly 
true of Volume IV which covers cermets, 
intermetallics, polymeries, and composite 
materials in which interest has grown rap¬ 
idly during the past four years. 

There is one example of an outstanding 
lack of understanding concerning the applic¬ 
ability of some of the data. Presented in Vol¬ 
ume IV' are electrical resistivity values for 
some intermetallic semiconducting com¬ 
pounds such as indium antimonide. It is well 
known that the electrical resistivity depends 
on the carrier concentration in semicon¬ 
ductors; but, in the section on indium anti¬ 
monide showing the electrical resistivity, no 
information is given which details the spe¬ 
cific carrier concentration at which the elec¬ 
trical resistivity measurements were made. 
This type of information is extremely limited 
in its usefulness. 

Two drawbacks to the method of presen¬ 
tation are noted. I'he first is the organization 
of the information by the use of a materials 
index which could be expansible. The idea is 
an excellent one; however, the binding of the 
material in book form makes it very incon¬ 
venient to insert additional pages into the 

volumes. Perhaps a presentation in binder 
form into which additional pages could be 
easily placed would be more acceptable. The 
second drawback is the inclusion of all ref¬ 
erences in the fifth volume. In the reviewer’s 
case, not having been supplied with the ref¬ 
erence volume, it was impossible to check the 
references cited for accuracy. This severely 
limits the worker who may be interested in 
the information contained in one volume 
rather than the whole set. 

While it is relatively easy to find fault in 
an undertaking of this magnitude, these vol¬ 
umes are definitely worthy of inclusion in a 
library of reference materials and are a vast 
improvement over existing works of similar 
nature. They will be particularly useful to 
the technical person at the survey or pre¬ 
liminary design stage. 

James G. Harper 
Texas Instruments Inc. 

Dallas, Tex. 

Static Relays for Electronic Circuits, Richard 
F. Blake, Ed. 

Published (1961) by Engineering Publishers, Div. 
oí The AC Book Co., Inc., Elizabeth, N. .1. I‘>8 pages 
4-viii pages. Ulus. 61X9J. $7.50. 

I'he material in this book was based on 
the Static Relays Symposium sponsored by 
the Electronic Components Research De¬ 
partment of the I". S. Army Signal Research 
and Development Laboratory. There are IS 
chapters prepared by various authors cov¬ 
ering the general state of the art. The first 
three are devoted to a statement of the gen¬ 
eral concept, a useful review of regenerative 
switching in semiconductors and desirable 
specifications for static relays. 

This book will be particularly interesting 
to the practicing engineer already in the 
field of semiconductors who has not kept 
abreast of developments in static switching. 
Many new circuits and ideas are presented 
leading toward a surprisingly wide range of 
applications where replacement of mechani¬ 
cal contacts with an operationally equivalent 
static semiconductor device is feasible. 

R. P. Burr 
Circuit Research Co. 

Glen Cove, N. V. 

Thermoelectricity : Science and Engineering, 
by R. R. Heikes and R. W. Ure. 

Published (l‘>61 ) by Interscience Publishers, Inc., 
250 Fifth Ave., New York 1. N. V. 569 pages +6 index 
pages-|-xi pages. Ulus. 61X91. S18.5O. 

I'he purpose of this book is to provide a 
systematic treatment of thermoelectricity, 
anti to cover various topics in chemistry 
physics, and engineering. Many of these 
topics in themselves could constitute an en¬ 
tire volume and sufficient references are 
given to prior literature. The key results are 
presented with clarity. The book also con¬ 
tains some original contributions to the the¬ 
ory of thermoelectric materials and thermo¬ 
electric device design. 

The first two chapters cover basic defini¬ 
tions and the thermodynamics of thermo¬ 
electric phenomena. Next are two chapters 
on transport processes in semiconductors, 
semimetals, narrow-band semiconductors. 

ionic crystals and liquids. I'he effects of high 
energy radiation and diffusion are then pre¬ 
sented. These subjects are followed by chem¬ 
ical preparation and experimental measure¬ 
ment of material properties. 

Following these fundamental topics is a 
chapter on the relationship between the 
thermoelectric figure of merit and micro¬ 
scopic properties of various types of mater¬ 
ials. It is here that the question of optimum 
choice of material parameters, such as dop¬ 
ing level, is considered. Next, the additional 
effects which occur at low temperatures, 
such as the phonon drag effect, are consid¬ 
ered. Known thermoelectric materials are 
then surveyed and their electric, thermal, 
and chemical properties given in several 
tables and graphs. 

The final four chapters of the book are 
concerned with devices. The basic principles 
of thermionic conversion are treated, fol¬ 
lowed by thermoelectric devices. The subject 
matter covered includes: approximate ai d 
exact calculations of device performance; 
staged and simple thermocouple designs; 
heat transfer problems and their effect on 
device design; technology problems, such is 
contacts to thermoelectric materials. 

This book is a good reference work in the 
area of thermoelectricity; both the basic 
principles and advanced topics have been 
adequately covered. The book is recom¬ 
mended to all those engaged either in basic 
thermoelectric research or engineering. Par¬ 
ticularly, it will serve as an excellent intro¬ 
duction to the field. 

W. H. Clingman 
Texas Instruments Inc 

Dallas, Tex 

Recent Books 
Davis, Sidney A. and Ledgerwood. By¬ 

ron, K. Electromechanical Components for 
Servomechanisms. McGraw-Hill Btxik Co., 
Inc., 330 W. 42 St., New York 36, N. Y. 
SI 1.50. A book designed to give practical 
aid in the selection, specification and ap¬ 
plication of rotating components. Various 
components are discussed and their design 
features analyzed. 

Langmuir, D. B., Stuhlinger, E., and Sellen, 
|. M., Jr., Eds. Electrostatic Propulsion, 
Vol. 5 in Progress in Astronautics and 
Rocketry, M. Summerfield, Series Ed. 
Academic Press, Inc., Ill Fifth Ave., New 
York 3, N. Y. S5.75. 

Martin, W. T. and Reissner, E. Elementary 
Differential Equations. Addison-Wesley 
Publishing Co., Inc., Reading, Mass. 
$6.75. A textbook of differential equations 
with applications to physical science and 
engineering, intended primarily for a one-
semester course. 

Parratt, Lyman G. Probability and Experi¬ 
mental Errors in Science: An Elementary 
Survey. John Wiley anil Sons, Inc., 440 
Park Ave. S., New York 16, N. Y. $7.25. 
A book designed to introduce the under¬ 
graduate student to the unifying concepts 
of probability and statistics as they apply 
in science. 

Proceedings of the Second International Con¬ 
ference on Operational Research. John 
Wiley and Sons, Inc., 440 Park Ave. S., 
New York 16, N. Y. SI5.00. 
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Scanning the T ra n s a c t i o n s_ 

Words are essential for communication and even for 
thought. English-speaking peoples need not be limited in their 
communicating and thinking by a dearth of words; the new 
unabridged Webster’s contains the forbidding number of 
450,000. Of these, approximately 100,000 are claimed to be 
new additions, words that were not in previous editions of this 
tome. It is a certainty that the field of electronics has made a 
not insignificant contribution here, although it wotdd be de¬ 
manding too much to require lexicographers to be absolutely 
current in the dynamic electronics vocabulary. Even those 
most intimately concerned with it have their problems in 
keeping pace. More difficult than learning accepted ter¬ 
minology is the problem of manufacturing and sorting new 
terms for new ideas, devices, and requirements. Tunnel 
diodes are no exception. There is an impressive amount of 
work in progress on these devices, but discussion is hampered 
by a lack of standard terminology and definitions. Now a 
paper has been published which puts forth the important 
tunnel-diode parameters and includes definitions, symbology, 
and measurement methods. (C. D. Todd, “Tunnel-Diode 
Parameters,” IRE Trans, on Instrumentation, September, 
1961.) 

Underwater television is not an entirely new concept. In 
fact, television “underwater” is occasionally brought rather 
dramatically to our attention with TV commercials showing 
that, if we should care to, we can use this pen for writing or 
that razor for shaving while immersed in the universal solvent. 
Sometimes the net residt of such commercials is an urge to 
submerge the TV set itself. This is done, but in a much more 
scientific way, as described in a recent paper on the role of 
television in underwater weapons testing. Closed-circuit tele¬ 
vision systems have been used by the Navy to instantaneously 
obtain valuable data on Polaris Missile launchings and other 
underwater tests. (O. R. Metzler, “Television in Underwater 
Weapons Testing,” IRE Trans, on Military Electronics, 
October, 1961.) 

Education will continue evolving as long as the subject 
matter with which it is concerned is undergoing evolution. 
Nowhere is this more apparent than in engineering education. 
The trend can be towards more specialization as the subjects 
become increasingly complex, or the emphasis can be on 
fundamentals and a broader approach. A plea not for more 
humanities but for different humanities has been made. The 
thesis is that a reappraisal of the extent, task, and presenta¬ 
tion of the humanities is mandatory. (W. W. Harmon, “The 
1 lumanities in an Age of Science,” IRE Trans, on Education, 
September, 1961.) One educator has presented some very 
cogent arguments for a complete renovation of the engineering 
curriculum and the awarding of a nonprofessional degree. He 
maintains that specialized professional training is the proper 

function of the graduate schools only. (N. Balabanian, “A 
Case for a Liberal Engineering Education and a Nonprofes¬ 
sional Degree,” IRE Trans, on Education, September. 
1961.) 

Family, genus, and species were categories created by 
the naturalist Linnaeus to bring order to the near chaos in 
biological classification. Although not a problem of com¬ 
parable magnitude, engineers are for convenience usually 
classified by means of their special interests. Without some of 
us realizing it, a new “breed” has quite recently joined our 
ranks: the bio-medical engineer. This interdisciplinary title 
would have sounded almost absurd not too many years ago, 
but now the bio-medical engineer is very much—and very 
appropriately—with us. His appearance has been attended 
by some unique and challenging problems in education 
(Symposium on Educational Frontiers in Bio-Medical Engi¬ 
neering. 1 RE Trans, on Bio-Medical Eleci ronics, October. 
1961.) 

Radio-electronics originally was concerned with com¬ 
munications and little else, but now each year reveals it 
ramifying into new and sometimes unexpected areas. Meas¬ 
urements in many fields have been revolutionized in the age of 
electronics, i'wo novel applications have recently been dis¬ 
cussed. Measurement of the atmospheric temperature field by 
electromagnetic means is possible. (D. Fryberger and E. 
Uretz, “Some Considerations Concerning the Measurement of 
the Atmospheric Temperature Field by Electromagnetic 
Means,” IRE Trans, on Military Electronics, October, 
1961.) The atmosphere comes under additional electronic 
surveillance, this time chemical, with a device for measuring 
ozone content. (C. R. McCully, et al., “An Instrument for 
Continuous Analysis of Atmospheric Ozone,” 1 RE Trans, on 
Instrumentation, September, 1961.) 

Round Shoulders on humans are not considered as par¬ 
ticular signs of strength. Not so for waveguides. “Round 
shoulders”—or more exactly, rounded corners—are known to 
be useful in many high-power microwave components in 
eliminating breakdown by reducing electric-field concentra¬ 
tions. Conditions in microwave high-power filters are con¬ 
sidered in detail in a recent paper. A number of rounded-
corner geometries important in microwave-filter structures 
were analyzed by conformal mapping. The optimum shape is 
not necessarily an approximation to a circular arc but rather 
a geometry for uniform field strength over the rounded por¬ 
tion. Smoothness is much more important for evacuated than 
for pressurized filter structures. Formulas and graphs are 
presented for use by the designer. (S. B. Cohn, “Rounded 
Corners in Microwave High-Power Filters and Other Com¬ 
ponents,” IRE Trans, on Microwave Theory and Tech¬ 
niques, September, 1961.) 
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Abstracts of IRE Transactions_ 

The following issues of Transactions have recently been published, and 
are now available from The Institute of Radio Engineers, Inc., 1 East 79 
Street, New York 21, N. Y., at the following prices. The contents of each issue 
and, where available, abstracts of technical papers are given below. 

IRE Libraries 
Sponsoring Group Publication . and ' Members CoUeges Members 

Aerospace and Navigational 
Electronics ANE-8, No. 3 $2.25 $3.25 $4.50 

Bio-Medical Electronics BME-8, No. 4 2.25 3.25 4.50 
Education E-4, No. 3 2.25 3.25 4.50 
Electron Devices ED-8, No. 5 2.25 3.25 4.50 
Engineering Management EM-8, No. 3 2.25 3.25 4.50 
Instrumentation 1-10, No. 2 2.25 3.25 4.50 
Microwave Theory and 
Techniques MTT-9, No. 5 2.25 3.25 4.50 

Military Electronics MIL-5, No. 4 2.25 3.25 4.50 

Aerospace and Navigational 
Electronics 

Vol. ANE-8, No. 3, 
September, 1961 

The Evaluation of Error Standard Devia¬ 
tion in the Accuracy Evaluation of the Doppler 
Navigator -N. Marchand (p. 91) 

The standard error deviation for the Dopp¬ 
ler navigator is theoretically derived for the 
general case of both random and systematic 
errors. It is demonstrated that both the along-
course error deviation and across-course error 
deviation, when expressed on a per unit basis, 
consist of two terms. One term is independent 
of the distance traveled and the other is depend¬ 
ent upon the distance traveled. There isa pos¬ 
sibility that results of statistical analysis of ex¬ 
perimental data, as given in the literarure, may 
be incomplete since the term in the error stand¬ 
ard deviation, per unit distance traveled, 
which is independent of distance traveled is 
not included. It is demonstrated how this 
omission may come about by neglecting the 
mean errors in the subsets of the population of 
observations. 

Identification and Evaluation of Magnetic-
Field Sources of Magnetic Airborne Detector 
Equipped Aircraft P. Leliak (p. 95) 

A general method for identifying and eval¬ 
uating magnetic sources associated with the 
magnetic airborne detector-equipped aircraft 
is described. It is derived for the compensation 
of magnetic noise related to the maneuvers of 
the aircraft. Mathematical formulas are in¬ 
cluded with a uniform engineering method, 
that is independent of the type of magnetic 
source encountered, for analyzing magnetic 
airborne detector records. A method for cali¬ 
brating magnetic sources while in flight is also 
offered. 

Correction to “Post-War Developments in 
Continuous-Wave and Frequency-Modulated 
Radar” —W. K. Saunders (p. 105) 

A Basic Control Equation for Rendezvous 
Terminal Guidance—L. A. Irish (p. 106) 

A basic rendezvous homing control equa¬ 
tion, which adjusts the magnitude and direc¬ 
tion of the acceleration of an interceptor vehicle 
in response to sensed interceptor-target rela¬ 

tionships, is derived, and the selection of sys¬ 
tem gain parameters to give a desired dynamic 
behavior is described. Modifications to the 
basic control equation for the following system 
variations are discussed: 

1) Rendezvous at a preset relative position 
or velocity, 

2) Landing on the moon (or other extra¬ 
terrestrial body), 

3) Operation with a propulsion unit having 
a limited range of thrust variation, 

4) Operation with a fixed-thrust pulsed 
propulsion unit. 

Abstracts (p. 114) 
Book Reviews (p. 115) 
PGANE News (p. 116) 

Bio-Medical Electronics 

Vol. BME-8, No. 4, 
October, 1961 

Papers from Symposium on Educational 
Frontiers in Bio-Medical Engineer¬ 

ing, University of Vermont; 
May 5—6, 1960 

New Frontiers in Bio-Medical Engineering 
Education —G. C. Riggle (p. 208) 

Biology in Bio-Medical Engineering— 
R. W. Stacy (p. 209) 

Physiology in Bio-Medical Engineering— 
F. J. Sichel (p. 211) 

The Role of the Engineer in Bio-Medical 
Science—S. A. Talbot (p. 212) 

Specialized Courses Required in Bio-Med¬ 
ical Engineering Science S. A. Talbot (p. 
216) 

Bio-Medical Engineering Program at Johns 
Hopkins, Pennsylvania, Rochester and Yale — 
H. 1’. Schwan (p. 219) 

The Bio-Medical Engineer—J. W. Dow (p. 
223) 

Informal Training Program in Bio-Medical 
Engineering at Brooklyn Polytechnic Institute 
and the Rockefeller Institute — R. L. Schoen¬ 
feld (p. 225) 

Bio-Medical Engineering Program at 
Drexel Institute of Technology—D. H. Le 
Croissette (p. 227) 

Medical Electronics at the University of 
Vermont H. M. Smith, Jr. (p. 228) 

Medically- and Engineering-Oriented Fa¬ 
cilities, Instruction and Research in Bio-Med¬ 
ical Electronics—V. W. Bolie, M. J. Swenson, 
W. B. Boast, and R. Getty (p. 229) 

Bio-Medical Electronics—Past and Pres 
ent H. P. Schwan (p. 234) 

A brief review of the development of tl e 
field of bio-medical electronics and its present 
status is presented. Topics include develop¬ 
ment, description of the field, industry educa¬ 
tion and future outlook. 

Influence of Light Atmospheric Ions cn 
Human Visual Reaction Time—M. Knoll, J. 
Rheinstein, G. F. Leonard, and P. F. High ber g 
(p. 239) 

An automatic electronic visual-reaction¬ 
time meter has been developed which includes 
a random-pulse generator controlled by nuclear 
radiation for starting the subject’s light pulse. 
With this instrument (using radioactive icn 
generators) several hundred subjects have been 
investigated in over 12,900 tests. An influence 
of light atmospheric ions on the human reacticn 
time has been found for ion currents between 
10# and 10” inhaled ions per second or ion densi¬ 
ties of about 103 to 106 ions/cm’. Inhaling posi¬ 
tive or negative ions may increase or decrease 
the reaction time of different people or even of 
the same person after several hours. In this 
respect the influence of ions resembles the effect 
of many drugs on the human system. The effect 
disapi>ears when the subject is breathing 
through the nose instead of the mouth. 

Electrical Analog Simulation of Tempera¬ 
ture Regulation in Man R. J. Crosbie, J. D. 
Hardy, and E. Fessenden (p. 245) 

Using the basic equations for heat balance 
which have been developed to take into ac¬ 
count heat losses by radiation, convection and 
evaporation, an electrical analog has been con¬ 
structed to simulate the physiological re¬ 
sponses to heat and cold in the nude man. As 
has lx*en previously shown, physiologic tem¬ 
perature regulation involves three of the bas c 
types of control modes, namely, proportional 
control, rate control, and some of the charac¬ 
teristics of on-off control. The rate and propor¬ 
tionality constants have been determined ex¬ 
perimentally on the assumption that the regu¬ 
lated temperature is the average body tempe--
ature. Time constants for the various thermal 
changes can be determined from the thermal 
constants of tissue and the response times of 
the physiological variables of sweating, vaso¬ 
motor activity and change in metabolic rate. 
The simulator predicts steady-state situations 
of rectal temperature, skin temperature, meta¬ 
bolic rate, vasomotor state and evaporative 
heat loss under both resting conditions and ex¬ 
ercise. Dynamic responses to sudden shifts in 
environmental temperature, air velocity, rela¬ 
tive humidity and metabolic rate can lx* simu¬ 
lated to a considerable extent using equations 
based on the controls outlined above. 

Transistorized Pacemaker for Remote 
Stimulation of the Heart by Radio-Frequency 
Transmission—L. Eisenberg, A. Mauro, and 
W. W. L. Glenn (p. 253) 

Diverse techniques have been developed 
for controlling the cardiac rate by external 
means when normal physiological processes 
fail to maintain a stable rate. These techniques 
are presented in a brief summary. 

The factors underlying the choice of the 
radio frequency transmission technique arc 
presented and evaluated, taking into accourt 
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control of the stimulus, avoidance of infection, 
and minimizing the number of electrical com¬ 
ponents within the body. A set of design speci¬ 
fications is then evolved based upon the physio¬ 
logical needs of the patient, utilizing the phi¬ 
losophy of the RE transmission approach. The 
design of two transistorized, battery-operated 
pacemakers is then presented in detail with a 
description of the constructed units and an 
evaluation of performance. These* units have 
now been used successfully on five patients. 

A Portable Miniature Transistorized Radio-
Frequency Coupled Cardiac Pacemaker — 
D. M. Hickman, L. A. Geddes, H. E. Hoff, M. 
Hinds, A. G. Moore, C. K. Francis, and T. 
Engen (p. 258) 

A miniature, transistorized radio-fre¬ 
quency-coupled cardiac pacemaker was devel¬ 
oped to eliminate wires penetrating the skin 
when electrodes are placed on the heart to 
drive it. The design also eliminates the need 
for totally implanting a pacemaker with its 
batteries. 

The stimulating impulse is transmitted via 
amplitude modulation to a tuned circuit and 
detector assembly implanted below the skin. 
The output of the detector is connected to 
electrodes directly on the heart, making ex¬ 
ternal control of the heart rate possible. 

In ojieration, the pacemaker transmitter is 
placed on the surface of the body above the re¬ 
ceiver implant. The size of the unit is 4X1 J 
X 1 à inches. It weighs three ounces. 

Correction to “The Center for Vital Studies 
—A New Laboratory for the Study of Bodily 
Functions in Man”—W. A. S¡M*ncer, L. A. 
Geddes, and H. E. Hoff (p. 262) 

Letters to the Editor (p. 263) 
Abstracts of Current Bio-Medical Elec¬ 

tronic Research Projects (p. 265) 
Notices (p. 267) 
PGBME Affiliates (p. 268) 
Proceedings of the Third International Con¬ 

ference on Medical Electronics (p. 296) 
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Vol. E-4, No. 3, 
September, 1961 

Acknowledgment —W. R. LePage (p. 83) 
Editorial — II. E. Koenig (p. 84) 
A Case for a Liberal Engineering Educa¬ 

tion and a Nonprofessional Degree—N. Bala-
banian (p. 86) 

The traditional four-year engineering pro¬ 
gram gives neither an adequate professional 
training nor a liberal education. It is proposed 
that a four-year program of “liberal engineer¬ 
ing” be instituted which synthesizes tradi¬ 
tionally compartmentalized disciplines and 
concentrates on the intellectual components 
of the profession. Specialized professional train¬ 
ing should be the proper function of the grad¬ 
uate school. 

The Technology of Information Systems— 
Another Challenge for Engineering Education 
—L. E. Saline (p. 91) 

The proper functioning of the world in 
which we live is becoming more and more de¬ 
pendent on information and how we use it. 
With methodologies and machines that are be¬ 
coming available to information systems tech¬ 
nology, we are, indeed, entering the Age of In¬ 
formation—an age of promise in business, in 
government, and in the military’ that can have 
as profound an effect on the world as the har¬ 
nessing of the atom, the development of elec¬ 
tric ¡>ower, or the Industrial Revolution of the 
Nineteenth Century. The purpose of this paper 
is to delineate the broad technology’ of informa¬ 
tion systems in order to provide a basis for esti¬ 
mating the impact of this technology’ on future 

engineering education. Suggestions for modi¬ 
fying undergraduate engineering curriculums 
are made in order that future engineering 
graduates will be prepared to contribute to the 
continuing development of the technology and 
to utilize the technology in performing other 
engineering work. This paper discusses such 
topics as: What is an Information System?; 
Functions of a Generic Information System; 
Men in Information Systems; Machines in In¬ 
formation Systems; Methods in Information 
Systems; How Information Systems Are Cre¬ 
ated; Major Problems Facing Information 
Systems Technology; and The Challenge for 
Engineering Education. 

Dis-service Courses —T. L. Martin, Jr. (p. 
98) 

For many years the traditional engineering 
physics course was the pivotal subject in the 
engineering curriculum. It provided an ade¬ 
quate basis in macrophysics to support tradi¬ 
tional engineering. The course is still offered, 
virtually unchanged for the past forty years 
except in minor details; the evolution of micro¬ 
physics, structural chemistry, and physical 
metallurgy has made little impact upon this 
course. Engineering physics is now a sacred 
cow—a dis-service course. 

This course has been cancelled at the Uni¬ 
versity of Arizona and classical macrophysics 
is taught by the engineering departments in 
the various and usual subdivisions of mechan¬ 
ics, thermodynamics, electric and magnetic 
fields, and electric circuits. A new course, at 
the junior level, has been introduced by the 
Physics Department to cover Microphysics. It 
is offered under the title of “Structure of Mat¬ 
ter” and covers electrons, atoms, chemical 
bonds, crystals, the energy band theory of 
crystals, and other topics from wave, statisti¬ 
cal, and quantum mechanics. The course has 
been offered for three years. While it is under 
constant revision there is little doubt now that 
this represents a positive solution to a part of 
the problem posed to engineering educators by 
recent advances in contemporary science. 

System Theory in a Unified Curriculum— 
H. K. Kesavan and B. R. Myers (p. 102) 

The incessant search for unifying concepts 
in engineering education has, in recent times, 
stepped up its pace to match the tempo of our 
scientific and technological progress. Although 
a single unified curriculum for all engineering 
problems would indeed be a utopia, there is 
hope, nevertheless, that certain apparently 
diverse areas of engineering can be regrouped 
with emphasis on the basic disciplines under¬ 
lying them. System theory, which is briefly 
exposed here, is one such fundamental disci-
pline with its mainsprings in the mathematical 
model of linear-graph theory. The chief asser¬ 
tion of this pa ¡1er is that system theory could 
very well serve as a basis for unifying the areas 
of 1) circuit theory, 2) circuit aspects of elec¬ 
tronics, 3) rotating machinery, 4) elementary 
statics and dynamics, and 5) system analysis. 
The ideas presented here are sufficiently sup¬ 
ported by the authors’ classroom experiences. 
In the light of the curriculum proposed, certain 
of the inevitable implications for Canadian 
electrical engineering are discussed. 

On Some Mathematical Aspects of Mag¬ 
netohydro- and Plasma-Dynamics—M. Z. V. 
Krzywoblock (p. Ill) 

The author presents a review of some 
mathematical aspects of magnetohydrody¬ 
namics and plasma-dynamics, and the fields of 
mathematics required and used in those do¬ 
mains are briefly discussed. The last section is 
devoted to the discussion of adjusting the 
mathematical program of a university, from 
the point of view of engineering, physics and 
mathematics, so that a greater number of stu¬ 
dents in those disciplines will be prepared for 
graduate courses in magnetohydrodynamics 
and plasma-dynamics. 

The Humanities in an Age of Science— 
W. W. Harman (p. 118) 

Many persons today question the meaning¬ 
fulness of the traditional formulations of some 
of the basic questions which have been asked 
in the humanities, and also the validity of the 
introspective means by which answers have 
been sought. These challengers often appear 
to have behind them the great weight of the 
scientific progress of recent centuries. The basic 
issue on which the behavioral scientist and the 
scientific humanist appear to differ so from the 
poet, the artist, or the religious philosopher has 
to do with the physical and the spiritual aspects 
of reality. Predominately, the scientist tends 
to operate on the implicit assumption that 
only the physical or sense-perceived world has 
reality; the poet and the mystic live in both 
worlds. The behavioral scientist tends to see 
values as culturally generated and acquired, 
the poet, as inherent in the structure of things. 

Questions about the nature of reality are 
not to be decided by disputation among our¬ 
selves, but by conducting such experiments as 
will enable us to discern what that nature 
really is. The nature of such experiments and 
suggestions for the possible resolution of this 
basic issue form the subject matter of this 
paper. 

Correction to “Today’s Dilemma in Engi¬ 
neering Education”—G. S. Brown (p. 126) 

Correspondence (p. 127) 
Contributors (p. 128) 
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Editorial —E. L. Steele (p. 345) 
New Editorial Board (p. 346) 
An Integrated Semiconductor Shift Regis¬ 

ter—J. T. Wallmark and S. M. Marcus (p. 350) 
Transition Region Properties of Reverse-

Biased Diffused p-n Junctions —J. Cohen (p. 
362) 

Poisson’s equation is solved for two com¬ 
mon types of diffused p-n junctions in a man¬ 
ner similar to that of previous authors. By a 
suitable transformation, the field in the junc¬ 
tion and capacitance-vol tage relation for all 
junctions are shown to be presentable as a 
single family of curves with no approximation 
other than the assumption of negligible drift 
field. The abrupt and graded regions are dis¬ 
cussed in detail. The zero-bias potential and 
capacitance are also discussed. 

Alloy Diffused Variable Capacitance Diode 
with Large Figure-of-Merit—A. Shimizu and 
J. Nishizawa (p. 370) 

The product of the cut-off frequency and 
the capacitance-voltage sensitivity is proposed 
as a figure-of-merit of the variable capacitance 
diode. 

It is expected from the theoretical results 
that the high-voltage sensitivity, (dC /d V) /C of 
the capacitance is obtained by the “hyper-
abrupt” junction in which the impurity con¬ 
centration decreases with the distance from 
the p-n boundary. .Assuming the exponential 
decrease of the impurity concentration, the 
theoretical expression is derived for the capaci¬ 
tance-voltage characteristic of the “hyper-
abrupt” junction diode, and is compared with 
the experiment. 

“Hyper-abrupt ” structure is easily obtained 
by the alloy-diffusion technique. The experi¬ 
mental capacitance-voltage characteristics of 
the germanium alloy-diffused diode agree 
fairly well with the theoretical results. Diodes 
changing the capacitance in proportion to the 
— 3 power of the applied voltage have been 
made, with the tuning ratio to about 100. To 
date, a diode with the maximum cut-off fre¬ 
quency of 30 kMc and with the figure-of-merit 
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Fy of 5.5 kMc/v, has lx*en made. Further in¬ 
crease of these quantities, however, will be ob¬ 
tained by the reduction of the thickness of the 
base layer, which is about 15 microns in the 
above diode. 

A Treatment of Diffusion Errors Affecting 
Junction Depth J. E. Reynolds (p. 377) 

An error treatment of the diffusion variables 
of time /, temperature T, and starting resis¬ 
tivity p, has been made in regard to their effects 
upon junction depth. An analytical equation 
has been derived for engineering usage in de¬ 
termining the per cent error in junction 
depth x: 

ing on the ceramic makes it possible to investi¬ 
gate the effect of metalizing thickness and of 
different materials on the bond strength and on 
the vacuum qualities of metal-ceramic butt 
seals. 

Tunnel-Diode Converter Analysis —C. S. 
Kim (p. 394» 

An analysis of tunnel-diode converters is 
presented for two different conditions of opera¬ 
tion. In the first, the converter is self-oscillat-
ing; in the second, the local oscillator (LO) 
voltage* is provided from an external source. 
Two classes of self-oscillating converters are 
presented. The first operates on the fundamen-

Per cent error in junction depth = 100 
A/2 QAT* y/iDt 
+ Sp ex '’ (W4D/)22/ ¿Rl ¿ -X 

A sample calculation using the above equa¬ 
tion is presented along with a method of esti¬ 
mating errors in junction depth due to heating 
and cooling in the diffusion cycle. 

Diode Oscillation in High-Voltage Klys¬ 
trons —K. Tomiyasu and M. P. Forrer (p. 381) 

Diode oscillations at frequencies between 
1350 and 3700 Me sometimes occurred in a par¬ 
ticular high-voltage pulsed klystron. These fre¬ 
quencies agree closely with those calculated for 
an inverted spherical diode. The oscillations 
are often delayed a few microseconds after the 
electron beam is turned on. Experimental tech¬ 
niques revealed that two of the modes, TE« 
and TE«, with Q’s of about 1000 had their 
highest electric fields in a region of the electron 
gun remote from the beam. 

Proposed Method for Controlling and Mini¬ 
mizing Reflections from a Surface—R. H. 
Mattson (p. 386) 

This paper proposes a method whereby the 
reflection of an electromagnetic wave from a 
surface can be controlled. The idea is to use a 

junction as the controlling device. The de¬ 
vice is made in such a way that the junction is 
parallel to the surface upon which the electro¬ 
magnetic radiation is impinging. If the p region 
is very narrow the wave will penetrate through 
it into the depletion region. If the w region is hi 
conductivity, the wave is reflected from it. 
Then if the depletion layer width is right for 
the frequency considered, the reflected wave 
will interact with the impinging wave to give 
the desired effect. By changing the bias applied 
to the junction a tuning effect can lx* obtained. 

Detailed analysis of the proposed device is 
covered in the paper. There are some practical 
limitations to creating the device described, 
but the idea and the method of analysis could 
be useful to individuals interested in creating 
microwave tuning and control components. 

Ceramic Metalizing Tape for Reliable 
Metal-Ceramic Seals H. 1). Doolittle, K. 
Ettre, R. F. Spurck, and P. F. Varadi (p. 390) 

A ceramic-metalizing method was devel¬ 
oped which increases the reliability of hard-
soldered metal-ceramic seals and makes pro¬ 
duction automation possible. The new tech¬ 
nique utilizes a “metalizing tape” consisting of 
a self-supporting plastic tape which contains 
the metalizing powders and a suitable binder 
(methacrylic-type). This tape can be manufac¬ 
tured with extremely uniform thickness, den¬ 
sity and surface smoothness, all of which quali¬ 
ties can lx* controlled on the prefabricated tape 
prior to its usage. The application of the pre¬ 
fabricated metalizing tape to the ceramic sur¬ 
face can lx? accomplished in a very simple way: 
by using a suitable solvent to form a bond be¬ 
tween the metalizing tape and the ceramic, or 
by thermal sealing. The materials and the 
methods used for the preparation of the metal¬ 
izing tape are described, as well as the methods 
of application. 

The resulting extremely uniform metal coat-

tal of the oscillation frequency and the other 
operates on the second harmonic. 

Assuming the dynamic conductance of a 
tunnel diode changes only as a function of the 
local oscillator voltage, and expressing this 
conductance in a Fourier series, a 3X3 con¬ 
ductance matrix is obtained. Utilizing this 
matrix, expressions for gain, bandwidth, and 
noise figure are obtained. The* analysis includes 
the image frequency termination. In the ex¬ 
pressions for noise figure, the cross-correlation 
terms, produced by the amplitude change of 
the de equivalent shot-noise current due to the 
LO voltage, are also included. 

Correction to “Bridge Measurement of 
Tunnel-Diode Parameter” W. II. Card (p. 
405) 

The Videograph Tube—A New Component 
for High-Speed Printing —R. W. Crews and 
P. Rice (p. 406) 

A cathode-ray tube having a faceplate pene¬ 
trated by an array of many fine wires, has been 
developed for high-speed printing applications. 
Charge ¡ratterns are deposited on moving paper 
in response to a modulated electron beam 
which scans the inner ends of the wires in the 
CRT. The ¡rattern on the paper is dusted with 
an electroscopic powder to make it visible. 
Copy having a resolut ion of 104 picture ele-
ments/inch* can be produced at a rate of 2 
feet’/second. 

The tube is being used in high-s¡reed fac¬ 
simile equipment and in a computer output 
printer which prints magazine address labels 
at a sjreed of 130,000 labels per hour from digi¬ 
tal information stored on tape. Television pic-
tuies have Ireen reproduced field-by-field at 
standard rates. The tube has wide application 
in systems where high-speed, remote print-out 
or local reproduction of copy’ is required. The 
cost of the recording paper is about one-tenth 
that of light-sensitive materials. 

Influence of Velocity Spread on Gain and 
Efficiency of Klystrons—H. G. Kosmahl (p. 
414) 

This pa¡x*r presents the calculation of the 
effect of velocity spread in electron streams on 
the gain and efficiency in klystrons. Using the 
density-function method and assuming a half-
Maxwellian velocity’ distribution, a small-signal 
theory of a klystron tu lx* was developed. The 
form of the solution is a power series whose co¬ 
efficients contain even powers of wq/w. The 
effect of losses in the cavity’ has also been in¬ 
cluded. The results are presented as plots of 
the ratios of the ac component of the bunched 
current with velocity spread vs a dimensionless 
parameter that is a measure of the velocity 
spread. The plots contain wq/u, the lengths of 
the drift tube and of the gaps as important de¬ 
sign parameters. 

Solid-State Device Research Conference 
(p. 420) 

Contributors (p. 431) 
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About This Issue —The Editor (p. 119) 
Decision Making, Growth, and Failure — 

S. B. Alpert and H. Weitz (p. 120) 
A case study’ is presented of the changes in 

the ratio of “administrative” to “productive” 
¡»ersonnel in the aircraft engine division of a 
large industrial firm. The ratio is traced over 
an eight y’ear period through growth and de¬ 
cline stages. Some contributing factors and 
consequences of the A/P index are examined. 

Designing the Corporate Structure to Com¬ 
bine Small-Company Vitality with Large-Com¬ 
pany Strength -A. W. Tyler and A. D. Ehren¬ 
fried (p. 125) 

The early’ leaders in corporate organizati on 
are found to be the giants of industry’ today. 
Following the move of the past decade to 
corporate decentralization is a new tre id 
toward the recentralizing of management 
planning and specialized service. The result is a 
new form of corporate structure toward which 
both large corporations and groups of small 
companies can evolve. This structure appears 
to combine the better features of both the laige 
and the small organization. It is made neces¬ 
sary by the complexity’ of present-day business 
management, and is made possible by the n?w 
technologies of electronic data processing, busi¬ 
ness communications, and high-s¡»eed transp >r-
tation. 

The Institutional Location of the Scientist 
and His Scientific Values —R. G. Krohn (p. 
133) 

Several writers on the history’ of science 
have argued that changes in the institutional 
location of science will lx* accompanied by sev-
eral major changes in scientific attitudes and 
values. A sample of approximately 30 per cent 
of the working scientists in several disciplines 
was interviewed in the Minneapolis-St. Paul 
area. Those interviewed worked in government, 
industrial, and university’ laboratories. A num¬ 
ber of indicators of scientific attitudes and 
values were examined. 
Special Section on Services for R, D, and E 
Development of a Technical Services De¬ 

partment for IBM —F. II. Welsh, Jr. (p. 139) 
To develop the highly complex products 

required of industry’ today, it is necessary to 
provide the research and engineering person¬ 
nel developing these products with an array of 
highly specialized supporting services. Since 
these supporting skills are not required by any 
one engineering group 100 per cent of the time, 
economics dictates that these services lx* cen¬ 
tralized. Thus, a Technical Services Depart¬ 
ment is born. The supporting skills provided 
by such an organization may vary, for ex¬ 
ample, from the analytical ability of higl ly-
specialized Ph.D.s, to the manipulative abi ity 
of highly’ trained tool and die makers. 

IBM has a particular need for such special-
ized services because of the number of engi¬ 
neering groups which it has working simul¬ 
taneously on different projects. In this artide, 
it is not possible to cover the development of 
Technical Services in all the IBM Labora¬ 
tories. Therefore, the discussion is limited to 
the IBM General Products Division Develop¬ 
ment Laboratory at Endicott, N. Y. This is 
appropriate, as Endicott is typical of other 
IBM Commercial Laboratories. 

A Systematic Procedure for Preparing 
Specifications on Electronic Instrumentation 
and Control Systems—II. Olken (p. 143) 

This is a report on the development cf a 
systematic procedure for preparing specifica¬ 
tions for electronic instrumentation or control 
systems. This procedure aids in the ¡»reparation 
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of specifications which: 1) make it possible to 
find any particular specification requirement 
quickly, and 2) insure that no important re¬ 
quirement has been omitted. Details of this 
procedure and a discussion of advantages 
gained through its use are presented. Also dis¬ 
cussed is a technique for specification review 
and revision that helps to improve the profi¬ 
ciency of engineers at specification writing. 

The Industrial Engineer’s Role in New 
Product Development -D. W. Karger (p. 155) 

Two examples are presented of the kind of 
contribution industrial or production or 
methods engineers can make to new product de¬ 
velopment. The first is a 1.2 volt mercuric 
oxide battery. The second is a tantalum ca¬ 
pacitor. Contributions to analyses of costs and 
tolerances are cited. 

Technical and Management Notes 
An Approach to Probabilistic Forecasting 

of Engineering Manpower Requirements — 
L. B. Wadel and C. M. Bush (p. 158) 

A statistical technique is presented for esti¬ 
mating probable future manpower require¬ 
ments in the face of uncertainty about the suc¬ 
cess of outstanding bids. 

A Visual Method of Program Balance and 
Evaluation L. B. C. Fong (p. 160) 

A visual method is presented for providing 
an overview of the entire program of the Dia¬ 
mond Ordnance Fuze Laboratories. The dis¬ 
play indicates relative emphasis of effort at the 
various levels in the laboratories and permits 
comparison between fields and specialities. 

About the Authors (p. 164) 
Affiliated Societies—IRE Professional 

Group on Engineering Management (p. 166) 
Information for Authors (Inside Back 

Cover) 

Instrumentation 
Vol. 1-10, No. 2, 
September, 1961 

Abstracts (p. 56) 
Tunnel Diode Parameters —C. D. Todd (p. 

57) 
Engineers and technicians concerned with 

the use of, or the testing of tunnel diodes need 
to understand the symbology and basic defini¬ 
tions of the various parameters involved. In 
many cases, a knowledge of simplified measur¬ 
ing techniques is also necessary. It is the pur¬ 
pose of this paper to fulfill these basic needs. 

Separation of Magnetic Losses in UHF Fer¬ 
rites—A. Brastins and E. M. Williams (p. 63) 

The Asymmetrical Bridge—A. B. Kaufman 
(p. 68) 

A Display Simulator for Computer-Aided 
Systems R. II. Prager (p. 71) 

A Stable, Scannable, Magnet Current Reg¬ 
ulator N. W. Bell and R. H. Small (p. 75) 

Analysis of a Time-Varying Pulse System 
with Random Inputs T. S. George (p. 78) 

A Nanosecond Time Base for Traveling-
Wave Deflection Cathode-Ray Tubes—G. J. 
Frye, J- D. Bruce, and N. S. Nahman (p. 85) 

An Instrument for Continuous Analysis of 
Atmospheric Ozone C. R. McCully, J. F. 
Roesler, E. S. Gordon, J. N. Van Scoyoc, and 
R. A. Carrigan (p. 89) 

Contributors (p. 94) 

Microwave Theory and Techniques 
Vol. MTT-9, No. 5, 
September, 1961 

Microwaves—A Review of Progress in 
Great Britain During 1960 -A. E. Karbowiak 
(p. 374) 

The fields covered by the review are: Elec¬ 
tromagnetic theory as applicable to wave 
propagation, theory of waveguides and compo¬ 
nents, microwaves in fundamental measure¬ 
ments (such as time and atomic constants), de-
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signs of components, measurements, solid-state 
devices and a summary of utilization. Future 
trends are also indicated. The review (with 
some exceptions) does not cover the following 
fields: Antennas, propagation and microwave 
tubes. In reviewing technical publications, 
preference is given to such aspects of work 
which are novel, fundamental or are of contro¬ 
versial nature or are likely to influence future 
trends; where appropriate, criticism of the work 
is given. 

A New Type of Circular Polarizer Using 
Crossed Dipoles—M. F. Bolster (p. 385) 

A method of obtaining a circularly-polar¬ 
ized wave by use of two orthogonal dipoles 
driven in parallel by’ a common transmission 
line is shown. The lengths of the dipoles are so 
chosen that the real part of their input admit¬ 
tances are equal and the angle of the input ad¬ 
mittances diffe r by’ 90°. When these two con¬ 
ditions are met the resulting radiated wave in a 
normal direction will be circularly polarized. 

The method is applicable both to a ciicu-
larly-polarized radiating antenna and to the 
problem of producing a circularly-polarized 
wave of the TEn mode in a round waveguide. 
For the first case, an analysis and a method of 
design are shown, and for the second case an 
experimentally’ developed example is given. 
The second case employs monopoles rather 
than dipoles for convenience in energizing from 
a coaxial line. 

Rounded Corners in Microwave High-
Power Filters and Other Components —S. B. 
Cohn (p. 389) 

Microwave high-power filters must be 
operated with internal air pressures of at least 
one atmosphere, or with a good vacuum. Pres¬ 
sures between these extremes result in reduced 
power-handling ability. The breakdown proc¬ 
esses for both high air pressure and vacuum 
are discussed, and it is made clear that any 
sharp corner on which the electric field would 
concentrate must be rounded if high-power 
ojæration is to be achieved. For good results in 
vacuum operation, the surfaces must be es-
jxxdally smooth and free of contamination, 
while in high-pressure operation, minor irregu¬ 
larities are less important. 

Various high-power filter configurations of 
importance are described, and the structural 
corners at which electric-field concentrations 
occur are pointed out. A number of simplified 
geometries are then shown that can represent 
(he essential portions of the practical structures 
with sufficient accuracy for ordinary purposes. 
Formulas and graphs for these simplified ge¬ 
ometries are presented that give the ratio of 
the maximum electric field strength on the 
boundary to a uniform reference field strength 
at a point sufficiently removed from the corner. 
In some cases, the boundary curve is an ap-
proximation to a circular arc, while in other 
cases a boundary shajæ is derived such that the 
electric field strength along the curve is con¬ 
stant. These constant-field-strength boundaries 
are optimum shapes from the standpoint of 
power-handling ability. 

A Periodic Structure of Cylindrical Posts in 
a Rectangular Waveguide—E. E. Altshuler (p. 
398) 

The propagation characteristics of a rec¬ 
tangular waveguide loaded with uniformly 
spaced cylindrical posts (periodic structure) 
are investigated at a frequency of 2840 Me. A 
qualitative discussion on the expected behavior 
of the effective guide wavelength of this type 
of periodic structure is presented, and it is 
shown that the presence of the posts reduces 
the guide wavelength of the waveguide. The 
guide wavelength is then measured as a func¬ 
tion of post diameter, post depth, and post 
spacing; and curves enabling one to design 
periodic structures which have guide wave¬ 
lengths in the region of the free space wave¬ 
length are presented. 
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Modes in Rectangular Guides Loaded with 
a Transversely Magnetized Slab of Ferrite 
Away from the Side Walls—G. Barzilai and 
G. Gerosa (p. 403) 

The characteristic equation describing the 
general modal spectrum for a rectangular guide 
partially filled with a slab of ferrite trans¬ 
versely’ magnetized and situated away from the 
side walls is derived. This equation is numer¬ 
ically solved for particular cases and for modes 
of zero and first order with respect to the de¬ 
pendence along the direction of the de mag¬ 
netic field. Some experiments to verify the 
theoretical results are ¡»resented and show good 
agreement with the theory. 

Higher-Order Evaluation of Electromag-
getic Diffraction by Circu’ar Disks—W. II. 
Eggimann (p. 408) 

The problem of the diffraction of an arbi¬ 
trary electromagnetic field by’ a circular per¬ 
fectly-conducting disk has been solved by 
using a scries representation in powers of 
k = 2ir/\ and the rectangular disk coordinates. 
The surface current density’ is given in terms of 
the field and its derivatives at the center of the 
disk. General expressions for the electric- and 
magnetic-dipole moments, the far-field and the 
scattering coefficient for the case of a plane 
wave at arbitrary incidence are presented. The 
calculations agree with results published by 
other authors. A bibliography of the most 
recent publications on this problem is included. 

Low-Noise Properties of Microwave Back¬ 
ward Diodes—S. T. Eng (p. 419) 

This pajier describes, foi what is believed to 
be the first time, the low-noise properties of 
backward tunnel diodes in microwave applica¬ 
tions. The physics of the diorles is reviewed 
together with some of the characteristics and 
equivalent circuit parameters. The diodes are 
then considered as mixer diodes with IF in 
the audio range and also the standard 30-Mc 
IF. Another promising application considered 
is the use of the backward diodes in low-level 
detection. 

The results show that the noise figure at 
13.5 kMc with a l-kc IF is around 15 db better 
than any’ commercially available mixer diorles. 
Using 30-Mc IF, the noise figure of backward 
diorle mixers is without special optimum de¬ 
sign, comparable to the best mixer diodes on 
the market. Of great importance, especially in 
microminiaturization, is the fact that these 
diodes may’ be used with a very low local oscil¬ 
lator power (50 ¡*w or less). The high non¬ 
linearity’ of the I-V characteristic at the origin 
ami the low 1/f noise properties of these diodes 
are also of benefit in crystal video receivers and 
other low-level detector applications. 

Design Theory of Up-Converters for Use as 
Electronically-Tunable Filters—G. L. Mat-
thaei (p. 425) 

The up-converters discussed use a single 
diode, a wide-band impedance matching filter 
at their signal input, a moderately wide-band 
impedance matching filter at their pump input, 
and a narrow-band filter at their sideband out-
put. With a narrow-band filter at the sideband 
output, the frequency’ which will be accepted 
by the amplifier can be controlled by varying 
the ¡»ump frequency. Analysis of the impedance 
matching problem involved shows that tuning 
ranges of the order of a half-octave to an octave 
are possible. Theory is presented for both the 
lower-sideband and upper-sideband types of 
tunable up-converters and for the design of the 
required impedance-matching net works. It is 
shown that, because of the pump input band¬ 
width required, it will generally lx* necessary 
to accept some mismatch at the pump input. 
But, by use of a projXTly designed impedance¬ 
matching filter, the reflection loss can be kept 
nearly’ constant across the pump band, and the 
incident pump power required is not unreason¬ 
able. It is seen that properly designed devices 
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of this type using voltage-tunable pump oscil¬ 
lators should have wide tuning range, fast tun¬ 
ing capability, a useful amount of gain, no im¬ 
age response, and a low noise figure. 

Anisotropic Properties of Strip-Type Arti¬ 
ficial Dielectric—N. J. Kolettis and R. E. Col¬ 
lin (p. 436) 

Theoretical formulas for the propagation 
phase constant of a two-dimensional strip 
medium are presented for general directions of 
propagation. In addition a number of experi¬ 
mental results are included that verify the 
validity of the theory. Some of the difficulties 
encountered in defining equivalent dielectric 
constants for this medium are also pointed out. 

Optimization of Waveguide Tapers Capable 
of Multimode Propagation C. C. H. Tang (p. 
442) 

By converting Maxwell’s equations, the 
general case of mode conversion in tapered 
waveguides is treated by matrix formulation in 
terms of an infinite set of coupled differential 
equations with nonuniform coupling coefficients 
and varying phase constants. An “orthogonali¬ 
zation” or “diagonalization” process is intro¬ 
duced through a nonlinear matrix transforma¬ 
tion which is a function of taper length. The 
general matrix solution of the problem is ob¬ 
tained through a perturbation method in the 
form of an integral equation of the Volterra 
ty¡»e, and the integral equation is solved by an 
iteration method. In view of the difficulties in 
finding eigenvalues, the problem is then re¬ 
duced to the two-mode case, and the mode con¬ 
version is obtained in an explicit form reveal¬ 
ing certain information which characterizes the 
choice of “mode-conversion distribution func¬ 
tion.” Optimization is first obtained through 
proper choice of the mode-conversion distribu¬ 
tion function. In an attempt to approximate a 
Tchebycheff mode-conversion response*, fur¬ 
ther optimization is realized by creating “new 
zeros” and thereby changing the density of the 
distribution of zeros in the vicinity of the ori¬ 
gin of the mode-conversion curve and the na¬ 
ture of the optimization procedure essentially 
becomes that of synthesis. Through using the 
optimized distribution function, a total reduc¬ 
tion of about 50 per cent in taper length is 
realized (when compared with the cosine-
squared distribution) for the case of 50-db pre¬ 
scribed-mode discrimination in a taper con¬ 
necting a g-in II) waveguide to a 2-in II) wave¬ 
guide operating in the circular electric mode up 
to 75 kmc. 

Correspondence (p. 452) 
Contributors (p. 455) 

Military Electronics 
Vol. MIL-5, No. 4, 

October, 1961 
A. G. Waggoner (p. 264) 
Guest Editorial A. G Waggoner (p. 265) 
Microwave Telemetry at U. S. Missile 

Ranges G. F. Bigelow, T. B. Jackson, and 
R. T. Merriam (p. 266) 

An orderly plan has been prepared covering 
the implementation of UHF radio telemetry on 
the country’s missile ranges. Requirements 
have been drafted for UHF systems to Im* de¬ 
veloped by 1970. Programs have been launched 
to transfer the requirements into equipment. 
Preliminary standards have been established. 

Today, UHF telemetry links are utilized for 
a limited number of projects. Currently a high-
performance UHF link is expensive, large in 
size, and complex. One must use a transmitter 
that may weigh 12 to 50 pounds, that has a 
volume of 250 to 1000 cu in, and that has an 
over-all power efficiency of 2 per cent for an X to 
10 watt output. Its cost may be 10 times that of 
a 5-watt VHF transmitter. Automatic tracking 
systems are required but are not generally 
available. Special preamplifier-converters are 
also necessary. Because of these factors, UHF 

telemetry is used, at present, only by a few 
missile projects. 

Obviously, we must continue to advance the 
state-of-the-art until a spectrum of microwave 
devices is available to fill the needs of the ma¬ 
jority of telemetry users. Economy, as well as 
technical capability and flexibility, will lx* the 
mark of these developments. 

Information Bandwidth Problems in Instru¬ 
mentation of Missile Flight Tests W. E. 
Mimmack (p. 272) 

The operation of missile flight-test instru¬ 
mentation systems at minimum bandwidth is 
an important economic consideration. Design 
of instrumentation systems may become dif¬ 
ficult or impossible unless intelligently chosen 
bandwidth parameters are siæcified. Since 
nearly all missile flight-test instrumentation 
systems operate as sampled data devices, the 
bandwidth parameter shows up as a sampling 
rate requirement. 

It can be shown, under fairly general con¬ 
ditions involving no highly restrictive assump¬ 
tions, that the rate of information acquisition 
of a sampled-data instrumentation system, 
when considered as a function of sampling in¬ 
terval, has a maximum. This can be readily ap¬ 
preciated intuitively. For a position-measure¬ 
ment system, for instance, if the sampling in¬ 
terval is made very short, the amount of infor¬ 
mation gained with each subsequent sample is 
very small because of the large amount of prior 
information about the position of the object be¬ 
ing measured. No information would be gained 
if a sample were taken an infinitesimally small 
time after an initial measurement. Also, a very 
long time interval between samples would ¡»er-
mit considerable growth of ignorance about the 
object’s position, but the logarithmic informa¬ 
tion-gain function would grow slowly compared 
with l~x\ so the information rate for long sam¬ 
pling intervals would also be a small number. 
Somewhere between these two cases lies at 
least one maximum in information rate. 

The se lection of a sampling rate correspond¬ 
ing to the maximum information rate is recom¬ 
mended as a good choice for many types of mis¬ 
sile test instrumentation systems. General 
sampling-rate formulas are developed, as well 
as s¡»ecific formulas for certain important types 
of instrumentation problems. 

Some Considerations Concerning the 
Measurement of the Atmospheric Temperature 
Field by Electromagnetic Means I). Fryber-
ger and E. F. Uretz (p. 279) 

A system for determining atmospheric tem¬ 
perature structure by using an electromagnetic 
radiometer probe is described. The relationship 
between the electromagnetic sensor reading and 
atmospheric conditions is developed for both 
the microwave and infrared sensor utilizing a 
unified approach for the two cases. It is shown 
that, with the assumption of horizontal homo¬ 
geneity, several alternate procedures for inver¬ 
sion of sensor readings to yield the spacial-tem-
perature field are possible. One of these pro¬ 
cedures which was used to invert theoretical 
radiometer readings from an assumed at¬ 
mospheric structure is described in detail. The 
results of the inversion which was accomplished 
with the aid of a UNIVAC 1105 computer are 
included. 

Improvement in Tracking Accuracy of Pulse 
Radar by Coherent Techniques —S. Kazel and 
J. N. Faraone (p. 2X6) 

The theory of optimum linear ¡»rediction 
and filtering is applied to determine the opti¬ 
mum system response of pulse (noncoherent) 
and pulse-Doppler (coherent) radars for target 
motions consisting of 1) random steps of velo¬ 
city, and 2) random steps of acceleration. The 
rms error in velocity data is calculated for each 
system, and the improvement factor of pulse-
Doppler over pulse radar is obtained. The im¬ 
provement factor is considerably greater in the 
case of random steps of acceleration, demon¬ 

strating that the relative accuracy of the two 
systems depends on the nature of the target 
motion, as well as on the radar parameters. Al¬ 
though the errors in both systems are reduced 
somewhat by allowing large delays in output 
data, the relative accuracy is found to be un¬ 
changed. 

Integrated Missile Flight Safety System at 
Vandenberg/Point Arguello —K. E. Bailey and 
J. K. Moller (p. 294) 

The background for the present safety sys¬ 
tem is outlined in a review of the original Xir 
Force plans and installations and subsequent 
Navy-Air Force agreements for the coordinated 
use of the Pacific Missile Range, considering 
the expanded scope of o¡»erations in the area. 

A description is given of the ground stations 
in the unified acquisition and tracking system 
for range safety as well as the auxiliary equip¬ 
ment for missile monitoring during early ¡»arts 
of its flight trajectory. A review is made of the 
associated data transmission and processing 
equipment including operational direct voice 
circuits. The corresponding safety equipment 
in different types of missiles is discussed in con¬ 
nection with both command, tracking, and 
telemetry functions. The implementation of the 
flight termination command requirements is 
outlined in the main transmitting station and 
missile checkout apparatus. The support areas 
of status reporting, telemetry, timing, and 
communications are discussed in detail. Finally, 
new requirements for precise downrange im¬ 
pact ¡»rediction and vehicle thrust termination 
are described. 

The Digital Data Processor for the Skytop 
Static Test Facility K. M. Roehr and R. I). 
Coleman (p. 300) 

The Digital Data Processor implements a 
new data-acquisition concept which permits 
self-adaptive, accurate, real-time digitizing and 
editing of a large number of high-frequency 
data channels. The system was designed to 
meet the constantly changing requirements of 
a high-energy propulsion engine research and 
development program. 

The centrally located processor basically 
samples 127 channels of analog information 
from any one of several 1-million-pound static 
test stands, and produces a digital taiæ. Before 
a new test the sampling scheme of the data 
channels is quickly set for any desired selection 
sequence that will best fit the new test situa¬ 
tion. During a test the data processor can mon¬ 
itor preselected channels. Based on their per¬ 
formance, sampling priority can lx* shifted from 
one channel group to another, thus automat¬ 
ically optimizing the data-acquisition process. 
Immediate digitizing of the multiplexed analog 
data preserves its original accuracy. Record 
lengths on the output tape are programmable, 
and the tape format is compatible with the 
IBM 7090 computer. 

Determination of Satellite Trajectories 
from Track-While-Scan Radar Measurements 
— R. B. Barrar and R. Deutsch (p. 306) 

Classical methods for determining satellite 
orbits were limited to the use* of angle informa¬ 
tion and only rough estimates of distance With 
radar, it is possible to obtain good range infor¬ 
mation, but poor angular accuracy. Three 
approximate schemes are described which 
are ideally suited to track-while-scan radar 
observations. The accuracy obtained with these 
techniques has been demonstrated by the nu¬ 
merical evaluation of some typical cases. 

Infrared Automatic Acquisition and Track¬ 
ing System R. C. Barbera (p. 312) 

A technique for accumulating airborne 
visible and infrared spectroradiometric data 
from missile plumes and re-entry objects estab¬ 
lishes the requirements for a precision tracking 
front surface mirror. The processing of target 
radiation, reflected by the tracking minor into 
an infrared tracker telescope, to derive target 
coordinate information, is described. The dcri-
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vat ion of transformed target error signals to 
command the motion of the hydraulically 
driven tracking mirror is outlined. A descrip¬ 
tion of the servo-electronics system, with se¬ 
lected circuitry, is given. The dynamic char¬ 
acteristics of the system, as determined from 
preliminary field tests, indicate that the system 
has a tracking rate capability of 10°/sec with 
an accuracy better than 60 seconds of arc. The 
detection sensitivity of the infrared tracker 
telescojie is 1.6X10”1* w/cm2 in the 2- to 6-/x 
region, and is sufficient to provide 10-mile 
tracking ranges against a jet target in a sunlit 
cumulus cloud background. 

In a typical installation, aiming of the 
tracking mirror is provided by a 7X35, 10° field 
of view sighting telescope which is automat¬ 
ically slaved by the tracking mirror when ac¬ 
quisition and target tracking occurs, thereby 
providing continuous observation of the target. 
As an alternative to visual aiming, an auto¬ 
matic search program is generated by an ac¬ 
curate electro-mechanical programmer, which 
is described. 

Target acquisition, in an automatic mode of 
operation, is accomplished through the use of a 
simple logic circuit which provides electronic 
background discrimination by virtue of signal 
pulse width. 

High Precision Angle Determination by 
Means of Radar in a Search Mode—E. C. 
Watters, F. L. Rees, and R. A. Enstrom (p. 
317) 

One of the more difficult requirements to 
meet in the design of radars is that of accurate 
angular measurement. In tracking radars the 
azimuth and elevation of a target can lx* meas¬ 
ured to a high degree of accuracy by a nulling 
method. Two of the most practical methods for 
obtaining angular accuracy in search radars are 
discussed in this paper. The first method is an 
interferometer technique employing either two 
receiving antennas for each dimension of angu¬ 
lar measurement with two frequencies of trans¬ 
mission for the resolution of ambiguities, or 
three receiving antennas positioned relative to 
one another so that the equivalent effect is 
achieved with only one-frequency transmission. 
The second method is a combination amplitude 
comparison and interferometer technique in 
which the ambiguities are resolveil by the am¬ 
plitude comparison system. An analysis of each 
of these* systems has been made using a statisti¬ 
cal approach in which equations are developed 
relating the probability’ of error for a specified 
angular accuracy to SNR power in the receiver. 
Curves are presented which show this relation¬ 
ship for a 100 to 1 beam-splitting ratio. 

An automatic TV Tracking Theodolite for 
Range Instrumentation R. Wisnieff (p. 326) 

The factors affecting the design of a gated 
Automatic TV Tracking System are discussed, 
and a system mechanization to achieve the de¬ 
sign objectives is outlined. Only the composite 
video of a closed-circuit TV system is required 
as an input. A study of the dynamic jærform-
ance of typical targets indicates that the unpre¬ 
dictable target motion in a frame period of 1/30 
sec must be an extremely small fraction of the 
field of view required for initial target acquisi¬ 
tion. This permits the use of a small tracking 
gate in the larger acquisition field, since the tar¬ 
get coordinates of the previous frame may’ lx? 
used to position the gate. This small gate per¬ 
mits a signal-to-noise enhancement and effec¬ 
tively rejects extraneous targets outside the 
tracking gate. 

The tracking is effected by subdividing the 
tracking area into equal early’ and late video 
gates in each coordinate. The differential video 
between these gates is applied to an electronic 
integrator in such a manner that the integrator 
output voltage, which is also the reference for 
the generation of the early-to-late gate transi¬ 
tion, changes to place this gate transition oh 
the target. The integrator voltages are, there-
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fore, a measure of the target coordinates in the 
TV field. 

The operation of an experimental system 
fabricated to determine the feasibility of apply¬ 
ing this technique to a range-instrumentation 
system has produced tracking accuracies of 
better than 0.05 milliradian in an acquisition 
field of 10X10 milliradians. Current develop¬ 
ments and additional applications of the tech¬ 
nique are discussed briefly. 

The Future of Pulse Radar for Missile and 
Space Range Instrumentation —D. K. Barton 
(p. 330) 

An account of instrumentation radar devel¬ 
opment is given, and advantages ami disad¬ 
vantages of radar as compared to other instru¬ 
ments are discussed. Capabilities of present 
monopulse radars are described, based upon 
actual test data from the AN/FPS-16. This 
radar has a range of 200 miles on echo targets 
of one-square-meter cross section and can track 
to an accuracy of 0.1 mil in angle and 5 yards 
in range. The next generation in instrumenta¬ 
tion radar is represented by the AN/FPQ-6, 
now under development, which will extend ac¬ 
curate tracking to ranges in excess of 500 miles 
on echo targets and will track existing beacons 
beyond the moon. An important capability not 
yet exploited in pulsed-instrumentation radars 
is the coherent pulsed-Doppler velocity-meas¬ 
urement channel which will equal the accuracy 
of microwave CW systems in radial-velocity 
data. Provisions for adding this fourth track¬ 
ing channel to both AN/FPS-16 and AN/FPQ-
6 arc being made, and suitable beacons are be¬ 
ing designed. An important advantage of 
pulsed-Doppler radar is the ability’ to share a 
single coherent beacon in multiple-station oper¬ 
ation, providing highly’ accurate, three-coordi¬ 
nate velocity and position data without special 
interstation communication links over ground 
paths. 

Beyond the immediate developments of the 
AN/FPQ-6, there are three major areas of im¬ 
provement which will greatly extend radar jx*r-
formance. Solid-state maser preamplifiei s will 
increase sensitivity of microwave radars by’ a 
factor of nearly one hundred within one or two 
years. Microwave antennas are already under 
construction in the 100- and 300-ft diameter 
class. Multiple-tube transmitters will make 
available ten to one hundred times the pres¬ 
ently used average power, and signal-process¬ 
ing techniques are available to code the trans¬ 
missions for accurate measurement of range 
and velocity. As a result of these developments, 
the improvement in radar jærformance should 
proceed at a more rapid pace even than that of 
the past ten years. 

The unique ability of radar in acquiring and 
tracking uncooperative objects has been ap¬ 
preciated for some years, and examples of ac¬ 
tual tracks are presented to show some of the 
interesting data which can lx* extracted from 
satellite echo signals. 

Effects of Atmospheric Turbulence on Op¬ 
tical Instrumentation -R. A. Becker (p. 352) 

The results of research on optical turbulence 
at White Sands Missile Range are presented. 
It has been shown that elevating camera sta¬ 
tions 33 feet above ground level can yield 
nearly’ a threefold increase* in optical resolution 
during periods of atmospheric turbulence. 
Early’ research postulated the existence of 
thermal-induced air lenses as the cause of opti¬ 
cal-turbulence effects. Recent research has 
shown that air lenses can account for most of 
the observed effects. The “prism’’ concept of 
turbulence appears to lx* unnecessary for ex¬ 
plaining tubulence-induced image motion. 

The dependence of the optical effects of 
turbulence upon exposure time and aperture 
size are discussed qualitatively. The source of 
optical turbulence in the atmosphere and a 
method of measuring the turbulence-generating 
potential of various terrain surfaces are de-

December 

scribed on the basis of micrometeorology. 
This research has been limited to an in¬ 

vestigation of optical turbulence during the 
period from sunrise to sunset. However, many 
of the results apply to the nighttime turbulence 
encountered by astronomers. 

Television in Underwater Weapons Testing 
— \. R. Metzler (p. 357) 

At the Naval Ordnance Test Station sea 
ranges at San Clemente Island, closed-circuit 
television is used both over and under water for 
certain phases of underwater weapons testing. 
The functions of this instrumentation are to 
provide: real-time data, engineering surveil¬ 
lance, monitoring, underwater launcher posi¬ 
tioning, range surveillance, time-event data, 
trajectory data, and to assist in underwater 
search and recovery. 

At present, 1 7 closed-circuit systems are in 
use above and below the surface of the ocean, 
and more systems are being built. The new 
systems include an Image Orthicon camera for 
underwater search and a Vidicon-type system 
for operations at a depth of 6000 feet. 

Programmed Search in Adaptive Systems— 
N. S. Potter (p. 362) 

An investigation is conducted of the pro¬ 
gramming of search by’ discrete data systems 
over a space volume. The distribution of search 
effort which leads to the greatest attainable 
information rate on a contact, or probability of 
its retention by maximizing the probability of a 
positive interrogation within some designated 
time interval is determined. An estimate of p, 
the relative frequency' of positive interrogations 
of an individual contact, is utilized as a basis 
for adjustment of the sampling rate in accord¬ 
ance with results of the search program 
optimization study. It is shown that in the case 
of Rayleigh signal sources, the rate of con¬ 
vergence to a stable estimate of p is greatest 
if a search program characterized by’ a rapid 
sampling rate and a consequent low prolxi-
bility of detection on the individual trial is 
employed. 

If, following a sequence of obser vat ions, the 
statistical distribution of the position of the 
contact may lx* ascertained with some con¬ 
fidence, a suitably restricted space volume 
may be used in the allocation of search. It is 
shown that, if an extremal exists, the uni¬ 
formly interrogated search field, which is opti¬ 
mal in the sense that the product of the con¬ 
tainment and detection probabilities is greatest, 
is defined by an equiprobability density of lo¬ 
cation contour. Further, if a nonuniformly dis¬ 
tributed search program is pursued and the 
errors are determined to be bi normally, 
circularly distributed, the greatest effort should 
lx? allocated to the region in the vicinity of the 
center of the positional distribution, with a 
parabolic decline to zero in dwell time as the 
periphery of a bounding, circular region, 
whose radius is a function of the standard 
deviation, is approached. 

The Design of a CW Passive Missile Tra¬ 
jectory Measuring System R. A. Voss (p. 370' 

Several tests have provided data sufficient 
to demonstrate the feasibility’ of tracking 
missiles with a CW passive Doppler system. 
Initial experiments utilized a local television 
station as a target illuminator; later tests ex¬ 
amined the capability of such a system as a 
terminal trajectory measuring device. These 
latter tests showed that the system could be 
designed to have a multiple-target capability. 

An interim high-power system is being in¬ 
stalled to determine if the techniques estab¬ 
lished for a low-power system can be extended 
to provide reliable coverage of White Sands 
Missile Range (WSMR). Some improvement of 
these* techniques is anticipated, and, in addi¬ 
tion, certain tests will employ spaced receivers 
operated as radio interferometers. 
Contributors (p. 375) 
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534.152 3603 
Optical Calibration of Vibration Pickups at 

Small Amplitudes —V. A. Schmidt, S. Edel¬ 
man, E. R. Smith and E. Jones. (J. Acoust. 
Soc. Am., vol. 33, pp. 748-751; June, 1961.) A 
photometric device based on a Fizeau-type in-
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terferometer and capable of measuring sinus¬ 
oidal variations ranging from 72 to 4400 A in 
amplitude is described. 

534.2:534.88 3604 
Horizontal Refraction in a Three-Dimen¬ 

sional Medium of Variable Stratification — 
D. E. Weston. [Proc. Phys. Soc. (London), vol. 
78, pp. 46-52; July, 1, 1961.) The bending of 
rays caused by reflection at an inclined bound¬ 
ary is discussed, with reference to underwater 
propagation of sound. See also 2204 of 1959. 

534.2-14 3605 
The Propagation of Tone Signals in a Plane 

Water Layer with Agitated Surface L N. 
Zakharov. (Akust. Z., vol. 6, no. 4, pp. 454 461 ; 
1960.) Investigation of the (‘fleet of surface agi¬ 
tation on signal amplitude and phase difference. 
Quantitative correlations are obtained between 
the fluctuation of the acoustic signal and height 
of the surface wave. 

534.2-14 3606 
The Fluctuations of Underwater Acoustic 

Signals Reflected from a Rough Sea Surface — 
G. E. Smirnov and O. S. Tonakanov. (Akust. 
Z., vol. 6, no. 4, pp. 482 490; 1960.) Experi¬ 
ments were carried out in natural conditions 
and in a model tank at frequencies of 5 25 kc 
and 70 200 kc respectively. A factor is derived 
for the amplitude variation and the magnitude 
of fluctuation of the phase difference of re¬ 
flected signals corresponding to different values 
of the roughness coefficient of the water surface. 

534.21 3607 
Experimental Study of the Influence of Sur¬ 

face Finish on Attenuation of Surface Waves— 
N. S. Bykov and Yu. G. Shneider. (Akust. Z., 
vol. 6, no. 4, pp. 501 503; 1960.) 

534.232 3608 
Computation of Axial Concentration Co¬ 

efficient of Certain Discrete Receiving-Radi¬ 
ating Groups R. V. Belyakov. (Akust. Z., vol. 
6, no. 4, pp. 499 501 ; 1960.) 

534.232:538.652 3609 
Utilization of Magnetostrictive Materials in 

Generating Intense Sound— R. R. Whymark. 
(J. Acoust. Soc. Am., vol. 33, pp. 725 732; 
June, 1961.) The calculating and theoretical 
sound outputs of a laminated bar of annealed 
Ni at its resonance frequency agree within 
± 10 |>er cent. The bar, resonant longitudinally 
at 20 kc, gave a measured maximum sound in¬ 
tensity of 167 w/cm2. 

534.232:621.316.825 3610 
Thermoelectric Ultrasonic Pickup with a 

Semiconductor Thermistor- É. K. Labartkava 

(Akust. Z., vol. 6, no. 4, pp. 468 471; 196( .) A 
brief description is given of a point-type tians-
ducer consisting of a microthermoresistor with 
a plexiglas thermosensitizer. 

534.232.089.6 3611 
Acoustic Measurements under Transient 

Temperature Conditions W. L. Paine. (J. 
Acoust. Soc. Am., vol. 33, p. 816; June, 1961.) 
A transducer to lx* calibrated is precook'd or 
warmed to the temperature extreme of interest 
and its performance is then monitored as t re¬ 
turns to the ambient temperature of the water 
in an anechoic test tank. 

534.283-8:537.311.31 3612 
Dynamical Theory of Ultrasonic Attenua¬ 

tion in Metals N. Takimoto. (Progr. Theor. 
Phys., vol. 25, pp. 327 352; March, 1961.) A 
detailed investigation of the ultrasonic attenua¬ 
tion governed by the dynamic j»roperties of 
conduction electrons. 

534.522.1 3613 
Optical Measurement of Ultrasonic Fields 

— R. E. Weeks (J. Acoust. Soc. Am., vol. 33, 
pp. 741 747; June, 1961.) Passage of an ultra¬ 
sonic wave train through a transparent solid 
produces a periodic birefringence wit hi i the 
solid. A photomultiplier scans the transmitted 
light mechanically to determine sound energy 
flow in the solid. 

534.62 3614 
Acoustic Properties of Anechoic Chamber — 

N. Olson. (J. Acoust. Soc. Am., vol. 33, pp. 
767-770; June, 1961.) Results of measurements 
made in a chamber built for the National Re¬ 
search Council of Canada are given in graphical 
form. 

534.88:621.396.965.4 3615 
Multiplicative Receiving Arrays: the Angu¬ 

lar Resolution of Targets in a Sonar System 
with Electronic Scanning -V. G. Welsby. (J. 
Prit. IRE, vol. 22, pp. 5 12; July, 1961.) A 
theoretical analysis of the effect of cross¬ 
product terms on the jxuformance of a multi¬ 
plicative system is given. Results of practical 
trials confirm that the system can give m an¬ 
gular resolution approximately twice as good 
as that of the same array used additively. 

621.395.625.3:681.84.083.84 3616 
The Modulation Noise of Magnetic Re¬ 

cording Tape P. A. Mann. (Arch, elekt Über¬ 
tragung, vol. 15, pp. 18 24; January, 1961.) 
With reference to earlier investigations on un-
used and erased tajM? (3385 of 1957) the effect 
of modulation on tape noise is calculai ed for 
sinusoidal and pulse modulation. The spectral 
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distribution of noise power is found to be in¬ 
dependent of signal frequency. 

681.828.5 3617 
Electronic Generation of Sounds using the 

Principle of Light-Spot Scanning of Stencils— 
G. Holoch. (Nachrtech. Z., vol. 14, pp. 16; 
January, 1961.) Method and equipment are 
described for the production of pure and mixed 
sounds with dynamic structure of almost any 
desired rate of variation. 

ANTENNAS AND TRANSMISSION LINES 

621.315.212 3618 
Temperature Variation of Primary and 

Secondary Parameters of 2.6/9.5 mm Coaxial 
Pairs -A. Payant. [Cables ¿y Trans. (Paris), 
vol. 15, pp. 130-147; April, 1961.] A theoretical 
and experimental study with reference to the 
experimental Corbeil-Versailles link. 

621.315.212:621.372.51 3619 
Physically Short High-Power Balun is Con¬ 

tinuously Variable- J. T. Coleman. (Electron¬ 
ics, vol. 34, pp. 50 52; July 28, 1961.) A coaxial-
line capacitively loaded balun for 5 Mw at 
10-30 Me having a physical length <X°/20 and 
using vacuum variable capacitors is described. 

621.372.2:621.371 3620 
Transmission-Line Model -J. D. Wallace. 

(Proc. IRE, vol. 49, p. 1324; August, 1961.) 
A hypothetical infinitely long coaxial line with 
zero-loss conductors having a ratio between the 
inner diameter of the outer conductor and the 
outer diameter of the inner conductor equal to 
e2T, when used in a vacuum, can lx* shown to 
have the same properties as free space. The line 
formulas enable various propagation problems 
to be simulated. Examples are given. 

621.372.2:[621.372.51+621.372.814 3621 
The Design of n-Step Line Transformers— 

H. Schreiber. (Arch. elekl. Übertragung, vol. 15. 
pp. 84 90; February, 1961.) Design formulas 
are derived for noncompensated matching 
transformers consisting of n sections of homo¬ 
geneous transmission line. Design methods are 
compared. 

621.372.2:621.372.512 3622 
High-Speed Microwave Switch—L. L. Oh 

and C. D. Lunden. (Electronics, vol. 34, p. 60; 
July 7, 1961.) A noncontacting rotary switch 
using straight-line and circular-line codirec-
tional couplers for sampling the power in a 24-
elcmcnt linear antenna array is described. It 
scans at rates up to 5000 rev/min and has a 
power-coupling efficiency of 80 per cent at 
430 Me. 

621.372.2:621.372.512 3623 
Zigzag-Line Couplers transfer Microwave 

Power L. L. Oh and C. D. Lunden. (Elec¬ 
tronics, vol. 34, pp. 58 59; July 14, 1961.) Brief 
details are given of several UHF switches using 
a zigzag line as the coupling element. An almost 
constant input impedance is maintained during 
switching and several advantages, due to the 
absence of arcing and mechanical contacts, are 
obtained over conventional switching devices. 

621.372.8:537.56 3624 
Propagation of Centimetre Waves through 

Waveguides Filled with Plasma of the Positive 
Column of a Discharge: Part 1 — V. E. Golant, 
A. P. Zhilinskiï, M. V. Krivosheev, and G. P. 
Nekrutkina. (Zh. Tekh. Fiz., vol. 31, pp. 55 62; 
January, 1961.) Results of an experimental in¬ 
vestigation are compared with theoretical data. 

621.372.8:537.56 3625 
Propagation of Centimetre Waves through 

Waveguides Filled with Plasma of the Positive 
Column of a Discharge: Part 2—V. E. Golant, 
A. P. Zhilinskiï, M. V. Krivosheev, and L. I. 
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Chernova. (Zh. Tekh. Fiz., vol. 31, pp. 63 70; 
January, 1961.) Results are given of an experi¬ 
mental investigation of the dependence of the 
wave propagation constant on the high-
frequency field strength, for regions in which 
nonlinear effects occur. Part 1 : 3624 above. 

621.372.8.09 3626 
The Influence of Parasitic Parameters of an 

Electrical Waveguide Model on the Accuracy 
of the Solution of the Problem of Field Distri¬ 
bution—N. I. Shtein. (Radiotekh. Elektron., 
vol. 5. pp. 1417 1425; September, I960.) 

621.372.81 3627 
Wave Parameters and Wave Matrices 

Particularly for Microwave Networks with 
Multimode Waveguide II. Brand. (Arch, 
elekt. Übertragung, vol. 15, pp. 48 60; January, 
1961.) The relation between vector field quanti¬ 
ties and the scalar wave parameters in wave¬ 
guide networks is analyzed for several types of 
mode. The use of scattering and transmission 
matrices for calculations on multimode wave¬ 
guide systems is described with examples. 

621.372.829:621.372.853.2 3628 
Propagation of Electromagnetic Waves in 

Waveguides of Complex Cross-Section with a 
Cross-Magnetized Ferrite Plate N. M. Kov¬ 
tun. (Radiotekh. Elektron., vol. 5, pp. 1426 1430 
September, I960.) Equations are derived de¬ 
fining the propagation constants of a ferrite-
loaded waveguide of H-shape cross section and 
variants of this. 

621.372.832 3629 
Electromagnetic Waves in Multiterminal 

Couplings of Rectangular Waveguide IL 
Kaden. (Arch, elekl. Übertragung, vol. 15, pp. 
61 70; February, 1961.) The distribution of 
Hoi-inode power at a transition from two paral¬ 
lel waveguides to a single waveguide of double 
width is considered, and the problem is formu¬ 
lated mathematically by an infinite set of 
linear equations which are solved approxi¬ 
mately by computer. The coupling between 
two parallel rectangular waveguides coupled by 
a slot of arbitrary length is calculated and the 
special case of equal distribution of power in 
the two waveguide sections is discussed. 

621.372.837.1 3630 
Waveguide Switch for Microwave Radi¬ 

ometers— M. J. B. Scanlan. (Electronic Tech., 
vol. 38, pp. 337-339; September, 1961.) The 
switch, especially useful for large waveguides, 
is based on the short-slot or Riblet coupler and 
operates in the range 1 2 Gc. A vane, rotating 
at half the switching frequency, opens and 
closes the waveguides joining the two couplers. 

621.372.852:621.318.134 3631 
Low-Level Garnet Limiters F. R. Arams, 

M. Grace, and S. Okwit. (Proc. IRE, vol. 49, 
pp. 1308 1313; August, 1961.) S- and L-band 
low-level passive limiters using polished single 
crystals of narrow-line-width Y-Fe garnet have 
been developed. Performance data are given. 
The operation of three novel types of limiter— 
electronically tunable preselectors and cavity¬ 
type and comb-type filters—is described. 

621.396.67 3632 
The Antenna Constructed by Parallel Wires 

—K. Nagai, R. Sato, and IL Uchida. (Sei. 
Repts. Res. Insls. Tohoku Univ., Ser. B., vol. 
12, no. 2, pp. 73 96; I960.) The interchange 
between normal-phase modes and the zero-
phase* modes in the case of two asymmetrical 
or discontinuous parallel wires is considered. 
The theory developed is applied to radiating 
systems. 
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621.396.67:621.397.62 3633 
The Permissible Mismatch in Aerial Instal¬ 

lations for Television Reception—Fiebranz. 
(See* 3955.) 

621.396.67.095 3634 
Current Waves in a Thin Cylindrical Con¬ 

ductor : Part 3—Variational Method and its 
Application to the Theory of an Ideal Conductor 
and a Conductor with Impedance —L. A. 
Vainshtein. (Zh. Tekh. Fiz., vol. 31, pp. 29 44; 
January, 1961.) A method of successive ap¬ 
proximations is described based on the* varia¬ 
tional principle. This technic|ue permits a deri¬ 
vation of an expression for waves in thin con¬ 
ductors. An approximate expression is also ob¬ 
tained for the scattering characteristic of a 
plane EM wave on a semi-infinite conductor. 
Part 2: 4104 of 1960. 

621.396.67.095 3635 
Current Waves in a Thin Cylindrical Con¬ 

ductor: Part 4—Input Impedance of an Oscil¬ 
lator and the Accuracy of Formulae—L. A. 
Vainshtein. (Zh. Tekh. Fiz., vol. 31, pp. 45 50; 
January, 1961.) Values of the complex variable 
determining the input impedance of an infinite 
conductor are tabulated, and the significance 
of this parameter in calculating the impedance 
of a straight conductor of finite length is 
clarified. Part 3: 3634 above. 

621.396.674.3 3636 
The Electromagnetic Fields of a Horizontal 

Dipole in the Presence of a Conducting Half¬ 
Space J. R. Wait. (Cañad. J. Phys., vol. 39, 
pp. 1017 1028; July, 1961.) Fairly simple ex¬ 
pressions for the fields are obtained by three 
methods and adequately cover all distances. 

621.396.676:551.507.362.2 3637 
Reconnaisance Satellite Antennas—R. B. 

MacAskill. (Electronit bld., vol. 20, pp. 108 
115; April, 1961.) Design problems relating to 
gain, bandwidth and directivity requirements 
are discussed. Signal resolving techniques and 
possible types of antenna are outlined. 

621.396.677 3638 
Circular Aerial Arrays for Radio Astronomy 

—J. P. Wild. [Proc. Roy. Soc. (London) .4, vol. 
262, pp. 84 99; June 13, 1961.] A theoretical 
analysis shows that a circular array has a num¬ 
ber of advantages over the Mills cross: 1) the 
length of transmission line between each ele¬ 
ment and receiver is halved; 2) for the same 
information, the number of elements required 
is reduced in the ratio 4:t; 3) the beam pos¬ 
sesses circular or elliptical symmetry, and 4) the 
system can be calibrated directly for phase and 
amplitude using a transmitter on a central 
tower. 

621.396.677:621-526 3639 
Project Echo: Antenna Steering System 

Klahn, Norton, and Githens. (See 3937.) 

621.396.677.091.22 3640 
Maximum Antenna Gain of Shaped Beams 

—D. Levine. (J. Franklin Inst., vol. 271, pp. 
184-191; March, 1961.) The maximum gain of 
narrow beams can be evaluated within 1 db if 
it is assumed that 60 percent of the transmitted 
energy lies outside the 3-db power contour. If 
the computed gain exceeds the measured value 
by more than 1 rib. it is probable that the de¬ 
sign can be improved. 

621.396.677.3 3641 
The Theory of a Single-Ring Circular An¬ 

tenna Array —C. E. Hickman, H. P. Neff, and 
J. D. Tillman. (Commun. and Electronics, no. 
54, pp. 110 115; May, 1961.) An examination is 
made of the currents possible in a circular ar¬ 
ray, the pattern which results from them and 
means of producing a specific radiation pattern. 
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621.396.677.3 3642 
Resolution Characteristics of Correlation 

Arrays—I. W. Linder. (J. Res. N. Bur. S., vol. 
65D, pp. 245-252; May/June, 1961.) Analysis 
of resolution capabilities of correlation arrays 
shows a marked change in jierformance in the 
presence of two or more signal sources. These 
effects are analyzed for single-frequency signal 
sources and for randomly varying signal 
sources. Under optimum conditions a correla¬ 
tion array has twice the directivity of a linear 
array of the same length. 

621.396.677.73 3643 
A Method of Determining Phase Centres 

and its Application to Electromagnetic Horns 
Y. Y. Hu. (J. Franklin Inst., vol. 271. pp. 
31-39; January, 1961.) The center of a radi¬ 
ating system may lx* located from the expres¬ 
sion for the radiating field. The method is ap¬ 
plied to EM horns of different dimensions and 
flare angles. 

621.396.677.833 3644 
The Radiation of a Reflector Aerial in (he 

Shadow Region —V. L. Tandit and L. B. 
Tartakovskii. (Radiotekh. FAeklron., vol. 5. 
pp. 1398 1406; September, I960.) The radia¬ 
tion field in the shadow region of an infinitely 
thin, ideally conducting reflector irradiated by 
a small wide-beam exciter is calculated, taking 
into account diffraction corrections for the near 
field of the exciter, the curvature of the reflec¬ 
tor, and fringe effects. 

621.396.677.833.2 3645 
The Condition of Shadowing and the Dif¬ 

fraction Correction to Current Distribution 
B. E. Kinber. (Radiolekh. Elektron., vol. 5. pp. 
1407 1416; September, 1960.) Theoretical 
treatment relating to the diffraction field of a 
paraboloidal radiator. 

621.396.677.833.2 3646 
Project Echo: A Horn-Reflector Antenna 

for Space Communication A. B. Crawford. 
1). C. Hogg, and L. E. Hunt. (Bell Sysl. Tech. 
J., vol. 40, pp. 1095 1116; July, 1961.) The 
mechanical construction and electrical proj>er-
ties are described. Gain and pattern measure¬ 
ments at 2390 Me agree well with the theoieti-
cal characteristics. 

621.396.677.833.2:621.396.965 3647 
Design of Line Feed for World’s Largest 

Aperture Antenna—A. F. Kay. (Electronics, 
vol. 34, pp. 46-47; July 7, 1961.) A description 
of the design of the feed system for the 1000 ft 
spherical dish antenna being erected at 
Arecibo, Puerto Rico. 

AUTOMATIC COMPUTERS 

681.142 3648 
Digital Computers. K. Mierzowski. (VDI 

Z., vol. 103, pp. 767 775; June 11, 1961. 4 
tables.) Annual review of developments in 
computer design with descriptions of recent in¬ 
stallations and tabulated ¡»erformance data. 76 
references. For previous review see 3381 of 1960 
(Schuff). 

681.142 3649 
Notes on the Structure of Logic Nets— 

R. M. Stewart. (Proc. IRE, vol. 49, pp. 1322-
1323; August, 1961.) An elementary approach 
to a theory of the role of structure in logic nets. 

681.142 3650 
The Main Store of a Digital Differential 

Analyzer P. L. Owen, M. F. Partridge, and 
T. R. H. Sizer. (Electronic Engrg, vol. 33, pp. 
514 520; August, 1961.) A description of the 
performance and circuits of the main store of 
CORSAIR. 

681.142:621.3.029.6 3651 
A Potential Microwave Computer Element 

— R. W. Couch, A. F. Rashid, and R. Spence. 
(Proc. IRE, vol. 49, pp. 1338-1339; August, 
1961.) A bistable-oscillator frequency-sc ri pt 
system is described which uses a tunnel diode 
as the active element. A switching time of the 
order of 10 cycles is required for resonance fre¬ 
quencies of 600/735 kc. Operation at 250/375 
Me has been demonstrated, and operation at 
10 Gc is suggested. 

CIRCUITS AND CIRCUIT ELEMENTS 

621.316.825 3652 
New, Thermally Variable Bead Resistor— 

V. J. Tennery and R. G. West. (J. A ppi. Phys., 
vol. 32, p. 1402; July, 1961.) The unique ifV 
characteristic of ion-doped BaTiOj is illus¬ 
trated. A bead 0.075 inch in diameter dissipated 
1.5 w in still air. 

621.318.4:621.3.011.4 3653 
Equivalent Circuits of Coils with Dis¬ 

tributed Capacitances -A. Fettweis. (Rev 
HF, Brussels, vol. 5, no. 2, pp. 19-25; 1961.) 
The equivalent circuit comprises an ideal coil, 
a certain number of positive capacitances 
(two in the case of a coil with one winding) 
and an additional capacitance which can be 
either positive or negative depending on the 
relative magnitude and the exact distribution 
of the various parasitic capacitances. 

621.318.4.042:621.375.3 3654 
On the Core Gain of the Magnetic Ampli¬ 

fier Cores K. Murakami and T. Kikuchi. 
(Sei. Repts. Res. Insts. Tohoku Univ., Ser. B, 
vol. 12, no. 2, pp. 135-144; I960.) New defi¬ 
nitions, specific core gain and core gain, are 
suggested and the relation of these to the 
power gain of an amplifier is discussed. 

621.318.435 3655 
An Experimental Study on the Ampere-

Turn Gain of Ordinary Saturable Reactors— 
W. A. Geyger. (Commun, and Electronics, no. 
54, pp. 173 178; May, 1961.) Measurements 
show the great improvements in performance 
of de instrument transformers can be obtained 
by slightly increasing the effective ratio of pri¬ 
mary to secondary turns and applying a prop¬ 
erly rated ac bias circuit. 

621.318.57:537.312.62 3656 
On the Linear Circuit Aspects of Cryotrons 

—P. M. Chirlian and V. A. Marsocci. (Proc. 
IRE, vol. 49, p. 1326; August, 1961.) An ex¬ 
pression is derived for the gate resistance of a 
cryotron in the transition region. 

621.318.57:621.317.6 3657 
Variable-Conductance Sampling Switch— 

J. E. Taylor. (Rev. Sei. Instr., vol. 32, pp. 754-
755; June, 1961.) Weighted sums are produced 
of discrete samples from continuous voltage 
waveforms, by varying the rate at which the 
integrating capacitor can charge. The switch 
has been operated randomly and cyclically at 
rates between 20 and 50000/sec. 

621.318.57:621.382.23 3658 
The Silicon Cryosar -II. Izumi. (Proc. 

IRE, vol. 49, pp. 1313 1314; August, 1961.) 
The main difference from the Ge cryosar 
[3211 of 1959 (McWhorter and Red liter) ) is 
that negative-resistance characteristics are ob¬ 
tained using crystals with uncompensated im-
purities. As a computer element the device has 
been switched in about 50 nsec and has a 
maximum/minimum voltage ratio as high as 7. 

621.319.4:621.372.44:621.382 (083.7) 3659 
IRE Standards on Solid-State Devices: 

Definitions of Terms for Nonlinear Capacitors, 

1961— (Proc. IRE, vol. 49, pp. 1279-1280; 
August, 1961.) Standard 61 IRE 28.S1. 

621.372.44:621.373 3660 
On Some Aspects of Matrix Calculus ip-

plied to Local Oscillation in Nonlinear Cir¬ 
cuits -F. Bertein. (J. Phys. Radium, vol. 21, 
suppl., Phys. A ppi., pp. 137A-148A; Novem¬ 
ber, 1960.) The application of matrix methods 
to the analysis of oscillating circuits with an 
impressed signal of low amplitude is considered. 
The representation of amplitude and phase 
modulation in coordinate form is illustrated, 
and examples are given of the use of these 
methods in problems of oscillator stabil: za-
tion. 

621.372.5:517.7 3561 
Elliptic Functions in Network Synthesis— 

S. D. Bedrosian. (J. Franklin Inst., vol. 271. 
pp. 12-30; January, 1961.) The Jacobian ellip¬ 
tic functions are used to solve the approxima¬ 
tion problem of network synthesis. A unified 
design chart for image parameter filters, ellip¬ 
tic-function filters and 90°-phase-difference 
networks is shown and tabular and graphical 
data emphasizing extreme parameter values are 
given. 

621.372.5:621.3.049.75 3662 
Shaping of Distributed RC Networks — 

B. L. H. Wilson and R. B. Wilson. (Proc. 
IRE, vol. 49, pp. 1330-1331; August, 1961.) 
An improvement in the attenuation factor of a 
180°-phase-shift network from 29 to 7 appears 
to be possible if the conventional untapered 
3-section network is replaced by a tapered dis¬ 
tributed network. 

621.372.54 3663 
Graphical Procedures for Solving the Ap¬ 

proximation Problem of Electrical Filters R. 
Rubini. (Alla Frcquenza, vol. 30, pp. 135-155; 
February, 1961.) Three graphical methods of 
synthesizing filter response characteristics as 
the sum and difference of functions of similar 
geometric form are explained. The methods are 
theoretically equivalent but have different 
fields of application. For English version see 
ibid., vol. 30, pp. 198 215; March, 1961. 

621.372.54:621.372.412 3664 
Optimum Matching of Symmetrical Low-

Pass and High-Pass Filters: Application to 
Low-Pass and High-Pass Ladder Filters using 
Piezoelectric Crystals -J. E. Colin and P. 
Allemandou. [CdW^s è* Trans. (Paris'), vol 15, 
pp. 99 114; April, 1961.] A filter structure is 
suggested which is es¡>ecially suitable for use 
with crystal elements. Advantages and dis¬ 
advantages of this and similar structures are 
discussed. 

621.372.543.2 3665 
Tunable Rejection Filters—L. A. Moxon. 

(Electronic Tech., vol. 38, pp. 327-330; Septem¬ 
ber, 1961.) An analysis of the requirements for 
a rejection filter is used in the design of some 
practical circuits, tunable over half an octave 
and covering the HF band. 

621.372.55:621.396.4:621.376 3666 
V.H.F. Broad-Band Variable Group-Delay 

Equalizers—R. Hamer and R. G. Wilkinson. 
(Electronic Engrg, vol. 33, pp. 506 510; August, 
1961.) The two designs described are for links 
using 1) 960 telephony channels or 405-line 
subcarrier color television, and 2) 1800 teleph¬ 
ony channels or 625-line subcarrier color tele¬ 
vision. 

621.372.6 3667 
Application of Graph Theory to the Analy¬ 

sis of Active and Mutually Coupled Networks — 
W. II. Kim. (J. Franklin Inst., vol. 271, pp. 
200 221; March, 1961.) A unified graphical ap-
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proach applying the concept of the mathe¬ 
matically equivalent circuit (52 of 1956 (Per¬ 
cival)] as it relates to the indefinite admittance 
matrix of a multipole. 

621.372.632:621.382.23 3668 
Stable Low-Noise Tunnel-Diode Frequency 

Converter E. Sterzer and A. Presser. (Proc. 
IRE, vol. 49, p. 1318; August, 1961.) An initial 
wide-band converter with local-oscillator fre¬ 
quency 780 Me and intermediate frequency 30 
Me had unity conversion gain and a radiometer 
noise figure of 2.5 db. 

621.373:621.372.2:621.372.44 3669 
Self-Oscillation in a Transmission Line with 

a Tunnel Diode J. Nagumo and M. Shimura. 
(Proc. IRE, vol. 49, pp. 1281 1291; August, 
1961.) A theoretical analysis of the circuit is 
given together with exiwrimental results. The 
self-oscillation can be explained as a periodic 
solution of the linear wave equation with a non¬ 
linear boundary’ condition. 

621.373:621.391.822 3670 
Broadening of the Spectrum of an Oscil¬ 

lator due to Noise J. Loeb. {Ann. Télécom¬ 
mun., vol. 14, pp. 151 152; May/June, 1959.) 
A formula is derived for the frequency broaden¬ 
ing due to random thermal noise in a nonlinear 
circuit. 

621.373.4 3671 
Pulling Phenomena in Valve Oscillators 

S. Spiess. {Nachrtech., vol. 10, pp. 452 457 and 
540 546; October and December, 1960.) A 
general theory’ of pulling effects is derived on 
the basis of band-filter theory. These effects 
are calculated as a function of detuning and de¬ 
gree of coupling between similar and dis¬ 
similar oscillator circuits. A mechanical ana¬ 
logue of a “pulled" oscillating system is de¬ 
scribed. 

621.373.4.029.4:621.316.86 3672 
Varistor Network controls Voltage-Tuned 

Oscillator -M. Uno. {Electronics, vol. 34, pp. 
44 47; July’ 28, 1961.) An AF phase-shift 
oscillator, with SiC varistors as the variable ele¬ 
ments has almost constant output over a range 
of 10:1 and low harmonic distortion. 

621.373.421.11 3673 
Locking of a Two-Circuit Oscillator -G. I). 

Shemanaev and E. N. Ivanova. {Radiotekh. 
Elektron., vol. 5, pp. 1387 1397; September, 
1960.) The addition of a second tuned circuit 
improves the amplitude/frequency and phase 
/frequency characteristics of a locked oscillator. 
The effect of coupling conditions on stability 
is discussed. 

621.373.421.13 3674 
Recent Development of Quartz Crystal 

Units for Telecommunication K. Takahara. 
{Rev. Elec. Commun. Lab., Japan, vol. 9, pp. 
165 206; March/April, 1961.) A new method 
and equipment devised for manufacture and 
development of crystal units in the range 
1 kc-100 Me, and associated apparatus are 
described. 

621.373.43:621.382.23 3675 
Tunnel-Diode One-Shot and Triggered 

Oscillator T. W. Flowerday and I). I). 
McKibbin. (Proc. IRE, vol. 49, p. 1315; 
August, 1961.) The one-tunnel-diode flip-flop 
described by’ Kaenel (1761 of July) which re¬ 
quires a bidirectional pulse can be made to 
operate as a triggered oscillator by’ the addi¬ 
tion of an identical circuit with modified bias. 

621.373.43:621.382.3 3676 
The Switching Mechanism of the Schmitt 

Trigger Circuit using Transistors -K. Leber-
wurst. {Nachrtech., vol. 10, pp. 519-524; De¬ 
cember, 1960.) Equivalent circuits and char¬ 

acteristic curves are derived; results of meas¬ 
urements are given for comparison. 

621.373.431.1:621.382.23 3677 
The Tunnel-Diode Pair —D. J. Hamilton 

and M. J. Morgan. {Semiconductor Prod., vol. 
4, pp. 17-23; July, 1961.) The composite V/I 
characteristic of the twin circuit is considered 
and its application in the design of astable, 
monostable and bistable multivibrators is illus¬ 
trated; trigger requirements and effects of 
loading can also be determined. 

621.374 3678 
A Low-Level Linear Rundown Circuit for 

Pulse Height to Pulse Width Conversion— 
D. L. Endsley, W. W. Grannemann, and T. 
Summers. {Commun, and Electronics, no. 54, 
pp. 150 152; May, 1961.) A two-transistor de¬ 
vice consisting of a constant-current generator 
and an emitter follower circuit is described. 
Experimental and theoretical analysis of the 
circuit are in good agreement. 

621.374:621.382.23 3679 
Tunnel-Diode Fast-Step Generator pro¬ 

duces Positive or Negative Steps R. Carlson. 
{Electronics, vol. 34, pp. 48 49; July 28, 1961.) 
The generator produces pulses of about 2 /xsec 
duration having a rise time of 0.5 nsec at re¬ 
currence frequencies up to 100 kc. 

621.374:621.382.333 3680 
The Collector-Coupled Complementary 

Pair V. Spány. {Electronic Engrg, vol. 33, pp. 
526 527; August, 1961.) The astable mode 
gives phantastron-tyjK* waveforms with peak-
to-j>eak voltages almost equaling the supply 
voltage. The bistable mode gives thyratron¬ 
type characteristics. 

621.374.3:621.382.3 3681 
Fast Coincidence Circuits using Avalanche 

Transistors J. C. Artiges and J. C. Brun. 
{J. Phys. Radium, vol. 22, suppl., Phys. A ppi., 
pp. 53A 58A; February, 1961.) The circuit de¬ 
scribed has a resolution time of 2 nsec and an 
efficiency’ of 90 per cent. Results of tests made 
with 1) a pulse generator, and 2) a pair of 
photomultipliers are reported. 

621.374.32:621.382.3 3682 
An Automatic Self-Checking Transistor 

Counter with Digital Display II. I. Messer 
and W. H. P. Leslie. {Electronic Engrg, vol. 33, 
pp. 484 489; August, 1961.) 

621.374.32:681.142 3683 
A Fast Binary Counter -E. Taranto. {J. 

Brit. IRE, vol. 22, pp. 31 -32; July, 1961.) “A 
transistor binary’ counter employing seven 
flip-flops is described. Its operation is depend¬ 
ent only’ on the switching time of one flip-flop 
which may’ be ^100 nsec.” 

621.374.4:621.372.44 3684 
A Tripier Circuit using a Capacitance Diode 

—D. Lohrmann and W. Marks. {Frequenz, vol. 
15, pp. 9 12; January, 1961.) Mathematical 
analysis of a frequency tripler circuit and devi¬ 
ation of an equivalent circuit. The results of an 
analysis and of measurements on a practical 
circuit are compared. 

621.374.5 3685 
The Pulse Response of a Delay Line P. 

Poincelot. [Câbles ¿s Trans. {Paris), vol. 15, 
pp. 93-98; April, 1961.] An expression is de-
veloped for each element of the network and a 
solution is obtained in the form of a convergent 
Neumann series. 

621.375.018.756:621.382.23 3686 
Zener Diode creates Logarithmic Pulse 

Amplifier—D. Ophir and U. Galil. {Electronics, 
vol. 34, pp. 68 70; July 14, 1961J Amplifica¬ 
tion over three decades is achieved by using as 

the logarithmic device a Zener diode to which a 
small resistance has been added to straighten 
the characteristic curve. 

621.375.221 3687 
Note on the Series Correction of Wide-

Band Amplifiers—A. V. J. Martin. {Onde 
élect., vol. 41, pp. 258 262; March, 1961.) A 
variation of the series-inductance correction 
circuit is considered in which the load resist¬ 
ance is connected across the out ¡nit, and the 
circuit designed for either maximally flat trans¬ 
fer imjiedancc or maximally flat input im-
j>edance. Inconvenient ratios of input to output 
capacitance can be avoided by’ using a cathode¬ 
follower stage. 

621.375.3 3688 
A New Magnetic-Controlled Rectifier 

Power Amplifier with a Saturable Reactor 
Controlling ‘On’ Time —R. E. Morgan. 
{Commun, and Electronics, no. 54, pp. 152 155; 
May, 1961.) 

621.375.4 3689 
Problems relating to Transistor Power 

Amplifiers—G. B. Debiasi. {Alta Frequenza, 
vol. 30, pp. 114 121; February, 1961.) The 
design of transformerless AF output amplifiers 
is considered, and a graphical method for de¬ 
termining transistor thermal stability’ is given. 

621.375.4.024 3690 
A Circuit for the Compensation of Voltage 

Drift in the Input Stage of a Direct-Coupled 
Transistor D.C. Amplifier -U. Mölken. {Nachr-
tech. Z., vol. 14, pp. 32 36; January, 1961.) In 
the circuit given the temperature drift of the 
base/emitter voltage has been compensated 
almost to the theoretical limit. 

621.375.4.024:621.398 3691 
Differential Amplifier with Regulator 

Achieves High Stability, Low Drift R. I). 
Middlebrook and A. I). Taylor. {Electronics, 
vol. 34, pp. 56 59; July’ 28, 1961.) A transistor 
de amplifier suitable for missile telemetry’ sys-
tems is described. 

621.375.426 3692 
Narrow-Band Amplification with Transis¬ 

tors E. R. Hauri and H. Beneking. {Nachr¬ 
tech. Z., vol. 14, pp. 37-39; January, 1961.) Con¬ 
tribution to 4149 of 1960 with author’s reply. 

621.375.9:538.569.4 3693 
Field-Swept Maser Oscillation—J. C. 

Kemp. {Phys. Rev. Lett., vol. 7, pp. 21 -23; 
July 1, 1961.) The application by Singer and 
Wang (2897 of October) of their analysis of 
maser oscillations to experimental results of the 
author is criticized. They’ attribute the oscilla¬ 
tions to energy exchange between cavity’ and 
emitting sample. The radiation envelope is, 
however, largely determined by the Zeeman 
field sweep rate, due to a different mechanism. 

621.375.9:538.569.4:538.222 3694 
Paramagnetic Maser Oscillator Analysis — 

S. Wang and J. R. Singer. {J. A ppi. Phys., vol. 
32, pp. 1371-1376; July, 1961.) An equation 
for the output waveform is derived and nu¬ 
merical solutions obtained using a computer. 
Good agreement with experiment is given for 
steady-state and field-swept oscillators. 

621.375.9:538.569.4:621.396.43 3695 
Project Echo: The Dual-Channel 2390-

Mc/s Travelling-Wave Maser -R. W. De 
Grasse, J. J. Kostelnick, and II. E. D. Scovil. 
{Bell Syst. Tech. J., vol. 40, pp. 1117-1127; 
July, 1961.) Details of the ruby’ material 
isolator and amplifier package construction are 
given. An instantaneous bandwidth of 13 Me 
and effective noise temperature of 8°K were ob¬ 
tained and the gain (>33db) was sufficient 
to override the noise of the following stage. 



1961 Abstracts and References 19 S3 

621.375.9:621.372.44 3696 
Parametric Amplifiers—G. B. Stracca. 

(Alta Frequenza, vol. 30, pp. 98 113; February, 
1961.) Theoretical comparison of gain, band¬ 
width, noise and stability of the negative¬ 
resistance amplifier and upper- or lower-side¬ 
band converts. Experimental results are also 
reported. For English version see ibid., vol. 30, 
pp. 244-254; March, 1961. 

621.375.9:621.372.44 3697 
The Wide Tuning Range of Backward 

Travelling-Wave Parametric Amplifiers -H. 
Hsu and S. Wanuga. (Proc. IRE, vol. 49, pp. 
1339 1340; August, 1961.) A method is indi¬ 
cated of increasing the range beyond that sug¬ 
gested by Straus. (IRE Trans.on Microwave 
Theory and Techniques, vol. MTT-9, p. 95; 
January, 1961.) 

621.375.9:621.372.44:621.382.2 3698 
Theory of Nonreciprocal Circuits with Equal 

Input and Output Frequency using Nonlinear 
Semiconductor Elements R. Maurer and 
K. II. Löcherer. (Arch, elekt. Übertragung, vol. 
15, pp. 71-83; February, 1961.) The quad¬ 
ripole equations and transfer gain are derived 
for nonreciprocal amplifiers which consist of 
tunnel-diode or parametric-diode converter 
stages in cascade connection [see also 93 of 
February (Maurer el o/.)[. Matching and de¬ 
coupling problems are considered for various 
circuit configurations. 

621.375.9:621.372.44:621.382.23 3699 
Signal and Noise Characteristics of Diode-

Reactance Amplifiers for the U.H.F. Region 
R. Maurer. (Radio Mentor, vol. 27, pp. 110 
113; February, 1961.) Examples are given of 
mixer circuits, straight amplifiers, and a 
traveling-wave amplifier using parametric¬ 
amplifier techniques. The problem of matching 
by means of nonreciprocal elements or by 
bridge circuit is also dealt with. 

621.375.9:621.372.44:621.391.822 3700 
Noise Figure and Stability of Negative-

Conductance Amplifiers -A. C. MacPherson. 
(Proc. IRE, vol. 49, pp. 1314-1315; August, 
1961.) Calculations of lowest noise-figure at¬ 
tainable from stability considerations are in 
agreement with results of an earlier analysis 
[2277 of 1960 (Van der Ziel and Tamiya)], 
but the lowest possible noise figure is obtained 
at the expense of stability. 

621.375.9:621.372.44:621.396.969.3 3701 
Project Echo: 961-Mc/s Lower-Sideband 

Up-Converter for Satellite-Tracking Radar— 
M. Uenohara and II. Seidel. (Bell Sysl. Tech. 
J., vol. 40, pp. 1183-1205; July, 1961.) The 
amplifier is pumped at 11.7 Gc and although 
regenerative it has been made unconditionally 
stable by careful mechanical and electrical de¬ 
sign. The over-all noise figure is 1.6 db, gain 22 
db and bandwidth 20 Me. 

621.375.9:621.382.23 3702 
A Tunnel-Diode Slot Transmission Ampli¬ 

fier —M. E. Pedinoff. (Proc. IRE, vol. 49, pp. 
1315 1316; August, 1961.) A negative-con¬ 
ductance waveguide transmission-tyi>e ampli¬ 
fier consisting of a tunnel-diode mounted 
within an S-band waveguide end-plate slot has 
been built operating at a frequency of 2.7 Gc 
with a bandwidth of 21 Me and 16 db gain. 
No measurements have yet been made of 
noise figure*. 

621.376:621.372.54 3703 
The Matching Problem of the Ring-Type 

and Double Push-Pull Modulator with Filter 
Termination at Both Ends. H. Bauch. Arch, 
elekt. Übertragung, vol. 15, pp. 1-17; January 
1961.) Detailed discussion of an imiwdance 
matching method for obtaining optimum fre¬ 
quency response and minimum attenuation. 

621.376.22 3704 
A Ring Modulator with Integrated Filters— 

J. Salzmann. [Câbles &• Trans., vol. 15, pp. 148-
159; April, 1961.J A lossless four/terminal 
frequency-translating network is proposed 
which avoids using a transformer between recti¬ 
fiers and filters. 

GENERAL PHYSICS 

535.215 3705 
Theory of Phototexcitation in Solids—A. 

Messen. (J. Phys. Radium., vol. 22, pp. 135-
141; March, 1961.) The theory of optical ab¬ 
sorption by photoexcitation is reviewed and 
further investigated. A distinction is made be¬ 
tween “oblique” and “vertical” transitions. 

537.311.1 3706 
Tunnelling from an Independent-Particle 

Point of View —W. A. Harrison. (Phys. Rei., 
vol. 123, pp. 85-89; July 1, 1961.) Calculation 
of wave functions for tunnelling problems, with 
applications. 

537.52:538.63 3707 
Radio-Frequency Breakdown Controlled by 

Drift of Electrons in an Inhomogeneous Mag¬ 
netic Field —L. T. Shepherd and II. M 
Skarsgard. (Cañad. J. Phys., vol. 39, pp. 983-
992; July, 1961.) Measurements of breakdown 
RF electron field versus magnetic field were 
made at pressures between 1.25 and 6X10“3 

mm in H and He. The breakdown RF field 
varied as the inverse square root of the mag-
netic field as predicted by theory. 

537.525 3708 
Experimental Evidence for Beam-Plasma 

Interaction in a Low-Pressure Argon Dis¬ 
charge L. H. Putnam, H. D. Collins, and 
N. L. Oleson. (Phys. Rev. Lett., vol. 7, pp. 77-
79; August 1, 1961.) 

537.533 3709 
Broadening of a Beam of Electrons by the 

Space Charge — M. Boivin. (J. Phys. Radium* 
vol. 21, suppl., Phys. Appl., pp. 171A-172A; 
November, I960.) A recurrence formula is de¬ 
veloped for computing the broadening of the 
beam. 

537.56 3710 
Filamentary Structure Produced by an 

Electric Current in a Plasma—H. Alfven. 
(Ark. Fys., vol. 19, pp. 375 378; June 8, 1961.) 
An electric field parallel to a magnetic field in 
a plasma at low pressure produces a current 
which is confined to a filament. Simple formu¬ 
las are given for the cross-section of the fila¬ 
ment and the current in it. 

537.56 3711 
Space Dispersive Properties of Plasma— 

J. Neufeld. (Phys. Rev., vol. 123, pp. 1 10; 
July 1, 1961.) 

537.56:537.533 3712 
Interaction of Fast Electron Beams with 

Longitudinal Plasma Waves —Ya. A. Romanov 
and G. F. Filippov. (Zh. Eksp. Teor. Fiz., vol. 
40, pp. 123 132; January, 1961.) Equations are 
derived for the variation with time of the 
plasma-wave spectral density and the fast¬ 
electron distribution function, for arbitrary 
velocity distributions. 

537.56:538.56 3713 
Waves in a Rarefied Ionized Gas Propa¬ 

gated Transverse to an External Magnetic 
Field T. Watanabe. (Cañad. J. Phys., vol. 39. 
pp. 1044-1057; July, 1961.) Three modes of 
plane waves, in which the perturbed magnetic 
field is parallel to the external magnetic field, 
can Im* propagated transverse to the external 
magnetic field in a collision-free and fully ion¬ 
ized gas. In the HF limit the three modes be¬ 

have respectively as electromagnetic, election 
sound, and ion sound waves. 

537.56:538.566:535.43 3714 
Concerning the Disturbances Produced by 

a Body Moving in a Plasma—L. P. Pitaevskil 
and V. Z. Kresin. (Zh. Eksp. Teor. Fiz., vol. 40, 
pp. 271 281; January, 1961.) Formulas de¬ 
rived for the disturbance of electron dens ty 
are used to calculate the effective cross-section 
for the scattering of electromagnetic waves at 
this disturbance in particular cases. 

537.56:538.6 3715 
Electrohydromagnetic Waves in a Fully 

Ionized Gas : Part 2—K. D. Cole. (Planet. 
Space Sei., vol. 5, pp. 292-298; August, 1961.) 
The Appleton-Hartree dispersion formula lor 
magneto ionics is generalized to include the 
effect of heavy ions. The ratio of particle 
energy to magnetic field energy in a wave of 
arbitrary frequency is determined. A band of 
frequencies around the plasma frequency is 
found for which waves are attenuated. Location 
of these bands would enable the interplanetary 
magnetic field and electron density to be esti¬ 
mated. Part 1: 2305 of 1960. 

537.56:538.63 3716 
The Statistical Mechanics, Dynamics aid 

Magnetohydrodynamics of Plasmas -R. Jan-
cel and T. Kahan. (Call. Phys., vol. 15, pp. 57-
101; February, 1961.) A system of equations is 
established in particular to denote the move¬ 
ment, the current and the compression tensor 
of an ionized gas. These are applied to pt r-
tially and completely ionized gases and used to 
obtain the general equations of magnetohydro¬ 
dynamics. Propagation modes of different tyi>es 
of waves are determined. 

537.56:538.63 3717 
On Plasma Oscillations with Special 

Emphasis on the Landau Damping and the 
Gross Gaps in the Frequency Spectrum—A. 
Kildal. (Nuovo Cim., vol. 20, pp. 104-122; 
April 1, 1961. In English.) A linear theory of 
oscillations of the form exp [i(k.r — w /)] in a 
collision-free electron plasma in an external 
magnetic field is given. 

537.56:538.63 3718 
Collective Motions in a Plasma due to Mag¬ 

netic Interaction—G. Kalman. (Nuovo Cin ., 
vol. 20, pp. 198 -200; April 1, 1961.) The exist¬ 
ence of collective modes due to the static mag¬ 
netic interaction between the current ele¬ 
ments represented by the moving electrons has 
been investigated. 

537.56:538.63 3719 
Plasma Density Fluctuations in a Magnetic 

Field E. E. Salpeter. (Phys. Rev., vol. 122, 
pp. 1663 1674; June 15, 1961.) A continuation 
of earlier work (ibid., vol. 120, pp. 1528-1535; 
December 1, 1960) in which the frequency 
sp<*ctrum was derived for the spatial Fourier 
transform of the electron charge density 
fluctuations in a plasma The effects of a con¬ 
stant magnetic field in an arbitrary direction 
are considered. A theoretical basis is provided 
for analyzing back-scatter experiments, and 
intensities are derived as a function of the real 
frequency variable for the case of thermody¬ 
namic equilibrium. 

538.311:621.318.3 3723 
Hydromagnet: a Self-Generating Liquid-

Conductor Electromagnet II. H. Kohn and 
O. K. Mawardi. (J. Appl. Phys., vol. 32, pp. 
1296-1304; July, 1961.) The exciting current 
is generated by forcing a liquid conductor 
radially inwards across an axial magnetic field. 
The tangential cut rent thus generated adds to 
the initial applied field. 
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538.561:537.122 3721 
Emergence into Vacuum of the Cherenkov 

Radiation produced by Longitudinal Waves in a 
Medium - B. L. Zhelnov. (Z/z. Teor. 
Fiz., vol. 40 pp. 170 177; January 1961.) 
The EM radiation of an electron moving into 
a vacuum from a medium with spatial dispersion 
is considered. Under certain conditions, in ad¬ 
dition to the transition radiation there is 
Cherenkov radiation from longitudinal waves 
in the medium. At large distances from the 
interface this radiation is a spherical wave con¬ 
fined to a narrow range of frequencies near the 
plasma frequency. 

538.561.029.65:537.533 3722 
Coherent Generation of Microwave Power 

by Annihilation Radiation of a Prebunched 
Beam— B. W. Hakki and H. J. Krumme. 
(Proc. IRE, vol. 49, p. 1334; August, 1961.) 
Millimeter-wave radiation at the 100 mw level 
has been produced by the creation and anni¬ 
hilation of a tightly bunched 0.8 Mev electron 
beam. A proposed extension of the method, 
based on optical techniques, is intended to 
produce power in the submillimeter region. 

538.566:535.42 3723 
The Problem of Diffraction of Electro¬ 

magnetic Waves as a Perfectly Conducting 
Plane Ring—G. A. Grinberg and E. N. 
Kolesnikova. (Zh. Tekh. Fiz.. vol. 31, pp. 13-
17; January, 1961.) Theoretical treatment of 
the diffraction of plane electromagnetic waves 
assuming a ring of internal radius and width 
much greater than the wavelength. Integral 
equations for the “shadow” currents are given, 
from which the total current flowing in the 
screen is determined. 

538.566:535.42 3724 
Diffraction of a Plane Wave by a Unidirec¬ 

tionally Conducting Half-Plane—S. R. Ses-
hadri. [Proc. Nal. Inst. Sei. (India) Part 4, 
vol. 27, pp. 1 10; January 26, 1961.] The prob¬ 
lem is formulated in terms of an integral equa¬ 
tion specifying the screen function, whose solu¬ 
tion is obtained by the standard Wiener-Hopf 
procedure. Expressions for the fields and the 
current induced on the half-plane are given. 

538.566:535.42 3725 
A Note on the Diffraction of a Scalar Wave 

by a Small Circular Aperture—R. A. Hurd. 
(Cañad. J. Phys., vol. 39, pp. 1065-1070; July, 
1961.) 

538.566:537.56 3726 
Kinetic Theory of Reflection of Electro¬ 

magnetic Waves from a Moving Plasma— 
V. I. Kurilko. (Zh. Tekh. Fiz., vol. 31, pp. 71-
77; January, 1961.) Mathematical analysis of 
the reflection of electromagnetic waves from a 
plasma moving in a space in which the phase 
velocity of the waves is less than the velocity 
of light. 

538.566.029.6:535.43:537.56 3727 
Scattering of Microwaves from a Cylindrical 

Plasma in the Born Approximation : Part 1— 
Y. Midzuno. (J. Phys. Soc. Japan, vol. 16, pp. 
971 980; May, 1961.) Formulas are derived 
for the angular distribution function and the 
effect of special distributions is considered. 

538.569.4 3728 
Some Properties of Resonance Line-Shape 

Functions—D. G. Hughes and D. K. C. Mac¬ 
Donald. [Proc. Phys. Soc. (London), vol. 78, pp. 
75-80; July 1, 1961.] Mathematical discussion 
of the broadening of spectral lines. 

538.569.4:537.228.5 3729 
Shift of Nuclear Quadrupole Resonance 

Frequency by Electric Field—T. Kushida and 
K. Saiki. (Phys. Kev. Lett., vol. 7, pp. 9-10; 
July 1, 1961.) A linear shift in the Br81 line in 

NaBrOj is observed when a field of several 
kv/cm is applied parallel to the (111) crystal 
axis. The line shape becomes asymmetric, and 
is attributed to unresolved line splitting. 

538.569.4:537.228.5 3730 
Linear Effect of Applied Electric Field on 

Nuclear Quadruple Resonance—J. Armstrong. 
N. Bloembergen, and D. Gill. (Phys. Rev. Lett., 
vol. 7, pp. 11 14; July 1, 1961.) A linear Stark 
effect is observed in the Cl35 line in KCIO3 and 
NaClOa crystalline powders, as predicted theo¬ 
retically. 

538.569.4:537.29 3731 
Linear Effect of Applied Electric Field on 

Magnetic Hyperfine Interaction N. Bloem-
bergen. (Phys. Rev. Lett., vol. 7, pp. 90-92; 
August 1, 1961.) 

538.569.4:621.375.9 3732 
Angular Variation of Axial Spin-Hamil-

tonian Eigenvalues in Strong Magnetic Field 
—II. A. Buckmaster. (Cañad. J. Phys., vol. 39, 
pp. 1073-1079; July, 1961.) The expressions 
for the energies of transitions between levels 
with strong field quant urn numbers M and 
M — m are given for m = 1, 2, 3. The tables give 
the values of the coefficients containing 5 and 
M for a range of values of these parameters. 

538.569.4:621.375.9:535.61-1/2 3733 
A Proposal for a Tunable Source of Radia¬ 

tion for the Far Infrared using Beats between 
Optical Masers -D. C. Laine. (Nature, vol. 
191, pp. 795-796; August 19, 1961.) 

538.569.4:621.375.9:535.61-2 3734 
Theory of Quantum Oscillators in a Multi¬ 

mode Cavity W. G. Wagner and G. Birn¬ 
baum. (J. Appl. Phys., vol. 32, pp. 1185-1194; 
July, 1961.) The distribution of power in the 
various modes in the steady-state operation of 
an optical maser is studied. 

538.569.4:621.375.9:535.61-2 3735 
Proposed Technique for Modulation of 

Coherent Light —A. K. Kamal and S. D. 
Sims. (Proc. IRE, vol. 49, p. 1331; August, 
1961.) A frequency shift of the coherent-light 
output proportional to the strength of an elec¬ 
tric field applied to a ruby laser provides a 
system for FM of the output. 

GEOPHYSICAL AND EXTRATER¬ 
RESTRIAL PHENOMENA 

523.164 3736 
Studies in Cosmic Radio Noise at Banga¬ 

lore—S. Bhagavantum, M. Krishnamurthi 
and S. Ramakrishna. (J. Indian Inst. Sei., vol. 
43, pp. 97 103; April, 1961. The techniques in 
use at Bangalore for a radio survey of the sky 
and the disturbed sun at 28.6 Me and 62 Me 
are described. 

523.164.3:551.507.362.2 3737 
Interpretation of Cosmic-Noise Measure¬ 

ments at 3.8 Mc/s from Satellite 1960 nl — 
J. II. Chapman and A. R. Molozzi. (Nature, 
vol. 191, p. 480; July 29, 1961.) The analysis 
given is based on the assumption that observed 
variations in signal strength were due to three 
causes: 1) variation of radiation resistance of 
the antenna with the dielectric constant of the 
surrounding ionosphere, 2) restriction of the 
angular aperture at the antenna due to ionos¬ 
pheric refraction and polarization, and 3) vari¬ 
ation of cosmic-noise power over the sky. 

523.164.32:551.510.535 3738 
Oscillations in the Refraction of Radio 

Waves Emitted by the Sun—B. M. Chik-
hachev. (Radiotekh. Elektron., vol. 5, pp. 1359-
1369; September, 1960.) Radio astronomy ob¬ 
servations at sunrise in November and Decem¬ 
ber, 1949, at wavelengths of 1.5 and 2 m 

showed a periodic variation of ionospheric re¬ 
fraction with uniform change of zenith distance 
of the sun. This variation is analyzed in terms 
of sunspot activity and the motion of “cellu¬ 
lar” waves in the ionosphere ]see 1680 of 1950 
(Martyn) |. 

523.164.34 3739 
Lunar Temperature Measurements at 

3200 Mc s W. J. Medd and N. W. Broten 
(Planet. Space Sei., vol. 5, pp. 307-313; 
August, 1961.) 

523.164.4 3740 
Distribution of Brightness in Extragalactic 

Radio Sources—A. T. Moffet and P. Maltby. 
(Nature, vol. 191, pp. 453 454; July 29, 1961.) 
Measurements have been made at 31.3 cm X 
both on N-S and E-W base lines with a resolu¬ 
tion of about I.5'. Interpretations are given of 
the asymmetry observed in 88 sources. 

523.164.4 3741 
The Radio Source Hercules A—P. J. S. 

Williams, D. W. Dewhirst, and P. R. R. Leslie. 
(Observatory, vol. 81. pp. 64-68 plate; April, 
1961.) Interferometer observations were made 
at 178 Me on the two components of the in¬ 
tense source. The separation in declination is 
0'.32 ±0'.60. 

523.164.4 3742 
Central Component of the Radio Source 

Centaurus A—P. Maltby. (Nature, vol. 191, 
pp. 793-794; August 19, 1961.) Observations 
made with a variable-spacing interferometer at 
21.6 and 31.3 cm show that the radiation 
originates outside the wide dust band. 

523.165 3743 
Flux and Energy Spectra of the Protons in 

the Inner Van Allen Belt—J. E. Naugle and 
D. A. Kniffen. (Phys. Rev. Lett., vol. 7, pp. 
3-6; July 1, 1961.) 

523.165 3744 
Energy Spectrum of Electrons Trapped in 

the Geomagnetic Field -M. Walt and W. M. 
MacDonald. (J. Geophys. Res., vol. 66, pp. 
2047 2052; July, 1961.) Solutions of the 
Fokker-Planck equation for the electron dis¬ 
tribution function arc obtained by reducing 
the equation to an eigenvalue problem. The 
spectrum obtained with a source of decaying 
albedo neutrons is at variance with the ob¬ 
served result. 

523.165:551.507.362.2 3745 
Characteristics of the Van Allen Radiation 

Zones as Measured by the Scintillation 
Counter on Explorer VI—A. Rosen and T. A. 
Farley. (J. Geophys. Res., vol. 66, pp. 2013-
2028; July, 1961.) Results were obtained over 
a i>erio<l of four weeks from a counter record¬ 
ing fluxes of electrons above 200 kev and pro¬ 
tons above 2 Mev. A geomagnetic storm which 
occurred about a week after launching the 
satellite produced an immediate increase in the 
counting rate; large fluctuations in particle in¬ 
tensity were observed at the edge of the outer 
Vay Allen belt during the storm, which were 
closely related to simultaneous geomagnetic 
activity. 

523.5 3746 
On Meteor Ablation in the Atmosphere — 

F. Verniani. (NuovoCim., vol. 19, pp. 415-442; 
February, 1961.) Improvements to the usually 
adopted theory are given and approximate ex¬ 
pression suggested for the fundamental equa¬ 
tion of ablation of low-velocity meteors. 

523.5:621.396.96 3747 
Reduction of Meteor Velocities from Con¬ 

tinuous-Wave Radio Records -D. W. R. 
McKinley and E. L. R. Webb. (Monthly 
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Notices Roy. Astron. Soc., vol. 122, no. 3, pp. 
255-262; 1961.) An analysis of the reduction 
technique used at Ottawa shows that in 
velocity measurements any statistical bias was 
positive and less than 1 per cent. 

550.385.37 3748 
Some Studies of Geomagnetic Micropulsa¬ 

tions —R. A. Duncan. (J. Geophys. Res., vol. 
66, pp. 2087-2094; July, 1961.) Recordings 
made at four stations in Australia are analyzed. 
The period of the continuous type of oscilla¬ 
tion (Pc) increases with latitude, and also 
varies diurnally. The damped trains of oscil¬ 
lations (Pt), occurring mainly near midnight, 
are followed by magnetic bays with an average 
delay of about 15 minutes. Effects observed 
during magnetic storms are discussed. 

550.385.4 3749 
Some Features of Magnetic Storms in High 

Latitudes D. G. Knapp. (J. Geophys. Res., 
vol. 66, pp. 2053 -2085; July, 1961.) Ionospheric 
currents in high latitudes during magnetic dis¬ 
turbances are deduced from magnetic data. 
Lists of disturbances, during and prior to the 
I.G.Y., are given. 

551.507.362:523.3/.4 3750 
The National Program for Lunar and 

Planetary Exploration—A. R. Hibbs. (J. 
Geophys. Res., vol. 66, pp. 2003-2012; July, 
1961.) An illustrated description of the 
“Ranger” and other planned spacecraft. 

551.507.362:537.56 3751 
Excitation of Plasma Waves by Bodies 

Moving in Ionized Atmosphere— K. P. Chopra. 
(Planet. Space Sei., 1961, vol. 5, pp. 288-291; 
August, 1961.) An ionized cloud, formed in 
front of a rapidly moving body, excites waves 
by interaction with the ambient plasma. Ex¬ 
traordinary electromagnetic waves are gener¬ 
ated in the presence of a suitable week mag¬ 
netic field. 

551.507.362.1:550.380.8 3752 
On the Interplanetary Magnetic Storm: 

Pioneer V - P. J. Coleman, Jr, C. P. Sonett, 
and L. Davis, Jr. (J. Geophys. Res., vol. 66, 
pp. 2043-2046; July, 1961.) A magnetic field 
of 20 to 50 y was detected by Pioneer V 
j>erjx?ndicular to the sun-earth line during 
periods of intense solar activity between 
March 26 and April 6, 1960. Quiet-time fields 
of 2.7 y were observed on other occasions. 

551.507.362.1:550.385.4:523.14 3753 
Magnetic Storms in Interplanetary Space as 

Observed by Pioneer V—E. W. Greenstadt. 
(Nature, vol. 191, pp. 329-331; July 22, 1961.) 
A positive correlation is found between the in-
terpanetary field measured at the satellite and 
the planetary magnetic index a/t during the 
Hight of Pioneer V from launch on March 11, 
1960 to the end of April. Magnetic storms at 
the satellite occur at the same time as earth 
storms although there is a slight delay towards 
the end of the period of telemetry. 

551.507.362.2 3754 
Satellite Flashing-Light System—R. Freed 

and L. S. Klivans. (Electronic Ind., vol. 20, 
pp. 94 98; April, 1961.) To provide increased 
accuracy of the determination of the position 
of a satellite, a coded Hashing-light system 
could be carried. Design details are given. 

551.507.362.2 3755 
Effect of an Oblate Rotating Atmosphere on 

the Orientation of a Satellite Orbit—G. E. 
Cook. \Proc. Roy. Soc. (London) A, vol. 261, 
pp. 246-258; April 25, 1961.] For inclinations 
of 60°-70° in particular, significant rotation of 
the major axis in the orbital plane occurs due 
to the atmosphere. 

551.507.362.2 3756 
Atmospheric Phenomena noted in Simul¬ 

taneous Observations of 1958 5’2 (Sputnik III) 
—J. Aarons, II. E. Whitney, R. S. Roger, J. 
Thomson, J. Bournazel, E. Vassy, H. A. Hess, 
K. Rawer, N. Carrara, P. Checcacci, B. Land¬ 
mark, J. Troim, B. Hultqvist and L. Liszka. 
(Planet. Space Sei., vol. 5, pp. 169-184; July, 
1961.) Events occurring in three typical revo¬ 
lutions of Sputnik HI are described; measure¬ 
ments were made on the 20 Me transmissions. 
Signal drop-outs due to transmitter failure 
were noted ami another type of signal decrease 
was attributed to localized absorbing regions. 
Regions of the ionosphere causing scintillation 
were also identified; they have an extent in 
the horizontal plane of several hundred km. 

551.507.362.2 3757 
Methods of Calculating Atmospheric Den¬ 

sities from Satellite Orbit Data—G. V. Groves. 
(Planet. Space Sei., vol. 5, pp. 314-320; August, 
1961. In French.) Formulas relating atmos-
pheric density to the rate of change of period 
of a satellite as obtained by various workers 
are reviewed, and are shown to be in sufficient 
agreement to meet practical needs. 

551.507.362.2:523.164:621.391.812 3758 
Ray Paths from a Cosmic Radio Source to 

a Satellite in Orbit C. B. Haselgrove, J. 
Haselgrove, and R. C. Jennison. (Proc. Roy. 
Soc. (London) A, vol. 261, pp. 423-434; May 
16, 1961.] A satellite above the F> maximum 
can receive radiation on frequencies that are 
totally reflected by the ionosphere. Two ef¬ 
fects of reflection in the upper part of the 
ionosphere are discussed: 1) focusing, and 
2) interference. Both occur particularly when 
a satellite enters or leaves a region in which it 
can receive radiation from a point source in 
space. 

551.507.362.2:523.72 3759 
Measurement of Solar X-Radiation—K. A. 

Pounds. (J Bril. IRE, vol. 22, pp. 171-175; 
August, 1961.) The X-ray emission measuring 
equipment to be carried in Skylark rockets and 
the satellite U.K. 1 is described. Both X-ray 
flux and spectral shape are to lx* investigated. 

551.507.362.2:551.510.535 3760 
Local Electron Densities deduced from the 

Faraday Fading of Satellite Transmissions 
using Measurements during Two Consecutive 
Transits—L. Liszka. (Planet. Space Sei., vol. 5, 
pp. 213 219; July, 1961.) In tin- analysis it is 
assumed that during the period of revolution of 
the satellite the relative gradients of the local 
electron density are constant at the same alti¬ 
tudes and the changes in density above the Ft 
maximum are the same as those within the F 2 
layer. Daytime observations of 1958 Ô2 in Sep-
t ember, 1959, have been analyzed. 

551.507.362.2:621.391.812.63 3761 
Scintillations and the Latitude Distribution 

of Ionospheric Irregularities— D. G. Singleton. 
(Nature, vol. 191, pp. 482-483; July 29, 1961.) 
Evidence is given in support of Kent’s interpre¬ 
tation of the rapid fading of earth-satellite sig¬ 
nals (488 of I960). Mawdsley’s alternative ex¬ 
planation of scattering by field-aligned irregu¬ 
larities (4215 of 1960) is not confirmed by ex¬ 
periment. 

551.507.362.2:621.396.9 3762 
Radio Tracking of Artificial Earth Satellites 

—Pressey. (Sec 3784.) 

551.507.362.2:621.396.963.3 3763 
Tracking and Display of Earth Satellites— 

Van Golder, Jr. (See 3798.) 

551.510.53 3764 
Charged Particles in the Upper Atmos¬ 

phere —A. Dalgarno. (Ann. Geophys., vol. 17, 
pp. 16-49; January-March, 1961. In English.) 
/X comprehensive review of collision processes 
involving charged particles in the upper at¬ 
mosphere. 225 references. 

551.510.53 3765 
Structure, Variations and Measurements of 

the Earth’s Ionosphere and Exosphere—C. 
Altman. (Bull. Res. Counc. Israel, vol. 90, pp. 
39-48; February, 1961.) A survey of present 
knowledge and work being conducted at the 
Technion, Israel Institute of Technology, 
Haifa. 

551.510.53 3766 
The Distribution of Minor Ions in Electro¬ 

static Equilibrium in the High Atmosphere— 
P. Mange. (J. Geophys. Res., vol. 65, pp. 3833-
3834; November, 1960.) A simple discussion of 
the factors which govern the distribution of 
ions in diffusive equilibrium. The scale height 
of the predominant ion is twice that of the cor¬ 
responding neutral constituent, and the con¬ 
centration of a minor light ion can increase with 
altitude. 

551.510.53 3767 
Comments on Tidal Winds in the High At¬ 

mosphere B. Haurwitz. (Planet. Space Sei., 
vol. 5, pp. 196 201; July, 1961.) The accuracy 
of published data on tidal wind variations ire 
discussed on the basis of computations of the 
indices of the probable-error circle: variations 
with seasons and elevation are real although 
their magnitudes may lx* unreliable. 

551.510.535 3768 
Diffusion in the Ionosphere: A Review of 

some Recent Work—-V. C. A. Ferraro. (Ann. 
Giophys., vol. 17. pp. 82 89; January Mai h. 
1961. In English.) Work by Gliddon and Ken¬ 
dall (2738 of I960) shows considerable support 
for the hypothesis that Fi and F* regions are 
produced by the same source of ionization. 

551.510.535 3769 
The Lunar Variation of the Virtual Height 

of the Normal Ionospheric E layer above Fri¬ 
bourg P. Rougerie. (Ann. Geophys., vol. 17, 
pp. 145 146; January March, 1961. In Eng¬ 
lish.) A semidiurnal lunar variation of 0.1 km 
has been detected with a maximum at 0830 
lunar time. 

551.510.535 3770 
Theory of Overhead Nonblanketing Spo¬ 

radic E J. Renau. (J. Geophys. Res., vol. 66, 
pp. 2121 2128; July, 1961.) Sequences of h'(f) 
curves are calculated for an E layer in which a 
horizontal stratum of irregularities 12 km 
thick is slowly descending. The results are very 
similar to recorded sequences of ionograms 
showing sporadic E. 

551.510.535 3771 
Observations on the Ionospheric F Layer 

at Night : Part 2—The Law of Electron Loss in 
the F layer—C. S. G. K. Setty. (J. Inst. Tele-
commun. Engrs., India, vol. 7, pp. 65-77; 
March, 1961.) At night, electrons in the F 
layer are lost by attachment-like proc-
esses. The loss coefficients are of the form 
K = Kq exp [Ao — h)/Hk] where h^ is the height 
at which K\ = Kn and Ilk is the scale height of 
the loss coefficient. Assuming the loss c<x*ffi-
cients are attributable to loss rates in chemical 
processes, Ilk values correspond to those of 
molecular oxygen and nitrogen. Part 1: 3395 of 
November. 

551.510.535 3772 
Equatorial Spread-F in Relation to Post¬ 

Sunset Height Changes and Magnetic Ac¬ 
tivity—M. S. V. G. Rao and B. R. Rao. (J. 
Geophys. Res., vol. 66, pp. 2113-2120; July, 
1961.) The seasonal dependence of the correia-
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tions is found, and the data are considered in 
relation to Martyn’s theory of the formation of 
spread F (see 1555 of 1959). 

551.510.535:550.385.4 3773 
On the Relation between Magnetic Storm 

and Ionospheric Disturbances that Occurred 
on Sept. 13th 1957 -Y. Hakura, M. Nagai, 
and Y. Sano. (J. Radio Res. Labs., Japan, 
vol. 8, pp. 81-95; March, 1961.) The patterns 
of dense Ea, blackouts and Fs-layer disturb¬ 
ance in the northern hemisphere are com-
pared with the current systems of geomag¬ 
netic disturbance at different stages of the 
storm. With the development of polar-cap 
blackout, several hours before the sudden com¬ 
mencement of the storm, a current system was 
produced in the polar cap region. During the 
main phase, blackouts and E, coincide with 
strong currents at auroral latitudes. 

551.510.535:551.507.362.1 3774 
Upper Atmospheric Turbulence near the 

100 km Level J. E. Blamont and C. de Jager. 
(.4mm. Géophys., vol. 17, pp. 134 144; January-
March, 1961. In English.) An examination of 
observations of a sodium trail produced by a 
Véronique rocket in the upper atmosphere. 

551.510.536 3775 
Hydrogen Atoms and Ions in the Thermo¬ 

sphere and Exosphere D. R. Bates and 
T. N. L. Patterson. (Planet. Space Sei., vol. 5, 
pp. 257 273; August, 1961.) The structure of 
the atmosphere 1x4ween 100 km and 500 km is 
discussed in terms of various models. For a fur¬ 
ther note on the temperature in the exosphere 
see ibid., p. 328. 

551.510.536:551.507.362.2 3776 
Variable Conditions of the Terrestrial 

Exosphere II. K. Paetzold and II. Zschörner. 
(Astronáutica Acta, vol. 6, no. 6, pp. 373 381; 
1960.) The well-known features of atmospheric 
density variations as deduced from satellite ob¬ 
servations are discussed. Data for at least ten 
satellites show evidence of an annual variation 
in atmospheric density with a minimum in 
July, the amplitude of the variation increasing 
with altitude. 

551.510.536:551.594.6 3777 
Exospheric Electron Density Variations de¬ 

duced from Whistlers R. A. Belli well. (Ann. 
Géophys., vol. 17, pp. 76-81; January-March, 
1961. In English.) New data on electron density 
are presented. Density is approximately pro¬ 
portional to the strength of the earth’s mag¬ 
netic field. An unexplained annual variation, in 
which the December value is nearly twice that 
in June, is reported. 

551.593 3778 
Altitudes of the Night Airglow Radiations 

—D. M. Packer. (Ann. Géophys., vol. 17, pp. 
67 75; January March, 1961. In English.) Ob¬ 
servational methods for obtaining the layer 
heights of air-glow emission are briefly re¬ 
viewed and results derived from ground meas¬ 
urements, rocket flights and kinetic tempera-
tures are discussed. 

551.593.551.507.362.1 3779 
Attempt to Measure Night Helium Glow— 

Evidence for Metastable Molecules in the 
Night Ionosphere E. T. Byram, T. A. Chubb, 
and II. Friedman. (J. Geophys. Res., vol. 66, 
pp. 2095 2100; July, 1961.) A rocket experi¬ 
ment, intended to measure the intensity of 
night-time He glow (wavelengths 584 A and 
304 A) gave negative results, but provided 
some evidence for the existence of metastable 
molecules above 100 km. 

551.594.5 3780 
Some Auroral Observations inside the 

Southern Auroral Zone—J. V. Denholm. (J. 

Geophys. Res., vol. 66, pp. 2105 2111; July, 
1961.) 

551.594.6 3781 
Guiding of Whistlers by the Magnetic Field 

—R. Gendrin. (Planet. Space Sei., vol. 5, pp. 
274 282; August, 1961. In French.) A mech¬ 
anism is proposed which explains the wideband 
noise observed during whistler reception. A 
¡»article moving with velocity cfii/lfo, where 
Ju is gyrofrequency and /0 is plasma frequency, 
causes a wave to be propagated along the 
earth’s magnetic field; all frequency compo¬ 
nents of the wave travel with the same velocity. 
See 201 of February (Smith). 

551.594.6 3782 
The Dispersion of Whistlers Compared 

with the Geomagnetic Latitudes of their 
Sources—II. Norinder and E. Knudsen. 
(Planet. Space Sei.. vol. 5, pp. 326 328; Au¬ 
gust, 1961. In French.) Observational results 
are ¡»resented which indicate that the geomag¬ 
netic latitude of lightning discharges is a factor 
determining the dispersion constant of the re¬ 
lated whistlers. 

LOCATION AND AIDS 
TO NAVIGATION 

621.396.9 3783 
Development Trends of Modern Location 

Techniques: Correlation Location Methods— 
F. II. Lange. (Nachrtech., vol. 11, pp. 2 7; Jan¬ 
uary, 1961.) The application of the principles 
of “correlation electronics” (3630 of 1958) to 
radiolocation systems is discussed. 

621.396.9:551.507.362.2 3784 
Radio Tracking of Artificial Earth Satel¬ 

lites B. G. Pressey. (J. Brit. IRE, vol. 22, pp. 
97-107; August, 1961.) The three principal 
methods using 1) radar, 2) Doppler frequency 
shift, and 3) interferometer are outlined. The 
construction, o¡»cration and performance of the 
interferometer system used in the U. S. Mini¬ 
track network are descri bed. 

621.396.933.2 3785 
Controlled (h/d) Flight Path System for 

Use during Climb and Descent—R. D. Ryan. 
(J. Inst. Nav., vol. 14, pp. 195-201; April, 
1961.) Any of a number of accurate straight or 
curved flight paths may be selected in an at¬ 
tachment for the Australian DM E system. 

621.396.933.2 3786 
Phase Difference Observations at Spaced 

Aerials and their Application to Direction Find¬ 
ing W. C. Bain. (J. Res. NBS, vol. 65D, pp. 
229 232; May/June, 1961.) Measurements on 
frequencies near 6 Me are shown to give results 
indicating that the ¡»erformance of a wide-aper-
ture direction finder should not fall seriously 
below theoretical expectation. 

621.396.933.2 3787 
Research at the National Bureau of Stand¬ 

ards applicable to Long-Distance Location and 
Direclon-Finding Problems R. Silberstein. 
(J. Res. NBS, vol. 65D, pp. 233-235; May/ 
June, 1961.) A general account of work under¬ 
taken since 1941 including references to the de¬ 
velopment of a technique for determining polar¬ 
ization error, the development of Loran-C, a 
rapid-scan directional aerial, and the study of 
non-great-circle bearings. 

621.396.933.2 3788 
Instrumentation for Propagation and Direc-

tion-Finding Measurements E. C. Hayden. 
(J. Res. NBS, vol. 651), p. 253; May/June, 
1961.) Summary of a conference paper in which 
the limitations imposed on radio DF systems 
are discussed and two specific systems for use 
with wide-aperture arrays are proposed. 

621.396.933.2 3789 
Brooke Variance Classification System for 

D.F. Bearings E. M L. Beale. (J. Res. NBS. 
vol. 65D, pp. 255-261; May/June, 1961. ) 

621.396.933.2 3790 
Estimation of Variances of Position Lines 

from Fixes with Unknown Target Positions— 
E. M. L. Beale. (J. Res. NBS, vol. 65D, pp. 
263-273; May/June, 1961.) See also 3789 
above. 

621.396.933.2:621.391.812.63 3791 
Influence of Ionospheric Conditions on the 

Accuracy of High-Frequency Direction Finding 
—P. J. D. Gething. (J. Res. NBS, vol. 65D, 
pp. 225 -228; May/June, 1961.) During iono¬ 
spheric storms bearing accuracy is reduced 
when fixes result from signals propagated via 
the Fa layer. 

621.396.933.2:621.396.663 3792 
Design for Spinning-Goniometer Automatic 

Direction Finding W. J. Lindsay and D. S. 
Heim. (J. Res. NBS, vol. 65D, pp. 237-243; 
May/June, 1961.) The construction of an auto¬ 
matic sensing unit and of a bearing read-out 
computer is considered. The advantages of 
narrow-band synchronous post-detection fil¬ 
tering are discussed. 

621.396.96 3793 
Secondary Surveillance Radar—D. H. R. 

Archer. (Electronic Engr., vol. 33, pp. 414 420 
and 490 494; July and August, 1961.) System 
design problems are discussed, in particular 
methods of suppressing sidelobe effects. The 
application of a secondary-radar system for 
data transmission is considered. 

621.396.962.3 3794 
Superregenerative Pulse Radar—F. H. 

Shepard, Jr. (Proc. Radio Club Amer., vol. 
37, Winter, 1960/1961.) For ¡mise reception, 
where broad bandwidths are used, the SNR 
is equal to that of other receiving systems. The 
basic circuit of a superregenerative radar trans¬ 
mitter-receiver is shown and a double-pulse 
technique for an A-scope display is outlined. 

621.396.962.3 3795 
A Monopulse Instrumentation System — 

F. P. Storke, Jr. (Proc. IRE, vol. 49, pp. 
1328-1329; August, 1961.) The tracking error 
relative to the beam width is expressed in 
terms of the differential phase shifts before and 
after the comparing hybrid. The importance of 
the latter is shown and a system is described 
which is insensitive to ¡»hase shifts in the IF 
amplifier since reference and error signals 
undergo the same ¡»hase shift in it. See 1240 of 
1960 (Rhodes). 

621.396.962.33 3796 
Detection Range Predictions for Pulse 

Doppler Radar—S. A. Meltzer and S. Thaler. 
(Proc. IRE, vol. 49, pp. 1299 1307; August, 
1961.) A mathematical model is constructed. 
It is applicable to situations where thermal 
noise and sidelobe clutter limit detection 
range, and allows for variation of most of the 
important radar parameters. 

621.396.963.3 3797 
C.R.T. Display of Alphanumeric Informa¬ 

tion Applied to Radar Data Handling—J. S. 
Johnston. (J. Brit. IRE, vol. 22, pp. 139 143; 
August, 1961.) The problem of extracting and 
displaying in alpha-numeric form the informa¬ 
tion ¡»resented by long-range radar is discussed. 
A writing speed of 3X 104 characters/sec is pos¬ 
sible. 

621.396.963.3:551.507.362.2 3798 
Tracking and Display of Earth Satellites— 

A. Van Gelder, Jr. (Proc. IRE, vol. 49, pp. 
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1332 1333; August, 1961.) Comment on 2393 
of 1960 (Slack and Sandberg). Several errors 
are corrected and certain steps in the deriva¬ 
tion are questioned. 

621.396.969.3:551.507.362.2 3799 
Project Echo: Satellite-Tracking Radar— 

O. E. De Lange. (Bell. Syst. Tech. J., vol. 40, 
pp. 1157-1182; July, 1961.) A 961-Mc system 
with 60-ft and 18-ft paraboloids as transmitting 
and receiving antennas respectively is de¬ 
scribed. The transmitting system is shared with 
the “Echo” communications channel, 2.5 kw 
being then available for radar. The 18-ft para¬ 
boloid is conically scanned and feeds a receiver 
incorporating a parametric amplifier with a 
sensitivity of —150 dbm in a 100-cps band¬ 
width. Radar and optical pointing were found 
usually to agree to within a few tenths of a de¬ 
gree, but computed orbital azimuth data were 
in error by up to 1.2°. 

MATERIALS AND SUBSIDIARY 
TECHNIQUES 

535.215 3800 
Temperature-Dependent Bismuth-Cesium 

Photosurfaces—R. J. Zollweg and C. R. Tay¬ 
lor. (J. Appl. Phys., vol. 32, pp. 1316-1319; 
July, 1961.) The sensitivity variation with 
temperature depends on the presence of oxygen 
and upon the size of the aggregates in the pho¬ 
tosurface. 

535.215:546.48’221 3801 
Photosensitivity and Speed of Response in 

Cadmium Sulphide—D. Shaw. (Bril. J. Appl. 
Phys., vol. 12, pp. 337-341; July, 1961.) Pho¬ 
toconductivity and photocurrent decay times 
have been measured for a large number of crys¬ 
tals of widely varying photosensitivity over an 
illumination range 0.007-875 ft candles. 

535.215:546.48’221 3802 
p-Type Photoconductivity and Infrared 

Quenching in Electron-Bombarded CdS— 
B. A. Kulp and R. H. Kelley. (J. Appl. Phys., 
vol. 32, pp. 1290-1292; July, 1961.) 

535.215:546.48’221 3803 
Analysis of Photojunctions Formed by Dif¬ 

fusing Copper into Insulating Cadmium Sul¬ 
phide Crystals—R. R. Bockemuehl, J. E. 
Kauppila, and D. S. Eddy. (J. Appl. Phys., 
vol. 32, pp. 1324-1330; July, 1961.) 

535.37 3804 
Lead- and Manganese-Activated Calcium 

Cadmium Silicate Phosphors—Y. Uehara, Y. 
Kobuke, I. Masuda, and T. Kushida. (J. 
Eleclrochem. Soc., vol. 108, pp. 235-238; 
March, 1961.) 

535.376:546.681’18 3805 
Electroluminescence at p-n Junctions in 

Gallium Phosphide—M. Gershenzon and 
R. M. Mikulyak. (J. Appl. Phys., vol. 32, pp. 
1338-1348; July, 1961.) 

537.226:538.566.2.029.6 3806 
Dispersion of the Permeability and Per¬ 

mittivity of Artificial Dielectrics in the Fre¬ 
quency Range 500-35000 Mc/s I. A. Deryu¬ 
gin and M. A. Sigal. (Zh. Tekh. Fiz., vol. 31, 
pp. 100 -108; January, 1961.) A report of 
measurements of the frequency dependence of 
the properties of Cu powders in paraffin. 

537.226:546.814-31 3807 
Dielectric Properties of SnO-—L. V. Desh¬ 

pande and V. G. Bhide. (Nuovo Cim., vol. 19, 
pp. 816-817; February 16, 1961.) Samples of 
SnO> in ceramic and compressed powder form 
have a dielectric constant of the order of 10 5 

and show ferroelectric properties. 

537.227:546.42’824-31 3808 
Nonlinearity and Microwave Losses in 

Cubic Strontium-Titanate—G. Rupprecht, 
R. O. Bell, and B. D. Silverman. (Phys. Rev., 
vol. 123, pp. 97-98; July, 1961.) A summary 
and interpretation of results of measurements 
made on single crystals, at temperatures from 
90°K to 230°K and frequencies from 1 to 36 Gc. 

537.227:546.431’824-31 3809 
Perfectness of Macrodomains of BaTiO 3 

Crystals—K. Aizu and O. Nakada. (J. Phys. 
Soc. Japan, vol. 16, pp. 923 -927; May, 1961.) 
A statistical investigation based on thermody¬ 
namics shows that a plate thicker than 2X10-* 
cm contains practically no reversely polarized 
microdomains. 

537.227:546.431’824-31 3810 
Surface Layers on Barium Titanate Single 

Crystals above the Curie Point —H. Schlosser 
and M. E. Drougard. (J. Appl. Phys., vol. 32, 
pp. 1227-1231; July, 1961.) Dielectric disper¬ 
sion measurements have been carried out on 
BaTiOs single crystals of different thickness at 
temperatures above the Curie point up to 
180°C. 

537.227:546.431’824—31 3811 
Investigation of Rare-Earth-Doped Barium 

Titanate—V. J. Tennery and R. L. Cook. (J. 
Amer. Ceram. Soc., vol. 44, pp. 187-193; 
April 1, 1961.) The effect of additions of rare-
earth oxides on the de resistivity of BaTiOs is 
investigated. 

537.227:546.431’824-31 3812 
Effect of WO3 on Dielectric Properties of 

BaTiOa Ceramics—V. Ern and R. E. Newn-
ham. (J. Amer. Ceram. Soc., vol. 44, p. 199; 
April 1, 1961.) 

537.227:546.431’824-31 3813 
Dielectric Properties of BaTiOs Single 

Crystals in the Paraelectric State from 1 kc/s 
to 2000 Mc/s—E. Stern and M. Lurio. (Phys. 
Rev., vol. 123, pp. 117-123; July 1, 1961.) 

537.227:621.372.44 3814 
Antiferroelectric Ceramics with Field-

Enforced Transitions: a New Nonlinear Cir¬ 
cuit Element—B. Jaffe. (Proc. IRE, vol. 49, 
pp. 1264-1267; August, 1961.) Ceramic di¬ 
electrics have been prepared which undergo 
field-enforced antiferroelectric-to-ferroelectric 
transitions from below — 60°C to over 100°C. 
The transition is indicated by a D/E hysteresis 
figure with a linear central region and loops 
showing saturation on either end. Capacitance 
nonlinearity, energy storage and transducer 
properties are described. 

537.228.1/.2:547.476.3 3815 
The Piezoelectricity and Electrostriction of 

Rochelle Salt—G. Schmidt. (Z. Phys., vol. 
161, pp. 579-603; February 14, 1961.) De¬ 
tailed report of measurements and discussion 
of results with particular reference to the ferro¬ 
electric anomaly of Rochelle salt. 

537.228.1:549.514.41 3816 
Piezoelectricity of Quartz for Finite Strain 

—S. Machlup and M. E. Christopher. (J. 
Appl. Phys., vol. 32, pp. 1387-1391; July, 
1961.) Calculation of the principal piezoelectric 
coefficient using a hard-sphere, rigid-ion model. 

537.311.33 3817 
Behaviour of Hot Electrons in Microwave 

Fields—B. V. Paranjape. (Phys. Rev., vol. 122, 
pp. 1372-1375; June 1, 1961.) A theoretical in¬ 
vestigation is made of the currents produced by 
hot electrons when a weak microwave field is 
superimposed on a strong steady electric field, 
and also the effect of a strong microwave field 
alone. An alternating current at the same fre¬ 

quency as the applied field and leading it in 
phase is produced. 

537.311.33 3818 
Electron-Electron Scattering and Trans¬ 

port Phenomena in Nonpolar Semiconductors 
—J. Appel. (Phys. Rev., vol. 122, pp. 1760-
1772; June 15, 1961.) Electron-electron scat¬ 
tering causes electrical conductivity to be re¬ 
duced less than the electronic heat conduc¬ 
tivity. Its influence on electrical conductivity, 
heat conductivity and the Seebeck coefficient 
is calculated as a function of temperature, and 
its effect on transport phenomena is briefly 
considered. 

537.311.33 3819 
Alternative Approach to the Solution of 

Added Carrier Transport Problems in Semi¬ 
conductors—J. P. McKelvey, R. L. Longini, 
and T. P. Brody. (Phys. Rev., vol. 123, pp. 51-
57; July 1, 1961.) A method is described for 
computing carrier fluxes by solving the con¬ 
tinuity equation in terms of a Green’s function. 

537.311.33 3820 
Mechanism of Impurity Conduction in 

Semiconductors—J. Mycielski. (Phys. Rev., 
vol. 123, pp. 99-103; July 1, 1961.) The con¬ 
ductivity of impurities at low temperatures is 
discussed in terms of jumps over the Coulomb 
potential barrier between empty and occupied 
impurity centres. Calculations relating to 
anomalies of activation energy are made. 

537.311.33 3821 
Current-Carrier Transport with Space 

Charge in Semiconductors—W. Van Roos-
broeck. (Phys. Rev., vol. 123, pp. 474-490; 
July 15, 1961.) A theory is developed for one¬ 
dimensional drift of carriers, taking into ac¬ 
count the space charge which can develop in 
high-resistance materials. The theory is exact 
for small-signal field variations. 

537.311.33 3822 
The Scattering of Phonons by Bound Elec¬ 

trons in a Semiconductor—I. C. Pyle. (Phil. 
Mag., vol. 6, pp. 609-616; May, 1961.) 

537.311.33:534.28 3823 
Interaction of Electrons and Holes with 

Acoustic Waves in Intrinsic Semiconductors—■ 
N. Mikoshiba. (J. Phys. Soc. Japan, vol. 16, 
pp. 895-905; May, 1961.) A self-consisient 
theory is produced which shows that the 
acoustoelectromotive force is too small to be 
detected by experiment. 

537.311.33:535.215 3824 
On the Study of Volume Recombination of 

Excess Charge Carriers in Semiconductors 
with the Aid of Photoconductance— B. H. 
Schultz. (Philips Res. Rep., vol. 16, pp. 175— 
181; April, 1961.) By measuring amplitude and 
phase of photoconductance in different ambi¬ 
ents, it is possible in some cases to determine 
the surface effects, and reliable volume-recom¬ 
bination times can be deduced. 

537.311.33:535.34-15 3825 
Contribution of Lattice Scattering between 

Nonequivalent Valleys to Free-Carrier Infra¬ 
red Absorption in Semiconductors—H. Risken 
and H. J. G. Meyer. (Phys. Rev., vol. 123, pp. 
416-419; July 15, 1961.) 

537.311.33:538.614 3826 
The Faraday Effect in Nondegenerate 

Semiconductors—B. Donovan and J. Webster. 
[Proc. Phys. Soc. (London), vol. 78, pp. 120-
132; July 1, 1961.] The theory of the Faraday 
effect, in relation to microwave and infrared 
propagation in semiconductors is developed. 
Frequency and temperature dependence are in¬ 
vestigated for n-type Ge. 
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537.311.33:538.63 3827 
The Theory of Electrical Conductivity of 

Semiconductors in a Magnetic Field : Part 1— 
V. L. Gurevich and Yu. A. Firsov. (Zh. Eksp. 
Teor. Fiz., vol. 40, pp. 199-213; January, 
1961.) A quantum theory of the transverse con¬ 
ductivity of semiconductors in a strong mag¬ 
netic field is developed, taking account of in¬ 
elastic scattering of electrons. 

537.311.33:538.63 3828 
Galvanomagnetic Effects in Semiconduc¬ 

tors at High Electric Fields—E. M. Conwell. 
(Phys. Rev., vol. 123, pp. 454 463; July 15, 
1961.) A theory of magnetoconductivity for 
general energy-band structure is evolved in a 
form convenient for the calculation of Hall co¬ 
efficients and other galvanomagnetic effects for 
either low or high electric field strengths. 

537.311.33:538.63 3829 
Measurements of the Frequency Depend¬ 

ence of the Gauss Effect in Various Semi¬ 
conductors up to 2000 Mc/s—M. J. O. Strutt 
and F. K. von Willisen. (Arch, elekt. Über¬ 
tragung, vol. 15, pp. 25-32; January, 1961.) 
The Gauss effect in Corbino disks of Ge, InSb 
and InAs was measured in the frequency range 
0-2 Gc as a function of temperature in the 
range 140°-270°K for flux densities up to 30 
Me. For earlier measurements of this galvano¬ 
magnetic effect see 2804 of 1957 (Ramer el al.). 

537.311.33:539.23 3830 
Field-Enhanced Donor Diffusion in Degen¬ 

erate Semiconductor Layers—W. Shockley. 
(J. Appl. Phys., vol. 32, pp. 1402-1403; July, 
1961.) An expression for the effective diffusion 
constant is given. 

537.311.33 : [546.28 + 546.289J : 535.215 3831 
Photovoltages in Silicon and Germanium 

Layers—H. Kallmann, B. Kramer, E. Haide-
manakis, W. J. McAleer, H. Barkemeyer, and 
P. I. Pollak. (J. Electrochem. Soc., vol. 108, pp. 
247-251; March, 1961.) Photovoltages of sev¬ 
eral thousand volts are observed between 
electrodes 1 cm apart when the layers are 
maintained at liquid-nitrogen temperatures 
and strongly illuminated. At room tempera¬ 
ture, only a few hundred volts were produced. 
A possible explanation of this effect is sug¬ 
gested. 

537.311.33 : [546.28 + 546.2891:621.317.3(083.7) 
3832 

IRE Standards on Solid State Devices : 
Measurement of Minority-Carrier Lifetime in 
Germanium and Silicon by the Method of 
Photoconductive Decay—(Proc. IRE, vol. 49, 
pp. 1292-1299; August, 1961.) Standard 61 
IRE 28.S2. 

537.311.33:546.28 3833 
The Formation of Dislocation-Free Silicon 

Single Crystals G. Ziegler. (Z. Naturforsch., 
vol. 16a, p. 219; February, 1961.) The configu¬ 
ration of dislocations in thin Si rods is investi¬ 
gated to obtain insight into the mechanism of 
dislocation reduction. 

537.311.33:546.28 3834 
Low-Frequency Conductivity due to Hop¬ 

ping Processes in Silicon —M. Pollak and 
T. H. Geballe. (Phys. Rev., vol. 122, pp. 1742-
1753; June 15, 1961.) The complex conduc¬ 
tivity has been measured in n-type Si with 
various kinds of impurities at frequencies be¬ 
tween 100 cps and 10 kc in the temperature 
range 1-20° K. In most cases it is several orders 
of magnitude higher than the measured de con¬ 
ductivity; this is attributed to polarization 
caused by hopping processes. A simple theory 
is derived which is in good agreement with the 
observed variation of conductivity with fre¬ 
quency and concentration. 

537.311.33:546.28 3835 
Hot-Electron Emission from Silicon p-n 

Junctions Parallel to the Surface—J. L. Moll, 
N. I. Meyer, and D. J. Bartelink. (Phys. Rev. 
Lett., vol. 7, pp. 87-90; August 1, 1961.) Ex¬ 
perimental results are presented and compared 
with theoretical expressions which take into 
account the important types of interaction be¬ 
tween the hot electrons and the crystal lattice. 

537.311.33:546.28 3836 
Forward Characteristics of Si p-ir-n-Junc-

tions—M. Tokunaga and K. Shono. (J. Phys. 
Soc. Japan, vol. 16, pp. 1029-1030; May, 1961.) 
A series of junctions were prepared in />-type 
Si crystals of resistivity 2-5 Siem, by diffusing 
B from one side and P from the other side of 
the crystal. l/V characteristics of junctions 
with »-regions of different width are shown and 
discussed. 

537.311.33:546.289 3837 
Electronic Effect in the Elastic Constants of 

Germanium—L. J. Bruner and R. W. Keyes. 
(Phys. Rev. Lett., vol. 7, pp. 55-56; July 15, 
1961.) A measured change in one of the elastic 
constants (C«) of Ge when heavily doped with 
As is reported. 

537.311.33:546.289 3838 
Electric-Field-Induced Modulation of the 

Absorption due to Interband Transitions of 
Free Holes in Germanium M. A. C. S. Brown 
and E. G. S. Paige. (Phys. Rev. Lett., vol. 7, pp. 
84-86; August 1, 1961.) Observations were 
made of the change in absorption due to a 
change in the distribution function of the free 
holes. Experimental data are given and dis¬ 
cussed. 

537.311.33:546.289 3839 
Anodic Oxidation of Germanium T. 

Gabor. (J. Appl. Phys., vol. 32. pp. 1361-
1363; July, 1961.) “On anodic polarization of 
etched samples of »-type or near-intrinsic p-
type germanium, striations are formed. The 
periodic depletion of holes is advanced as a 
tentative explanation of the phenomenon.” 

537.311.33:546.289 3840 
A Study of Growth Processes in Ger¬ 

manium Dendrites using Pulse Electroplating 
Techniques R. C. Smith. (J. Electrochem. 
Soc., vol. 108, pp. 238 241; March, 1961.) 
Separate mechanisms for axial and lateral 
growth have been identified. The observed re¬ 
sistivity boundary lines are due to the lateral 
growth mechanism. 

537.311.33:546.289 3841 
Influence of Wet and Dry Ambients on Fast 

Surface States of Germanium —Y. Margonin-
ski and II. E. Farnsworth. (Phys. Rev., vol. 
123. pp. 135 140; July 1, 1961.) A specimen of 
n-type Ge was subjected to different gaseous 
environments. The effects of N2, Os and water 
vapor on the surface states can be discussed 
separately. 

537.311.33:546.289 3842 
Determination of the Coefficient of Diffu¬ 

sion of Arsenic in Germanium by Measure¬ 
ment of the Thermoelectric Voltage—E. Bati-
fol and G. Duraffourg. (J. Phys. Radium, vol. 
21, Suppl., Phys. Appl., pp. 2O7A-216A; No¬ 
vember, 1960.) The surface concentration of 
As is obtained by measurement of 1) thermo¬ 
electric power, 2) sheet resistance. The mean 
value of the diffusion coefficient at 800° C is 
1.3X10-" em’/sec. 

537.311.33:546.289 3843 
Recombination at Copper and at Nickel 

Centres in />-Type Germanium - B. H. Schultz. 
(Philips Res. Repls., vol. 16, pp. 182-186; 
April, 1961.) An explanation is given for the 
different temperature dependence of recombi¬ 

nation rates at Cu centers for partly compen¬ 
sated and noncompensated crystals. No solu¬ 
tion could be found for the discrepancies which 
occur with Ni. 

537.311.33:546.289 3844 
Effect of Temperature and Doping on the 

Reflectivity of Germanium in the Fundamental 
Absorption Region—M. Cardona and H. S. 
Sommers, Jr. (Phys. Rev., vol. 122, pp. 1382-
1388; June, 1961.) 

537.311.33:546.289:538.63 3845 
Longitudinal Magnetoresistance in »-Type 

Germanium: Experimental— W. F. Love and 
W. F. Wei. (Phys. Rev., vol. 123, pp. 67-73; 
July 1, 1961.) Curves showing the variation of 
the magnetoresistance ratio with magnetic 
field and temperature, in fields up to 300 kg 
and temperature from 20°K to 300°K, are pre¬ 
sented and discussed. 

537.311.33:546.289:538.63 3846 
Longitudinal Magnetoresistance in »-Type 

Germanium: Theoretical S. C. Miller and 
M. A. Omar. (Phys. Rev., vol. 123, pp. 74-80; 
July 1, 1961.) Calculations of acoustic scatter¬ 
ing give satisfactory agreement with the experi¬ 
mental results at high field strengths (3845 
above). 

537.311.33:546.289:621.391.822 3847 
Slow Decay of Reverse Current and Noise 

in Field Effect on Ge />!-» Junction—H. Eda¬ 
gawa. Y. Morita, S. Maekawa, and Y. Inuishi. 
(J. Phys. Soc. Japan, vol. 16, pp. 1041-1042; 
May, 1961.) Current and noise measurements 
were made simultaneously at the junctions; 
results are presented in graphical form. 

537.311.33:546.289:621.391.822 3848 
Recombination Noise of Germanium Single 

Crystals in the Range of Defect Semiconduc¬ 
tion -M. Pilkuhn. (Z. Naturforsch., vol. 16a, 
pp. 173-182; February, 1961.) The frequency 
dependence of recombination noise was inves¬ 
tigated in the range 100 cps-500 kc for various 
contact arrangements and specimen surfaces. 
Also investigated were the temperature char¬ 
acteristics of noise in the range 6-15°K, and 
the dependence on field strength of the spectral 
distribution function of noise. 

537.311.33:546.289:621.391.822 3849 
Fluctuation Phenomena in the Formation 

of Impact Ionization Avalanches in Ge Single 
Crystals between 5° and 10° K —M. Pilkuhn. 
(Z. Nalurforsch., vol. 16a, pp. 182-187; Febru¬ 
ary, 1961.) The increase of noise observed dur¬ 
ing low-temperature breakdown in Ge is shown 
to be due to recombination effects. See also 
3848 above. 

537.311.33:546.47’241 3850 
The Electrical Properties of Zinc Telluride 

— H. Tubota, H. Suzuki, and K. Hirakawa. (J. 
Phys. Soc. Japan, vol. 16, pp. 1038-1039; May, 
1961.) The electrical resistivities and Hall co¬ 
efficients of stoichiometric and Sb- or In- doped 
samples are given in graphical form. 

537.311.33:546.681’18 3851 
The Preparation and Floating-Zone Proc¬ 

essing of Gallium Phosphide—C. J. Frosch and 
L. Derick. (J. Electrochem. Soc., vol. 108, pp. 
251-257; March, 1961.) 

537.311.33 : [546.682’19 + 546.682’18 3852 
Infrared Cyclotron Resonance in »-Type 

InAs and InP—E. D. Palik and R. F. Wallis. 
(Phys. Rev., vol. 123, pp. 131-134; July 1, 
1961.) 

537.311.33:546.682’86 3853 
Anisotropic Segregation in InSb—W. P. 

Allred and R. T. Bate. (J. Electrochem. Soc., 
vol. 108, pp. 258-261; March, 1961.) 
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537.311.33:546.682.86 3854 
Pinch Effect in Indium Antimonide—A. G. 

Chynoweth and A. A. Murray. (Phys. Rev., vol. 
123, pp. 515-520; July 15, 1961.) A critical cur¬ 
rent of 4-5 a for the occurrence of pinch effect 
in InSb was measured by three different experi¬ 
mental methods. 

537.311.33:546.682’86:535.215 3855 
Properties and Applications of Indium Anti¬ 

monide—R. E. J. King and B. E. Bartlett. 
(Philips Tech. Rev., vol. 22, pp. 217-255; 
April 5, 1961.) The preparation of InSb crystals 
and the construction and performance of photo¬ 
cells based on InSb are described. 

537.311.33:546.682’86:535.215 3856 
Oscillatory Photoconductivity in InSb— 

W. Engeler, II. Levinstein and C. Stannard, 
Jr. (Phys. Rev. Lett., vol. 7, pp. 62-63; July 15, 
1961.) Cu, Ag, Au and Ni were added to InSb, 
and an oscillating curve was obtained for the 
photoconductive response as a function of inci¬ 
dent wavelength at liquid-helium tempera¬ 
tures. The oscillations are attributed to the 
emission of successive longitudinal optical 
phonons. 

537.311.33:546.682’86:538.632 3857 
Corbino-Disk Magnetoresistivity Meas¬ 

urements on InSb—M. Green. (J. A ppi. Phys., 
vol. 32, pp. 1286 1289; July. 1961.) 

537.311.33:546.811-17:538.63 3858 
Magnetoresistance of Oriented Gray Tin 

Single Crystals—O. N. Tufte and A. W. 
Ewald. (Phys. Rev., vol. 122, pp. 1431 1436; 
June 1. 1961.) The low-field magnétorésistance 
coefficients were evaluated from measurements 
on w- and p- type crystals at 77, 195 and 273°K. 
An explanation is given of the anisotropy ob¬ 
served in w-type crystals at 195 and 273°K. 

537.311.33:546.824-31 3859 
Nonohmic Behaviour in Near-Stoichiomet¬ 

ric Rutile (TiO*) E. II. Greener and 1). II. 
Whitmore. (J. A ppi. Phys., vol. 32, pp. 1320 
1324; July, 1961.) Increase in ambient speci¬ 
men temperature requires a higher field for the 
transition from ohmic to nonohmic behavior. 
At 908°C only ohmic currents are exhibited at 
the highest field-strength used (10 v/cm). 

537.311.33:546.824-31:537.323 3860 
Thermoelectric Behaviour of Rutile—K. 

Sakata. (J. Phys. Soc. Japan, vol. 16, p. 1026; 
May, 1961.) Thermo-EME and conductivity 
have been measured as functions of tempera¬ 
ture for samples sintered in O* at different pres¬ 
sures. 

537.311.33:621.317.33 3861 
Contactless Resistivity Meter for Semi¬ 

conductors J. C. Brice and P. Moore. (J. 
Sei. Instrum., vol. 38, p. 307; July, 1961.) Re¬ 
sistivity is determined as a function of the eddy 
currents induced in the sjM*cimen by a 10-Mc 
oscillator. Resultant, amplitude changes in the 
oscillator output arc measured with a valve 
voltmeter. 

537.311.33:669:061.3 3862 
New Techniques for Producing Ultrapure 

Semiconductors -T. Maguire. (Electronics, 
vol. 34, pp. 41-45; July 7, 1961.) A review is 
given of the papers presented at the conference 
on ultrapurification of semiconductor ma¬ 
terials, held at Boston, Mass. 

537.312.62 3863 
Magnetic Properties of Thin Super¬ 

conducting Tin and Indium Films— B. K. 
Sevast’yanov. (Zh. Eksp. Teor. Fiz., vol. 40, 
pp. 52 63; January, 1961.) The conditions for 
the absence of the normal phase in a supercon¬ 
ducting film of finite size arranged at a small 
angle to a uniform magnetic field are deter¬ 

mined. The dependence of the transverse com-
ponent of the magnetic moment M on the tem¬ 
perature and thickness is determined for tin 
and indium films of thickness 4X10“’-
2X10"« cm. 

537.312.62:538.222 3864 
Differential Paramagnetic Effect in Super¬ 

conductors R. A. Hein and R. L. Falge, Jr. 
(Phys. Rev., vol. 123, pp. 407-415; July 15, 
1961.) 

537.312.62:539.23 3865 
Size Effects in Thin Superconducting In¬ 

dium Films —A. M. Toxen. (Phys. Rev., vol. 
123, p¡). 442-446; July 15, 1961.) 

538.221 3866 
Distribution of the Magnetization in a Fer-

romagnet— M. W. Muller. (Phys. Rev., vol. 
122, pp. 1485-1489; June 1, 1961.) Analysis 
provides evidence that a stable nonuniform dis¬ 
tribution is produced in a thick ferromagnetic 
slab in a large applied field, and that domains 
can appear if the anisotropy field is smaller 
than the demagnetizing field. 

538.221 3867 
Change of Thermal and Electrical Conduc¬ 

tivity of Ferromagnetic Materials in a Mag¬ 
netic Field—II. Papadimitraki. (Z. Natur-
forsch., vol. 16a, p. 217; February, 1961.) Sum¬ 
mary of experimental results obtained with 
Ni; the Lorentz number is plotted as a function 
of field strength over the range 0-4000 oer¬ 
steds. Effects in Fe are too small to obtain 
quantitative results. 

538.221 3868 
Weak Field Behaviour of the AE Effect in 

Ferromagnetic Cubic-Solid-Solution Alloys— 
M. Yamamoto and S. Taniguchi. (J. Phys. 
Soc. Japan, vol. 16, pp. 1035-1036; May, 
1961.) 

538.221 3869 
Magnetic Properties of Sintered Iron—H. 

Dietrich. (Z. Metallkde, vol. 52, pp. 232 235; 
April, 1951.) Magnetic data of unalloyed sin¬ 
tered iron are tabulated ami the dependence of 
the characteristics on the manufacturing proc¬ 
ess and heat treatment is illustrated. 

538.221 3870 
On the Influence of the Formation of Sub¬ 

grain Structures on the Magnetic Properties of 
Pure Iron—G. Montalenti and C. Sari. 
(Nuovo Cim., vol. 19, pp. 605-608; February 1, 
1961.) The formation of extremely stable sub¬ 
grain structures which cannot be removed by 
further heat treatment, reduces considerably 
the permeability of iron specimens. 

538.221 3871 
Ferromagnetism in Solid Solutions of 

Scandium and Indium—B. T. Matthias, A. N. 
Clogston, H. J. Williams, E. Corenzwit, and 
R. C. Sherwood. (Phys. Rev. Lett., vol. 7, pp. 
7-9; July, 1961.) 

538.221 3872 
Magnetic Anisotropy and Rotational Hys¬ 

teresis in Single Crystals of Magnetite Below 
the Transition Temperature — R. F. Pearson 
and R. Cooper. \Proc. Phys. Soc. (London), 
vol. 78, pp. 17-24; July 1, 1961.) Results of 
torque measurements, with some theoretical 
discussion. 

538.221 3873 
Magnetization of Nickel Single Crystals— 

L. Tterlikkis and A. W. Jenkins. Jr, (J. A ppi, 
Phys., vol. 32. pp. 1293 1296; July, 1961.) An¬ 
isotropy coefficients are calculated from ex¬ 
perimental curves. A possible method of meas¬ 
uring internal strain energy is suggested. 

538.221 38'r4 
Magnetic Anisotropy of Heusler Single 

Crystal -K. Aoyagi ami M. Sugihara. (J. Phys. 
Soc. Japan, vol. 16, p. 1027; May, 1961.) Ex¬ 
perimental details of the growth and ferromag¬ 
netic properties of a crystal of Cu* Mn-Al. 

538.221:537.533.72 3875 
An Electron-Optical Method for the Meas¬ 

urement of the State of Magnetization of Fer¬ 
romagnetic Specimens—C. Schwink. (Z. Phys., 
vol. 161, pp. 560-578; February 14, 1961.) The 
feasibility of electron-optical measurements of 
magnetization is investigated theoretically for 
a cylinder with gap system’(set* also 1256 of 
May (Murrmann and Schwink)]. 

538.221:539.23 3876 
The Preparation of Continuous Single¬ 

Crystal Thin Films of Nickel and Nickel-Iron 
Alloys—O. S. Heavens, F. F. Miller, G. L. 
Moss, and J. C. Anderson. |Proc. Phys. Soc. 
(London), vol. 78, pp. 33-37; July 1, 1961.] 

538.221:539.23 3377 
Magnetic Anisotropy in Single-Crystal 

Nickel Films—J. C. Anderson. \Proc. Phys. 
Soc. (London), vol. 78, pp. 25-32; July 1, 
1961.] 

538.221:539.23 3878 
Field-Induced and Angle-of-Incidence An¬ 

isotropy in Nickel-Iron Films E. Feldtke'.ler. 
(Z. angew. Phys., vol. 13, pp. 74 76; February, 
1961.) The magneto-optical Faraday effect is 
used to determine the contours of anisotropy 
orientation and field strength and of the wall 
coercivity. 

538.221:539.23:538.61 3879 
The Kerr Hysteresis Effect: a Phenomenon 

of Surface Magnetization J. Kranz and B. 
Passon. (Z. Phys., vol. 161, pp. 525 538; Febru¬ 
ary 14, 1961.) Surface-magnetization curves 
for Fe-Si single crystals are obtained with the 
aid of the Kerr effect. See also 1281 of 1959 
(Kranz and Drechsel). 

538.221:539.23:538.614 3880 
Observations of Cross-Tie Domain Walls 

by the Faraday Effect —A. L. Houde. (J. A ppi. 
Phys., vol. 32, pp. 1234 1237; July, 1961.) An 
apparatus for observation of the microscopic 
Faraday effect is described. The fine structure 
of the (lomain configurations in thin permalloy 
films has been observed. 

538.221:539.23:621.385.833 3881 
Transmission-Electron-Microscope Obser¬ 

vations of Magnetic Domain Walls—J. T. 
Michalak and R. C. Glenn. (J. A ppi. Phys., 
vol. 32, pp. 1261 1265; July, 1961.) This tech¬ 
nique for domain studies complements other 
techniques and is esiæcially valuable for inves¬ 
tigating magnetic films. 

538.221:621.318.134 3882 
The Theory of the High-Frequency 

Magnetic Susceptibility of Ferrodielectrics 
at Low Temperatures—I. A. Akhiezer, V. G. 
Bar’yakhtar, and S. V. Peletminsky. (Zh. Eksp. 
Teor. Fiz., vol. 40, pp. 365 374; January, 196L) 
The transverse components of the susceptibility 
tensor of a ferrite are calculated using methods 
of quantum field theory and taking both ex¬ 
change and relativistic interactions between 
spin waves into account, and the ferromagnetic 
resonance line width is determined. 

538.221:621.318.134 3883 
A Note on the Electron Diffusion arid the 

Wall Relaxation in Ferrites—H. Sekizawa. (J. 
Phys. Soc. Japan, vol. 16, pp. 1034-1035; May, 
1961.) The distinction between the relaxation 
times due to the motion of electrons and wall 
relaxation is established. 
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538.221:621.318.134:538.652 3884 
Theory of Magnetostriction in Cobalt-

Manganese Ferrite—J. C. Slonczewski. (Phys. 
Rev., vol. 122, pp. 1367-1372; June 1, 1961.) 

538.221:621.318.4.042.1:534.2-8 3885 
Studies of Magnetization Processes of 

Magnetic Cores by Supersonic Methods—K. 
Nishiguchi and H. Sawabe. (Rev. Elec. Com¬ 
mun. Lab., Japan, vol. 9, pp. 207 213; 
March/April, 1961.) When an ultrasonic vibra¬ 
tion is applied to a magnetic core, the voltage 
output induced in a winding on the core is 
proportional to the remanent flux. This princi¬ 
ple is applied to nondestructive investigation 
of the inner structure of magnetic cores. 

538.221:621.318.57 3886 
Two-Phase Permalloy for High-Speed 

Switching -E. A. Nesbitt and E. M. Gyorgy. 
(J. Appl. Phys., vol. 32, pp. 1305-1308; July, 
1961.) Gold added to permalloy makes precipi¬ 
tation of a second phase possible; coercive force 
and the threshold of rotational flux reversal can 
thus be controlled. Switching cores of such ma¬ 
terial are four times faster than standard cores. 

538.22 3887 
Abrupt Magnetic Transition in MnSn. — 

J. S. Kouvel and C. C. Hartelius. (Phys. Rev., 
vol. 123, pp. 124 125; July 1, 1961.) 

539.2:538.569.4 3888 
Spin-Lattice Relaxation in Imperfect Cubic 

Crystals and in Noncubic Crystals —E. R. 
Andrew and D. P. Tunstall. {Proc. Phys. Soc. 
(London), vol. 78, pp. 1-11; July 1, 1961.] 

548.5:535.215 3889 
Vapour-Phrase Growth of Single Crystals of 

II-VI Compounds—W. W. Piper and S. J. 
Polich. (J. Appl. Phys., vol. 32, pp. 1278-1279; 
July, 1961.) 

669.018.5:537.311.33 3890 
Capillary Alloying: an Improved Alloying 

Method —K. Lehovec, K. Busen, J. Casey, 
C. Pochop, and A. Webb. (J. Eleclrochem 
Soc., vol. 108, pp. 241-247; March. 1961.) Ex¬ 
tremely flat, uniformly alloyed metal/semi-
conductor junctions can be produced with a 
separation from the wafer surface of less than 
0.25 g. Advantages of the technique over pellet 
alloying are the high degree of purity of the 
liquid alloy surface before alloying, and the pos¬ 
sibility of comparing alloy compositions con¬ 
veniently. 

MATHEMATICS 

512:621.318.57:681.142 3891 
Symbolic Logic—B. R. Wilkins. (Electronic 

Tech., vol. 38, pp. 317-324; September, 1961.) 
Elements of Boolean algebra and Venn dia¬ 
grams are explained anti their applications to 
verbal statements and to switching and com¬ 
puter circuits are considered. 

517.941 3892 
Six ‘Natural’ Normalizations of the Char¬ 

acteristic Equation of Third Degree—E. 
Schwartz. (Arch, elekl. Übertragung, vol. 15, 
pp. 94-100; February, 1961.) With the aid of 
the normalized equations and diagrams de¬ 
rived, the location of the roots in the complex 
plane can be determined; this leads to the solu¬ 
tion of the linear homogeneous differential 
equation of third order on which the character¬ 
istic equation is based. 

517.942.82 3893 
A Theorem of the Laplace Transformation 

—G. Fodor. (Period. Polyl., lip., Elect. Engrg, 
vol. 5, pp. 41-56; 1961. In German.) The prob¬ 
lem of dealing with the Laplace transform of 
the derivative of a discontinuous function is 
considered. The method of solution proposed 
simplifies practical application. 

517.942.82 3894 
The Solution of Ordinary and Partial Dif¬ 

ferential Equations by means of the One- and 
Multi-dimensional Laplace Transformation for 
Limited Ranges—A. Räch. (Arch, elekl. Über¬ 
tragung, vol. 15, pp. 33-47; January, 1961.) 

MEASUREMENTS AND TEST YEAR 

529.78:621.317.755 3895 
Precise Measurement of a Time Interval of 

the Order of One Microsecond—J. Bourguig¬ 
non. (J. Phys. Radium, vol. 21, Suppl., Phys. 
Appl., pp. 217A-218A; November, 1960.) A 
simple modification of normal oscillographic 
technique is described, giving a triangular-
waveform display with marker traces. Accuracy 
of the order of 5 nsec is obtained. 

621.3.018.41(083.74) 3896 
A Magnetic Shield for Beam Frequency 

Standards —F. S. Barnes, (Proc. IRE, vol. 49, 
p. 1328; August, 1961.) To reduce the frequency 
uncertainty of caesium-beam frequency stand¬ 
ards, caused by stray electromagnetic fields, a 
magnetic shield of superconducting material is 
proposed instead of the more usual mumetal. 

621.317(083.74) 3897 
Measurement and Standardization—J. Cas-

sassolles. (Rev. gén. Elect., vol. 70, pp. 201 207; 
April, 1961.) A review of the work done by the 
Union Technique de l’Électricité (U.T.E.) on 
standardization of methods of measurement, 
measuring equipment and different reference 
standards. 

621.317.029.6 : [541.135 + 621.318.134 3898 
New Methods of Studying Concentrated 

Electrolytes and Ferromagnetic Oxides at 
Very Short Wavelengths—J. C. Lestrade. (Rev. 
gén. Elect., vol. 70, pp. 99 122; February, 1961.) 
Techniques of measurement at frequencies up 
to 4 Gc are descrilied and results of measure¬ 
ments of the permittivity of several concen¬ 
trated electrolytic solutions and the gyromag-
netic resonance of y-FejOj and Fe.,0, are pre¬ 
sented. An interpretation of observed phenom¬ 
ena is given. 62 references. 

621.317.081.6(083.74) 3899 
The Origin of International Electrical Units 

and their Present Situation—R. Hérou. (Rev. 
gén. Elect., vol. 70. pp. 222L 236L; March, 
1961.) A brief history is given of the develop¬ 
ment of electrical standards and the definitions 
of the standard ohm, volt, and ampere adopted 
by international committees from 1881 to 1948 
are tabulated. 

621.317.332.6.029.6 3900 
Measurement of Low Reflection Coefficients 

at High Frequencies—K. Kohler. (Frequenz, 
vol. 15, pp. 12-17; January, 1961.) The princi¬ 
ple of the method which is applicable to coaxial 
systems and waveguides is described. A com¬ 
mercial-type directional coupler with a quadri¬ 
pole tuned by stubs is used. See also 3567 of 
1958 (Linnebach). 

621.317.373:621.3.018.783 3901 
The Effect of Nonlinear Distortion on Errors 

in Measuring the Phase Shift between Two 
Voltages B. G. Kaduk. (Izmer. Tekh., no. 6, 
pp. 44 45; June, 1961.) Formulas applicable to 
the measurement of phase difference are 
derived. 

621.317:4.538.221:539.23 3902 
Method for Measuring the Anisotropy 

Function of Thin Magnetic Films—T. D. 
Rossing and R. Stolen. (Rev. Sei. Instr., vol. 
32, pp. 752-753; June, 1961.) A simple appara¬ 
tus is described in which the ac field coil and 
pick-up coil can be rotated together. The 
method gives a more accurate value for the 
anisotropy field than the usual hysteresis 
method. 

621.317.725.029.5/.6 3903 
Measuring Low-Level R.F. Voltage with 

Servo Feedback Techniques—T. C. Anderson. 
(Electronics, vol. 34, pp. 63-65; July 14, 1961.) 
A millivoltmeter is described which has seven 
voltage ranges, covering 10 mv to 10 v rms, and 
operates over the frequency range 500 kc-
1 Gc. 

621.317.733.011.22 3904 
A Precision Conductance Bridge of New 

Design —G. J. Janz and J. D. E. McIntyre. 
(J. Eleclrochem. Soc., vol. 108, pp. 272 276; 
March, 1961.) The bridge is designed for con¬ 
struction from standard commercially avail¬ 
able components. The “four-leads” cell tech¬ 
nique eliminates lead effects in remote con¬ 
ductance measurements. 

621.317.738 3905 
Measurements of the Dielectric Properties 

of Lossy Materials -E. Groubert and P. Cail-
Ion. (J. Phys. Radium, vol. 21, suppl., Phys. 
Appl., pp. 155A -160A; November, I960.) Ap¬ 
paratus for determining the dielectric proper¬ 
ties of insulating materials at HF is described. 
Measurement is based on the variation of the 
width of the resonance curve of a tuned circuit 
when an impedance is placed across it. 

621.317.77 3906 
Construction of a High-Frequency Phase 

Meter—D. Boussard. (J. Phys. Radium, vol. 
22, supple., Phys. Appl., pp. 69A-71A; Feb¬ 
ruary, 1961.) The meter was designed to 
measure accurately the phase difference be¬ 
tween two points on a conductor system in a 
linear accelerator. It has a range +60° to - 15° 
and an accuracy within 0.5°. 

OTHER APPLICATIONS OF RADIO 
AND ELECTRONICS 

535.376:681.142 3907 
The Electroluminescent Matrix for Pattern 

Display and Recording—D. C. Jeffreys and 
G. R. Hoffman. (J. Bril. IRE. vol. 22, pp. 
53-64; July, 1961.) The photographic etching 
technique and vacuum deposition method of 
forming the matrix are described and a method 
of extending the lifetime of electroluminescent 
layers is noted. Selection problems in this type 
of matrix system are considered. 

621.385.833 3908 
The Resolving Power of Spherically Cor¬ 

rected Electrostatic Electron Microscopes — 
W. E. Meyer. (Optik, Stuttgart, vol. 18, no. 2, 
pp. 69-91; 1961.) The theoretical limit of reso¬ 
lution is calculated and methods of reducing 
aberration due to misalignments are given. 

PROPAGATION OF WAVES 

621.391.812.61.029.65 3909 
Effect of Polarization on the Attenuation by 

Rain at Millimetre Wavelength —S. Okamura, 
K. Funakawa, H. Uda, J. Kato, and T. Oguchi 
(J. Radio Res. Labs., Japan, vol. 8, pp. 73-80; 
March, 1961.) The attenuation of vertically 
and horizontally polarized waves is compared 
using a method for rapidly switching the polari¬ 
zation. It is shown that the attenuation is 
generally larger for horizontally polarized 
waves. The measurements are in reasonable 
agreement with the theoretical calculations of 
Oguchi (1977 of July). 

621.391.812.624.029.64 3910 
Antenna Siting Tests at 3480 and 9640 

Mc/s on a 173-Mile Tropospheric Scatter Path 
— N. D. La Frenáis and W. J. Lucas. (Proc. 
IRE, vol. 49, pp. 1325-1326; August, 1961.) 
Signal recordings made at a favorable and an 
unfavorable receiving site are compared. 
Analysis shows how the difference in signal 
levels measured at the two sites varied as a 
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function of the system transmission loss. The 
figures for the dependence on the angular path 
distances show a dependence of 0~3 instead of 
the normally accepted 0~5. Sec 683 of March 
(Geiger et al.). 

621.391.812.63 3911 
Simple Graphical Procedure for Calculating 

Sky-Wave Field Intensities— K. C. Chadha. 
(J. Inst. Telecotnmun. Engrs. India, vol. 7, pp. 
89 102; March, 1961.) A series of graphical 
methods of applying the procedures S.P.I.M. 
[see 199 of 1953 (Rawar)] and RPU-9 (U. S. 
Anny Signal Corps Report, No. 9) considerably 
reduce the labor involved but maintain the ac¬ 
curacy of the systems. 

621.391.812.63 3912 
Diversity Effects in Long-Distance High-

Frequency Radio Pulse Propagation—S. A. 
Bowhill. (J. Res. NBS, vol. 65D, pp. 213-223; 
May/June, 1961.) Description of spaced-
antenna measurements on an 8600-km path 
between Ceylon and England using pulsed 
radio signals. Interpretation of results in terms 
of E- and F-region multiple reflections gives 
good correlation with observed delay on the 
echoes received. The results also indicated that 
most of the diversity arises through phase in¬ 
coherence between various orders of reflection. 

621.391.812.63 3913 
Space Analysis of Radio Signals -J. B. 

Smyth. (J. Res. NBS, vol. 65D, pp. 293 297; 
May/June, 1961.) An antenna is represented as 
a space-frequency filter. The RF field generated 
by it is distorted in passing into the ionosphere, 
generating new space frequencies which are the 
information contained in the field at the re¬ 
ceiving antenna. 

621.391.812.63 3914 
Transequatorial Back-Scatter Observations 

of Magnetically Controlled Ionization—J. A. 
Thomas. (Nature, vol. 191, p. 792; August 19, 
1961.) Very-long-range transequatorial echoes 
have been observed at Brisbane with a 16-Mc 
narrow-beam rotating-antenna back-scatter 
equipment [3371 of I960 (Thomas and Mc-
Nicol)]. They occur on 95 per cent of afternoons 
and are attributed to the ionospheric-tilt 
chordal-hop mechanism proposed by Villard 
et al. (244 of 1958). 

621.391.812.63:621.396.663. 3915 
Propagation Studies Using Direction-

Finding Techniques E. C. Hayden. (J. Res. 
Nat. B. S., vol. 65D, pp. 197-212; May/June, 
1961.) Two methods are described for the study 
of direction of arrival of individual components 
of multipath signals, resolution being under¬ 
taken by “time of arrival” separation for pulse 
transmissions or by “direction of arrival” sepa¬ 
ration using a highly directional antenna sys¬ 
tem. Some results obtained in studies of recep¬ 
tion on 5.155 Me over a path of 450 km and on 
10 Me over a path of 1000 km are presented. 

621.391.812.63.029.4/.5 3916 
Comparison between Mode Theory and 

Ray Theory of V.L.F. Propagation H. Volland 
(J. Res. NBS, vol. 65D, pp. 357 361; July 
/August, 1961.) Values of field strength ac¬ 
cording to mode theory and ray theory in the 
VLF band are derivable from the same expres¬ 
sion of the original vector potential, the result 
of one theory being the analytic continuation 
of the other one in another range of con¬ 
vergence. Both theories give the same result 
between distances of 3000 km and 2000 km. 
The relation to lightning discharges is con¬ 
sidered . 

621.391.812.63.029.45 3917 
Statistics of a Radio Wave Diffracted by a 

Random Ionosphere—S. A. Bowhill.) J. Res. 

NBS., vol. 65D, pp. 275-292; May/June, 1961.) 
Mathematical methods for evaluating the sta¬ 
tistical properties of a random signal diffracted 
in free space are applied to the random struc¬ 
ture of the lower ionosphere at very low fre¬ 
quencies. Allowance is made for sphericity, and 
anisotropy in the signal variations is permitted. 

621.391.812.63.029.45 3918 
Excitation of V.L.F. and E.L.F. Radio 

Waves by a Horizontal Magnetic Dipole—J. 
Galejs. (J. Res. NBS, vol. 65D, pp. 305-311; 
May/June, 1961.) The VLF and ELF modes 
excited by a horizontal magnetic dipole in the 
shell between a finitely conducting earth and an 
isotropic ionosphere are shown to have an al¬ 
most transverse magnetic character. Response 
of the zero-order mode of the magnetic dipole 
has been calculated. 

621.391.812.63.029.53 3919 
Characteristics of lonospherec Waves in 

the M.F. Band Measured at Night by the 
Vertical-Incidence Method—S. Hasegawa and 
T. Kobayashi. (J. Radio Res. Labs., Japan, 
vol. 8, pp. 127-136; March, 1961.) Observations 
of virtual heights and field intensities on fre¬ 
quencies of 540, 1040 and 1440 kc are described. 
During summer the one-hop-E mode is pre¬ 
dominant over the full frequency range, while 
in autumn and winter the one-hop-F mode is 
more important above 1 Me. 

621.391.812.63.029.62 3920 
Effect of E, on V.H.F. Pulse Wave Propa¬ 

gation—K. Aida, T. Koseki, and K. Uchikura. 
(J. Radio Res. Labs, Japan, vol. 8, pp. 117-126; 
March, 1961.) Observations of VHF propaga¬ 
tion over a path of 960 km and vertical sound¬ 
ings near the path midpoint show that during 
the day, propagation occurs via the E8 layer 
but during the night, reflection from meteoric 
dust is more important. 

621.391.812.63.029.62 3921 
Influence of Types of E, Layer on E -Layer 

Propagated Waves—A. Sakurazawa. (J. Radio 
Res. Labs, Japan, vol. 8, pp. 97 116; March, 
1961.) The factors governing E,-layer propa¬ 
gation are examined by comparing VHF obser¬ 
vations over a 1100-km path with those of EK 
at the path midpoint. The analysis shows that 
the reflecting efficiency of the E, layer depends 
on the values of /oE, over an area about the 
midpoint. The attenuation due to the D region 
is negligible while that tine to the E region is 
most noticeable for propagation via the “h” 
type E,. 

RECEPTION 

621.376.33:621.396.43 3922 
Project Echo: F.M. Demodulators with 

Negative Feedback—C. L. Ruthroff. (Bell 
Syst. Tech. J., vol. 40, pp. 1149-1156; July, 
1961.) The performance of a FM receiver is 
described in which the beating oscillator is 
made to follow the instantaneous frequency of 
the signal. A smaller IF bandwidth can then 
be used which results in a better SNR than can 
be obtained with a conventional FM receiver 
or with SSB techniques. 

621.391.82 3923 
On the Theory of Amplitude Distribution of 

Impulsive Random Noise —K. Furutsu and 
T. Ishida. (J. A ppi. Phys., vol. 32, pp. 1206-
1221; July, 1961.) Two models are considered 
and treated mathematically, one for Poisson 
noise (e.g., electronic noise) and the other for 
Poisson-Poisson noise (e.g., atmospheric noise). 
Theoretical distributions are compared with 
actual atmospheric noise. 

621.391.82(545.5) 3924 
Measurements of Radio Noise in the Delhi 

Area: Part I—N. B. Bhatt, M. K. Gupta, and 
Y. S. N. Murty. (Def. Sei. J., vol. 11, pp. 
23-33; January, 1961.) Noise levels measuied 
in and near Delhi in the frequency range 150 
kc-21 Me show little correlation with the 
CCIR predictions. The diurnal variation was 
much smaller than expected. 

621.391.821:621.396.62 3925 
Effect of Receiver Bandwidth on the Ampli¬ 

tude Distribution of V.L.F. Atmospheric Noise 
—F. F. Fulton, Jr. (J. Res. NBS, vol. 65D, 
pp. 299-304; May/June, 1961.) Foran assumed 
three-term parametric-exponential equation re¬ 
lating cumulative amplitude probability to 
field-strength threshold, expressions are derived 
indicating parameter variation as a function of 
bandwidth. 

621.396.62:621.396.43 3926 
Project Echo : Receiving System—E. A. 

Ohm. (Bell Syst. Tech. J., vol. 40, pp. 1065-
1094; July, 1961.) An over-all system noise 
temperature of about 20°K was obtained at 
2390 Me by combining a horn-reflector antenna 
maser preamplifier and special FM demodu¬ 
lator. 

621.396.62:621.396.43 3927 
Project Echo: Standby Receiver System— 

L. U. Kibler. (.Bell Syst. Tech. J., vol. 40, pp. 
1129-1147; July, 1961.) 

621.396.621 3928 
Receivers with Zero Intermediate Fre¬ 

quency—M. D. Rubin. (Proc. IRE, vol. 49, 
pp. 1327-1328; August 1961.) An outline of the 
advantages and disadvantages of using a zero 
intermediate frequency. See, e.g., 1677 of 1959 
(Greene and Lyons) and 2767 of Septemlier 
( asey). 

621.396.621.072.6:621.391.82 3929 
The Effect of Interference on an Automatic 

Frequency Control System: Part 1—V. I. 
Kaganov and N. S. Nemirovskii. (Radiolekh. 
Elektron., vol. 5, pp. 1380 1386; September, 
1960.) An analysis of the effect of noise on an 
AFC system comprising an ideal discriminator, 
the mean frequency of which is not zero, operat¬ 
ing with and without an IF filter. 

STATIONS AND COMMUNICATION 
SYSTEMS 

621.391.621.372.54 3930 
Prediction of Signals by means of a Simple 

RC Network—A. Schief. (Arch, elekl. Über¬ 
tragung, vol. 15, pp. 91 93; February, 1961.) 
A linear RC filter network for the statistical 
prediction of signals in noise is designed and 
experimental results are given. 

621.391:621.376.23 3931 
Multiple-Burst Detection —F. Corr. (Proc. 

IRE, vol. 49, j). 1337; August, 1961.) A class of 
cyclic codes exist which can correct any t bursts 
of minimum length b in a block of (2A — \)b bits. 
A proof is given that this code can alternatively 
be used to detect any 2/ bursts of length b in a 
similar block, bkt check digits will be required. 

621.396.2 3932 
Spectrum Representation for Vestigial-

Sideband Transmission in the Light of Trans¬ 
mission Possibilities between Single- and 
Double-Sideband Transmission—N. Berger. 
(Nachrtech., vol. 11, pp. 31-35; January, 1961.) 

621.396.43:551.507.362.2 3933 
Satellites as Passive Relay Stations for 

Communications over Long Distances—W. 
Mansfeld. (Frequenz, vol. 15, pp. 1-9; January, 
1961.) Conditions for the use of satellites as re¬ 
flectors are examined. System design features 
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discussed include the shape and dimensions of 
the reflectors, transmitter output and antenna 
diameters. 

621.396.43:551.507.362.2 3934 
Participation of Bell Telephone Laboratories 

in Project Echo and Experimental Results— 
W. C. Jakes, Jr. (Bell Syst. Tech. J., vol. 40, 
pp. 975-1028; July, 1961.) Two-way voice 
communication by reflection from a 100-ft 
diameter spherical balloon satellite orbiting at 
a height of 1000 miles was demonstrated over 
a coast-to-coast path in the U.S.A. Modulation 
tests using carrier frequencies of 960 and 2390 
Me showed FM to be superior to other forms. 
Measured transmission-path loss agreed closely 
with theory. 

621.396.43:551.507.362.2 3935 
Project Echo : System Calculations —C. L. 

Ruthroff and W. C. Jakes, Jr. (Bell Syst. Tech 
J., vol. 40, pp. 1029 1039; July, 1961.) 

621.396.934:621.391.822 3936 
Overall System Requirements for Low-

Noise Performance C. R. Ditchfield. (J. 
Brit. IRE, vol. 22, pp. 123 127; August, 1961.) 
The practical limitations of a microwave sys¬ 
tem for communication with and between 
satellites are discussed. The limit of perform¬ 
ance will probably be determined by ambient 
noise background rather than receiver noise. 

SUBSIDIARY APPARATUS 

621-526:621.396.677 3937 
Project Echo : Antenna Steering System— 

R. Klahn, J. A. Norton, and J. A. Githens. 
(Bell Syst. Tech. J., vol. 40, pp. 1207 1225; 
July, 1961.) The use of basic orbital informa¬ 
tion to generate antenna steering instructions 
for project Echo is discussed. A digital method 
is described in which predicted pointing data 
is transmitted by teletype to the antenna site, 
then stored, and subsequently used when re¬ 
quired in real time to control the antenna drive 
mechanism. 

621-526:621.396.677:778.53 3938 
Project Echo: Boresight Cameras —L. K. 

Warthman. (Bell Syst. Tech. J., vol. 40, pp. 
1227 1233; July, 1961.) Cameras are attached 
to the project Echo transmitting and receiving 
antennas at Holmdel for recording the position 
of the satellite. An exposure of 1/30 sec at 
//3.5 was used at 4 frames/sec. 

621.3.087.4:621.395.625.3 3939 
An Analytical Expression for Describing the 

Write Process in Magnetic Recording —T. C. 
Ku. (Proc. IRE, vol. 49, pp. 1337-1338; 
August, 1961.) 

621.3.087.4:621.397 3940 
Video-Tape Analyzer—A. A. Goldberg and 

M. R. Nannah. (J. Soc. Mot. Pict. Telev. 
Engrs., vol. 70, pp. 85-89; February, 1961.) 
Tape frequency response, noise contribution, 
drop-outs and rate of wear are determined and 
an assessment is made of the decline in picture 
quality due to repeated playback. 

621.311.69:621.383.5 3941 
Spectral Response of Solar Cells—B. Dale 

and F. P. Smith. (J. A ppi. Phys., vol. 32, pp. 
1377-1381; July’, 1961.) Theoretical response 
curves are derived by’ an analysis including the 
effects of carrier diffusion and drift due to the 
electric field in the surface region. 

621.311.69:621.383.5:551.507.362.2 3942 
Solar Cells for Communication Satellites in 

the Van Allen Belt F. M. Smits, K. I). Smith, 
and W. L. Brown. (J. Brit. IRE., vol. 22, pp. 
161-169; August, 1961.) The power output of 
solar cells on satellites is degraded by' radiation 
damage on passing through the Van Allen belts. 
Methods of overcoming this are discussed. 

621.311.69:629.19 3943 
Power Supplies for Space Vehicles N. W. 

Snyder. (Astronáutica Acta, vol. 6, no. 6, pp. 
271-310; I960.) A comprehensive review of 
types of power systems, energy’ sources and 
power converters and an examination of the 
problems associated with their development as 
power supplies for space vehicles. 

621.314.63 3944 
Communication and Destructive Oscillation 

in Diode Circuits I. Somos. (Commun, and 
Electronics, no. 54, pp. 162-172; May, 1961. 
Discussion.) An investigation of these phe¬ 
nomena in Si rectifiers and a study of how com¬ 
mutation may cause destruction of unprotected 
cells. 

621.314.63 3945 
A Fatigue-Free Silicon Device Structure — 

W. B. Green. (Commun, and Electronics, no. 54, 
pp. 186 191; May’, 1961. Discussion.) By using 
hard solder instead of soft solder to make joints 
in the device, ruptures are no longer produced 
by’ cyclic thermal stress. 

621.316.72 3946 
Passive Voltage and Current Stabilizers 

using a Bridge Network —A. Caravel. (J. Phys. 
Radium, vol. 21, suppl., Phys. Appl., pp. 187A-
190A; November, 1960.) The residual voltage 
variation, which occurs when a Zener diode is 
used as a stabilizer, is removed by’ using a 
Wheatstone bridge network. 

621.316.721.078.3:621.318.3 3947 
Transistorized Current Stabilizers for Elec¬ 

tromagnets of Medium Power (1 to 10 kW) — 
M. Sauzade. (J. Phys. Radium, vol. 21, Suppl. 
Phys. Appl., pp. 161A-17OA; November, 1960.) 
Methods of computing the characteristics and 
determining the stability are given. 

621.316.722.1 078 3948 
Cathode-Coupled Cascode Stabilizer Cir¬ 

cuit—S. G. Jones and R. S. McClean. (Elec¬ 
tronic Engrg., vol. 33, pp. 503-505; August, 
1961.) In a negative h.v. power supply’ ( — 6.8 
kv nominal), the peak-to-peak ripple was less 
than 1.5 v and a ± 10 per cent change in line 
voltage gave less than 1 v change in output. 

TELEVISION AND PHOTOTELEGRAPHY 

621.397.12 3949 
A High-Speed Facsimile System with Elec¬ 

tronic Scanning —K. Kubota, K. Kobayashi. 
Y. Okajima, and S. Nanbo. (Rev. Elect. Com¬ 
mun. Lab., Japan, vol. 9, pp. 214 219; 
March/April, 1961.) 

621.397.331.2 3950 
The Problem of Signal Noise Ratio in 

Television Camera Tubes —H. Fix and A. 
Kaufmann. (Radio Mentor, vol. 27, pp. 114-
116; February, 1961.) Reassessment of the rela¬ 
tive merits of various types of camera tube 
with regard to SNR. This is in closer agreement 
with subjective assessments and is based on 
measurements of the spectral composition of 
statistical fluctuations in camera installations 
(1326 of June). 

621.397.331.22 3951 
Image-Orthicon Tubes with Field Mesh— 

K. Frank. (Electronische Rundschau, vol. 15, 
pp. 66-68; February, 1961.) The picture defects 
which can be minimized by’ the use of a field 
mesh are summarized [see also 2926 of 1957 
(Theile and Pilz) J. The disadvantages, such as 
moiré effects, of this system are discussed and 
design improvements are suggested. 

621.397.331.222 3952 
Photoconductive Camera Tubes: the 

C.F.T.H. Vidicons—M. Blamoutier. (Onde 
elect., vol. 41, pp. 229 238; March. 1961.) 

621.397.331.222 3953 
On the Possibility of using Germanium 

Sulphide Photoresistors as Targets in Tele¬ 
vision Camera Tubes—V. I. Perevodchikov 
and E. P. Kuznetsov. (Radiotekh. Elektron., 
vol. 5, pp. 1478-1483; September, 1960.) A 
method of preparing high-resistivity’ GeS photo 
sensitive layers is described and their main 
characteristics are given. The basic parameters 
of a vidicon-type camera tube with a GeS 
target are discussed. 

621.397.331.24 3954 
The Reflected-Beam Picture Tube—a 

Further Step towards a Flat Tube of Large 
Image Size—P. Neidhardt. (Nachrtech., vol. 11, 
pp. 27 30; January*. 1961.) The principle of 
operation, design problems and practical possi¬ 
bilities for thistypeof picture tu be a re reviewed. 
See also 4043 of 1960 (Law and Ramberg). 

621.397.62:621.396.67 3955 
The Permissible Mismatch in Aerial Instal¬ 

lations for Television Reception -A. Fiebranz. 
(Nachrtech. Z., vol. 14, pp. 25 31; January, 
1961.) The receiver input voltage is determined 
for mismatch conditions. Frequency-independ¬ 
ent voltage components are found to depend on 
voltage SWR only, for low-order terms. The 
effects of mismatch on television picture 
quality are discussed. 

621.397.74 3956 
The Technique of the Television Trans¬ 

missions (Session of the Federal Parliament’ 
H. Probst. (Tech. Mill. PTT., vol. 39, pp. 
39-44; February, 1961.) Description of studio 
arrangements camera equipment, mobile and 
fixed control installations and the transmission 
system used for relaying interviews from the 
Parliament Building in Berne. 

TRANSMISSION 

621.396.61:621.396.43 3957 
Project Echo: 960-Mc/s, 10-kW Trans¬ 

mitter—J. P. Schafer and R. H. Brandt. (Bell 
Syst. Tech. J., vol. 40, pp. 1041 1064; July. 
1961.) Driver-modulator units for FM, ph.m, 
SSB and pulse are described. The main output 
amplifier consists of a four-stage water-cooled 
klystron. 

TUBES AND THERMIONICS 

621.382.2:621.318.7:621.317.3 3958 
Measuring Recovery Time of Ultra-Fast 

Diodes—G. C. Messenger. (Electronic Ind., 
vol. 20, pp. 99-100; April, 1961.) An indirect 
method which gives accurate results below 1 
nsec is described. Results have been obtained 
down to 0.05 nsec. 

621.382.22:621.376.23.029.64 3959 
High-Level Microwave Detector using 

Avalanche Injection—II. M. Day’ and A. C. 
MacPherson. (Proc. IRE, vol. 49, pp. 1333-
1334; August, 1961.) An avalanche injection 
microwave diode has been constructed which 
has useful properties as a large-signal detector. 
At 9350 Me, rectified voltages up to 12v across 
200 U have been obtained with input power 
varying from 1 to 3 w. 

621.382.23 3960 
A Method for Determining the Base Voltage 

and Contact Resistance of a Conductivity-
Modulated Diode J. M. Swartz and H. C. 
Gorton. (Proc. IRE, vol. 49, pp. 1326-1327; 
August, 1961.) The contact resistance is meas¬ 
ured from the dynamic change in voltage with 
current at high levels of carrier injection. 

621.382.23:539.12.04 3961 
Electron-Bombardment Damage in Silicon 

Esaki Diodes R. A. Logan, W. M. Augusty-
niak, and J. F. Gilbert. (J. Appl. Phys., vol. 32, 
pp. 1201 1205; July, 1961.) The excess current 
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in Si Esaki diodes has been shown to be a sensi¬ 
tive indicator of the density and distribution of 
states introduced into the forbidden gap by 
electron bombardment. The effects of bombard¬ 
ment and the annealing properties of the radia¬ 
tion damage depend on the specific donor in the 
M-tyi>e region. 

621.382.23:621.372.44 3962 
Large-Signal Circuit Theory for Negative-

Resistance Diodes, in particular Tunnel Diodes 
M. Schullei and W. W. Gärtner. (Proc. 

IRE, vol. 49, pp. 126« 1278; August, 1961.) 
The device and its external circuit are charac¬ 
terized by a system of accurate nonlinear dif¬ 
ferential equations, and solutions are obtained 
by an electronic computer. Results agree with 
measurements. 

621.382.23:621.373.431.1 3963 
The Tunnel-Diode Pair—-Hamilton and 

Morgan. (See 3677.) 

621.382.3:621.317.3 3964 
Measurement of Transistor Quadripole 

Parameters R. Paul. {Nachrtech., vol. 11, 
pj). 8—12; January, 1961.) Measuring circuits 
are given and the accuracy of measurement is 
estimated. See also ibid., vol. 10, pp. 56-61; 
February, 1960.) 

621.382.3:621.317.7 3965 
Transistor Current Gain at Ü.H.F.— B. N. 

Harden. {Electronic Tech., vol. 38, pp. 312-316; 
September, 1961.) “A coaxial-line system and a 
twin-channel comparator are used to determine 
amplitude and phase variations of current gain. 
Results in the frequency range 300 800 Me are 
compared with values obtained by a bridge 
method.’’ See 3426 of 1959 (Smith and Hyde). 

621.382.3:621.391.822 3966 
Investigation of the Noise of Semiconduc¬ 

tors—I. P. Valkó. {Period, polyI ., Bp., Elect. 
Engrg, vol. 5, no. 1, pp. 57-73; 1961. In Ger¬ 
man.) Results of investigations of low-
frequency transistor noise are reviewed. Details 
are given of test equipment for the direct indi¬ 
cation of noise amplitude and spectral dis¬ 
tribution. 

621.382.32 3967 
Graphical Analysis of the Operation of the 

Tecnetron : Parts 1 and 2—A. V. J. Martin and 
J. Le Mée. (y. Phys. Radium, vol. 22, suppl. 
Phys. A ppi., pp. 1A-12A and 83A-90A; 
February and June, 1961.) The operation of 
the device in the subcritical field region, where 
the carrier mobility is considered to be con¬ 
stant, is analyzed graphically and a set of uni¬ 
versal curves of the main characteristics is de¬ 
rived. A detailed comparison is made between 
analytical and graphical approximations. See 
also 1959 IRE Convention Record, vol. 7, 
pt. 3, pp. 9 17; also, 1341 of 1961 (Martin). 

621.382.333 3968 
Characteristic Transistor Properties for 

Communications Applications and their Inter» 
relation —W. Benz. {Frequenz, vol. 15, pp. 
17 29; January, 1961.) Detailed consideration 
of the operation of a transistor as an amplifier 
including a discussion of de conditions and de-
pendence on temperature, frequency and work¬ 

ing point. Transistor noise and nonlinear dis¬ 
tortion, and the application of the transistor as 
a switching device are also mentioned. 52 
references. 

621.382.333 3969 
A Method of Determining the Impurity-

Doping Profile of a Transistor from Measure¬ 
ments of Certain of its Electrical Character¬ 
istics—J. P. Biet. {J. Phys. Radium, vol. 22, 
suppl., Phys. A ppi., pp. 59A-63A; February, 
1961.) By measuring the hybrid-r parameters 
as a function of collector voltage and current, 
values can be obtained for the resistivity of the 
base and of the collector region, and the shape 
of the junction and base width can be ascer¬ 
tained. 

621.382.333.33:621.372.632 3970 
On Parametric Amplification in Transistors 

—J. Lindmayer and C. Wrigley: V. W. Vodicka 
and R. Zuleeg. (Proc. IRE, vol. 49, pp. 1335-
1337; August, 1961.) Comment on 4420 of 1960 
and 369 of February, and authors' reply. 

621.382.333.34 3971 
p-n-p-n Structures and a Solid-State Sili¬ 

con Thyratron—M. Sassier. {Onde elect., vol. 41, 
pp. 239-246; March, 1961.) The theoretical 
relations governing the operation of p-n-p-n 
triodes are considered and applied to an analy¬ 
sis of the characteristics of a Si thyratron. 
Methods of manufacture are outlined. 

621.383:535.376 3972 
Infrared Detectors based on Phosphors — 

R. Groth. (Z. Naturforsch, vol. 16a, pp. 169-
172; February, 1961.) The principle of a detec¬ 
tor using infrared-sensitive phosphors is de¬ 
scribed ami experimental results are given 
which were obtained with a SrS-Ce-Sm phos¬ 
phor. A sensitivity of 6X10-n was achieved 
near X = 1//• 

621.383.49 3973 
Reduction of Optical Reflection by Bloom¬ 

ing without Increasing the Surface Recombi¬ 
nation in Germanium Photoresistors F. R. 
Kessler. (Z. angele. Phys., vol. 13, pp. 72-74; 
February, 1961.) Comparison of results ob¬ 
tained with vapor-deposited PbCl* and Se; in 
the latter case the surface recombination re¬ 
mains unchanged but the sensitivity of the 
photoresistor is considerably increased. 

621.383.51 3974 
Germanium Bicrystals and their Application 

in Grain-Boundary Photocells —H. F. Mataré. 
{Elektronische Rundschau, vol. 15, pp. 57-60 
and 207 211; February and May, 1961.) The 
mechanical and chemical structure of the grain 
boundary is considered and a model derived. 
The effect of impurities and the electrical prop¬ 
erties of the bicrystal interface are discussed. 
Practical applications of this type of cell are 
mentioned. 27 references. 

621.383.8 3975 
Large-Field Image Intensifier Tubes for 

Visual, Ultraviolet and Infrared Ranges— 
L. F. Guyot. {Onde elect., vol. 41, pp. 220 228; 
March, 1961.) A series of four tubes with 100-
mm object field and luminance gain up to 6000 
is described. 

621.385.032.213.23 3976 
Measurement of Oxide-Cathode Evapora¬ 

tion in Thermionic Valves with Radioactive 
Isotopes—C. Röszler. {Nachrtech., vol. 11, pp. 
13-16; January, 1961.) Results of experimental 
investigations on various types of tube are 
summarized. 

621.385.032.213.23 3977 
Suppression of Emission from Portions of 

Barium-Activated Tungsten Dispenser Cath¬ 
odes and Adjoining Electrodes—R. Levi and 
E. S. Rittner. (Proc. IRE, vol. 49, pp. 1323-
1324; August, 1961.) A technique for carburiz¬ 
ing portions of a Ba-activated cathode to sup¬ 
press the electron emission from areas where it 
is undesirable. Reductions in emission of two 
orders of magnitude are possible. 

621.385.032.269.1 3978 
The Matching of Pierce Guns to Tunnels — 

C. J. Milner and K. J. Ausburn. {Bril. J. Appl. 
Phys., vol. 12, pp. 346-347; July, 1961.) All 
Pierce guns which shoot the maximum electron 
current through two identical apertures col¬ 
linear with the axis of the gun have a unique 
ratio of cathode to anode radius. The value of 
this unique ratio is given for four important 
cases. A simple design procedure and relevant 
numerical data are given. 

621.385.3 4-621.385.5 3979 
A Method of Stabilizing the Gain of Triodes 

and Pentodes—II. Lorenz. {Nachrtech., vol. 
10, pp. 534-536; December, 1960.) The stabili¬ 
zation is effected by using a cathode resistance 
appropriate to the working point of the tube. 
The resistance tube is determined by measure¬ 
ment. 

621.385.6 3980 
Three Interpretations of Space-Charge 

Waves in Electron Beams -H. Groendijk. 
{Tijdschr. ned. Radiogenool., vol. 26, pp. 51-64; 
July 31, 1961.) The phenomenon is interpreted 
as 1) a single moving wave with phase velocity 
equal to the beam velocity and amplitude 
varying sinusoidally with position, 2) two 
moving waves of constant amplitude with dif¬ 
ferent phase velocities, and 3) a stream of in¬ 
dependent oscillators. 

621.385.6:537.533 3981 
Propagation in Periodic Electron Beams — 

W. M. Mueller. {J. Appl. Phys., vol. 32, pp. 
1349 1360; July, 1961.) A small-signal analysis 
of smooth electron beams with preiodic varia¬ 
tions in their de parameters reveals the exist¬ 
ence of infinite sets of space harmonics of the 
fast and slow space-charge waves. Various 
effects and the possible uses of the periodicity 
in beams are mentioned. 

621.385.6:621.372.8 3982 
Electromagnetic Radiation from a Beam of 

Charged Particles Passing near a Waveguide 
with an Infinite Flange—Yu. N. Dnestrovskiï 
and D. P. Kostomarov. {Radiolekh. Elektron., 
vol. 5, pp. 1431 1441 ; September, 1960.) A two-
dimensional analysis of the EM radiation from 
a modulated electron beam passing the flange 
of a planar waveguide. The problem is reduced 
to a set of algebraic solutions which are solved 
analytically for a range of electron velocities. 
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in Si Esaki diodes has been shown to be a sensi¬ 
tive indicator of the density and distribution of 
states introduced into the forbidden gap by 
electron bombardment. The effects of bombard¬ 
ment and the annealing properties of the radia¬ 
tion damage depend on the specific donor in the 
M-tyi>e region. 

621.382.23:621.372.44 3962 
Large-Signal Circuit Theory for Negative-

Resistance Diodes, in particular Tunnel Diodes 
M. Schullei and W. W. Gärtner. (Proc. 

IRE, vol. 49, pp. 1268-1278; August, 1961.) 
The device and its external circuit are charac¬ 
terized by a system of accurate nonlinear dif¬ 
ferential equations, and solutions are obtained 
by an electronic computer. Results agree with 
measurements. 

621.382.23:621.373.431.1 3963 
The Tunnel-Diode Pair—-Hamilton and 

Morgan. (See 3677.) 

621.382.3:621.317.3 3964 
Measurement of Transistor Quadripole 

Parameters R. Paul. (Nachrtech., vol. 11, 
pp. 8-12; January, 1961.) Measuring circuits 
are given and the accuracy of measurement is 
estimated. See also ibid., vol. 10, pp. 56-61; 
February, 1960.) 

621.382.3:621.317.7 3965 
Transistor Current Gain at Ü.H.F.— B. N. 

Harden. (Electronic Tech., vol. 38, pp. 312-316; 
September, 1961.) “A coaxial-line system and a 
twin-channel comparator are used to determine 
amplitude and phase variations of current gain. 
Results in the frequency range 300-800 Me are 
compared with values obtained by a bridge 
method.’’ See 3426 of 1959 (Smith and Hyde). 

621.382.3:621.391.822 3966 
Investigation of the Noise of Semiconduc¬ 

tors— I. P. Valkó. (Period, polyt., Bp., Elect. 
Engrg, vol. 5, no. 1, pp. 57-73; 1961. In Ger¬ 
man.) Results of investigations of low-
frequency transistor noise are reviewed. Details 
are given of test equipment for the direct indi¬ 
cation of noise amplitude and spectral dis¬ 
tribution. 

621.382.32 3967 
Graphical Analysis of the Operation of the 

Tecnetron : Parts 1 and 2—A. V. J. Martin and 
J. Le Mée. (J. Phys. Radium, vol. 22, suppl. 
Phys. Appl., pp. 1A-12A and 83A-90A; 
February and June, 1961.) The operation of 
the device in the subcritical field region, where 
the carrier mobility is considered to be con¬ 
stant, is analyzed graphically and a set of uni¬ 
versal curves of the main characteristics is de¬ 
rived. A detailed comparison is made between 
analytical and graphical approximations. See 
also 1959 IRE Convention Record, vol. 7, 
pt. 3, pp. 9-17; also, 1341 of 1961 (Martin). 

621.382.333 3968 
Characteristic Transistor Properties for 

Communications Applications and their Inter¬ 
relation -W. Benz. (Frequenz, vol. 15, pp. 
17 29; January, 1961.) Detailed consideration 
of the operation of a transistor as an amplifier 
including a discussion of de conditions and de¬ 
pendence on temi>erature, frequency and work¬ 

ing point. Transistor noise and nonlinear dis¬ 
tortion, and the application of the transistor as 
a switching device are also mentioned. 52 
references. 

621.382.333 3969 
A Method of Determining the Impurity-

Doping Profile of a Transistor from Measure¬ 
ments of Certain of its Electrical Character¬ 
istics—J. P. Biet. (J. Phys. Radium, vol. 22, 
suppl., Phys. Appl., pp. 59A-63A; February, 
1961.) By measuring the hybrid-r parameters 
as a function of collector voltage and current, 
values can be obtained for the resistivity of the 
base and of the collector region, and the shape 
of the junction and base width can be ascer¬ 
tained. 

621.382.333.33:621.372.632 3970 
On Parametric Amplification in Transistors 

—J. Lindmayer and C. Wrigley: V. W. Vodicka 
and R. Zuleeg. (Proc. IRE, vol. 49, pp. 1335-
1337; August, 1961.) Comment on 4420 of 1960 
and 369 of February, and authors’ reply. 

621.382.333.34 3971 
p-n-p-n Structures and a Solid-State Sili¬ 

con Thyratron—M. Sassier. (Onde elect., vol. 41, 
pp. 239-246; March, 1961.) The theoretical 
relations governing the operation of p-n-p-n 
triodes are considered and applied to an analy¬ 
sis of the characteristics of a Si thyratron. 
Methods of manufacture are outlined. 

621.383:535.376 3972 
Infrared Detectors based on Phosphors — 

R. Groth. (Z. Naturforsch, vol. 16a, pp. 169-
172; February, 1961.) The principle of a detec¬ 
tor using infrared-sensitive phosphors is de¬ 
scribed and experimental results are given 
which were obtained with a SrS-Ce-Sm phos-
phor. A sensitivity of 6X10“n was achieved 
near X = Iju-

621.383.49 3973 
Reduction of Optical Reflection by Bloom¬ 

ing without Increasing the Surface Recombi¬ 
nation in Germanium Photoresistors —F. R. 
Kessler. (Z. angeav. Phys., vol. 13, pp. 72 74; 
February, 1961.) Comparison of results ob¬ 
tained with vapor-deposited PbCh and Se; in 
the latter case the surface recombination re¬ 
mains unchanged but the sensitivity of the 
photoresistor is considerably increased. 

621.383.51 3974 
Germanium Bicrystals and their Application 

in Grain-Boundary Photocells —H. F. Mataré. 
(Elektronische Rundschau, vol. 15, pp. 57-60 
and 207-211; February and May, 1961.) The 
mechanical and chemical structure of the grain 
boundary is considered and a model derived. 
The effect of impurities and the electrical prop¬ 
erties of the bicrystal interface are discussed. 
Practical applications of this type of cell are 
mentioned. 27 references. 

621.383.8 3975 
Large-Field Image Intensifier Tubes for 

Visual, Ultraviolet and Infrared Ranges— 
L. F. Guyot. (Onde elect., vol. 41, pp. 220 228; 
March, 1961.) A series of four tubes with 100-
mm object field and luminance gain up to 6000 
is described. 

621.385.032.213.23 3976 
Measurement of Oxide-Cathode Evapora¬ 

tion in Thermionic Valves with Radioactive 
Isotopes—C. Röszler. (Nachriech., vol. 11, pp. 
13-16; January, 1961.) Results of experimental 
investigations on various types of tube are 
summarized. 

621.385.032.213.23 3977 
Suppression of Emission from Portions of 

Barium-Activated Tungsten Dispenser Cath¬ 
odes and Adjoining Electrodes -R. Levi and 
E. S. Rittner. (Proc. IRE, vol. 49, pp. 1323-
1324; August, 1961.) A technique for carburiz¬ 
ing portions of a Ba-activated cathode to sup¬ 
press the electron emission from areas where it 
is undesirable. Reductions in emission of two 
orders of magnitude are possible. 

621.385.032.269.1 3978 
The Matching of Pierce Guns to Tunnels— 

C. J. Milner and K. J. Ausburn. (Bril. J. Appl. 
Phys., vol. 12, pp. 346-347; July, 1961.) All 
Pierce guns which shoot the maximum electron 
current through two identical apertures col¬ 
linear with the axis of the gun have a unique 
ratio of cathode to anode radius. The value of 
this unique ratio is given for four important 
cases. A simple design procedure and relevant 
numerical data are given. 

621.385.3 + 621.385.5 3979 
A Method of Stabilizing the Gain of Triodes 

and Pentodes II. Lorenz. (Nachrtech., vol. 
10, pp. 534-536; December, 1960.) The stabili¬ 
zation is effected by using a cathode resistance 
appropriate to the working point of the tube. 
The resistance tube is determined by measure¬ 
ment. 

621.385.6 3980 
Three Interpretations of Space-Charge 

Waves in Electron Beams -H. Groendijk. 
(Tijdschr. ned. Radiogenoot., vol. 26, pp. 51-64; 
July 31, 1961.) The phenomenon is interpreted 
as 1) a single moving wave with phase velocity 
equal to the beam velocity and amplitude 
varying sinusoidally with position, 2) two 
moving waves of constant amplitude with dif¬ 
ferent phase velocities, and 3) a stream of in¬ 
dependent oscillators. 

621.385.6:537.533 3981 
Propagation in Periodic Electron Beams — 

W. M. Mueller. (J. Appl. Phys., vol. 32, pp. 
1349 1360; July, 1961.) A small-signal analysis 
of smooth electron beams with preiodic varia¬ 
tions in their de parameters reveals the exist¬ 
ence of infinite sets of space harmonics of the 
fast and slow space-charge waves. Various 
effects and the possible uses of the periodicity 
in beams are mentioned. 

621.385.6:621.372.8 3982 
Electromagnetic Radiation from a Beam of 

Charged Particles Passing near a Waveguide 
with an Infinite Flange—Yu. N. Dnestrovskii 
and D. P. Kostomarov. (Radiotekh. Elektron., 
vol. 5, pp. 1431 1441 ¡September, I960.) \ two-
dimensional analysis of the EM radiation from 
a modulated electron beam passing the flange 
of a planar waveguide. The problem is reduced 
to a set of algebraic solutions which are solved 
analytically for a range of electron velocities. 




