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SPACE PROGRAM REQUIREMENTS FOR 
IMPROVED ELECTRONIC MEASUREMENTS 

Frank E. Goddard 
Jet Propulsion Lab. 
Pasadena, Calif. 

Abstract 

After a period of extensive study and planning the National Aero¬ 
nautics and Space Administration is launching an expanded space 
program which should lead to the landing of the first American on 
the moon about 1967. Other NASA programs include global systems 
of communication and weather satellites. In all of these programs 
the total cost, the safety of human life, and the prestige of the 
United States are strongly dependent upon the reliability of elec¬ 
tronic systems. Achieving the necessary reliability will require 
the development of many types of improved instrumentation, 
measurement standards, and measurement techniques. This 
paper points out some areas in which increased emphasis is 
required. 



ABSOLUTE AND RELATIVE MEASUREMENTS 

A. G. McNish 
Natl. Bur. of Standards 

Washington, D. C. 

Abstract 

Our scientific measuring system is based on the adoption of 
units and standards for a few elemental quantities and the meas¬ 
uring of other quantities in terms of these in accordance with 
established physical laws. Such are called absolute measurements. 
As experimental procedures become highly complicated absolute 
measurements become inaccurate, as in measurement of micro¬ 
wave power in terms of length, mass, and time. Relative meas¬ 
urement of one microwave power source in terms of another may 
be performed with much greater precision. If one of these sources 
is arbitrarily adopted as a standard, then, by definition, the other 
source may be calibrated in terms of it with high accuracy. Care 
must be observed in adoption of such arbitrary standards in order 
to assure stability of each standard and that all measurements of 
the quantity for which it is a standard are traceable to it. 
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The Dilemma of Measurement 

Martin A. Mason 
Dean, School of Engineering 

The George Washington University 

Summary 

The conditions contributing to the "measurement gap" 
are reviewed briefly. The experiences of the Center 
for Measurement Science in its efforts to contribute 
to improvement of our measurement position are 
described. It is suggested that the dilemma of 
measurement can be resolved only if technical people 
convince others of the implications and consequences 
of our measurement deficiencies. 

It is characterististic of our times that 
the pace of life is accelerating. Almost no 
field of human endeavor is immune; in some 
fields the pace seems to be explosive. This is 
the case in technology, where political, 
economic, and other pressures have given it 
importance far beyond that attaching in earlier 
times. Today a nation's science and technology 
are the determining factors in its very exist¬ 
ence; and therefore any situation jeopardizing 
the technological stature of a people can be 
considered as most dangerous. 

In this environment we find common agree¬ 
ment among technical people in the United States 
that there is a serious discrepancy between what 
we are doing in measurement and what is required 
to be done. There is feeling that this "mea¬ 
surement gap" must be closed as rapidly as 
possible. The Instrument Society of America's 
special journal reprint Measurement Standards 
Report states that "This must be the concern of 
every researcher, educator, manufacturer and 
user of industrial and scientific products". 

Examples of the gap abound. Secretary of 
Commerce Hodges, writing in Industrial Research 
in December 1961, states that the standards and 
calibration services of the National Bureau of 
Standards satisfy only half of the needs of 
its users. He states further "The behavior of 
extremely hot gases is so singular that many 
scientists consider plasma the fourth state of 
matter. Yet we simply do not have the basic 
scientific tools required to measure plasmas”. 
It is well known in technical circles that in¬ 
ability to precisely measure rocket thrust is 
costing the nation hundreds of millions of dol¬ 
lars. Secretary Hodges makes the point that 
military and industrial requirements are growing 
so fast, that even if current efforts in the 
field of radio standards were doubled immediate¬ 
ly, new demands would in two years place us back 
in our current deficient position. 

Several studies and surveys of the measure¬ 
ment situation have been made by government, the 
Aerospace Industries Association, and others. 
The results can be summed up as showing that 
technological development is being retarded be¬ 
cause of needs for more: 

1) accurate data on which to base 
the engineering design of complex 
equipment; 

2) accurate monitoring and control 
of manufacturing processes to assure 
realization of potential and necessary 
reliability ; 

3) extension of precise measurement 
to new areas and to values formerly 
considered extreme 

4) reliable traceability of stand¬ 
ards to a common national standard. 

Among all the information of various sort 
collected for these studies there appears a con-
tinously recurring three part set, viz. 
capable personnel, improved and expanded fácil 
ities, and research. Studies by the Center for 
Measurement Science of The George Washington 
University have led to the conclusion that there 
is critical need now for greatly increased num 
bers of competent measurement personnel; for the 
development of improved and new standards of 
measurement and precision measuring equipment; 
for the development of procedures and techniques 
of precise measurement in frontier areas of 
technology and science; and for expansion of 
improved precise calibration facilities. 

The measurement gap shows no signs of clos¬ 
ing, rather it is widening. Thoughtful people 
concerned with measurement problems are particu¬ 
larly distressed with our inability to make the 
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measurements required if our technology is to 
progress. These areas of inability (perhaps 
incompetence is a better designation) are grow¬ 
ing. Not long ago our chief area of deficiency 
was precise large force measurement, say a 
million pounds force, today the deficiency con¬ 
tinues and our need has extended to several 
million pounds force, with ten million pounds 
or more in sight as a requirement. Yesterday 
we were little concerned with extremely hot 
gases, today we need precise measurements of 
characteristics and properties we do not know 
how to measure. In microwave power measure¬ 
ments we are not only not sure of what we can 
measure, we are not reasonably certain of how to 
go about measuring what we need to know. 

It must be recognized that more than mea¬ 
suring tools are required. We at the Center for 
Measurement Science have talked with many persons 
responsible for measurement matters in govern¬ 
ment and in industry, with those whose job it is 
to make measurements, and with management persons 
whose concern with measurement is simply that it 
serves needs efficiently and economically. In 
all groups there appeared to be most concern for 
the tools of measurement, the instruments, 
techniques, and procedures. The brains to guide 
and control the tools seemed to be of less con¬ 
cern, yet it is admitted that competent people 
are the key to the problem of closing the mea¬ 
surement gap. With very few exceptions 
managements stated their most difficult problem 
was competent people, but almost none accept the 
idea management had a responsibility to do any¬ 
thing about increasing the supply of people. 

Adequate numbers of competent measurement 
specialists and of technicians are absolutely 
essential. There is little agreement on what 
is meant by "adequate""competent""technician and 
"specialist", as we at the Center for Measure¬ 
ment Science have discovered. Usually people 
such as you and I see little merit in quibbling 
about word meanings. In this instance what is 
meant by the words is all important, for the 
interpretations point up one of the serious as¬ 
pects of the measurement dilemma. 

On the one hand is the belief held by 
management (and many technical people) that 
measurement is a low level activity which can 
be performed cheaply yet adequately by techni 
clans trained for a few weeks in specific 
procedures; on the other is the reality in many 
instances of exceedingly difficult and complex 
measurement needs requiring high level technical 
capability for their satisfaction. There seems 
to be little understanding between these groups 
as to when the technician's capability is not 
enough, or the measurement specialist's capabil¬ 
ity may be too much. In this atmosphere of lack 
of common understanding there is considerable 
evidence that the measurement problem is handled 
on the basis of getting it done with what is at 

hand, rather than on the basis of what is tech¬ 
nically and economically best or required. 

Measurement in American technology has been 
an art traditionally. When a measurement need 
developed the problem was given to someone who 
knew and worked with measuring instruments, and 
he rigged some sort of scheme, many times most 
ingenious, to obtain some data. No one except 
himself worried much about the accuracy of the 
data so long as some reasonably acceptable 
answer was obtained. This has been an excellent 
scheme because the men given the responsibility 
were conscientious, careful, and competent with¬ 
in the demands made on them. 

Today It is no longer permissible to rely on 
the art of measurement. Requirements have ex 
ploded into realms in which an art has not had 
time to develop, into regions of precision be¬ 
yond the capabilities of existing instrumentation, 
and into fields on the frontiers of scientific 
knowledge. Our formerly competent measurement 
people have not lost their competence, but we now 
have requirements for competence they have not 
had opportunity to develop. 

The problems that used to be found only in 
the laboratories are now often the commonplace 
problems of precision measurement in the pro¬ 
duction complex. The problems of measurement in 
the research laboratories are now often exceed¬ 
ingly difficult and demanding research problems 
in themselves. It is as though almost overnight 
all yardsticks became deficient and were replaced 
with interferometers. None would have lost his 
yardstick competence but very few satisfactory 
measurements would be made until the new know¬ 
ledge and skills needed to use interferometers 
had been developed. This seems an absurd illus¬ 
tration, yet it is not far from describing what 
has happened and is happening in measurement. 

Not only have our demands for precision 
exceeded our capabilities,in more instances than 
not these demands are coupled with extension of 
our measuring operations into levels several 
orders more complex than formerly. 

Undoubtedly, universities and colleges have 
been slow to undertake education in measurement. 
There are many valid reasons for their being 
reluctant: one of the strongest has been the 
low intellectual demands of measurement. Mea¬ 
surement has not been and is net now generally 
recognized as a first-class professional occupa¬ 
tion. The test engineer is the low man on the 
professional totem pole, a less than creative 
detail man who engages in dull routine. 

A student demand for measurement education 
has not and does not exist. True, there have 
been job opportunities for competent measure¬ 
ment technicians, but there is likewise a 
demand for stock and bond salesmen; in the 
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student view it's easier and cheaper to become a 
salesman and the rewards may be much higher. 
The average prospective student finds little in 
the rewards of measurement capability to justify 
the rigors of the professional education required 
to attain capability. 

The elements of the dilemma of measurement 
now become clear to us. First, there is incon¬ 
trovertible need, now and in the future, in both 
research and industrial activity, for persons 
educated in measurement science. Second, the 
knowledge required by these persons relates to 
many areas of science and technology, and is of 
relatively high intellectual level. Third, there 
is very little attraction in the current status 
of measurement activity to draw new minds to the 
rigorous preparation required to fill the mea¬ 
surement need. Fourth, unless and until new 
minds are prepared to fill the need American 
technology will be hamstrung in its efforts to 
meet world competition. Fifth, the time for talk 
is long past; now only fast, extensive, and 
vigorous action by those having needs can salvage 
the situation. 

Obviously this dilemma is similar to a clas¬ 
sic dilemma, in that consequences can be fatal to 
American industry and possibly to the American 
nation. It need not be so. It will not be so if 
those having needs, both government and industry, 
take the feasible and necessary steps to remedy 
the situation. 

The program of the Center for Measurement 
Science at The George Washington University is an 
example of a constructive effort to resolve the 
dilemma. The Center program has three principal 
activities; they are, the education and training 
of measurement specialists, at all the levels of 
competence required, from technician to research 
doctorates; research in measurement science 
as a concomitant part of the education of mea¬ 
surement specialists and to increase knowledge 
in the field; and development of a staff of 
measurement consultants available to those having 
temporary needs for highly specialized measure¬ 
ment knowledge and capability. 

The education activity was started in 
February 1961, with the assistance of the 
National Bureau of Standards and the Martin 
Company - Baltimore. Student response was small. 
One of the unexpected developments was that many 
students having interest were deficient in funda¬ 
mental preparation in mathematics, probability and 
statistics, and the engineering sciences. Of the 
forty odd initial students a few more than half 
either have not continued their measurement 
studies or are now undertaking basic studies to 
improve their preparation. Courses in measure¬ 
ment theory and in electrical measurements have 
been most popular. 

It is too early to arrive at any conclusions 
about education for measurement from experience 
with this program. However evidence to date is 
that no large number of students is likely to 
undertake this program without substantial en¬ 
couragement and support. There is no evidence 
that the top level student is likely to be at¬ 
tracted to education for measurement under 
existing conditions. 

Obviously many factors can and do influence 
student response to this program. It is noted 
that the curriculum in the Center's program, 
which is one important factor, differs from the 
established engineering curricula of the School 
only in the approximately 36 semester hours 
study in measurement science. The faculty for 
the program are about divided between regular 
University faculty and adjunct faculty who are 
National Bureau of Standards staff members. 
Courses are offered during both day and evening 
hours, but exclusively on-campus or at the 
National Bureau of Standards. The influence of 
these factors is believed to be favorable to 
developing student interest. 

The Center for Measurement Science education 
program has included also non-credit short 
courses of one or two weeks intensive study. 
Two were given in August 1961, one in Founda¬ 
tions of Precise Measurements, and one in 
Precise Electrical Measurements. Forty-two 
students attended the first; nineteen attended 
the second. The attendees were largely from 
east of the Mississippi and divided about equal¬ 
ly from government agencies and industry. 
Although the courses were quite elementary in 
terms of collegiate level, deficiencies in pre¬ 
paration and variance of interests presented 
some difficulties. 

Certainly no valid generalizations should be 
drawn from these meagre experiences. It does 
appear feasible however to surmise that: 

1) Substantial encouragement and 
support of students in education 
for measurement science will most 
likely be required, if there are to 
be sufficient numbers of specialists 
produced by this means to help alleviate 
the existing and growing shortage of 
competent personnel. 

2) The possibility of rapid training 
of personnel in intensive short courses 
is good at very elementary levels. 
Training at higher levels (above 
technician, say one year beyond high 
school) of current measurement personnel 
is likely to be quite difficult because 
of problems of preparation and interest 
patterns or attitudes. 
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The Center's programs in research and con¬ 
sultation are just starting. Their future de¬ 
pends upon the financial support which can be 
obtained from government and industry. We are 
firmly of the opinion that financial support and 
sharing of responsibility for action to improve 
the nation's measurement position must come from 
industry and government rather than primarily 
from university sources. The needs and the ben¬ 
efits derived from satisfaction of the needs are 
most intimately related to industrial activity 
and the associated profit to be derived. If 
the needs are as real and critical as they ap¬ 
pear to be their satisfaction should justify 
considerable expenditures. The question then 
cannot be whether or not financial support will 
be given, it has to be what specific activity 
will receive financial support. 

The experience of the Center in its quest 
for financial support is revealing. There has 
been widespread interest in industry in the 
Center's program, an avid interest in the naipes 
and addresses of students (for obvious reasons), 
a universal commendation of the Center's plans; 
and in one year of campaigning for financial 
support, a single contribution of funds from an 
industrial concern. Much better results have 
been obtained from manufacturers of measuring 
equipment, many leaders in their fields having 
contributed to the Center's support. 

It is recognized that many factors influ¬ 
ence financial contributions by industrial 
organizations to such activities as the Center 
for Measurement Science. Perhaps we at the 
Center have not been successful in establishing 

understanding of what the Center is and what it 
proposes to do. On the other hand we are much 
impressed by the high concern of the technical 
personnel in industry with the measurement gap, 
as compared to the low concern or total lack of 
concern, of industrial management with the 
problem. It is probably this latter attitude 
that accounts for much of the lack of interest 
in financial support. 

Evidence is again too meager to generalize, 
yet it seems adequate to indicate that genuine 
concern about measurement is limited at this 
time to technical and professional personnel in 
government and industry. Concern sufficient to 
be translated into funds apparently does not yet 
exist in any appreciable degree among industry's 
management personnel or government appropriations 
committees. The real and vital problems seen by 
the scientists and engineers have not been ap¬ 
preciated by management sufficiently to result 
in necessary funds being made available. 

I think this is the heart of the dilemma 
of measurement. Professional concern for the 
state of measurement has not been made known in 
whatever ways are necessary to result in the 
support and the funds necessary for remedial 
actions to be undertaken becoming available, 
from either industry or government. We profes¬ 
sionals have the responsibility to translate 
into terms understandable by others, the con 
sequences and implications of the measurement 
gap. I am confident that until we do so there is 
little real hope of improving the situation; if 
we are successful in doing so the dilemma of 
measurement as we see it now will disappear. 
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SOME PROBLEMS OF IMPROVING ACCURACY OF MEASUREMENT 

A. V. Astin, Director 
National Bureau of Standards 

Washington 25, D. C. 

The best information we have concerning 
the properties of matter and natural phenomena 
is quantitative information derived from measure¬ 
ment. The usefulness and reliability of such 
information increases with our ability to state 
it "ore accurately. This characteristic applies 
ML the progress of science and to progress 
in the application of scientific knowledge in a 
technological economy. In space age technology, 
and specifically in space age electronics, we 
find that the problems of accuracy of measure¬ 
ment are of critical importance. Their solution 
requires knowledge and techniques of unusual 
sophistication. 

It is of interest in a symposium devoted 
to the subject of Space Age Requirements for 
Electronic Measurements to review briefly the 
evolution of some of our present concepts in¬ 
volving the role of measurement in the progress 
of science and technology. 

Approximately 80 years ago Lord Kelvin made 
a classic and frequently quoted statement con¬ 
cerning the role of measurement. In essence 
Kelvin stated that you have to be able to 
measure what you are talking about and express 
it in numbers if the subject is to be classified 
as science. Although there is much truth in 
Kelvin s assertion it can lead to an over¬ 
simplification of the role of measurement. It 

/^d to a failure to appreciate the many 
pitfalls that can accompany measurement processes 
that are inadequately understood and applied. 

Some of Lord Kelvin's contemporaries went 
er he in attributing an almost 

infallible role to physical measurement. For 
example, the famous American physicist Michelson 
in a speech delivered at a convocation of the 
University of Chicago in 1894, said "It is never 
safe to affirm that the future of physical 
science has no marvels in store which may be 
even more astonishing than those of the past but 
it seems probable that most of the underlying 
principles have now been firmly established and 
that further advances are to be sought chiefly 
in the rigorous applications of these principles 
to all the phenomena which comes under our 
notice." 

ist 

A little later in his talk Michelson went on 
to say: An eminent physicist has remarked that 
the future truths of physical science are to be 
looked for in the sixth place of decimals." I 
have been unable to identify the eminent physici-
referred to by Michelson but the viewpoint ex¬ 
pressed appears to have been widely representa¬ 
tive of a large group of physical scientists in 

the latter part of the 19th century. 

was of course rudely shocked 

and pro-

A major consequence of both the 

was 
to add an important new diraensi on to 
measurement. 

Such smugness 
at the turn of the 

thereM “ ÍS firmly established that 
alone LpM T ? SCie"Ce than "^sûrement 
gressiveM r e -^standing of the pro¬ 
gressive nature of science brought also a 
broadened understanding of the basic 
gressive role of measurement. 

^.»^uence or both the special 
Ma «"d the quantum theory to add an imnnrhon»- J

- physical 
The new theories related, as a 

general and fundamental principle, the process 
of measurement itself to the phenomena being 
measured. Consequently, it has become un-
realistic to think of a measured property with¬ 
out consideration also of the ac/ofMeasurement. 

century. Momentous experi¬ 
mental discoveries and the advent of the special 
theory of relativity and of the quantum theory 

view M SrUpted these complacent points of 
the«' B , here U ls important to emphasize that 
these revolutionary theoretical concepts were 
stimulated to an appreciable extent in an effort 
to explain phenomena whose baffling properties 
had been reliably described through painstakingly 
accurate physical measurement. One of the phe-

which had to be explained was the result 
of Michelson s own beautifully precise ether 
dritt experiment. 

A basic element in the special theorv of 
relativity is that one cannot adequately describe 
an event unless consideration is Jiven to ^he 
transit time of the signal by means of which the 
event is observed or its properties mealed. 
Of course in countless situations the transit 

can be completely ignored in comparison with 
other uncertainties in an observation But if 
one becomes realistic about the measurement 

between Si*"als °f -- -rt 
to h a M raeasured object and the observer has 
to be admitted together with the conclusion that 
in certain situations the transit time of those 
Signals may be significant in comparison with 

Lon MheM^68 ph~ a -der observa¬ 
re ¿ar-reachM'MMM68 °f thÍS SiraPle Mission 
ML. M ? H 8 but frora the Point of view of 
essential 1 preCÍSÍ°? "»«sûrement it is merely 
gentia! to recognize that one of the factors 
that -nay unavoidably influence the value of a 

of thMsM mTaSUred property is the transit time 
process essential to the measurement 
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The quantum theory also relates measured 
values to the measurement process but in quite 
a different way. Here we must recognize that 
measurement signals or measurement probes possess 
finite rather than infinitesimal levels of energy 
and that at least one quantum of energy must be 
involved in any measurement. Thus in observing 
processes where the energy levels involved ap¬ 
proach the limits necessary for observation 
serious roadblocks develop. In the situation 
of attempting to observe electrons in atoms the 
quantum of energy necessary to react with an 
electron for observational purposes must have 
sufficient energy to modify significantly the 
properties of the electron in the atom. This 
situation seriously limits the nature of the 
observations that can be made upon atoms. It 
led to the formulation of the Heisenberg un¬ 
certainty principle which relates necessary un¬ 
certainties in the simultaneous measurement of 
position and momentum (or velocity) to the 
limiting quantum of action essential to an 
observation. This conclusion also has far-
reaching implications but from the point of view 
of precision measurement it mainly means that in 
some cases the accuracy and interpretation of an 
observation may be unavoidably affected by the 
level of a single quantum of energy. 

From the overall viewpoint of precision 
metrology the quantum uncertainty principle was 
probably responsible for a better appreciation 
of the need to consider in any situation the 
possible effects of the measuring process upon 
the values being measured. It is now a basic 
principle of metrology that any measured value 
may be influenced by the act of measurement. 
This overall need to be realistic about the 
possible interaction of the measurement system 
and process upon the value being measured has 
sometimes erroneously been called the uncertainty 
principle. It differs primarily from the quantum 
uncertainty principle in that in the general case 
one can usually, through proper design of the ex¬ 
periment or evaluation of the data, bring about 
significant reductions in the interaction of the 
measurement process upon the property being 
measured. The Heisenberg uncertainty principle, 
on the other hand, specifies an irreducible 
minimum, regardless of the degree of ingenuity 
in the design of the experiment, for the combined 
uncertainties in the measurement of position and 
momentum. 

Another important impact of the quantum 
theory upon the science of measurement stems 
from the statistical or probability aspects of 
the theory. Here we are forced to recognize that 
many natural properties can be specified only in 
statistical terms. Such properties cannot be 
described by absolutely precise values but there 
will always be an associated degree of uncertain¬ 
ty. The degree of uncertainty can in many situa¬ 
tions be made vanishingly small if the measure¬ 
ment can be made on a sufficiently large sample 
of similar objects but the possible existence of 
a statistical uncertainty must enter into an 
evaluation of the results of measurement. 

Just as the Heisenberg uncertainty aspect of 
the quantum theory had a broadening impact on the 
concept of the measurement process so does the 
statistical aspect. Statistical considerations 
and probability estimates are involved not only 
in the values of ultimate properties but also the 
behavior of the observer and in the links between 
the observer and the object observed. 

The process of measurement involves men or 
observers, instruments and equipment, objects and 
events to be measured, a host of environmental 
conditions, energy, time, and a system of inter¬ 
actions among the foregoing factors. Any or all 
of these may influence a measured value. 

By systematic alteration of some of the test 
conditions, estimates can sometimes be made of the 
influence of a particular factor upon the measured 
value. Or by using prior knowledge of the charac¬ 
teristics of properties of some of the test param¬ 
eters reasonable estimates may be made of their 
influence upon a measured value. The straight¬ 
forward repetition of one observation under as 
near identical conditions as feasible may be used 
to reduce the so-called random errors. Such 
techniques can be employed to reduce the magnitude 
of the uncertainties in the observed values of 
particular properties. 

Thus we find that the business of extending 
precision or accuracy in physical measurement is 
one of removing or reducing several layers of 
fuzziness or uncertainty leaving perhaps a residue 
of uncertainty which may be an essential character¬ 
istic of the object whose properties are under 
observation. 

In recent decades there have been significant 
developments in statistical techniques both in 
reducing the effects of random errors associated 
with the measurement process and of systematic 
errors associated with the reaction of the measur¬ 
ing process on the property being measured. For 
the purposes of this discussion it is not necessary 
to summarize the important statistical advances 
which can be used to improve the accuracy of ob¬ 
served values. The important thing here is to 
emphasize that error or uncertainty has been 
recognized as an unavoidable part of scientific 
observation and that the approach to true quanti¬ 
tative description of the properties of nature is 
to identify, reduce, or Isolate and evaluate the 
factors extraneous to the properties under observa¬ 
tion. 

In other words there is no perfection or 
absolute truth in measured values. Rather we 
establish a progressive approach to true values 
by continuously seeking to describe, reduce, or 
estimate the elements which create inevitable un¬ 
certainties in quantitative descriptions. The 
direction of progress in the physical measurement 
part of experimental science is to identify the 
areas of uncertainty associated with a particular 
measured value and then systematically seek to 
reduce them or quantitatively to estimate their 
magnitude or effects. 
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The first step in an effort to increase the 
accuracy in the measurement of the value of any 
property is to define and examine the uncertain¬ 
ties associated with the existing state of the 
art. This process, if rigorously applied, may 
reveal that the presumed accuracy of a known 
quantity is less than had been assumed. It is 
impossible to conclude with 100% certainty that 
all of the factors that may influence a measured 
value have been adequately accounted for. More¬ 
over, it is extremely easy to confuse precision 
with accuracy. One of the most interesting ex¬ 
amples of this situation is our forced acceptance 
over the past decade of a new value for the 
velocity of light (based on modern electronic 
measurement techniques) that differed signifi¬ 
cantly from prior values. The difference between 
the old and new values was much greater than 
would have been expected from the confidence 
limits assigned to earlier work. Apparently too 
much confidence had been given to the precision 
associated with earlier measurements of the 
velocity of light and insufficient attention 
given to probable systematic errors. 

A basic element in reducing the uncertain¬ 
ties associated with measured values is the 
accuracy associated with the standards for 
physical measurement. The major purpose of 
standards for measurement is to provide a basis 
to assure the stability and compatibility of 
measurements from time to time and from place to 
place. If the accuracies with which measurement 
standards are known and utilized are less than 
the precisions with which measurements are 
carried out in laboratories and on production 
lines then problems ensue. Data cannot be ex¬ 
changed with optimum confidence and tests per¬ 
formed on the same materials or devices in 
different places may be incompatible or un¬ 
certain in terms of predicted performance. It 
is therefore imperative that those responsible 
for developing, maintaining, and disseminating 
the measurement standards keep ahead of the major 
needs of science and industry. This requirement 
presents a major and never ending problem to the 
National Bureau of Standards. 

Reference was made earlier to the great 
variety of factors that can influence a measured 
value. These complex interactions provide the 
greatest difficulty in extending measurement 
accuracy. This is natural and inevitable. 
Extraneous factors that may have a completely 
negligible influence on a measured value if the 
desired accuracy is low may have a major or pre¬ 
dominate influence as the attempted accuracy in¬ 
creases. We may even reach a situation where 
the property we are attempting to measure has 
inherent fluctuations. Consider the cases when 
thermal noise in a resistor is the limiting 
factor or when molecular structure and molecular 
vibration limit the accuracy by which a surface 
may be defined. In such situations it is im¬ 
perative that the property we are attempting to 
measure be accurately and realistically defined. 

Space age requirements present to metrolo¬ 
gists their greatest problems. The first is the 
problem of reliability, the second is associated 
with the variety and quantity of components that 
must fit and operate together, and the third 
involves extrapolation of performance based on 
measurement to extreme and frequently unknown 
environmental conditions. 

Reliability cannot of course be tested into 
a product but it can only be assured and pre¬ 
dicted confidently through measurement. Tolerance 
limits have to be established and controlled 
through measurements and as reliability require¬ 
ments increase tolerances have to be more pre¬ 
cisely controlled. One of the critical problems 
arises because tolerance limits are directly 
affected by the limits of measurement accuracy. 
If the realistic tolerance limits approach the 
limits of measurement accuracy then the tolerances 
practicably available are sharply reduced. 

If, for example, it is desired to control a 
pulsed voltage so that it is more than 20 and less 
than 25 volts but we can measure the pulsed volt¬ 
age only to within plus or minus 2 volts we will 
have a very difficult problem. Moreover, any un¬ 
certainty in measurement will effect some re¬ 
duction in performance tolerance limits. Hence 
it is urgent, if we hope to increase reliability, 
to keep the reductions of measurement uncertain¬ 
ties upon tolerances to an absolute minimum. 

An essential characteristic of space age 
technology is the magnitude and the diversity of 
the components and sub-systems that must operate 
in synchronism. In such technology we are con¬ 
fronted with an array of devices that are orders 
of magnitude in excess of prior situations. 
Instead of an assembly of thousands of components 
we may have an amalgamation of upwards of a 
thousand systems many of which may have thousands 
of individual components. Furthermore, the indi¬ 
vidual sub-systems must be fabricated and quality 
controlled by hundreds of specialty manufacturers 
throughout the nation. All of these individual 
equipment fabricators must control the quality of 
their products through measurement. It is not 
enough that each sub-system operate reliably in 
the plant where it is made -- it must be compatible 
with all the other sub-systems. Here again it is 
urgent that measurement uncertainties between 
different laboratories or production lines not 
significantly reduce the tolerances essential 
to overall reliable performance. 

The environmental problem for space age 
measurements is no less critical. We are 
accustomed to measuring performance over limited 
ranges of temperatures and pressures. But how 
realistically can we duplicate the temperatures 
and pressures of outer space? Or the effect of 
ionizing radiations? Or of vibrations? Or of 
zero g? Or of other factors still unknown? One 
thing is reasonably certain. We must learn how 
to make measurements in new types of environmental 
chambers, or we must extend our ability to make 
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measurements through telemetry or most likely 
through a combination of both. 

In approaching the problem of space age 
measurement we must continually evaluate the state 
of the art. This, as noted earlier, is an im¬ 
portant first step in reducing uncertainties in 
measurement. It is also of basic importance in 
predicting reliability. Appraising the state of 
the art also helps to identify the measurement 
problems most urgently needing attention. 

At the National Bureau of Standards a program 
to evaluate the state of measurement competence 
has been initiated in specific areas. Figures 1, 
2, 3, 4 and 5 show the results of this appraisal 
for five typical and different properties. The 
first four figures, dealing with weighing, tempera¬ 
ture measurement, pressure measurement, and 
resistance measurement respectively show one 
important common characteristic: namely that the 
highest precision is associated with the reference 
standard usually at a familiar and convenient 
value. As we go to higher and lower values the 
precision as well as the accuracy tend to drop. 
In Figure 5, dealing with RF voltage measurements, 
we need to display another parameter namely the 
frequency of measurement. The state of the art 
for measuring radio frequency properties varies 
substantially with the frequency of measurement, 
as well as with the magnitude of the quantity 
measured. The simplest way to show precision as 
a function of both magnitude and frequency in a 
two-dimensional display is to use the contour map 
technique as in Figure 5. The standards for RF 
voltage measurements are derived from d.c. voltage 
standards which in turn are maintained by standard 
cells. Hence we find maximum precision in the 
range of the familiar voltage of the standard cell 
and at the lowest frequencies. 

The great attenuation of precision at the 
very high and very low values of the property 

measured represents a continuing and important 
problem of measurement. The attenuation of 
precision is amply demonstrated by the figures. 
If we recall, as we examine the figures, that 
much of the urgent new development activity is in 
the region of extreme values then it becomes 
evident that the measurement precision available 
for exploration in these regions is extremely 
limited. Since space age technology is very much 
involved with work at the extreme values of temp¬ 
erature, force and pressure, as well as with 
utilization of ultra high frequency and micro¬ 
wave radio waves, the progress of this technology 
is very much limited by the available measurement 
techniques. 

The figures indirectly point to another basic 
problem in the extension of the accuracy of measure¬ 
ment. Since all accuracy from the point of view 
of stable and compatible measurement is derived 
from the standards these provide a limiting factor 
for accuracy in all areas of measurement. Thus 
it is imperative that the accuracy with which the 
standards can be effectively utilized be adequate 
to all measurement requirements for a particular 
property. 

The national standards laboratories through¬ 
out the world are continuously seeking to improve 
the basic measurement standards. These efforts 
led during the past 10 years to important improve¬ 
ments in the status of three of the four basic 
standards, length, time, and temperature. Further 
improvement is expected in the time standard by 
1966. It is hoped by then that international 
accord can be reached on an atomic definition 
for the second to replace the astronomical second. 
In these efforts also we find that the require¬ 
ments of space technology provide one of the most 
compelling reasons for extending the accuracy 
with which time and frequency measurements can 
be made. 
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T Selected Equal-Arm 2kg Balance (NBS T-l) 
M Quick-Weighing Single-Arm 6-Pound Balance 
B Selected Equal-Arm 10kg Balance (NBS B-l) 
(■Special 25kg blance (NBS S-l) 

5 (.Quick- Weighing Single-Arm 50-Pound Balance 
R Quartz - Fiber Ultra-Microbalance 
D Special Assay Balance 
C Corwin Balance 

A Selected Equal-Arm 200g balance (NBS A-l) 
KG Rueprecht 1 kg balance 
HR Russell Balance, 2500 Pounds 
P Platform Scale, 10,000 Pounds 

MS Master Scale, 150,000 Pounds, Substitution Weighing 
MD Master Scale, Direct Reading 

Fig. 1. The state of the art for precision in weighing. Along the abscissa are displayed increasing loads expressed 
in kilograms, and along the ordinate are shown increasing accuracies expressed as the ratio of the standard 
deviation of a single weighing to the total load weighed. The letters designate different techniques of weighing. 
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Fig. 2. The state of the art in pressure measurements. Along the abscissa in the upper curve are displayed 
increasing pressures in terms of mm of mercury or pounds per square inch. Along the ordinate are shown 
increasing values of accuracy expressed in terms of ratio of the uncertainty to the total pressure measured. 
The lower half of the figure displays techniques of measurement over different pressure ranges. 
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Fig. 3. State of the art in temperature measurements. Along the abscissa are displayed increasing values of tem¬ 
perature, and along the ordinate increasing levels of accuracy expressed in the ratio of the uncertainty to the 
absolute temperature value. The labels on the figure refer to different techniques or instruments of measure¬ 
ment that are useful over specific ranges of temperature. 



Fig. 4. The state of the art in electrical resistance measurements. Along the abscissa are displayed increasing 
values of resistance and along the ordinate increasing accuracies expressed in terms of the ratio of the un¬ 
certainty to the total resistance values. 
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Fig. 5. State of the art for the precision of radio frequency voltage standards. Along the abscissa are represented 
increasing frequencies expressed in megacycles per second, and along the ordinate values of RF voltage. 
Areas of frequencies and voltage where a given precision is available are displayed with specific boundaries 
in the figure. 
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A FAST, HIGH-CURRENT PHOTOMULTIPLIER 

L. F. Wouters, A. E. Villaire, V. E. Wheeler, and R. Kalibjian 
Lawrence Radiation Laboratory, University of California 

Livermore, California 

A fast (subnanosecond) photomultiplier with 
high output current (>2 amp) is being developed 
for study of very fast decay processes. Estimated 
transit time per stage is about 3 X 10"^ se c, with 
a spread of only about 10"“ sec. This tube differs 
from other fast photomultipliers in having a very 
short acceleration-deceleration region (giving fast 
transit time and small transit-time dispersion). 
Preliminary results from a twelve-stage dynode 
tube show good focusing from dynode to dynode. 
Development of the dynode section of the tube is 
the principal subject of this paper. 

Introduction 

Ever since the invention of the scintillation 
detector in 1947-1948, certain limitations in suit¬ 
able commercial photoelectric tubes have re¬ 
stricted the performance. In photomultipliers, 
these limitations relate to the characteristics of 
the photocathodes and the multiplying structures. 
Significant improvements in time response and in 
space charge limitations would be useful, and 
greater flexibility in gain adjustment, gating, and 
electrode utilization are also desirable. 

It was realized many years ago that a dynode 
configuration using centrally located, high-voltage 
accelerating electrodes might introduce signifi¬ 
cant improvements. Developments of this nature 
have been carried out by various groups. In 1956, 
Allen and Megill^ described an experimental dy¬ 
node structure of this type, and RCA presently 
markets a tube using centrally located accelerat¬ 
ing electrodes.2 

A somewhat different electron-multiplying 
geometry is under development at the Lawrence 
Radiation Laboratory. The aim is to develop a 
practical tube having the following improved char¬ 
acteristics: 

1) Significantly higher linear output current 
capability (>2 amp). 

2) Significantly shorter transit time and 
less transit-time dispersion. 

3) Configuration that lends itself to extract¬ 
ing the signal information from any stage. 

4) A geometry in which the focusing and 
space charge conditions would be fairly 
independent of individual-stage gain ad¬ 
justment. 

These considerations pointed towards a configura¬ 
tion based on "total" application of the accelera¬ 
tion-deceleration concept, thus permitting the 
electrons to traverse almost the entire structure 
at maximum velocity. 

The design of a photomultiplier tube involves 
three parts: (1) the input-photocathode section; 
(2) the dynode structure; and (3) the output section. 
While all three parts must have equally good char¬ 
acteristics in order to realize the above objec¬ 
tives, in this report attention will be centered on 
the dynode structure. 

Certain characteristics of "medium vacu¬ 
um" plasmas and material surfaces, as well as 
constructional limitations, impose constraints on 
the choice of dimensions and operating conditions. 
For example, at about 300 ev impact energy one 
obtains optimum multiplication. On the basis of 
experience with breakdown fields in complex tube 
geometries, approximately 3 kev was chosen as 
the maximum transit energy. 

To avoid ion and x-ray feedback effects, 
direct vacuum paths between surfaces at extreme 
voltage differences must be suitably closed. For 
this reason deflecting surfaces overlap in the lat¬ 
eral direction - but this overlap must not be so 
great that the beam aperture begins to interfere 
with trajectories. Fringe field regions also need 
to be protected to prevent penetration of unde¬ 
sired exterior fields. Such protection can be de¬ 
vised to inhibit feedback along exterior paths. 

Analog computations were carried out to 
evaluate the geometrical concepts, i. e., to check 
the first-order design calculations summarized 
below and to make second-order refinements in 
focusing and path accommodation. The analog 
method consists of a configured electrolytic tank 
with field-sensing probe (which traces the elec¬ 
tron trajectory) and a computer which imposes 
the instantaneous integrals of the equations of mo¬ 
tion into the probe by servo methods. The elec¬ 
trolytic tank is mounted on a modified Electronics 
Associates x-y plotter and the computer is an 
Electronics Associates analog machine. This 
system, as shown in Fig. 1, greatly reduces the 
computational labor for particle trajectory calcu¬ 
lations. It also permits a greater latitude in de¬ 
sign exploration of configurations and operating 
conditions. 

Evolution of the Geometry 

A "reflection" geometry, as shown in Fig. 
2A, provides for a high traversal velocity as well 
as for a low impact energy. In this arrangement, 
the accelerating system has the appearance of a 
simplified electron gun. The deflection function 
operates very much like that in an oscilloscope 
tube. The transverse dimension of the structure 
will have to be increased in order to provide 
more latitude to the beam paths. 

The elementary configuration of Fig. 2B 
makes use of the adjacent potential differences to 
exert a transverse force on the electrons over 
almost the entire path. The strongest field 
(hence greatest effect on trajectory) is applied 
after the electron leaves the dynode surface. 
Trajectory runs on the computer revealed some 
problems with this early geometry. For example, 
it was anticipated that some degree of focusing by 
curving the dynodes would be needed; however, it 
proved difficult to geometrically accommodate 
trajectories having adequate focusing. These 
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trajectories are controlled almost entirely by 
electrode curvature in combination with the trans¬ 
verse field. 

The compromise geometry shown in Fig. 3 
was then developed. It uses a combination of 
shaped-electrode focusing, transverse electro¬ 
static deflection, and electrode tilting. We call 
this geometry the guided-beam, constant-gradient 
multiplier. (Note that the grids are actually 
curved wires lying in the plane of the illustration.) 
In this design, the grids accelerate secondary 
electrons from the dynodes to a high velocity in a 
very short distance. These high-energy electrons 
then drift rapidly towards the succeeding dynode. 
Upon passing through the grid of the succeeding 
dynode, they are rapidly decelerated to the low 
velocity required to give a maximum secondary 
emission ratio. This tube differs from other fast 
photomultipliers in that the acceleration-decelera¬ 
tion region is very short; consequently, transit¬ 
time dispersion is expected to be held to a very 
small value, and the allowable space-charge den¬ 
sity is also expected to be quite large. 

In the decelerating region the primary elec¬ 
trons are injected at an angle 0 with respect to 
the electric field lines. These electrons could 
suffer a total reflection, in which case they will 
not reach the dynode surface. In order for these 
electrons to strike the dynode, the energy which 
corresponds to the vector velocity in the direction 
of the electric field lines must be greater than the 
retarding field energy. The limiting relationship 
which permits the primary electron to graze the 
dynode is 

Vj = Vo sin2 0 

where eV0 is the initial energy of the primary 
electron, eVj is the impact energy at the dynode, 
and 0 is the angle of incidence as shown in Fig. 4. 

Initially, trajectory runs were made for the 
geometry of Fig. 3 for an initial energy eVQ of 3.3 
kev and an impact energy eVj of 300 ev; however, 
for this arrangement the primary electrons suf¬ 
fered total reflection. Decreasing the initial en¬ 
ergy to 3.0 kev and increasing the impact energy 
to 600 ev enabled the primary electrons to im¬ 
pinge upon the dynode as shown in Fig. 5 for a 
typical set of analog trajectory runs. Focusing is 
achieved almost entirely by electrode curvature. 
The focus diagram of Fig. 6 shows the electrons 
converging at the center of the dynode. The elec¬ 
trons from a point source on the dynode essential¬ 
ly fall on a line focus on the succeeding dynode. A 
possible solution to electron end loss may be a 
toroidal dynode structure, in which a cross-sec¬ 
tion of the axial plane would have essentially the 
geometry of Fig. 3. 

Satisfactory deflection control is obtained by 
tilting the electrodes and limiting the transverse 
field to that naturally imposed by successive stage 
potentials. The effect of electrode tilt can be ex¬ 
pressed in terms of the best choice of ratio of dy¬ 
node spacing to dynode gap, b/a. This is shown 
as a function of lateral motion contributions in 
Table I. The function is not severe, and the final 
choice of 9° was made primarily to permit maxi¬ 
mum accommodation of dispersive trajectories. 

Table I. Electrode tilt effects. 

Tilt/field ratio_ Optimum b/a 

The estimated transit time for the geometry 
is about 3 X 10**0 sec per stage with an accelera¬ 
tion-deceleration increment of about 6 X 10'*' 
sec. Various contributions to the time dispersion 
indicate an accountable transit time spread of 
10*11 sec per stage (full-width) as summarized 
in Table II. 

Table II. Estimated transit time 
dispersion contributions (per stage). 

Initial electron energy 
dispersion -----------

Field penetration 
(through grids) - -- -- -- -

Extreme geometrical 
trajectory differences - - - -

Overall - - - - -

2 X 10* i2 sec 

2 X 10* 12 sec 

10*11 sec 
-10* 11 sec 

The primary electron impact energy of 600 
ev at the dynode unfortunately imposes an inter¬ 
dynode potential of 600 volts which could contrib¬ 
ute to a very large total voltage for a cascade of 
10 or 12 stages. At present, we are investigating 
the possibilities of decreasing both the impact 
energy and the initial energy (as governed by the 
grazing relationship); consequently, this would 
mean an increase in transit time dispersion. For 
the case where the impact energy is decreased 
from 600 to 300 ev (with corresponding decrease 
in initial energy as governed by the grazing rela¬ 
tionship), the transit time dispersion in the ac¬ 
celeration-deceleration regions can be minimized 
by decreasing the gap between dynode and grid; 
also, the transit time between grids will increase 
by no more than a factor of 2. 

The ultimate output current would be gener¬ 
ated by a defocused incident beam, "spraying" 
onto its target dynode. The resultant dynode 
emission would be space-charge-limited to 30 
amp per cm2. Important deviation from linearity 
would certainly start at a lower value. 

Laboratory Model Studies 

Scaled-Up (5x) Electron Model 

In order to demonstrate the electron optics 
of the dynode structure, as determined in the 
electrolytic tank, a 5X scaled electron model was 
constructed and tested in a demountable vacuum 
system as shown in Fig. 7. A scaled-up model 
permits rapid checkout of a concept with relaxed 
tolerances in structural dimensions. 
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The model's 90% transparent grid consisted 
of 0.005-inch-diameter molybdenum wire spot-
welded to a nickel rod frame. No attempt was 
made at a perfectly formed grid; actually the grid 
had more of a triangular cross section than a cy¬ 
lindrical one. An electron gun was used to supply 
the primary electrons to the first dynode. The 
dynodes were dusted with a phosphor powder in 
order to observe the luminescent patterns of the 
impinging electrons. Proper focusing between 
dynodes was observed for a dynode tilt of about 
9°. The electron spread was limited to the center 
portion of the dynode. 

Full-Scale, Three-Stage Model 

Having verified the electron focusing be¬ 
tween dynodes in the 5X scaled model, we next 
built a full-scale, three-stage model. This model 
was primarily intended as a prototype for future 
cascaded systems. We wanted to study (1) the 
fabrication and assembly of the electrodes, (2) the 
operation of the multiplier with very high electric 
fields (75,000 volts per inch), and (3) the overall 
performance. 

The dynode is 0.316 X lj inches and it has a 
concave cylindrical surface of 3/4-inch radius. A 
grid conforms to this surface with a gap of 0.040 
inch as shown in Fig. 8.. The grid consists of 
parallel 0.002-inch-diameter nickel wires spaced 
0.020 inch apart. These grids are formed by 
brazing the wires onto a 0.020-inch-thick photo¬ 
etched nickel frame. The brazing filler is allowed 
to flow in a wet hydrogen furnace to prevent the 
grid from sticking to the oxidized stainless steel 
mandrel. Possibility of burnout of the nickel wire 
at very high currents is slight. Since the intended 
use of the multiplier is for a duty cycle of about 
10-4%, the average power dissipated in the grid 
is very low (less than 1 milliwatt for 1 ampere of 
current). 

All of the insulating mounts for the multi¬ 
plier are positioned on the back side of the struc¬ 
ture. This leaves the sides open so as to inhibit 
charging effects. As shown in Fig. 8, the struc¬ 
ture is held together with multiform glass rods 
and Kovar beaded glass spacers. The three-stage 
tube is shown in Fig. 9. An electron gun provides 
the source of primary electrons to the first dy¬ 
node. In order to examine focusing effects visu¬ 
ally, the electrodes of the multiplying structures 
have been dusted with a phosphor powder. 

Breakdown of the electric field (3 kv across 
0.040 inch) is not observed in the dynode-grid as¬ 
sembly during operation. It is not possible to de¬ 
termine dark current due to the high field in a 
three-stage tube. The patterns of the collected 
secondary electrons on the arrival dynode, cor¬ 
responding to a point source of secondary elec¬ 
trons leaving the departure dynode at various 
positions, are shown in Fig. 10. The image from 
a point source has an appreciable spread in the 
longitudinal direction due to the diverging lens 
effect in both the acceleration and deceleration 
regions. The parallel wires of the grid minimize 
the divergence in the lateral direction; the elec¬ 
tron spread in this direction could be attributed 

to scattered primaries having higher component 
velocities of about 100 ev. 

The gain of the multiplier is low since the 
dynodes are made of stainless steel. Current in¬ 
terception by the grids and shield plates appears 
to be important. The pair of 90% transparent 
grids intercept about 20% of the electrons. In ad¬ 
dition, there is 15% interception by the shield 
plates; hence, the total transmission per stage is 
about 70%. 

Twelve-Stage Model 

We next built a 12-stage dynode tube. The 
construction was simplified somewhat by making 
two separate halves as shown in Fig. 11. The 
shield plates and dynodes are carefully jigged and 
held together with multiform glass rods. The dy¬ 
node surface is thus directly accessible for the 
placement of the fragile grids. The 2 half-sec¬ 
tions are assembled together and mounted on a 
23-lead glass stem as shown in Fig. 12. The as¬ 
sembled tube with an electron gun input section is 
shown in Fig. 13. The tube is presently being 
evaluated for its electrical characteristics. 

Input and Output Sections 

As previously mentioned, the input and out¬ 
put sections of the photomultiplier must have as 
good characteristics as the dynode structure in 
order to realize the small transit-time disper¬ 
sion. To preserve the wide bandwidth capabilities 
of the dynode structure, the processing of infor¬ 
mation will be performed inside the tube. The 
input photocathode section will be a spherical sur¬ 
face with an accelerating grid (parallel spaced 
wires) spaced close to it. In principle, the oper¬ 
ation will be very similar to that of the cylindri¬ 
cal dynode-grid structure. 

The output section of the tube differs from 
the standard photomultiplier in that the output 
current from the last dynode is formed into a 
beam and focused upon a phosphor screen. Two 
sets of deflection plates are included in order to 
provide for a circular sweep as shown in the 
schematic of the tube in Fig. 14. For example, 
in the study of very fast decay processes in scin¬ 
tillators, the time constant is determined by in¬ 
creasing the period of the circular sweep until a 
luminescent trace of less than 360° is recorded. 

At present, characteristics of various 
types of lenses are being studied for the beam¬ 
forming electrodes. The rectangular cross sec¬ 
tion of the beam from the last dynode is to be 
formed into a small circular cross section. In 
order for the efficiency of the lens to remain 
high, the defining aperture can intercept only a 
small fraction of the beam current. The aberra¬ 
tion in the lens must be small to keep the transit 
time dispersion also small in this section. 
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GUIDED BEAM CONSTANT GRADIENT MULTIPLIER 

INITIAL CONCEPT 
A- REFLECT ON GEOMETRY 

Fig. 3. 

INITIAL CONCEPT 
B- MODIFIED GEOMETRY 

LIMITING CONDITION FOR AN 
ELECTRON TO GRAZE THE 
DYNODE IN A RETARDING 
FIELD - V| < Vo

Vj « v0 sin 2 e 

Fig. 2. 
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Fig. 10. 

23 
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Abstract 

The development of current sensitive feed¬ 
back amplifiers and their application to nuclear 
instrumentation is described and is exemplified 
by a non-overloading amplifier stage. Charac¬ 
teristics of this stage include a stage gain of 40, 
a loop gain of 250, a rise time of 0.2 pisec, and 
an input resistance of six ohms. Specific appli¬ 
cations include a linear current discriminator, 
current to voltage converters, charge integra¬ 
tors and delay line shapers. A review of feed¬ 
back theory and design equations is included. 

Introduction 

Current sensitive amplifiers have been used 
as nuclear pulse-amplifiers. ’ The pertinent 
characteristics of amplifiers used with nuclear 
detectors are charge integration and the random 
time and pulse height distribution of the signal. 
Idealized characteristics of current sensitive 
feedback amplifiers are: 

1. zero input resistance, 
2. infinite output resistance, and 
3. stable current gain from input to 

output. 

Current sensitive amplifiers bear a dual rela¬ 
tionship to the more conventional or voltage 
sensitive amplifiers. 

These principles are illustrated by the 
development and a number of specific applica¬ 
tions of a non-overloading amplifier stage. 
Characteristics of this amplifier include a stage 
gain of 40, a loop gain of 250, a rise time of 
0.2 p.sec, and an input resistance of six ohms. 

Theory of Current Amplifiers 

The equivalent circuit of a current sensi¬ 
tive amplifier is given in Figure 1 , where: 

A is the short-circuit current gain of 
the base amplifier, 

Ri is the input resistance of the base 
amplifier, 

Ro is the output resistance of the base 
amplifier, and 

y is the proportion of output current 
fed back to the input. 

The ratio of output to input current Ajp is 
given by 

A iF = TL ~ AR°_ , (1) 

IE < Ro + RJ + A Y R o 

which may be written as 

A iF = A Ro + A y) . (2) 

1 + A Y Ro d + A Y) + r L 

Equation (2) may be represented by a Norton's 
equivalent circuit with short-circuit gain given 
as 

shunted by an output resistance of value 

RoF = Ro U + A y ) • (4) 

Thus, for large values of loop gain, Ay , the 
current gain is approximately 1 , independent 

Y 
of amplifier gain and load resistance. 

The input voltage, Vjn, required to support 
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Rí RiF (5) 

(6) 

A= ßi (1 + ß2) 

and 

I 

where 

(7) 

independent of the individual stage gains. 

(8) 

(9) 

Ri 

Thus, the feedback loop degenerates the input 
resistance and the reduction of input resistance 
is a direct measure of the loop gain. 

Rl 

RiF 

This amplifier cannot be used for a stable 
voltage amplifier since the voltage gain is not 
degenerated by the feedback loop. This may be 
seen by examining the expression for voltage 

Though the equivalent circuit indicates 
transformer coupling, it is more convenient to 
utilize current division at a node to derive the 
feedback current. This is shown in the equiva¬ 
lent circuit of Figure 2, which is derived from 
the circuit of Figure 1 by replacing the base 
amplifier with a common emitter stage, Tj. 
The division of emitter (or load) current, of the 
feedback node F, causes a fraction (y) or II 
to be fed back to the input. By neglecting the 
small input resistance Rip as compared to Rz , 
a good approximation is obtained for y : 

The forward gain, A, to be utilized in relation¬ 
ships (1) to (5) includes the gains of Tj and T¿. 
Thus, 

a2 and ß^ are the common base and 

The expressions for A^p and R^p both contain 
the loop gain in their denominators. Therefore, 

common emitter gains of T¿ , and ßj is the 
common emitter gain of Tj. For large values 
of loop gain, 

Ip, ts given by 

A R L 

°2 1

R 1 + RZ 
R 1 

JL = Q2 
ÏE 

Vin 

Y - Ip - Rl 

kT Rl + R Z 

and is not a stabilized quantity. Effectively, 
a voltage source at the input terminals shorts 
the feedback current to ground, producing open¬ 
loop operation. 

Prototype Circuit 

The principles described above have 
been embodied in the amplifier of Figure 3, 
which is designed to accept negative pulses. 
Adaptations of a cascode stage with a boot strap 
load, complementary symmetry emitter followe 
and a high gain, direct-coupled feedback loop 
have been incorporated into this amplifier. 

A large forward current gain is achieved 
by utilizing a cascoded stage (Xj and X¿), with 
a boot strap collector resistor, that is loaded 
by an emitter follower, X3. Since the common 
base transistor (X¿) , in the cascode stage, 
effectively short circuits the common emitter 
transistor (Xj), and since the output impedance 
of a cascode approximates the high impedance 
of a common base stage, then the short circuit 
signal current of Xi is transferred to the 
emitter follower, X3. Boot strapping prevents 
the signal current from being diverted from the 
high input impedance emitter follower to the 
collector resistor. The gain of this arrange¬ 
ment is the product of the individual betas of 
Xj and X3. X¿ is utilized as an impedance 
matching stage. 

The feedback voltage used for boot 
strapping the collector resistor is coupled 
from the emitter follower, X3, through a 
Zener diode, Z-l. The Zener voltage and 
collector resistance establish the quiescent 
value of the emitter current in the cascode 
stage. Since boot-strapping techniques are 
most effective if the emitter follower gain 
approaches unity, a second emitter follower, 
X5, isolates the boot strapping and feedback 
nodes. Thus, low values of Ri, required for 
large current gains , do not reduce the open 
loop gain. 

A complementary symmetry emitter 
follower (X4 and X5) establishes the feedback 
node, F. In the quiescent stage, X4 is cut off 
and X5 is biased for a known level of emitter 
current. With the application of a signal, X5 
is driven out of conduction. At cut-off, X4 is 
driven into conduction maintaining a uniform 
loop gain. The maximum output capability of 
the amplifier is established by the quiescent 
value of the emitter current in Xg. Even under 
overload conditions, the response is that of a 
closed loop system. 
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Quiescent conditions and signal gain are 
established through a high gain, direct-coupled 
feedback loop. The absence of energy storage 
elements prevents "set-up" during overload 
with a resulting slow recovery period. The 
Zener diode is driven into increased conduction 
with signal and thus does not limit amplifier 
linearity. In fact, each stage is driven into 
increased conduction with signal. The limit of 
closed loop operation is bottoming of X2. If 
the storage time of X¿ is objectionable, a pair 
of germanium and silicon diodes may be used 
to clamp the collector junction of X¿ to a small 
negative voltage. 

Overload capability is limited by the max¬ 
imum current handling capability and off-time 
of the NPN emitter follower, X4. Under over¬ 
load, X4 is required to supply large peak 
currents without driving into excessive beta 
saturation. Time delay of the lagging edge 
under severe overload can be caused by two 
effects: 

1. Since X4 must be driven to cut¬ 
off before Xg responds to the signal, 
the lagging edge of the output pulse 
appears delayed with respect to the 
corresponding edge of the input 
signal. This delay is dependent on 
the alpha cut-off frequency of X^. 

2. Since the return difference, Iin , 
drives Xi towards decreased 
conduction, Xj may, for signals 
with a fast trailing edge, be 
driven beyond cut-off. As the 
loop opens, Xg is forced towards 
conduction and X4 towards cut-off, 
producing a rapid recovery from 
overload. 

Applications 

A number of applications is immediately 
suggested for this circuit, the most obvious 
being a stable current amplifier. Other appli¬ 
cations include a linear current discriminator, 
a current-to-voltage converter, a charge inte¬ 
grator, and a delay line shaper. 

Stable Current Amplifier 

In the current amplifier of Figure 4, the 
gain is determined by the value of resistors 
Rj and R¿ . A gain of 40 per stage is found 
convenient. R¿ is set at 6800 ohms and Rj at 
180 ohms. Typical performance figures include 
an input resistance of six ohms, a rise and 
fall time of 0.2 psec. The oscillograms of 

Figure 5 show, to a common time scale, the 
input and output waveforms for a stage gain of 
40. The gain-bandwidth product of the amplifier 
approximates the figure of merit of the (2N1301) 
transistors within the amplifier. 

The input resistance indicates a closed 
loop gain of approximately 250 and a forward 
gain of 10,000. Gain stability is dependent, 
primarily, on the stability of resistors Rj and 
R¿. This amplifier can handle 100 times max¬ 
imum linear input with negligible distortion and 
with a recovery time of 0.7 psec for rectangular 
pulses; exponentially decaying pulses require 
a negligibly short time to recover from heavy 
overload. The oscillograms of Figure 6 show 
overload performance. The input and output 
signals for normal, X3, XI0, X30, and XI00 
of maximum linear operation are given to a 
common time scale. The low value of input 
resistance permits these stages to be cascaded 
without use of impedance matching networks. 
However, a step-down transformer may be used 
as an interstage coupling network to achieve 
additional current gain between stages. 

Linear Current Discriminator 

The gain of the amplifier may be 
adjusted, maintaining fixed quiescent conditions, 
as is shown in Figure 7. The output of the 
amplifier is coupled to a tunnel diode discrim¬ 
inator that is followed by a PNP transistor. 
The tunnel diode is biased for zero current. 
If the signal exceeds the peak current of the 
tunnel diode, it will trigger to its high-voltage 
state driving the output transistor into satura¬ 
tion. Since the peak current is fixed, the 
value of input current required to exceed the 
tunnel diode threshold is determined by the 
gain setting of the amplifier. To maintain a 
variable discriminator level, which is linearly 
related to the input current, requires a stage 
gain that is hyperbolically related to its control. 
If Rj is small compared to R¿ , the gain varies 
inversely with Rj as required. Thus, the 
triggering threshold varies linearly with Rj . 

A typical discriminator characteristic 
is shown in Figure 8. Larger values of Rj 
than those shown cause the threshold to vary 
parabolically; smaller values of Rj cause the 
gain to become unstable. The maximum 
tunnel diode drive is the quiescent current of 
Xg, which can be arbitrarily adjusted by 
varying the value of resistance that returns 
Rj to ground. 
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Current-to-Voltage Converter 

The conversion resistance of this stage is 
determined by the values chosen for RL and 
current gain. Two factors limit the maximum 
value of Rp One factor is the capacitance 
across R^ that decreases the rise time of the 
output signal. This effect may be reduced by 
coupling from Xg through an emitter follower, 
degenerating the load capacitance. The second 
limitation on R^ is the maximum "stable" gain 
of the amplifier. Since the input resistance is 
low, the voltage gain of the stage for large 
values of R^ will be high - 10,000 to 40,000 
being typical figures. Parasitic oscillations 
can result with these large gains. Therefore, 
great care must be exercised in shielding the 
input and output leads. 

Charge Integration 

By shunting R^ with a capacitance, the 
output can be made proportional to the integral 
of the input current. Thus, the circuit can be 
used as a charge-to-voltage or charge-to-
current converter. 

Delay Line Shaping 

The amplifier can be used as a delay-line 
driver for shaping pulses with a slow trailing 

edge. The delay-line, with a length equal to 
one half the desired pulse width, is short 
circuited and the load resistance for the out¬ 
put transistor is set equal to the characteristic 
impedance of the delay-line. The output is 
derived from the input of the shorted delay¬ 
line. The oscillograms of Figure 9 give the 
input and output waveforms for a slowly decay¬ 
ing signal that is shaped into a 1 psec rectan¬ 
gular pulse. 
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Fig. 1. Equivalent circuit of current sensitive amplifier. 

Fig. 2. Equivalent circuit of current sensitive amplifier 
using resistive current division. 

Fig. 3. Prototype of current sensitive amplifier. 
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Fig. 4. Schematic of X40 current amplifier. 

Fig. 6. Overload performance. Input and output wave¬ 
forms for normal, X 3, X 10, X 30 and X 100 maxi¬ 
mum linear operation. Time scale 0.5 g sec/cm. 

Fig. 5. Input and output waveforms of X40 current 
amplifier. Time scale 0.1 g sec /cm. 

Fig. 7. Linear current discriminator. 
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Fig. 8. Current-discriminator characteristics. 

Fig. 9. Delay line shaping. Input and output waveforms. 
Time scale 0.5 g sec/cm. 
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Summary 

The concept of the charge sensitive 
amplifier Is discussed and a novel method 
for obtaining a high gain amplifier stage 
through the use of a positive current 
feedback dynamic plate load is described. 
It is shown that under certain conditions 
this type of feedback can provide In¬ 
creased bandwidth as well as increased 
low frequency gain. The schematic of a 
preamplifier embodying these principles 
is given and its performance is de¬ 
scribed. The measured noise, with no ex¬ 
ternal capacitance, is 510 r.m.s. elec¬ 
trons for equal integration and differen¬ 
tiation time constants of 1 ptsec. The 
measured risetimes for closed loop gains 
of 100 and 1000 are 25 and 96 nanoseconds 
respectively. Linearity and gain sensi¬ 
tivity data are also included. 

Introduction 

The nuclear physicist, when perform¬ 
ing energy measurements, is generally in¬ 
terested in measuring the amount of 
charge delivered by a radiation detector. 
As long as the Integration time constant 
associated with the detector output is 
long compared to the charge collection 
time, and as long as the total shunt ca¬ 
pacitance associated with the integration 
time constant does not vary, the voltage 
developed by a fixed amount of charge 
will be constant, and will be given by 
the relationship V = Q/C. Thus even 
though the prime Interest is in determin¬ 
ing the value of Q, it is possible for 
the physicist to use a voltage amplifier, 
i.e. an amplifier whose output voltage Is 
related to its input voltage by a con¬ 
stant, A. 

With the advent of the solid state 
radiation detector the situation has 
changed. The capacitance of the solid 
state detector varies as a function of 
applied bias voltage. In order to take 
advantage of the Inherently high energy 
resolution of this detector an amplifier 
is required whose output is truly a lin¬ 
ear function of the collected charge. It 
is pointed out by Cottinl, et al, 1 that 
an output-input relationship of this 
type can be obtained through the use of 
capacitive feedback. Amplifiers of this 

* Work partially supported by U. S. 
Atomic Energy Commission. 

type, whose output voltage is proportional 
to the input charge have, for obvious 
reasons, been called "charge sensitive" 
amplifiers and a number have been de¬ 
scribed in the literature. 

This paper will describe a low 
noise, charge sensitive preamplifier, 
which has unusual gain bandwidth charac¬ 
teristics, good linearity, and low sensi¬ 
tivity to input capacitance variations. 

The Charge Sensitive Amplifier 

The charge sensitive amplifier con¬ 
figuration is shown in block form in 
Fig. la. The triangular block represents 
an amplifier of gain -A; C„ represents 
the feedback capacitor; C-.1 represents the 
capacitance associated with the detector, 
the amplifier input, and the wiring or 
cable capacity. The detector Is repre¬ 
sented by the charge source Q. 

It will now be shown that the ampli¬ 
fier output is given approximately by 
-Q/C„. It can be shown by simple cir¬ 
cuit1 analysis that the effective input 
capacity obtained by placing Cf across 
the amplifier, from input to output, is 
Cf>(l + A). This is indicated in Fig. lb. 
Thus the effective input voltage, e 1n is 
given by Q/tCp + Cf(l + A)]. If CfA is 
much larger than C¿, e, is given approx¬ 
imately by Q/CfA. Since eo is -Ae.,- it 
follows that eo ~ -Q/Cp. 

In the absence of the amplifier the 
detector output voltage is given by Q/C-.. 
With the amplifier present the voltage 
output is -Q/Cf. Thus the voltage gain 
due to the amplifier is -C^/Cp. 

The design of a charge sensitive 
amplifier presents problems not usually 
met in the design of the more convention¬ 
al voltage sensitive amplifier. The 
typical voltage amplifier used in the nu¬ 
clear field is a two stage non-inverting 
amplifier with negative feedback from the 
output to the cathode of the input tube. 
In order to optimize the transient re¬ 
sponse a phase lead is placed in the re¬ 
sistive negative feedback network so that 
the over-all loop behaves essentially as 
two lags plus a lead. 

In the charge sensitive amplifier, 
however, the high frequency negative feed¬ 
back network is a capacitive voltage dl-
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vider, cp/(££ + %), and is frequency in¬ 
dependent. Thus even a two stage amplifi¬ 
er offers design problems since the usu¬ 
ally desirable phase lead cannot be ob¬ 
tained from the feedback network. 

For the above reasons the charge 
sensitive amplifier has typically been 
designed about a single stage amplifier. 
This has meant that the open loop gain, 
-A, has not been as high as is desired. 
In order to circumvent this, most de¬ 
signers have resorted to a bootstrapped 
or dynamic plate load configuration.^ 
This type of configuration makes use of 
positive feedback to raise the effective 
dynamic plate load and thereby raise the 
gain. The approach used in the amplifier 
being described is related in that posi¬ 
tive feedback is also used to obtain an 
extremely high plate load. The method 
to be described, however, provides a 
higher gain and also affords a means of 
inserting a phase lead in the positive 
feedback loop so that under certain con¬ 
ditions the effective gain bandwidth is 
considerably enhanced. 

A Comparison of Two Types 
of Dynamic Plate Loaa 

Fig. 2a shows a simplified schematic 
diagram of the conventional bootstrapped 
plate load amplifier used in conjunction 
with a low noise cascode input section. 
The feedback provided by T, causes T?, 
the upper tube of the cascode section, 
to see a dynamic Impedance of approxi¬ 
mately ohms. 

Fig. 2b shows a simplified schematic 
diagram of the circuit we have been us¬ 
ing. Again T, and Tp are a conventional 
cascode inpuvsectlon. Now, however, the 
dynamic impedance seen by T^ can be made 
extremely large and can in Tact be made 
to approach infinity. 

In Fig. 2a, T, in conjunction with 
Rj. forms a dynamic^plate load. Since 
the point X in Fig. 2a is a high imped¬ 
ance or voltage summing point we will 
refer to this circuit as the Positive 
Voltage Feedback Dynamic Plate Load (or 
PVF circuit). In Fig. 2b, the point X 
is a low impedance or current summing 
point. We will therefore refer to the 
circuit of Fig. 2b as the Positive Cur¬ 
rent Feedback Dynamic Plate Load (or PCF 
circuit).* 

* Low impedance and high Impedance as 
used here are relative terms, and refer 
to the impedance at point X in the ab ¬ 
sence of feedback. After feedback both 
points rise in impedance level in direct 
proportion to the amount of positive 
feedback used. 

In order to see that the impedance 
looking upward at point X in Fig. 2b can 
approach infinity, we can reason as fol¬ 
lows: let us break the circuit at point 
X and inject one ampere of current up¬ 
ward. This current will see two parallel 

f T, it sees 
/(ni + 1). In-
of^Rp in ser-
Slnce 1 
sentially all 

of the current flows into the cathode of 
T, and generates a voltage of R- volts at 
the plate of T,. Assuming that^T^ is a 
perfect cathode follower of unity gain, 
Rt volts appear at the cathode of T^ and 
cause Rl/R„ amperes to flow through^R f 
and return1to point X. If R„ equals IR,, 
then under the assumptions we have made, 
one ampere of current returns to point X. 
If we assume that this one ampere of cur¬ 
rent flows back into the source, it ex¬ 
actly cancels the original ampere which 
had been initially injected. In other 
words we have created a finite voltage 
at point X but have drawn no current from 
the source. This, in effect, says that 
we must have an Infinite Impedance at 
this point. If, in fact, the assumptions 
made above, namely, that all the injected 
current flows into the cathode of T-,, and 
that the cathode follower T^ has unity 
voltage gain, are not valid, the impedance 
can still be made infinite by merely mak¬ 
ing R_ appropriately smaller than R-. 
This will be elaborated upon below. 

e 

5 

paths . Into the cathode 
an impedance of (R, + r , 
to R„ it sees an impedanc, 
les ,with r h/ (Un + 1). 
Rf»(RL + rg)/U ' 1 ~ 

A more careful analysis of the re¬ 
sistance presented by the PCF plate load 
shows that it has the form of R = r 

where r is the Impedance seen looking up¬ 
ward from point X in the absence of the 
positive feedback, and L Is the loop gain 
of the positive feedback loop formed by 
T-z and Tl. r is given approximately by 
tne Impedance seen looking into the cath¬ 
ode of Tj, that is (Rl + rn^)/(P-^ + i) 
while L is given approximately by 

Rp + 
f Ph 

Rf + -iï-" 

rl 
rt +L p, 

■ +

Earlier when we injected one ampere 
of current into point X and calculated 
the current which would be fed back, we 
were operationally defining what we mean 
by the value of L. At that time we found 
the loop gain to be approximately Rt/R„. 
We now see that a more detailed analysis 
results In a value which differs only by 
the second order terms (R„ + r h )/|i>, 
and (Rl 4- r^)/^. f p4 4
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It can be seen that by properly choosing 
and Rp, the value of L can In fact be 

made very close to unity, and thus 
R = can indeed be made to approach 

It has been assumed in this discus¬ 
sion, and it will be assumed in the rest 
of this paper, unless otherwise indicated 
that L is close to but never greater than 
unity. If L is greater than unity a neg ¬ 
ative impedance results. The subject of 
negative impedance loads is a complex one 
and no attempt will be made to deal with 
it in this paper other than to indicate 
that under certain conditions this can be 
a stable mode of operation. Some of the 
implications of this will be touched on 
briefly briefly below. 

We shall now derive approximate gain 
expressions for both the PVF and PCF 
plate load amplifiers. In both circuits 
the open circuit voltage gain of the cas¬ 
code amplifier Tn and T„ is approximately 

In the PVF amplifier, the load 
seen by the cascode is approximately 
U^Rl« By simple voltage divider action 
the voltage appearing at„the plate of T? 
is approximately . The 

gain from the plateo? To ^o^the output 
point Is essentially unity. If we assume 
that identical tubes are used for Tg and 
T, we may assume that If this 
is true then the gain of the PVF plate 
load amplifier Is given approximately by 
~U1P-2RL 
rp5 + Rl 

In the PCF amplifier (Fig. 2b) If 
the load presented to the cascode ampli¬ 
fier Tj and Tp approaches infinity the 
voltage appearing at the plate of To is 
the input voltage multiplied by the open 
circuit voltage gain of the cascode amp¬ 
lifier. Thus, the voltage appearing at 
the plate of Tp in the PCF case is ap¬ 
proximately times the input volt¬ 
age. The gain from the plate of T2 to 
the cathode of T^, the output point, is 
approximately • Thus the 

^pS^^L 
overall voltage gain of the PCF amplifier 
used with a cascode input is given by 
A = . As Rl approaches in-

finityP?he P^F cascode combination ap¬ 
proaches a limiting gain of and 
the PCF cascode combination approaches 
a limiting gain of -p.1p.2p,3. If, in the 
PCF amplifier L Is made slightly larger 
than unity, then, as we have Indicated, 
T2 sees a negative load impedance. When 
a generator is terminated in a negative 
impedance, it is capable of supplying an 

output voltage greater than its open cir¬ 
cuit output voltage. Under these condi¬ 
tions the gain is no longer limited to 

. The gain can now be made to 
approach Infinity. 

The High Frequency Gain 
of the PCF Amplifier ~ 

The discussion so far has dealt only 
with the low frequency gain of the PCF 
amplifier. Positive current feedback 
where the feedback element is a pure re¬ 
sistance, R_, affects only the low fre¬ 
quency gain of the circuit. In Fig. 5 
curve 1 represents the frequency response 
of the amplifier of Fig. 2b in the ab¬ 
sence of the positive feedback (R_ = OO). 
Curve 2 shows the frequency response of 
the same amplifier with a more typical 
value of R_. It can be seen that the 
high frequency behavior is Identical un¬ 
der the two conditions of operation. Ob¬ 
viously, as the gain of the positive 
feedback loop falls at higher frequencies, 
due to the unavoidable capacitive loading 
of the circuit, the positive feedback be¬ 
comes ineffective. 

There exist numerous capacitances in 
the PCF circuit but the dominant one Is 
the capacitance from the plate of T, to 
ground. This capacitance implies that 
the plate load of T,, R_, is in reality 
an Impedance = R^/il^JosR^^C^). Since 
Ry appears in the numerator of the expression for 
the loop gain, and R„ appears as the dominant term 
in the denominator it is apparent that by making 
Rf frequency dependent as well, the en¬ 
tire expression for L can be made less 
sensitive to frequency. Thus the high 
frequency loop gain of the positive feed¬ 
back loop can be improved by shunting R„ 
with a capacitor C (See Fig. 2). Whenf 
this is done typical frequency response 
curves such as 5, 4, and 5 In Fig. 3 are 
obtained as CQ is increased. It is to be 
noted that at extremely high frequencies 
the gain has not been affected. However, 
at medium frequencies the gain is im¬ 
proved considerably and under certain 
conditions the usable gain bandwidth has 
been extended. 

It should be noted that the open 
loop gain at which the -20 db. per decade 
slope changes to a -40 db. per decade 
slope Increases for each successively 
higher curve. The gain at which this 
slope change occurs is a critical one 
in describing the closed loop behavior 
of the amplifier, i.e., the behavior of 
the amplifier after negative feedback 
is applied around It. At the point where 
the slope change occurs, the open loop 
amplifier has approximately 1?5° phase 
shift. If negative feedback is used to 
obtain a closed loop gain equal to the 
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open loop gain at the point of change of 
slope the amplifier will be stable but 
its transient response will exhibit con¬ 
siderable ringing. To obtain a more de¬ 
sirable transient response a closed loop 
gain larger than the gain at the point 
of change of slope must be used. This 
reduces the loop phase shift and results 
in improved transient response. 

With this transient response limita¬ 
tion in mind. Fig. 3 shows that while 
each successively higher curve corres¬ 
ponds to a successively higher effective 
gain bandwidth each successively higher 
curve also dictates a higher value of 
closed loop gain. 

As far as the user is concerned, 
Fig. 3 shows that as the value of C-/C«, 
the closed loop gain, is Increased, the 
value of C can also be Increased, re¬ 
sulting in°operatlon on one of the higher 
curves and consequently in improved high 
frequency response. This will become 
more obvious later when risetime is plot¬ 
ted against closed loop gain. For most 
conventional feedback amplifiers the gain 
bandwidth product is a constant and the 
closed loop risetime varies directly as 
the closed loop gain. In the PCF ampli¬ 
fier the effective gain bandwidth can be 
increased with increasing closed loop 
gain, consequently the risetime increases 
more slowly than the gain. 

Circuit Details and Performance 

A complete schematic diagram of our 
most recent amplifier including a White 
cathode follower output stage is given in 
Fig. 4. 

The following features should be 
noted: Negative D.C. feedback is used 
around the PCF amplifier for operating 
point stabilization. The two 2N652A 
transistors effectively provide a +27 
volt power supply to which the cathode 
of T^ is referenced. 

T, conducts approximately 7.5 ma 
of current, and Tj. approximately 8 ma 
of current. T. arid T„ conduct the total 
current of 15.5 ma. Two halves of a 
7508 are used in parallel for Tg so that 
the I5.5 ma may be passed with only 68 
volts across the tube. A somewhat minor 
advantage of the configuration used is 
that a high current flows through T., 
thus enabling its transconductance to be 
high but only half of the current flows 
through T, and R- (and T^ and Rf) thus 
making impossible to keep the total sup¬ 
ply voltage moderate despite the fact 
that three tubes are stacked one upon an¬ 
other. 

The open loop low frequency gain is 
critically dependent upon the ratio of 
Rt to R„. Rt is a 9K wirewound, Ohmite 
5Lwatt äxlal^lead resistor. Rf Is a 
matched 9K resistor of the same type 
paralleled by a 1$, 91K metal film resis¬ 
tor. The Ohmite resistors are remarkably 
uniform and can be readily natched, using 
a Wheatstone bridge, to within 10 ohms 
or less. Typically out of 10 resistors 
we have been able to find 5 pairs of re¬ 
sistors matched to within 10 ohms. 

The amplifier input capacitance Is 
approximately 35 pf. The value of C„ 
used depends upon the desired closea loop 
gain. The ratio of the total capacitance 
at the amplifier input to Cf should be 
kept greater than 15 or the amplifier 
will oscillate. We have typically used 
a value of C„ of 1 pf for small detec¬ 
tors. For values of Cf up to approxi¬ 
mately 2.5pf the amplifier is stable 
even with no detector connected to the 
amplifier input, i.e., the amplifier 
input capacitance Itself Insures stabil¬ 
ity. 

The noise characteristics of the am¬ 
plifier are determined by the type of 
input tube used and the operating point 
at which this tube is used. The equiva¬ 
lent noise charge of the amplifier in 
RMS electrons is plotted against external 
capacitance in Fig. 5- Equal integrat¬ 
ing and differentiating time constants, 
T. and Tp, of 10-b sec were used. The 
charge sensitivity was determined by 
feeding in a known voltage through the 
1 pf test input capacitor. The noise 
output was measured with a Hewlett-Pack¬ 
ard type 400H VTVM. A full description 
of this measuring technique has been 
given by Fairstein. 

For a particular detector, and spe¬ 
cific values of t. and it may be de¬ 
sirable to modify the operating point of 
the input tube T, or to substitute an¬ 
other tube for T¿. If It is desired that 
only the currentxthrough T. be modified 
and that all other operating points re¬ 
main fixed this can be accomplished by 
placing either a current source or sink 
at the plate of T,. A current source 
can simply be a resistor going to B+, 
and a current sink can be a resistor go¬ 
ing to ground. As long as the value of 
this resistor is large compared to the 
plate resistance of Tj the open loop gain 
of the amplifier will not be seriously 
affected. It may also be necessary to 
modify the 2.7K, and 3K resistors in the 
27 volt transistor power supply. 

The computed d.c. open loop gain, 

34 



assuming L ~ 1 was . For the 
r + RtP5 L 

tubes and load resistors used 

of 55,000 is predicted. Using resistors 
matched as indicated above typical values 
of measured low frequency gain varied 
from 15,000 to 50,000 as tubes were 
changed. For the values indicated the 
circuit was always low frequency stable. 
When the value of R~ was decreased in 
small Increments d.c. gains as high as 
260,000 were measured before low frequen¬ 
cy instability occurred. The reason why 
gains larger than 53» 000 can be obtained 
was indicated earlier. When R- is de¬ 
creased in small increments L can be 
made slightly larger than unity. The dy¬ 
namic load impedance becomes negative and 
the low frequency gain can now approach 
infinity. 

Fig. 6 presents a plot of closed 
loop risetime versus closed loop gain. 
The feedback capacitor, C«, was fixed 
at 1 pf. The desired closed loop gain 
was obtained by placing the appropriate 
value of capacitance across the amplifi¬ 
er input, and the capacitor, C , in the 
positive feedback loop was adjusted so 
that the output waveform had maximum 
risetime with zero overshoot. It should 
be noted that the risetime Increases more 
slowly than the gain. 

Table 1 presents data on the ampli¬ 
fier "reserve gain." The open loop gain 
at 1 psec and at 10 psec is tabulated as 
a function of the setting of C . For 
each pair of measurements C was set at 
the value corresponding to maximum rise¬ 
time without overshoot for the closed 
loop gain listed in the first column of 
the table. It can be seen that for a 
setting of C corresponding to a closed 
loop gain of°l,000 the gain at 1 psec 
is 5 times the value corresponding to a 
setting of Cn for a closed loop gain of 
35-

The linearity of the amplifier was 
measured by using a mercury pulser and 
a 256 channel multichannel analyzer. The 
multi-channel analyzer was used so that 
each channel width was 0.1% of the input. 
A pulse was fed into the preamplifier 
test input. It was amplified and then 
shaped by equal Integration and differen¬ 
tiation time constants of 1 psec. The 
shaped signal was then fed into the mul¬ 
ti-channel analyzer and the centroid of 
the resulting pulse amplitude distribu¬ 
tion was computed. The pulser was then 
moved to the preamplifier output and re¬ 
adjusted until the pulse once again fell 
into approximately the same channel. The 

(y-i = 56, 
9K) xa gain 

new centroid was computed. The ratio of 
the two pulser settings corrected for the 
centroid offset was taken as the ampli¬ 
fier gain. When used as a closed loop 
gain of 100 the gain for output voltages 
up to 2.2 volts varied less than 0.1%7 
This is the order of the expected mea¬ 
surement errors. 

Table 2 gives data on the sensitivi¬ 
ty of the closed loop amplifier gain to 
variations in filament voltage, B+ volt¬ 
age, and detector capacitance. A fixed 
charge was fed in through the 1 pf capa¬ 
citor. C„ was also 1 pf. The gain was 
measured as in the linearity tests de¬ 
scribed above. A reference gain was 
measured with a B+ voltage of 550 volts, 
filament voltages of 6.8 v.a.c. and a 
total Input capacitance of 100 pf result¬ 
ing in an effective closed loop gain of 
100. The amplifier output was maintained 
at a nominal 2 volts. The table lists 
deviations from the reference gain in 
percent. 

It can be seen that for independent 
variations of the a.c. filament voltage 
from 7 «5 to 5-1 volts and for B+ varia¬ 
tions of approximately + 15% the maximum 
gain change was 0.15%\ 

When the total input capacitance was 
Increased from 100 to 200 pf the gain de¬ 
creased approximately 0.8 percent. 

The output voltage sensitivity to 
input capacitance variation Is perhaps 
the most significant criterion of a 
charge sensitive amplifier since it mea¬ 
sures directly the effect the amplifier 
was designed to minimize. It can be 
shown that even though the amplifier 
output is passed through a 1 psec differ¬ 
entiating network, it is nevertheless 
the low frequency gain of the amplifier 
which is of importance in minimizing out¬ 
put voltage sensitivity to input capaci¬ 
tance variation. The output voltage of 
a charge sensitive amplifier is given by 

-Qjn Ao Í1 - e’t/aT ) 
Cln + Cf + Ao> 

where A is the low frequency gain of the 
open loop amplifier, t is the amplifier 
open loop time constant (assuming a sin¬ 
gle time constant amplifier), and "a" is, 
for large AQ, approximately Cin . For 

AoCf 
A approximately 25,000, 0, /C« approxi¬ 
mately 100 and t approxlmatelyI25 psec 
we find that at is approximately 0.1 
psec. Thus at t = 1 psec the term 
e'^ar is e”10 ~ 5 X 10^ and is conse¬ 
quently negligible. As a result the 
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gain is stabilized by the full low fre¬ 
quency gain A . We have experimentally 
Investigated this as follows. Starting 
with an amplifier whose sensitivity is 
essentially like that described in Table 
2, i.e., where the gain decreases for a 
100 pf Increase of input capacitance by 
about something less than 1^ we have re¬ 
duced R_ in small Increments, thus in¬ 
creasing the low frequency gain. As Rf 
is decreased the output voltage change 
becomes smaller and smaller until finally 
a point is reached where the output volt¬ 
age does not change at all when capaci¬ 
tance is shunted across the input. Ap¬ 
parently at this point the open loop 
gain has become infinite, if R is de¬ 
creased still more, the output1once more 
changes, but now the output increases 
when the capacitance is increased. This 
Indicates that the amplifier is now open 
loop low frequency unstable. Attempting 
to operate the amplifier about the point 
of infinite open loop gain seems to have 
no disadvantage except for the fact that 
the amplifier may oscillate for low re¬ 
sistive impedances (10K or less) shunted 
across the input. For the latter reason 
we have chosen to operate the amplifier 
well within the range of finite gain. 

Should extremely low sensitivity to 
input capacitance variations be necessary 
it is probably desirable to carefully pad 
R„ to obtain extremely high open loop 
gain. 

Layout 

Fig. 7 is a photograph of the bottom 
of the amplifier. The input UHF connect¬ 
or is at the left. The signal output, 
test signal input, and power leads all go 
through the large cannon connector at the 
right. For the most part, point-to-point 
wiring is used, with standoffs wherever 
convenient. Lead lengths were kept as 
short as possible, particularly at the 
plate of T-, and the cathode of T, . All 
grounds are made directly to a heavy bus 
wire, part of which may be seen in the 
photograph. Initially this bus was 
grounded only at the input UHF connector, 
however it was found that 60 cps noise 
spikes were minimized when the bus was 
grounded at the output connector as well. 

A copper shield, at the left, is 
used to separate the input tube, T,, from 
all the other tubes. The feedbackxcapac-
itor C„ passes through a hole in this 
shield; This is done to minimize any ca¬ 
pacitive feedback from output to input 
other than that through C_. In the new¬ 
er models, such as the one pictured, C f 
is a Johanson type 1802 variable air ca¬ 
pacitor. 

The positive feedback loop trimmer 
capacitor, C , can barely be seen in the 
photograph. °It is located to the right 
of the copper shield and to the left of 
the vertical bus wire. It is adjusted 
from the top of the chassis. In the low¬ 
er portion of the photograph, a small 
printed circuit board may be seen. The 
two transistors and associated components 
Indicated in Fig. 4 are mounted on this 
board. Below the transistors, and not 
visible in the photograph, are some 
screened ventilating holes. The newer 
models will have additional holes to fur¬ 
ther reduce heating. A perforated bot¬ 
tom plate having small rubber, bumper 
type, feet as well as the use of IERC 
heat dissipating tube shields have also 
been found effective in reducing chassis 
and tube temperature. 
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TABLE 1 

Open loop gain at 1 psec and 10 psec as a function of CQ

C set for o 
closed loop 
gain of: 

Open Loop Gain 

1 psec 10 psec 

35 

50 

100 

200 

500 

1,000 

4,250 

4,250 

5,260 

7,140 

10,200 

13,500 

23,800 

23,800 

26,300 

29,800 

32,200 

33,000 

TABLE 2 

Closed loop gain variations as a function 
of changes in filament voltage, B4- voltage, 
and input capacitance (amplifier output 2v) 

Filament 
Voltage 

B+ 
Voltage 

Total Input 
Capacitance 

Per cent 
deviation from 
reference gain 

6.8 v.a.c. 350 V. 100 pf - ---

6.8 v.a.c. 300 V. 100 pf - 0.15 

6.8 v.a.c. 400 V. 100 pf + 0.05 

5.1 v.a.c. 350 V. 100 pf < 0.05 

7.5 v.a.c. 350 V. 100 pf < 0.05 

6.8 v.a.c. 350 V. 200 pf - 0.79 

6.8 v.a.c. 350 V. 1,100 pf - 4.35 
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2 
cf 

(b) 

Fig. 1. (a) Block diagram representation of charge 
sensitive amplifier, (b) Equivalent circuit of Fig. a. 

dyn ^3 L 

2a 

Positive voltoge feedback 

Dynamic Plate Load 

2b 

Positive current feedback 

Dynamic Plate Load 

Note; /t and rp refer respectively to the 
amplification factor and plate resistance 
of the appropriate tubes. FREQUENCY (MEGACYCLES/SEC.)--

Fig. 2. A comparison of two types of dynamic plate 
loads. 

Fig. 3. Open loop gain vs. frequency for typical P.C.F. 
amplifier. 
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»1% RESISTORS, CORNING TYPE S20 

»»MATCHED RESISTORS, SEE TEXT 
ALL CAPACITORS IN /if UNLESS STATED 

ALL RESISTORS I/2W UNLESS STATED 

Fig. 4. Schematic diagram of charge sensitive preamplifier. 
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Fig. 5. Noise in RMS electrons vs. external 
capacitance. 

Fig. 6. Closed loop gain vs. risetime. Fig. 7. Bottom view of amplifier chassis. 
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A TRANSISTORIZED REACTIVITY COMPUTER 

R. F. Shea 
General Electric Company 

Knolls Atomic Power Laboratory 
Schenectady, New York. 

ABSTRACT 

The usual reactor kinetics equations are shown to consist of three major ccmponents, a fast term; 
a product or quotient, and a summation of transient terms. These can be synthesized by using a number 
of simple R.C. networks having time constants related to the fast time constant and to the decay con¬ 
stants of the various groups of delayed neutron emitters, plus either an analog multiplier or divider. 
If an input signal proportional to neutron flux or reactor power is applied to this network, the output 
will be proportional to reactivity. 

A circuit is shown which incorporates these principles, using a diode divider. Curves are pre¬ 
sented of output reading, indicating transient reactivity, for input currents having constant positive 
period, as obtained from a motor-driven potentiometer. It is shown that these curves are in reasonable 
agreement with calculated curves of reactivity for such periods. 

INTRODUCTION 

Nuclear instrumentation generally takes the 
form of measurement of neutron flux and reactor 
period by means of such devices as proportional 
counters, ion chambers, logarithmic amplifiers, 
count rate meters, etc. It is assumed that the 
pulse rate or ion chamber current, as the case may 
be, are proportional to reactor power, this assump¬ 
tion thereby ignoring such effects as rod shadowing 
or temperature effects on coolant, etc. 

The period meter is used to guard against too-
rapid power excursions, however, by its very nature 
it has a transient response which is different from 
that of the reactor. Thus if a reactor were sudden¬ 
ly to assume an exponential rate of change from a 
previous steady state, the period meter would not 
present a step function but would respond with an 
exponential rise, requiring several periods before 
it would correctly indicate the true value. 

Another factor to consider is that the reac¬ 
tivity is not proportional to Inverse period, ex¬ 
cept approximately at very low values of reactivity 
as illustrated on Fig. 1. Therefore, period, or 
more rigorously, inverse period, is only an appro¬ 
ximate indication of reactivity and a true reacti¬ 
vity computer should be of considerable value in 
observing the effects of rod motion or other fac¬ 
tors affecting reactor power. Such a reactivity 
computer can be synthesized by a combination of 
time constant circuits and analog circuits (multi¬ 
plier or divider) as shown below. 

THE REACTOR KINETICS EQUATIONS 

In a source-less reactor or one operating at 
high power where the effects of the source is negli¬ 
gible the reactor kinetics equations are given as 
follows: 

dn > 
dt -

dC. k ß, n 
_i _ e i 1 _ 
dt / ' Xi Ci 

where 

(1) 

(2) 

n = neutrons per cc 
kg = effective multiplication 
Jk = k - 1 e e th
Ci = concentration of i group of delayed 

neutron emitters (1 = 1-6) 
^i = decay constant of i^11 group 
A = total fraction of delayed neutrons 
A. = total fraction of delayed neutrons of 

ith group 
= mean effective lifetime of thermal 
neutrons 

These equations may be normalized by use of al¬ 
ternative parameters TQ, yp fi and Ak where 

is the neutron time 
constant 

is the normalized value 
of delayed emitter 

is the fraction of the 
ith groUp 

is excess multiplica¬ 
tion in dollars 

(Note: Ak is approximately equal to the reactivity 
o e ■■ -p- and will be called reactivity in 
P this paper). 
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Using these parameters the original kine¬ 
tics equations become 

^o dt = n ‘ yl (3) 

dyi 
at" = fi n - Ai yi W 

Expressing eq. 4 in operational form, using p d 
dt:

p yi = fi n ‘ 

. fi nwhence y. = ——r— 
1 P +

and yt = 4 n -

Ai yt

P 4 n 

P + At

(5) 

(6) 

(7) 

The summation y^ 
P 4 n 
P + 4 

(8) 

= n 

Substituting in (3): 

'X pn = n (Ak-1) + n 

6 
= n Ak -

i»l 

^ P fi n
P +A1 

6 p 4 n 

^1=1 p +/'-i 
p fi n (9) 
p + *1 

Ak may, therefore, be obtained as 
1 P 4 “ 

△k = ¿ ( T pn + p +~A~ ) 
n "i=l u 

(10) 

Ak may be derived by taking a summation of 
a prompt term < pn and a number of terms of form 
p f. n 
- »— and dividing by the factor n. 
p ^i 
(Note: Alternatively Ak can be multiplied by n 

and the product equated to the summation. 
This requires a multiplier and operational 
amplifier. The output of the amplifier Is 
Ak and Is one of the inputs to the multi-
pller^). 

SYNTHESIS OF THE SUMMATION TERMS 

The term p fi n has the same form as the 
output of p + a simple differentiating 
RC circuit with attenuator as shown in 
Fig. 2. For such a circuit the response function 
is 

_2 = P gC_ (11) 
Vt 1 + p RC 

If RC is = y and R is tapped at a point corres¬ 
ponding to the fraction f the voltage ratio 
becomes 

1 

pfi 

P +Ai 
(12) 

and if 4 corresponds to neutron flux n we have 
p f. n 
- y for the output, which is of the desired 
p Äi form. The reactor kinetics terms repre¬ 

sented by the summation in equations (9) 
and (10) may, therefore, be synthesized by a mesh 
of RC circuits. 

Referring again to our RC circuit, if the 
portion of R below the tap has a resistance Rq 
the current through it will be 

I = 

If we now 
in Fig. 3 
the constants such that C. R _ 1 and 4 R^ = 
f R2 = fl Ri “ Ro’ then ” Aj^ output current 

I is a 
summation g p f n 

^i=i p + 4 

P 4 n 

arrange a number of RC circuits as shown 
(for a six-group simulation), and choose 

and we have one of the terms of equations (9) and 
(10). The Y pn term may be closely approximated 
by adding one more RC mesh having a time constant 
Y and R = R above. The overall operation may, 
therefore, be synthesized as shown in Fig. 4. 

ELECTRONIC ANALOG DIVISION 

From the foregoing, it is obvious that a 
vital portion of the reactivity computer is the 
divider. A number of techniques have been develop¬ 
ed for performing this operation, however, an ex¬ 
tremely simple one has been described by Smith and 
Prabhakar.3 This is based on the exponential re¬ 
lationship between current and voltage for a diode 
at small signals. If V = a log I where VQ and 
I are D.C. values, and if an y A.C. voltage 
V°cos pt is also applied the current is I exp(V 
cos pt). This may be expressed as a series: a 

I = I [1 + - cos pt + i (- cos pt)2 + •••1(14) o L a 2 a J 

If the A.C. amplitude is kept small the higher or¬ 
der terms are minor and the A.C. current through 
the diode becomes proportional to the product IV. 
Thus such a device may be used as a multiplier 
or divider. To use it as a multiplier the D.C. 
current is obtained through a high resistance, 
hence is essentially proportional to the applied 
D.C. voltage. The A.C. voltage is applied direct¬ 
ly, through a large capacitor. In a practical 
application of this technique the diode becomes 
the input of a transistor and thus the collector 
current becomes a measure of the product. 
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When used as a divider the D.C. and A.C. 
currents are both applied through large values 
of resistance and in this application the A.C. 
voltage across the diode is proportional to the 
quotient V (or V since is proportional AC AC DC 

T V DC DC 
to VpC due to the large resistor). 

the circuit of a diode divider Fig. 5 shows 

amplitude 

V o 

and associated amplifier, with a typical response 
curve. In this case the diode was a type 1N457, 
the D.C. voltage was applied through a resistance 
of 100,000 ohms and the A.C. voltage was a 1000 
cycle square wave, applied through one megohm and 
a 1 microfarad capacitor. The output A.C. voltage 
appearing at the collector of the 2N33Ö had an 

given by the equation 

, Vac

^DC 
V „ could range from 1 to 20 volts, V-c from 2-

20v. The limitations are imposed by the 
diode characteristic and transistor saturation. 
For values of below 2 volts the curve of Vo 
vs. l/V-p becomes non-linear. The above ranges 
indicate that this circuit should be suitable for 
a reactivity computer which operates in the power 
range and where the power is maintained between 
5 and 100 I. 

TRANSIENT REACTIVITY COMPUTER USING DIODE DIVIDER 

The basic building blocks described above 
have been assembled into a complete transient re¬ 
activity computer, the schematic of which is shown 
on Fig. 6. Operation of the various portions of 
this circuit is as follows: 

The signal corresponding to flux is applied 
to the input of the first 2N33^. This signal 
should be in the form of a current rather than 
voltage, hence proper excitation would be from an 
ion chamber. Maximum sensitivity is 14 microam¬ 
peres full scale and the sensitivity control can 
reduce this as desired. 

The amplified current from the 2N33^ emitter 
follower is applied to the emitter of the 2N33ÖA 
common-base stage and acts to vary its collector 
current and thus the voltage output. The bias on 
the base of the 2N33ÓA is adjusted so that all the 
30 volt supply is dropped in the 22K resistor when 
the input current is zero, thus making the output 
voltage zero for this condition. (Actually the 
output voltage is set for -O.UV for 1^=0 to in¬ 
sure linear relationship between V and I, o in 
over a major portion of the range - see Fig. 7). 
The meter Is shunted to read 1 ma for Iin=0 and 
about 0.1 ma at full input signal. 

The output voltage from this two-transistor 
preamplifier is applied to the kinetics network 
and also to the diode divider through 100,000 ohms. 
The kinetics network is designed to provide the 
equivalent of the two-group parameters, plus the 

Y term and produces an output across the 2700 ohm 
resistor proportional to all terms in equation (10) 
except the 1 factor. 

n 
The output of the network is converted to A.C. 

by a diode capacitance modulator. This consists 
basically of two diodes and two resistors. The 
diodes are switched by application of a I5 KC square 
wave, however, the bridge balance results In no A.C. 
being imposed on the A.C. amplifier unless there is 
a D.C. (or low-frequency transient) signal applied 
across the diodes. Application of this signal pro¬ 
duces unequal values of diode capacitance and thus 
an A.C. output results. The six ohm potentiometer 
provides the null adjustment (as noted one of the 
arms should contain a variable portion to center 
the null on the 6 ohm potentiometer). The 25 pf 
capacitor was added to improve the quality of the 
null. 

The variable inductor has a range of about 
0.1-0.5 henries and resonates the bridge capaci¬ 
tance, plus that of the amplifier, to produce 
maximum A.C. amplitude, when the bridge is un¬ 
balanced by imposition of a signal. The A.C. 
amplifier consists of two cascaded common-emitter 
stages with D.C. bias feedback for stabilization. 

The output of the A.C. amplifier is applied to 
the diode divider through the 1 microfarad capaci¬ 
tor and 1 megohm resistor. The A.C. voltage de¬ 
veloped across the diode is proportional to this 
applied A.C. signal and inversely to D.C. input, 
which represents flux. Thus this A.C. signal is 
proportional to Ak. It is converted to D.C. by 
means of the diode ring demodulator and finally 
amplified by a two-stage amplifier consisting of 
two 2N335's in a Darlington arrangement. The two 
INU62 diodes serve to set the output voltage at 
zero when the Input voltage is zero, also compen¬ 
sate for temperature effects on the transistor 
emitter-to-base voltages. 

In setting up this circuit the bridge is 
first balanced so that no A.C. appears at the out¬ 
put of the A.C. amplifier for steady-state condi¬ 
tions. (Actually harmonics will be present and 
the null is obtained by viewing the output on an 
oscilloscope and adjusting for a minimum of the 
fundamental). The preamplifier is adjusted as 
stated previously to obtain linear proportionality 
between Input current and output voltage (-0Av 
for I, =0). The output amplifier is adjusted to 
provide zero output for zero input volts. The 
only adjustment remaining is that of phase rela¬ 
tionship between the two signals applied to the 
demodulator so that the output zero will corres¬ 
pond to the zero of A.C- amplifier output. In the 
instrument this was accomplished by synchronizing 
a double-beam oscilloscope from the voltage across 
one of the oscillator base diodes and looking at 
the oscillator excitation to the demodulator and 
the output of the audio transformer simultaneously 
on the two beams. The 0.02 mfd capacitor across 
one winding of the oscillator transformer was used 
to bring these two waveforms into approximate syn¬ 
chronization. 
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As constructed the reactivity meter indicates 
positive reactivity with a ratio of meter scale 
reading to Ak of about 1.5 •• 1, i.e. a reactivity 
of 40 cents produces about 0.6 ma. The zero can 
be moved upscale so that negative reactivity can 
also be read on the meter. 

EVALUATION OF REACTIVITY METER 

In order to provide a means of evaluating 
this and other forms of reactivity meter a source 
of exponentially-increasing current or voltage was 
constructed. This consists of an exponential po¬ 
tentiometer connected to a battery, together with 
additional fixed resistances to set up the initial 
conditions. For a current signal a series resis¬ 
tance of several hundred thousand ohms is used. 
The potentiometer is driven continuously by a vari¬ 
able-speed D.C. motor through a worm and pinion. 
The motor speed is adjusted by varying its applied 
voltage to obtain desired periods. The circuit is 
as shown in Fig. 8. 

The switch S is used to hold the input signal 
at a fixed level, corresponding to the initial part 
of the exponential rise, until the transient is to 
be recorded. A recorder may be connected across the 
100 ohm resistor to provide a record of actual cur¬ 
rent input to the amplifier. The battery voltage 
V, the series resistor R^ and the minimum-setting 
resistor R_ are adjusted to obtain the proper range 
of currenx(or voltage, in which case R^ is omitted) 
and also proper exponential curve shape. In this 
connection it should be remembered that transistor 
amplifiers have input currents and thus some cur¬ 
rent will flow even without the battery V. It 
usually requires running quite a few curves, vary¬ 
ing V , R and R2> until the proper curve is ob¬ 
tained. Once this has been done the re¬ 
lationship between period of the exponential sig¬ 
nal and the motor speed can be determined and dif¬ 
ferent periods can be chosen at will by varying the 
motor speed. (Motor speed is obtained by timing 
gear revolutions). In operation the motor speed 
is set for the desired value, switch S is held on 
position 1 until all transients have subsided, then 
when the potentiometer has reached the fixed con¬ 
tact at the bottom of its exponential rise (as in¬ 
dicated by a mark on the pinion gear) the switch is 
thrown to position 2 and the input now proceeds 
through an exponential excursion. Fig. 9 shows a 
tracing of a recording of the input current sup¬ 
plied to the circuit of Fig. 6 for an input period 
of about 10 seconds. 

If the two-transistor preamplifier is opera¬ 
ting in its linear range, its output voltage will 
be a replica of the input current. Fig. 10 shows 
a tracing of the output voltage curve obtained un¬ 
der the same conditions as Fig. 9« 

Fig. 11 shows the output obtained at the re¬ 
corder terminais for the input signal shown in 
Figs. 9 and 10. It will be noted that this voltage 
rises more or less exponentially toward a final 
assymptotic value which will be related to the 
period, but not linearly. Also shown on this 
figure is a calculated curve. This curve is a 

plot of the solution to the kinetic equation 
(eq. 10) for an input flux having the form 

0 eat

a being the inverse period. The solution for this 
case is 

.. a T. -(a+—)tl △k = -— I 1-e ro J 
a + — 

To 
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It will be seen that the fit of the observed 
and calculated curves is reasonably good, consi¬ 
dering the inaccuracy within which the period is 
maintained constant. The dip in the observed 
curve is presumably due to a discontinuity in the 
potentiometer where sections are joined together. 
Its presence can barely be noticed on the input 
curves but it becomes very pronounced when operated 
upon by the Ak circuit. 

Figs. 11 through 14 show tracings of addi¬ 
tional curves where the period was readjusted to 
approximately 20, 40 and 60 seconds, respectively. 
Also shown on Fig. 14 is a calculated curve for 
this period and again the agreement is reasonably 
good. 

One problem in operating a device such as the 
Ak meter is that of testing for zero balance or 
drift. This is simple when it is known that the 
input is following a steady-state, either some 
constant value or zero. However, where this is 
not known, as for example when monitoring a re¬ 
actor, some technique becomes necessary for as¬ 
certaining that balance corresponds to a true 
static condition. This may best be done by 
grounding the capacitors in the kinetics network 
where they connect to their respective resistors. 
This removes the transient input terms and allows 
a balance of the zero adjustment. 

CONCLUSION 

The above tests have indicated that it is 
feasible to construct a relatively simple Ak com¬ 
puter based on the diode divider, which will pro¬ 
duce a reasonably accurate Indication of transient 
reactivity from initiation to completion, as long 
as the input level remains within the range of 
linear operation of the divider and amplifiers 
(approximately from 1 to 13 microamperes in this 
design). The degree of accuracy is difficult to 
determine by the techniques employed as it is im¬ 
possible to accurately calculate the transient 
period from a recording such as Fig. 9« This is 
evident from the tracings of Ak versus time, where 
the almost imperceptible discontinuity in input 
current shows up as a distinct dip and overshoot 
in Ak. 
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POSITRON SCANNER FOR LOCATING BRAIN TUMORS* 

S. Rankowitz, J. S. Robertson, W. A. Higinbotham and 
M. J. Rosenblum 

Brookhaven National Laboratory 
Upton, N.Y. 

Summary 

A system will be described which makes 
use of positron emitting isotopes for 
locating brain tumors based on the method 
developed by Sweet, Brownell and Aranow.^-’2,3 
This system inherently provides more informa¬ 
tion about the distribution of radioactivity 
in the head in less time than existing 
scanners which use one or two detectors. A 
stationary circular array of 32 scintillation 
detectors scans a horizontal layer of the 
head from many directions simultaneously. 
The data, consisting of the number of counts 
in all possible coincidence pairs, is coded 
and stored in the memory of a Two-Dimensional 
Pulse-Height Analyzer.A unique method of 
displaying and interpreting the data will be 
described which enables rapid approximate 
analysis of complex source distribution 
patterns. 

Introduction 

For a number of compounds, the rate of 
uptake by brain tissue is slower than the rate 
of uptake by muscle tissue or by certain types 
of tumor tissue. Thus, after intravenous 
injection of labeled compounds, the radio¬ 
activity may be higher temporarily in brain 
tumors than in surrounding healthy brain 
tissue. This phenomenon has been used to 
locate tumors in the head. The technique 
is difficult because the tracer level in 
the blood stream and in muscle tissue is 
comparable to that in the tumors; the 
activity ratios are small and the effect is 
transitory. The scanning has heretofore been 
done with one or two detectors so that it 
has taken a long time to accumulate data 
even when relatively large amounts of tracer 
have been injected. 

Sweet, Brownell and Aranow^>2>3 have 
used positron emitters as the radioactive 
tracers. An emitted positron gives rise, 

through an annihilation reaction, to two 
0.51 Mev gamma rays which are emitted in 
opposite directions. When detectors are 
placed on opposing sides of the source, a 
coincidence indicates activity within the 
cylindrical space connecting the detectors. 
This has several advantages compared with 
the use of a single gamma collimated 
detector, e.g. improved resolution and 
insensitivity to background single gamma 
radiation without the necessity of large, 
heavy shielding and collimating structures. 
The current work is an extension of this 
technique, making use of a multiplicity 
of detectors. This report covers four 
aspects of this development: 1) factors 
affecting arrangement of detectors, 
2) electronic circuits for counting 
coincidences, 3) relating output data 
to activity distribution in the source, 
4) preliminary results. The instrument 
is built and has been tested with arti¬ 
ficially produced radiation patterns. It 
has yet to be tried on human patients, 
and the best method of analyzing and 
presenting the data has not been determined. 

Arrangement of Detectors 

Positron coincidence scanning with two 
detectors is illustrated in Fig. 1. The 
detector pair is scanned slowly up and down 
and forward and back registering the 
coincidence counts produced by positron 
annihilation gamma rays on a projection map 
of the head. A serious disadvantage of this 
kind of projection representation, also used 
with the single gamma scanning technique, is 
the distortion of the recorded radioactivity 
pattern which can result. In cases of 

* This work was done under the auspices 
of the U. S. Atomic Energy Commission. 
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multiple tumors, the projections can be mis¬ 
leading even when two projections from 
different angles are taken. 

Additional detectors are desirable to 
provide more information about the radio¬ 
activity pattern with greater speed, i.e. by 
simultaneously scanning from many directions. 
One possible configuration is shown in Fig. 2 
with the detectors arranged in two planes 
on each side of the head. The number of 
coincidences equals(-2-) > where n is the 

total number of detectors. This arrangement 
is more sensitive to counts at the center 
of the pattern than at the top and bottom, 
and some of the detectors are farther from 
the center than others. It was finally 
decided to arrange the detectors in a circle 
as shown in Fig. 3. The system has 32 
detectors with 1 1/4 inch diameter by 1 inch 
deep Nai crystals arranged in a 15 inch 
diameter circle. Figure 3 shows the 
sensitive areas which intersect the head, 
for the coincidences between detector No. 1 
and the opposing detectors. The head is, 
therefore, "scanned" simultaneously from 
each detector resulting in 9 to 11 paths 
through the head producing coincidences for 
each detector. An average head will produce 
about 170 to 180 coincidence combinations. 
This ring will take data in one plane and 
will be moved in 10 steps along the vertical 
axis of the head to obtain three-dimensional 
data. 

Coincidence Pair Counting System 

In addition to the detector counting 
assembly the system includes: 1) coincidence 
circuitry which counts coincident pulses 
between any pair of detectors and codes 
the data in a form suitable for storage in 
2) a Two-Dimensional Pulse Height Analyzer 
memory.4 

The detectors are numbered from 1 to 32 
sequentially around the circumference. 
The coincidence counting system, using 
standard Computer Control Co. "S-Pacs"5 
and compatible laboratory-built circuitry, 

examines each event, rejecting single 
counts and multiple coincident counts of 
three or greater, and finally codes the 
two detectors in the pair for memory 
storage. The lower number detector is 
coded in a train of pulses equal to its 
assigned number and stored in the X memory 
of the Two-Dimensional Analyzer. The 
higher number detector is simultaneously 
coded into another pulse train equal to 
its assigned number and stored in the Y 
memory. 

Referring to the system block 
diagram (Fig. 4), each of the 32 detector 
amplifier outputs drives one input of a 
2 input NAND circuit which in turn sets 
one stage of the 32 stage shift register. 
The other input is a gate common to all 
32 input NANDS which can prevent setting 
of the shift register during analysis of 
an event. 

When the input gate is open, any 
single or multiple coincident event(") can 
set the appropriate shift register stages 
in parallel. The Clock Gate Flip-Flop^6) 
is set by the switching of any shift 
register stage through the 32 fold "OR" 
circuit. The input NAND gate closes 
immediately'"’ preventing acceptance of 
any more detector pulses until completion 
of the analysis. The Clock Gate Flip-Flop 
triggers Pulse Shaper'CJ which inhibits 
for lOgsec the start of the gate'll to 
the Clock Multivibrator^). During this 
delay period, the states of all 32 stages 
of shift register are examined in parallel 
to determine whether the event was a single 
or a multiple coincidence. Since only the 
coincidence pair of 0.51 Mev annihilation 
gammas is of interest in this scan, the 
analysis of singles and all other multiple 
coincidences are prevented. The three 
standardized outputs from the coincidence 
analyzer, indicating the number of switched 
shift register stages, are converted in the 
logic NAND-NOR circuitry to a standard one 
or zero level voltage(D); logic zero (0 volts) 
represents a coincidence pair, and logic one 
(-6 volts) represents a single or triple or 
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higher order coincidence. This voltage is 
gated in a 2 input NAND by a standard 0.6 psec 
pulse(E) at the end of the 10 psec clock 
gate inhibit pulse. A coincidence pair will 
result in a closed gate. Any other condition 
opens the gate and permits the pulse(^) to 
trigger a delay multivibrator which generates 
a 10 psec pulsed) to reset the shift 
register, all flip-flops, and open the input 
gate. 

The coding of the 2 detectors involved 
in a coincident pair proceeds by gating "ON" 
the free-running Clock Multivibrator after 
the 10 psec logic delay period. Shift 
pulses(G) are generated at about 600 kc. 
These shift pulses appear simultaneously 
at the X and Y outputs until the X Gate 
Scale-of-two is set(K). A 0.6 psec delay 
in triggering this scaler pennits the last 
X pulse to appear at M. The number of shift 
pulses required to change the state of the 
No. 1 shift register equals the lower 
detector number involved in the coincidence 
pair. The No. 1 shift register stageW 
gates through a clock pulse(l) to trigger 
the X Gate Scale of 2. The shift pulses 
appear simultaneously at the X and Y outputs 
until the X Gate scaler is set, inhibiting 
the X output. The shift pulses continue 
until the No. 1 shift register stage again 
gates through a second clock pulse to 
trigger the X Gate Scaler, resetting it. 
Returning the scaler to its reset state 
resets the Clock Gate Flip-Flop and stops 
the clock. Therefore, the number of pulses 
in the Y train corresponds to the second 
detector number involved in the coincidence 
pair. Resetting the Clock Gate Flip-Flop 
triggers pulse shaping circuits; one(L) 
resets the shift register, and a second one 
generates a "STORE" pulse(P) to the Two-
Dimensional Pulse-Height Analyzer Memory. 

The "STORE" pulse transfers the X 
and Y register counts in the Pulse-Height 
Analyzer into the proper location of its 
magnetic drum memory. During this memory 
storage time, the Scanner input NAND's remain 
blocked(P). As a safety measure, to prevent 

opening the input gates for the few 
microseconds between resetting the Clock 
Gate Flip-Flop and starting the "Dead Time" 
pulse, the 10 psec shift register reset 
pulse is applied to NOr(P). Upon completion 
of the "Dead Time" pulse the Scanner is 
able to accept a new input from the 
detectors. 

Data Presentation and Analysis 

The stored data in the Two-Dimensional 
Analyzer consisting of the number of 
coincident counts recorded in each pair 
of detectors, sorted into X (horizontal) 
and Y (vertical) coordinates, can be 
displayed on the analyzer oscilloscope 
as an intensity modulated two-dimensional 
map or as count magnitude curves of the X 
channels for any selected Y. The curves 
of any selected group of Y channels may be 
simultaneously displayed vertically 
displaced. 

The most useful presentation for 
analyzing the data and locating the tumor 
is the X-Y map. The curves are used to 
determine amplitudes and channel groupings 
more accurately in doubtful regions, when 
necessary. The display map intensity 
modulation can be varied with the scale 
factor switch in binary steps to permit 
setting the threshold of visibility at 
different levels. 

Although actual tumors behave as 
extended sources of radiation in an ab¬ 
sorbing medium containing varying amounts 
of lower level radiation, the technique of 
locating tumors may be illustrated by first 
observing the coincidence data patterns 
produced by a point source. Refer to Fig. 5. 

1. Point source in center : It is obvious 
that a point source in the center of the 
detector circle will produce an equal number 
of coincident counts in all opposite detector 
pairs. Since the opposite pairs are 16 
detectors apart, the coincidence pattern 
will be a straight line of constant 
difference, Y-X = 16, plotted on Fig. 6 as 
curve 1. 
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2. Point source 1.5 inches from center on 
diameter 9-25 : If all coincidences are 
plotted on X-Y coordinates. Curve 2 results. 
This curve intersects Curve 1, the line of 
constant differences at only one point, 
X = 9, Y = 25. Curve 3 results from the 
source at 3 inches from center on the same 
diameter. For both curves: 

if X <9, (Y-X) < 16 
and X >9, (Y-X) >16 

The diameter on which the source is located 
is determined therefore by locating the 
counter pair for which Y-X = 16. The distance 
of the source from the center of the circle 
may be determined by observing the coordinates 
X, Y at which (Y-X) differs most from 16. 
The location of a point source in the scanned 
area is then determined by the intersection 
of the radial line for (Y-X) = 16 and a line 
defined by any pair of coincidence detectors 
obtained from the coincidence curve. The 
coincidence curve as shown here appears on 
the display scope of the Two-Dimensional 
Analyzer. 

The X,Y coincidence data provides a 
great deal of information about the location 
and size and shape of the tumor. A point 
source can clearly be accurately located. 
An extended tumor can be located by a similar 
analysis as long as the background level 
caused by radiation from surrounding brain 
tissue and blood is low enough to produce a 
contrast. A tumor of finite extent will 
produce a band on the display similar to 
that from a point source (Fig. 7) whose 
width is approximately proportional to the 
average diameter of the tumor. This band 
will intersect the reference curve Y-X = 16 
over some region of coordinates. The center 
of this intersection will determine the 
angle of the tumor from the center of the 
head, and the boundaries can be resolved 
by observing the outer coordinates along the 
band and plotting these coincidence lines 
between the detectors. 

The following figures (8a to e) are 
Polaroid photographs of the Two-Dimensional 
Analyzer map display for some artificially 
produced patterns of radioactivity. Each 
figure contains three photographs of the 
same display, but with count scales of 

789 2', 2 , 2 . The positron emitting isotope 
used as the source of tumor and background 
radiation is Na22 , 

Figure (8a) shows the map display for 
three small (1/4 inch diameter) sources 
located on the diameter between detectors 
9 and 25 at the center and at distances 
of 3 inches on either side of center with 
no background radiation. These correspond 
to curves plotted in Fig. 6. 

The straight line, Y-X = 1, which 
appears on all photographs for the low 
count scale results from coincidences 
between adjacent detectors caused by the 
high energy single gammas emitted by Na22 
and the proximity of the detectors. This 
well defined straight line, together with 
the zero axes, outlines the useful data 
area of the display. These coincidences 
are not useful analytically since they tell 
nothing about the source distribution. 

It should be noted that data for 
Y = 32 does not appear on these photographs 
because of the selection of display scales 
available. 

Figure (8b) shows the map display for 
the same 1/4 inch diameter source in the 
center and a larger source (about 1 1/2 
inches diameter) located 2 1/4 inches from 
center toward detector 9 on the same 
diameter as in Fig. (8a), with no back¬ 
ground. 

Figure (8c) shows the same conditions 
as Fig. (8b) but with a uniform background 
radiation throughout the head area. 

Figure (8d) shows the same conditions 
as Fig. (8c), but with a third 1/4 inch 
diameter source (about 1/3 the intensity 
of the larger one), located on a diameter 
from 1 to 17 (front to back midline of head), 
at a distance of 3 inches from center toward 
detector 1. The curve for this source 
intersects the reference constant difference 
line at the XY coordinates 1, 17. Since 
it is less active than the larger source, it 
is not visible on the highest count scale. 
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Figure (8e) illustrates the kind of 
deductions that can be made about the shape 
as well as location of the tumor. Four 
Polaroid photographs of the coincidence 
data produced by an approximately elliptical 
tumor between the center and point 3 of 
Fig. 5 with scale ranges of 2' through 2-æ 
are shown in a uniform background. One edge 
of the band of X-Y data coincides with 
the straight line Y-X = 16, indicating on 
which side of center the source is located. 
The band crosses the reference line at 
(X, Y = 9> 25) indicating the major axis. 
Since the width of the band is definitely 
smallest in the region of (X, Y = 9, 25), 
the source dimension perpendicular to this 
diameter is smaller than the dimension along 
the diameter. The width of the X-Y data 
band at the extremes indicates the 
approximate length of the source along 
the diameter (9, 25); the number of 
coincident pairs in the region of (9, 25) 
indicates the dimension perpendicular to 
this diameter. 

Thus, by examining the characteristics 
of the coincidence data on the intensity 
modulated X-Y coordinate map, a great deal 
of information about the location, size 
and shape of the source of radioactivity 
can be readily obtained despite a high 
level of background. 

A study program is being conducted 
to determine whether a mathematical solution 
of the problem of converting the coincidence 
data to a map of the radioactivity distri¬ 
bution with reasonable errors is feasible. 
One such method treats each of the N areas 
within the head (where N equals number of 
coincidence combinations caused by the 
radioactivity within the head) as though 
it were the component of an N dimensional 

vector. The mapping from the space of 
such vectors on to the space of coincidence 
counts is linear and consequently can be 
represented by a N x N matrix. If this 
matrix has a stable inverse it is then 
possible to convert the coincidence data 
unambiguously to a map of the radioactivity 
distribution using a simple computer program. 
The inverse operation is degraded by 
statistical and system variations in the 
coincidence counts. It is too soon to 
tell whether this mathematical approach 
will prove to be practical. It is also 
possible that other modes of display may 
be advantageous. 
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Fig. 1. Positron coincidence scanning with two 
detectors. 

Fig. 2. Positron coincidence scanning with detectors 
arranged in two planes on each side of the head. 
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Fig. 3. Positron coindence scanning with 32 
detectors arranged in a circle. 

Fig. 4. Block diagram of coincidence detector pair 
coding system. 
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Fig. 5. Positrons of test sources for Figs. 6 and 7. 

Fig. 7. X-Y coincidence pattern for point source at 
center (1) and for 1.5 inch diameter source located 
between points 2 and 3 on Fig. 5. 

Fig. 6. X-Y coincidence patterns derived from point 
sources at positions 1 through 5 on Fig. 5. 
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(a) (b) (c) 

(d) (e) 

Fig. 8. Photographs of Two-Dimensional Analyzer 
map display. Count scales (top to bottom) are 27, 
2®, 2$. Point source used is 1/4 inch diameter, 
(a) Three point sources located on diameter between 
detectors 9 and 25, at points 1, 3 and 5 of Fig. 5. 
(b) Point source at 1 and larger source between 
Points 2 and 3 of Fig. 5. (c) Same as (b) but with 
uniform head background, (d) Same as (c) but with 
third source (point) located three inches toward 
front of head on front to back centerline, (e) 
Point source at 1, and approximately elliptical shaped 
uniform source in field of uniform head background; 
long axis of source is on 9, 25 diameter. Fourth 
photo taken with 210 counts full scale. 
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PANEL: AEROSPACE NUCLEAR PROPULSION AND POWER 

Chairmen: R. E. Finnigan and P. M. Uthe 
Stanford Res. Inst. 
Menlo Park, Calif. 

Abstract 

This session reported recent advances in the instrumentation, 
control systems and engine dynamics aspects of the aerospace 
nuclear propulsion and nuclear auxiliary power fields. In addi¬ 
tion, it discussed on nuclear radiation effects to controls and 
instruments. It reported technical progress on portions of the 
following specific nuclear programs: 

ROVER (Nuclear Rocket) 
PLUTO (Nuclear Ramjet) 
SNAP (Systems for Nuclear Auxiliary Power). 
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BLACK AND WHITE, OR GREY? 
Gerhardt Dorn 

Applied Bionics Laboratory - Advanced Development 
Westinghouse Electric Corporation 

Baltimore 3, Maryland 
Summary 

Areas of activity in bioelectronics reported 
in the IRE Professional Group Transactions on 
Bio-Medical Electronics and in the Digest of the 
14th (1961) Annual Conference on Electrical Tech¬ 
niques in Medicine and Biology are examined. 

Problems in artificial intelligence and neural 
information processing models are selected as 
typical of this field and used as vehicles for dis¬ 
cussing the present status of the art, in which 
current developments have not matched earlier 
expectations. 

Oversimplification of models, caused by 
the difficulty of reconciling differing frames of 
reference characteristic of the interdisciplinary 
approach in problem solving, is suggested as the 
major factor contributing to this unexpected lack 
of progress. 

I. Publication Survey of Bio-Medical 
Electronics Group 

As the Institute of Radio Engineers Pro¬ 
fessional Group on Bio-Medical Electronics nears 

with the first issue, Volume MR-1, November, 
1953, and ending with Volume BME-8, Number 4, 
October, 1961. This represents a total of 273 
papers published in the official organ of this group. 
It should be mentioned that six papers on medical 
electronics were published in the 1952 IRE National 
Convention Record, a year before the group be¬ 
came officially chartered. Note the rapid increase 
in the number of papers published, peakingin 1959 
and then declining somewhat. 

This decrease is understandable in light of 
the editorial comment appearing in the July 
Transactions on Bio-Medical Electronics 

1961, 
and 

reading in part as follows: "Considering the num¬ 
ber of papers presented at the [ 13th Annual ] 
Conference [on Electrical Techniques in Medicine 
and Biology] , it is distressing to note that a 
relatively small percentage were recommended 
. . . for publication . . . More specifically, 
if one examines the majority of the papers pre¬ 
sented during the Conference, it will be noted 
that with the exceptions they follow well-established 
lines. In afield such as bio-medical engineering, 
this is an alarming situation. " 

the end of its first decade, it is appropriate to 
survey the extent and variety of the articles pub¬ 
lished by this group during the period 1953 through 
1961. 

Figure 1 shows the number of papers pub¬ 
lished in the Transactions of the Professional Group 
on Bio-Medical Electronics by years, beginning 

Table 1 summarizes the articles published 
by the group in terms of percentages of effort for 
areas in a broad classification of 11 fields of 
activity. These percentages are compared with 
a similar distribution of about 300 papers pre¬ 
sented during the 14th (1961) Annual Conference 
on Electrical Techniques in Medicine and Biology. 

Table 1. Percentage of Papers by Subject Areas 

SUBJECT AREA 
TRANSACTIONS OF 
IRE PGBME (%) 

14th ANNUAL 
CONFERENCE (%) 

Circulation 

Biological Data, Instrumentation, Recording, 
Telemetry 

Heart 

Computers, Diagnosis, Models, Data 
Processing 

Miscellaneous 

Radiology 

18 

16 

16 

14 

14 

10 

8 

30 

15 

9 

6 

12 
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Table 1. Percentage of Papers by Subject Areas (Continued) 

SUBJECT AREA TRANSACTIONS OF 
IRE PGBME (%) 

14th ANNUAL 
CONFERENCE (%) 

Biological Control Systems 

Biological Potentials 

Artificial Organs 

Gastroenterology 

Nerves 

0 

5 

5 

0 

2 

8 

4 

0 

5 

3 

IL Assessment of Current State of Development 
of Bioelectronics 

In addition to surveying the extent and variety 
of publications in this field, it is also appropriate 
to try to evaluate the present state of development 
of bioelectronics. 

It is not possible here to consider all of even 
the most important fields of interest. Consequently, 
artificial intelligence and neural information pro¬ 
cessing models are selected as typical of the more 
challenging and difficult problems of current bio¬ 
electronics activity and used as vehicles for a 
preliminary assessing of the current state of bio¬ 
medical electronics. 

Artificial Intelligence 

The basic problem in artificial intelligence 
studies is concerned with the question of properties 
to be distinguished and manipulated by amachine. 

It is considered necessary to classify pro¬ 
blems and situations into manageable and useful 
categories. 2 To each situation is associated the 
name of its category. This name is called its 
"character, " and its assignment to one of these 
categories is called its "characterization. " 

A frequently-encountered approach to the 
treatment of properties includes "property-list" 
methods, in which an object is subjected to a 
sequence of tests, each one of which detects some 
property considered to be important for heuristic 
reasons. These properties are required to be 
invariant under ordinary distortions or trans¬ 
formations. Related problems which emerge at 
this point are the invention of new and useful pro¬ 
perties and the combination of many properties 
to form an identification system. 

A property or attribute is defined as a two¬ 
valued function dividing objects to be identified 
into two classes or categories. An object does 
or does not have the property in question accord¬ 

ing to whether the value of the function is 1 or 0. 
Given n properties to be used for distinguishing, 
2n subclasses can be defined by the intersections 
of these properties. By combining these proper-

2nties with AND's and OR's, 2 patterns are ob¬ 
tained. For example, for the three properties 
rectilinear, connected and cyclic, there are 
eight subclasses (2$) defined by their intersec¬ 
tions and 256 patterns (2$). For this sequence 
of properties (rectilinear, connected, and cyclic) 
a square can be characterized by the vector (1, 
1, 1) and a circle by the vector (0, 1, 1). 

For a variety of problems, characters such 
as these can be used not only as names for cate¬ 
gories, but also as elements for defining patterns. 

The foregoing train of thought reflects sub¬ 
stantial progress indeed in breeching the difficulties 
inherent in those basic problems of artificial in¬ 
telligence, properties and categories. 

Nevertheless, it is necessary to continue 
consideration of the concepts of property (or 
attribute) and category in a more generalized and 
penetrating fashion. 

The restriction of a property to a two-valued 
function results in classification which reflects 
the Aristotelian distinction between essential 
(defining) and accidental (non-defining) attributes. 
This kind of logic is not very well suited to cate¬ 
gorizing behavior. More suitable than this over¬ 
simplified dichotomy is a continuum of relative 
"criteriality" of an attribute or property for a 
class or category. When some value of a pro¬ 
perty is used as a basis for inferring the class 
membership of an object or event, then that pro¬ 
perty is to some degree criterial for the 
classification. On the other hand, to the degree 
that a property can change in value without affect¬ 
ing classification judgments, it is not criterial 
for the categories in question. 4

It is useful to distinguish between "actual 
criteriality" and "potential criteriality. " Actual 
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criteriality describes the use of a property in 
some individual's categorizing behavior. Poten¬ 
tial criteriality is concerned entirely with existent 
conditions rather than the behavior of a particular 
person. 

Non-criterial properties are not all of the 
same kind. A property that has more than one 
value for the members of one category, and which 
assumes these same values for another category, 
is non-defining and "noisy. " Thus, the quality of 
paper is a "noisy" property when used to distin¬ 
guish books from magazines. 

When a property has the same value for all 
the members of several categories, it is not only 
non-defining for the categories in question but 
also "quiet. " In distinguishing books from maga¬ 
zines, the quality of being bound on one side and 
open on the other is "quiet. " 

Consequently, noisy properties impede, 
while quiet properties aid, the formation of cate¬ 
gories. 

Criteriality of a property for a category is 
always relative to some other category or cate¬ 
gories from which the first is to be distinguished. 

Further, any set of events, objects, or 
situations is susceptible of many alternative 
categorizations. In brief, a category is a human 
construction imposed on some population or array 
of events, objects, or situations. 

Principles of grouping generate different 
types of categories, including unitary, conjunctive, 
disjunctive, and relational. In a unitary category, 
all members have some single property which is 
found only within the category. The joint presence 
of the appropriate values of several properties is 
a conjunctive category. In a disjunctive category, 
the members have no properties in common. A 
relational category is one in which a definitive 
relationship (topological rather than metric) ex¬ 
ists between properties. 

One additional distinction is important in 
this connection. The properties of most categories 
can be consideredto be either formal or functional. 
Formal properties include such traits as mass, 
color, shape, and the like, while functional pro¬ 
perties refer to the possible utility of the members 
of a category. 5

One comment is necessary at this point. 
Without categorization it is impossible to form 
expectancies, since there can be no recurrences 
under this constraint. In other words, an event, 
even in all of its disc riminable detail, never repeats. 

In this case it is useless to remember that B 
followed A because A will never recur. However, 
with categorization, events do recur; it is then 
profitable to presume that A led to B because 
there can be other instances of A and B. 

In concluding this part of the discussion, it 
must be mentioned that these considerations bear 
on that important alter ego of artificial intelligence, 
the simulation of behavior. Behavior is, of 
course, notoriously non-linear. This diffifultyis 
compounded by the fact that the machine does not 
simulate behavior as such, but only some record 
or measurement of the behavior. Consequently, 
the machine theorist is at the mercy of the person 
deciding what aspects and properties of behavior 
are worth recording, and both are constrained by 
their respective definitions of the concept of 
"property. " 6 

The degree to which an organism and a 
machine can be interchanged without altering the 
specified aspects of the situation determines the 
degree of success of the simulation. That aspect 
of an organism's behavior which an experimenter 
chooses to record must remain invariant for the 
model under consideration to be successful. 

Neural Models 

Progress in the construction of meaningful 
models of neural information processing is clouded 
by a too ready acceptance of the "all-or-none" 
principle to explain the functioning of neurons. 
A common assumption holds that a neuron sends 
messages to other neurons or to effectors in the 
form of pulses (action potential spikes). In addi¬ 
tion it is assumed as a first approximation that 
the pulses of a given neuron are all alike. Thus, 
as far as information transmission by the neuron 
is concerned, only the time intervals between 
pulses differentiate neuron behavior and so carry 
information. However, if the neuron is considered 
to be an information relaying device (one whose 
differentiated states contribute to the structuring 
of events at the next higher echelon in the system), 
it is possible that aspects other than these pulses 
can carry information. 

Since the actual coding systems of neural 
elements are not yet known, one is forced to 
examine the time courses of physiological states 
of neurons, even though the treatment of these 
time courses is purely descriptive. Physiological 
literature reflects the vast effort which physiologists 
have devoted to minute descriptions of how neurons 
respond to a great variety of stimuli, how respon¬ 
sive states are distributed over neurons, what their 
time courses are, the process of recovery, and 
the like. ? 
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Current neural doctrine holds that the neuron 
comprises components of quite differing functions, 
including those of processing varieties of inputs 
and determining outputs. 

The four principles discussed below are 
generally accepted today in neurophysiology. $ 

a. The neuron is a functional unit; as long 
as it has one output path or axon it "speaks with 
one voice. " However, some neurons have two 
axons and can simultaneously deliver two non¬ 
identical pulse-coded outputs. 9 In any case, the 
"all-or-none" pulse is characteristic solely of the 
axon. Other regions of the neuron are capable of 
graded responses. 

b. The responses of many parts of neurons 
contribute to the initiation of the pulse response 
in a critical region at the base of the axon. 

c. Although the axon-conducted pulse re¬ 
sponse transmits without decrement, responses 
of other parts of the neuron experience decrement 
during propogation. Because of this, parts of the 
neuron sufficiently far from the region where the 
pulse response is initiated may not contribute to 
this initiation. Some dendrites are so fine and 
long that it is doubtful whether they can directly 
influence pulse initiation. (See figures 2 and 3. ) 
It is quite possible that much of the activity of 
dendrites consists of influencing other neurons. 
It also appears likely that brain waves are (1) the 
synchronized subthreshold dendritic potentials of 
many neurons and (2) causal agents rather than 
by-products. 

d. Integrative and labile processes at the 
level of the single neuron are not confined to the 
synapse. 10 At least four such loci probably exist 
and are integrative in the sense of exercising labile 
evaluative functions on whatever comes to them. 

Forms of activity in the neuron include the 
pulse and local potentials; these are considered 
to be responses to prior activity in the neuron 
itself. On the contrary, the generator potentials 
(sensory stimuli) of receptor neurons and the 
synaptic potentials (junctional transmitters) are 
responses of cells to impinging events external 
to the neuron. Also, there are spontaneous pre¬ 
potentials which occur during steady state con¬ 
ditions. These types of potentials do not exhaust 
the possible states since there exist changes in 
state not inferable from potentials. 

Figure 4 shows severalpresynaptic pathways 
converging from differnt sources: inhibiting (1), 
exciting other followers (2), exciting pacemakers 
(3), and accelerating (4). These produce synaptic 

potentials in their various special locations. 
Restricted regions also initiate spontaneous 
activity (pacemaker regions, shown schematically), 
local potentials (shown in only one place but pos¬ 
sibly repeating elsewhere), and propagated im¬ 
pulses (arbitrarily located spike initiation). Only 
the axon supports "all-or-none" activity. Terminal 
ramifications presumably act by graded local 
potentials. Integration occurs at sites of confluence 
or transition from one event to the next. ? 

In summary, the pulse is only one of several 
forms of nerve activity. Excitation of one part 
of a neuron does not necessarily involve the entire 
neuron, nor is a particular region of the neuron 
the only site of a specific function. 

This departure from the rigid digital point 
of view reflects a quiet but fundamental revolution 
in neural functional concepts. 

This apparent wealth of complexity at the 
neuronal level may well be illusory. One has 
only to consider the possibility that glia cells 
may be intimately related to neuron functioning 
to realize that the complexity of brain activity as 
envisaged today is perhaps relatively simple. 

III. Conclusions 

The problems of artificial intelligence and 
neural models discussed above are typical of 
bioelectronics in that they require interdiscipli¬ 
nary solutions. This approach, however, brings 
together not only the advantages of applying 
multidisciplines but also the disadvantages of 
reconciling the differing in individual frames of 
reference of these same disciplines. This presents 
a rather formidable difficulty when one considers 
the fact that in bioelectronic problems biological 
systems (which are generally anisotropic) are 
frequently joined with or transformed into physical 
systems (which are generally isotropic). 

It is no surprise that a major consequence 
of this situation is the oversimplification of models. 
Even a cursory examination of the many proposals 
for modeling neural nets indicates a universal 
predilection for assumming that the "all-or-none" 
principle is the only mode of functioning of a 
neuron. Likewise, a too casual assumption of 
two-valued logic may lead to serious difficulties 
in the conceptual problems of artificial intelligence. 

This general encroachment of oversimpli¬ 
fication in the field of bioelectronics has produced 
a state of the art in which current developments 
have not matched earlier expectations. 

This unexpected lack of progress can be 
corrected by appropriate university programs, 
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perhaps primarily at the graduate level. Several 
such programs are now in progress and their 
impact should be felt within a few years. 

In conclusion, a possible threat to the 
future growth and development of bioelectronics 
must be mentioned. This concerns the distres¬ 
sing (and, hopefully, waning) friction between 
disciplinary and vocational workers. This issue 
became overt during the conference (sponsored 
by the Professional Group on Bio-Medical Elec¬ 
tronics and held in Omaha on October 26-27, 
1961) studying the role of biomedical engineering 
in universities and hospitals. This situation is 
far from being merely academic - one can only 
hope that the protagonists in question will resolve 
this obstacle to progress. 
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Fig. 1. Number of PGBME papers by year. 

Fig. 2. Purkinje cell of the cerebellar cortex of man 
(after Cajal). 

Fig. 3. Pyramidal cell of the cerebral cortex of man 
(after Cajal). 

SYNAPTIC 
REGION 

Fig. 4. Schematic representation of a neuron from the 
cardiac ganglion of a crab (after Rapoport and 
Horvath). 
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REPRESENTATION OF COMPLEX ELECTRONIC LEARNING SYSTEMS 

E. B. Carne 
Advanced Computer Laboratory 

Melpar, Inc. 

Summary 

A learning system includes the learning 
network and the teaching circuitry. The 
teaching circuit must educate the learning 
network to perform the desired function by 
observing the output of the learning network 
and correcting its behavior by the applica¬ 
tion of reward and punishment. In simple 
situations the teacher will comprise a few 
elementary rules which can be applied imme¬ 
diately. In more complex situations, criteria 
must be learned which can then be used to con¬ 
trol performance. System representations for 
this type of situation are given and an attempt 
is made to define degrees of learning and re¬ 
quirements for situations in which priority 
must be assigned to certain events. Prediction 
processes are also discussed. 

Introduction 

Essentially, a learning system comprises 
four sections: sensors, learning network, goal 
circuit and effectors as shown in Figure 1. The 
sensors observe the local environment and pro¬ 
vide data concerning changes and conditions to 
the learning network. The learning network re¬ 
sponds to this input and develops an output 
which actuates the effectors. This action is 
evaluated by the goal circuit which comprises 
some statement of the system objective and a 
means of evaluating the system response on the 
basis of the prescribed objective. A reward or 
punishment signal is applied to the learning 
network depending on whether the action is deem¬ 
ed to be good or bad. In the untrained state 
(i.e. initially), the probability of the correct 
action being developed by the learning network 

SENSORS EFFECTORS 

Fig. 1 Block Diagram of Self-Organizing System 

is extremely small. Progressive trial and error 
affords the opportunity for the goal circuit to 
influence the system by reward or punishment 
and to change the statistics of the learning 
network so as to improve its performance and to 
reinforce the states of those elements which 
contribute to the correct (desired) behavior. 

It is essential to realize that the learn¬ 
ing network is completely organized by external 
signals to perform any given function within the 
intrinsic capacity of the network. Problem 
solving is a matter of determining the correct 
states for the statistical learning elements by 
trial and error rather than being provided with 
a complete detailed program or list of instruc¬ 
tions as in a digital computer. The relative 
simplicity of this training regimen and of its 
realization implies however that a longer time 
(in general) is required to develop the solu¬ 
tion to a particular problem and that in many 
situations a preliminary training period is 
essential. During this time the system must be 
in an environment in which mistakes can be tol¬ 
erated. This may imply some period of compara¬ 
tive isolation during which the machine is 
trained with certain classes of problems. 

Learned Criteria 

The tremendous advantage of a simple 
training procedure can be seriously compromised 
if the initial statement of the goal criteria 
becomes exceedingly complex. However, since 
most real situations are complex, it is diffi¬ 
cult to achieve meaningful operation without 
complicated performance criteria. Accordingly, 
a mechanism is necessary by which the learning 
system can develop its own criteria for coping 
with these problems starting with much simpler 
models. This has a distinct parallel in human 
experience. Before a child can write intelli¬ 
gently, he must be taught the meaning of words 
and the structure of phrases and sentences. 
Prior to this he must have learned to recognize 
letters and to write them. The more elementary 
actions serve as a basis for the construction 
of a whole universe of complex functions. This 
type of training can be applied to machine in¬ 
telligence. 

Consider a maze runner in a simple maze as 
shown in Figure 2. Suppose the runner is given 
the primary instruction (primary goal) to keep 
moving. Further, suppose that the runner has a 
switch on its nose which indicates the presence 
of a wall or an obstacle. In addition to this 
elementary sensor, the runner has a number of 
more complex devices mounted on it which respond 
to different stimuli. One of these could be a 
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Figure 2. Diagram Illustrating Hypothetical Maze Problem 

pair of photo-cells which respond to red and 
green lights. To implement the primary goal, 
the runner must make a decision whenever it 
bumps its nose against a wall. Initially it 
will turn right or left in a disorganized man¬ 
ner, depending on the initial settings of the 
statistical switches in the control net. For 
the sake of simplicity, assume that the maze is 
constructed without traps or re-entrant areas 
and that the geometry is such that if a wrong 
turn is made, the runner immediately contacts 
the adjacent wall and a second pulse is gener¬ 
ated from the nose sensor. Fixed criteria can 
be implemented to recognize the presence of 
this second pulse as a wrong decision which 
will generate a punishment signal to the learn¬ 
ing network. Similarly, the absence of the 
second pulse will be recognized as a correct 
decision and will occasion a reward signal. A 
system to implement this situation is shown in 
the upper half of Figure 3. 

Suppose now that red and green lights are 
added at the corners of the maze so that red is 
always associated with a point at which the 
runner should turn right, and green is always 
associated with a point at which the runner 
should turn left. A subsidiary learning net¬ 
work can be added to the system as shown in the 
lower half of Figure 3, having inputs from the 
red and green sensors on the runner and the 
left or right drive instructions from the pri¬ 
mary learning network. The output of this 
subsidiary network can then be trained, by com¬ 
parison with the output of the fixed circuits, 
to give reward and punishment signals which will 
allow the maze runner to run the maze on the 
basis of the red and green signals only. De¬ 
cisions can then be implemented by using the 

learned criteria in the subsidiary learning 
network rather than the fixed criteria origi¬ 
nally programmed; the fixed criteria box could 
be removed from the net. Before removing the 
fixed criteria box, it is essential that the 
learned criteria be completely learned, and 
that the learning elements in the subsidiary 
learning network are fixed, i.e. no longer 
statistical. The runner may now be lifted from 
the elementary maze, and it will run other more 
complicated courses on the basis of red and 
green lights only. The fixed criteria box acts 
in the capacity of a "teacher" which can be dis¬ 
carded once the lesson has been learned. Of 
course, the recognition of red and green lights 
is not a great deal more complex than the use of 
a nose sensor, and has been used for the purposes 
of a simple illustration. The argument remains 
good if the direction information is contained 
in writing scrawled on the wall, or in the di¬ 
rection of an arrow. In these circumstances, 
the inputs to the learned criteria box can be 
very complex and the proposed method for organi¬ 
zing the appropriate criteria would be a very 
real advantage. 

It cannot be overemphasized that success¬ 
ful application of this principle requires that 
the learned criteria network completely learn 
the function it is to perform. These learned 
criteria are in fact performance evaluators 
which must be cognizant of the whole gamut of 
possible choices in order to provide the proper 

Figure 3- System Diagram of Connections Necessary to Train 
Runner on the Basis of "Bumps on the Nose" and 
Organize Additional Learned Criteria Network. 
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Figure 4. Series Training 0/ Runner and Learned Criteria Network 

direction by means of reward or punishment. If 
the evaluation does not lead to a distinct di¬ 
chotomous choice, then the network will be con¬ 
fused by conflicting signals and will be unable 
to perform its basic function. The learned 
criteria network in this case represents a half¬ 
learned lesson and, as with humans, is of little 
use as a building block for more complex actions. 
In some cases, of course, the limitation may not 
be the criteria network itself, but rather the 
sensors and their inability to distinguish be¬ 
tween separate instructions. In this case the 
appropriate portions of the network will stabi¬ 
lize at some level reflecting the probability 
of determining the correct state. An alternate 
scheme for teaching the runner is shown in Fig¬ 
ure U. Here, the fixed criteria are used to 
organize the learned criteria, which, in turn, 
organize the primary net. This scheme can be ex¬ 
tended to other secondary sensors as shown in 
Figure 5 where the criteria associated with 
each sensor are learned in parallel under the 
training of the fixed criteria. The subsidiary 
learning networks implement specific learned 
criteria for each independent sensor which can, 
through use of the gating structure shown, be 
connected to the primary network in a priority 
order, by inhibiting the reward or punish sig¬ 
nals from all nets except the one having high¬ 
est priority. If two or more sensors are acti¬ 
vated at the same time, the sensor with the 
higher priority will be the only one to reward 
or punish the primary net. 

The above scheme assumes that some a priori 
priority has been established between the sensors 
by their particular nature or function. While 
this is undoubtedly true in a great number of 
common situations, it is also true that in other 
situations action is controlled by the mode in 
which the subject feels best qualified. This 

type of behavior corresponds to determining 
which of the learned criteria circuits having 
simultaneous inputs is best organized and allow¬ 
ing this circuit to reward or punish the primary 
net. In the case of networks implemented with 
statistical switches a quantitative measure of 
learning can be obtained directly from the 
switch states in the learned criteria circuits. 
Simulation of this type of behavior is there¬ 
fore a matter of sampling the total number of 
switches in each circuit, summing their differ¬ 
ences from the mid-point, and affording priority 
to the circuit having the greatest sum. 

The schemes developed show how fixed cri¬ 
teria programmed to implement the primary goal 
for an elementary sensor can be used to estab¬ 
lish learned criteria for higher order sensors 
without having to specify these criteria. The 
representation of this type system will require 
a large number of statistical elements distrib¬ 
uted between the main learning network and the 
various learned criteria positions. Under cer¬ 
tain circumstances it is possible that the 
learned criteria circuits may require more sta¬ 
tistical elements than the primary learning 
net, because of the complexity of the asso¬ 
ciated sensing equipment. 

Prediction Processes 

The principle of the development of learned 
criteria can also be applied to simple predic¬ 
tion processes. Consider the equation 

^^n + 1 - En + p) » 

E^Ep _ m....En» .... xr) 

The term on the left hand side represents a 
sequence of events + ^ ...En + p which will 

Figure 5. Extension of System to Multi-Sensor Situations 
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occur at some time in the future. The sequence 
En - m ••••®n represents a series of events 
which have already occurred and on which the 
nrediction of future events must be based. The 
terms x^ represent functions such as cork-
relation between past events. The process of 
prediction requires the discovery of the func¬ 
tional relationship F which will satisfy this 
equation. Provided this functional relation¬ 
ship is relatively simple and the quantities 

....xr represent logical connectives, this 
equation can be implemented by a system such 
as shown in Figure 6. Here successive events 
in the series are presented to the learning net¬ 
work and it is required to develop the next 
term. The necessary connective is developed 
under the influence of the learned criteria 
boxes indicated. These boxes have been organ¬ 
ized by successive application of a known series 
of events so that they develop the connectives 
between the second, third, fourth, etc. pre¬ 
vious events and the present event. Since there 
will undoubtedly be some disagreement between 
them (in general), some form of weighting must 
be applied to the separate reward or punish 
signals developed by these criteria. Summa¬ 
tion of the weighted signals will develop an 
overall reward or punishment which can be ap¬ 
plied to the learning network. Such a system 
can be applied with considerable facility to 
number series and probably to time-ordered 
phenomena. In theory it will also perform with 
mathematical progressions, however the practical 
considerations connected with the representa¬ 
tion of large numbers may preclude this. 

Remarks and Conclusions 

The definition and development of general 
goal criteria is one of the more complex prob¬ 
lems in learning system theory. The foregoing 
discussion is an attempt to delineate some 
basic principles which might be used to accom¬ 
modate complex situations and allow the develop¬ 
ment of criteria from simple training situa¬ 
tions. If the relative simplicity of teaching 
a learning system is to be preserved, it is 
essential that some such mechanism be developed. 
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BIOLOGICAL ENERGY AS A POWER SOURCE FOR A PHYSIOLOGICAL 
TELEMETERING SYSTEM 

Francis M. long 
University of Wyoming 

Laramie, Wyoming 

Summary 

A brief study of three biological energy 
sources, biological potentials and chemical 
gradients, blood pressure and flow, and mus¬ 
cular activity and motion, revealed that the 
first two possibilities presented difficult 
problems in electrode and tissue reactions and 
that the third possibility might have more 
immediate application. A theoretical study of 
an accelerometer system, utilizing relative 
motion, indicated that several milliwatts 
could be delivered to the damping mechanism. 
A test model employing a piezoelectric crystal 
as the mechanical to electrical converter 
and a tunnel diode oscillator was successfully 
operated at power levels of approximately one 
microwatt. 

Introduction 

One of the major problems confronting the 
researcher who wishes to obtain physiological 
data from internally implanted radio trans¬ 
mitters is that of obtaining a relatively 
long-life power source for the transmitter. 
The presently available miniature batteries 
have an energy capability which limits either 
the distance of transmission or the time 
duration, factors which often limit the choice 
of experiments available. For some applica¬ 
tions, this problem has been attacked by using 
low-duty-cycle pulse signals-1- and by using 
rechargeable batteries. This paper presents 
some results of an investigation into another 
possible energy source, the use of biological 
energy derived directly from the animal to 
power the transmitter. 

A general requirement placed upon such 
a system was that all energy required by the 
transmitter should be supplied by the subject 
and that this energy should be available for 
the useful life of the subject or for the 
duration of the test period. The following 
three subdivisions of possible biological 
energy sources were considered: 1) existing 
biological potentials and chemical gradients; 
2) blood pressure and blood flow; and 3) mus¬ 
cular activity and motion. From consideration 
of a minimally acceptable telemetry system, a 
power output of at least one microwatt by the 
power source was deemed necessary. Studies of 
the tolerance of average sized dogs to surgi¬ 
cally implanted packages gave the following 
specifications on the volume and the weight 
of such packages: maximum weight, 200 grams; 

maximum dimensions, 5 cm x 5 cm x 2 cm. 

Preliminary Investigations 

With the specifications of the power 
source determined, a study of the three sub¬ 
divisions of biological energy chosen was 
begun. The preliminary study was concerned 
with attempting to estimate the energy avail¬ 
able from the possible sources, with the means 
available, in a non-specific way, for con¬ 
verting such energy to a usable form, and with 
possible difficulties in utilizing the energy 
from these sources. 

Existing Potentials and Chemical Gradients 

Biological potentials and chemical grad¬ 
ients were grouped together because a device 
utilizing either would have many components and 
problems similar to a device utilizing the 
other and because both would be extracting 
energy from processes which are essentially 
chemical in nature. Two such sources studied 
were the nerve potentials and the stomach 
potentials. 

The resting potentials and action poten¬ 
tials of nerves have been studied by physio¬ 
logists for many years. A summary of current 
pertinent knowledge concerning these potentials 
can be found in Stacy, et al.3 With regard to 
utilizing nerve potentials as a possible 
electrical power source, three difficulties 
were immediately evident. They were: 1) the 
voltage magnitude apparently rarely exceeds 
100 millivolts, which is a small value to be 
directly usable; 2) the quantity of energy 
available would be small since it must be 
replaced by the normal metabolic processes of 
the body; and 3) the direct extraction of 
electrical current (electrons) from such sources 
appears to be a formidable problem. 

The stomach potentials are potentials 
which exist between the mucosa and serosa of 
the stomach and which are thought to be in 
some way connected to the stomach's production 
of hydrochloric acid. Rehmh, investigating this 
potential in the dog, found that, associated 
with the production of HC1, an energy equivalent 
to approximately 9 microwatts per square centi¬ 
meter of stomach tissue area was produced. The 
difficulties to be overcome in order to utilize 
this energy are: 1) the reported potential of 
approximately 6$ millivolts is a small value 
to be directly usable; 2) the equivalent source 
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internal impedance appears to be variable; 
3) suitable electrode systems would apparently 
be very complex and very large in size in terms 
of known components and techniques; and U) per¬ 
manent electrode contact with body tissues 
under these conditions presents problems in 
tissue reaction. 

The presence of chemical energy gradients, 
such as the hydrogen ion concentration difference 
between the stomach and the bladder from which 
electrical energy might be extracted are also 
well known physiological occurences. However, 
the difficulties in the utilization of this 
energy are principally those already mentioned 
for potentials. 

With regard to the direct utilization of 
body potentials and gradients, it appears that 
electrodes used must either enter directly into 
a chemical reaction and thereby eventually be 
destroyed or leave toxic residues, or electrodes 
which are inert may be used with the attendant 
problems of supplying or removing gases which, 
among other things, would disturb previously 
established contact conditions. 

These electrode problems are not insur¬ 
mountable. The primary consideration at present 
is the development of miniaturized electrode 
systems which can perform the necessary conver¬ 
sion from the physiological electron transport 
mechanism to the conduction type of electron 
flow in metallic conductors. Without such 
electrode systems, the true power which can be 
delivered by these physiological potentials 
cannot be accurately measured. Thus, the 
development of power supply systems using these 
potentials is also delayed. 

Blood Pressure and Blood Flow 

Considerable quantitative data are avail¬ 
able concerning blood flow and blood pressure in 
various animals. According to Dukes^, the 
approximate total power output of the heart may 
be calculated with the following equation: 

Energy per minute * _Z_ QR + Kg-m 
6 g 

where Q is the minute volume of the blood in 
liters 

R is the resisting pressure in meters of 
blood 

m is the mass of blood moved per minute 
in kilograms 

V is the blood velocity in meters per 
second 

g is the gravitational constant, 9.8 meters 
per second per second 
With the appropriate parameter values, calcula¬ 
tions show that the power output of the heart of 
a cow is about 12 watts, that of a man about 8 
watts, and that of an average size dog about 0.6 
watts. Thus the heart could easily supply the 
required power if suitable conversion methods 

could be found. 

The Potter Instrument Company has constructed 
a device, the Potter Electroturbinometer, which 
can measure blood flow rate.8 This device and its 
associated instrumentation was designed and used 
to measure blood velocities by having a small 
turbine, inserted into the blood stream, generate 
an electrical signal proportional to the blood 
velocity. Such a device might be converted to 
serve as an electrical power source. However, 
for permanent use, as the article states, the 
problems of blood clotting caused by foreign 
bodies in the blood stream, hemolysis, and 
damage to the platelets by mechanical abrasion 
still remain. 

The pressure differential existing between 
the systolic and diastolic pressures might also 
be utilized by employing suitable pressure 
transducers. One of the major problems with 
such a method is the tendency of the arterial 
wall tissues to atrophy when their normal move¬ 
ment is constricted. Thus, encircling bands or 
surgical insertion of transducers in the arterial 
wall are presently of dubious value. However, 
there is reason to believe that this difficulty 
will be increasingly minimized as research 
continues. 

The general sensitivity of the circulatory 
system to outside disturbances existing for any 
length of time presents serious difficulties. 
It is probable that new techniques and the modern 
anticoagulants such as heparin may yet lead to 
solutions which the circulatory system can 
tolerate. 

Muscular Activity and Motion 

Two possible methods of utilizing muscular 
activity and motion proposed were: 1) the use 
of a single muscle which could be detached at 
one end with no great inconvenience to the 
animal; and 2) the use of bodily motion, both 
total motion and internal relative motions. 
The study of muscles has been pursued in great 
detail for some time and the physiological and 
mechanical properties are well known and will 
not be repeated here. 

The method of utilizing a single muscle 
detached at one end but intact at its other 
contact point for nutrition and nerve connection 
was studied. The investigation was not continued 
in detail when it became evident that a feed¬ 
back stimulating system would be complex and 
when the recovery rate of a muscle from contrac¬ 
tion was found to be very slow for continued 
stimulation. 

A preliminary study of body motion indicated 
one important advantage this method possesses 
over those previously discussed. This was that 
no direct interference with body processes need 
be made. A device utilizing motions could be 
completely encased in physiologically inert 
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materials and the only physiological problem 
would be that of the volume and weight toler¬ 
ances of the animal carrier. 

Power Available From Motion 

Based upon the results of the preliminary 
investigations of the three possible energy 
sources, a more detailed study of motion was 
initiated. Two types of motion were considered, 
an approximately single frequency excitation 
such as that of the respiration system and an 
approximately random excitation such as that of 
the total body motion of an animal. An acceler¬ 
ometer method of extracting energy from these 
motions was chosen for study. The power avail¬ 
able from such a system can be found by deter¬ 
mining the power delivered to the damping. A 
simple mass, spring, and damping system is 
shown in Figure 1. Its describing equation is 
2 2 

dt7 dt at2

Single Frequency Excitation 

The instantaneous power delivered to the 
damping in such a system is 

Single frequency excitation can be described as 
x(t) = Xm sin /31 where X is the amplitude of 
the excitation and /3 is the radian frequency of 
the excitation. Omitting the rather lengthy 
algebra, the average power delivered to the 
damper is, for critical damping: 

Some typical values for these parameters might 
be: 
Xm « 0.005 meters 
m ”0.1 kilogram 

■ 3 radians per second 
k =10 meters per kilogram 

Then, 
Pav - 15 milliwatts. 

Random Frequency Excitation 

The problem of describing total body motion 
presented some difficulties. A preliminary 
study revealed that if an animal is subjected 
to random stimuli and is free to respond in 
any manner he selects, the animal's motion 
would, in all probability, also be random in 
nature. From studies of random signals such as 
those by Wiener?, it was found that a suitable 
mathematical description could be made by 
specifying an autocorrelation function for the 
motion and, by analogy with the work cited, that 
an expression for the power available from the 
motion could be derived. 

v(t) v(t dt 

An autocorrelation function is defined as 
follows : 

T 
0(T) - lim A. ( 

T-^oo 2T / 
-T 

where 'T is the delay time, v(t) is the time 
description of the function, and v(t + 7") is 
the time description of the function when de¬ 
layed by the time 7'. Thus, an autocorrelation 
function compares a given function with itself 
after it has been delayed and yields a quanti¬ 
tative measure of how well it does compare at 
these times. If the function is truly random, 
the 0(^7^) approaches zero as t* is allowed to 
increase, that is, there is no relation between 
the signal characteristics at two sufficiently 
displaced times. 

Using the fact that the Fourier Transform 
of is the power spectral density, or for 
purposes of this paper, the squared velocity 
spectra, j V(ju>)| 2, the following expression for 
the average power in a random signal can be 
developed:$ 

P “2^1 dw • 

Because the motion which actually delivers the 
power is not the total body motion but the 
motion of the accelerometer mass, this power 
integral must be modified to include a transfer 
function relating the motion of the mass to 
the total motion. This is a simple result from 
linear systems theory and yields the following 
power integral: 

P - (|T(j<x>)p |v(joi)| 2 dco 

where|T(j u>)| 2 is the required transfer function 
term. 

A study of various autocorrelation functions 
resulted in the acceptance of the exponential 
form, a widely used form in work of this kind. 
That is: 

tw?2 .-“■w
where r is the root-mean-square velocity and 

is the so-called "cut-off" frequency of the 
frequency spectrum of the motion. Therefore, 

o 

following from the previous discussion. 

The linear transfer function for the 
accelerometer system in Figure 1 is found by 
Fourier methods and is 

T(juJ) -tù _ 
/ k 2\ . ,u>c 

70 



For other accelerometer systems studied, similar 
expressions were obtained. 

The resultant power integral for this 
system then becomes: 

This integral is a type which can be evaluated 
by the method of residues and the solution is: 

This result is especially interesting when 
compared with similar expressions developed for 
other accelerometer systems. For example, if 
the mass - spring system is replaced by a 
simple pendulum system, the power equation is: 

m is the mass of the pendulum bob 

B is the rotational damping constant 

1 is the length of the pendulum arm. 

In these two expressions, and for others for 
somewhat more complex systems, the term 
appears as a multiplier for a bracketed expression 
which has a limiting value of 1.0. Thus, the 
maximum possible power derivable is determined by 
the expression: P Some typical 
values for these parameters might be: 

O' ■ 0.005 meters per second 
m = 0.1 kilogram 

“ 6.28 radians per second. 

For these values, Pmax = 58 milliwatts. 

The importance of this result, as for the 
single frequency case is that the magnitude 
of the power deliverable to the damping is of 
the order of tens of milliwatts. This is a very 
satisfactory value in terms of the specifications 
assigned to the problem. 

Mechanical to Electrical Conversion 

The problem of converting the available 
mechanical power into usable electrical power 
was approached by two methods. They were, 
1) the use of a permanent magnet rotor a-c 
generator, and 2) the use of piezoelectric 
crystal. These two methods were to produce an 
alternating current which would then be recti¬ 
fied and the resulting direct current applied to 
a miniaturized transmitter. 

The Permanent Magnet Generator 

Several generator configurations were 
studied and many difficulties with this method 
were found. Among the more serious difficulties 
were 1) the reduction of the total weight and 
volume of the generator while maintaining a 
suitable magnetic flux path; 2) the "locking-in" 
of the pole faces of the rotor on those of the 
stator; and 3) the relative velocities of rotor 
and stator were small, requiring a large number 
of turns of copper wire, also conflicting with the 
weight and volume requirements. As a result of 
these limitations, construction of a miniaturized 
generator was not attempted. 

Piezoelectric Crystal 

Piezoelectric crystals of various materials 
have been used as electro-mechanical trans¬ 
ducers for some time. These crystals can be 
obtained easily and usually are not expensive. 
The major advantage offered to this investiga¬ 
tion by these crystals was their light weight 
and small volume. 

The output voltage of a piezoelectric 
crystal can be very high. Values to 20,000 
volts have been reported by the Clevite 
Corporation for a special ceramic type.^ A 
typical phonocartridge will deliver ù - 5 volts 
to an open circuit or very high impedance. How¬ 
ever, the equivalent source impedance of a 
piezoelectric crystal is very high, normally 
100,000 ohms or higher, presenting an impedance 
matching problem in circuits requiring a low 
impedance source. Measurement of the d-c power 
output of a Rochelle Salt crystal in a phono¬ 
cartridge indicated that the crystal could 
deliver approximately 15 microwatts to a matched 
load at a voltage of approximately 0.5 volts. 

A Test Model 

To test the feasibility of using a piezo¬ 
electric crystal as a power source, a working 
model consisting of a phonocartridge, the 
associated impedance matching and rectifier 
circuits, and a simple negative resistance 
oscillator was built. This device was then 
tested to determine if the electrical properties 
were satisfactory. No attempt was made to 
miniaturize the phonocartridge or optimize its 
characteristics, it was used as it was purchased 
(for SI.27). This was probably the least 
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desirable crystal source possible. 

The Piezoelectric Power Source 

Because semiconductor devices are more 
nearly current operated devices than voltage 
operated ones, an impedance matching transformer 
was used. It was a miniaturized transistor input 
transformer with a 100K to IK impedance trans¬ 
formation, available from any electronics firm. 
It was possible to use a transformer, even for 
the relatively slow motions, if the mechanical 
coupling to the crystal was of such a nature as 
to allow a small amount of free mechanical 
vibration. These vibrations were found to vary 
in the neighborhood of 100 - 1,000 cps for the 
crystal used. The output of the transformer 
was then rectified with a semiconductor diode 
full wave rectifier with a U7 microfarad output 
capacitor. Although the diodes caused approxi¬ 
mately 0.5 volts drop in the forward conducting 
direction, the power source was capable of 
delivering more than 10 microwatts at an im¬ 
pedance level of somewhat more than 1,000 ohms. 
This output was possible with a very light 
mechanical coupling to the Rochelle Salt crystal. 

The Oscillator Circuit 

The oscillator circuit connected to the 
power source employed a Hoffman Hu—10 Uni-tunnel 
diode in series with an inductor. Because the 
negative resistance of this connection was 
approximately 3,000 ohms, a series connection 
to the power source was possible. The resultant 
oscillation was a very fine sine wave. A 
schematic diagram of the complete test circuit 
is shown in Figure 2. 

The power required to sustain oscillations 
was estimated from the d-c voltage and current 
requirements and was 

P. • “ (O.12O)(5 X 10“6) - 0.72 micro-
ln dC dc watts. 

The r-f circulating power was estimated by using 
the following formula taken from the General 
Electric Tunnel Diode Manual: -æ 

P - Í2 watts 
0 28 

where Ip is the peak current at the beginning of 
the negative resistance region. Thus, for the 
tunnel diode used, with Ip measured on a curve 
tracer, 

p . 6 X IO"6 . 0>22 microwatts. 
° 28 

Problems to be Solved 

The test model used to demonstrate the 
feasibility of using motion as a power source 
pointed up several problems which must be solved 
before such a system would become at least a 

partially satisfactory solution to the power 
supply problem. Some of these problems are: 
1) a non-dissipative or very low dissipation 
voltage or current regulation method must be 
developed as the output of the system varied 
rather widely, depending upon the strength of 
the mechanical excitation; 2) miniaturization 
of the crystal support structure must be accom¬ 
plished, and 3) a method of storing generated 
energy would be desirable for use during the 
periods when motion ceases. Solutions to some 
of these problems should be straightforward 
while others may require time to accomplish. 
The use of ceramic piezoelectric crystals should 
alleviate some of the difficulties because of 
the greater power output possible. 

Conclusions 

These brief investigations of direct 
biological energy conversion indicated that the 
existing potentials and gradients could deliver 
only small amounts of power and that the con¬ 
version of these energies to electrical current 
is a complex and presently unacceptable solution. 
The circulatory system could supply the required 
power but again suitable conversion methods 
are apparently not available at this time. Util¬ 
ization of the energy of motion appears to be 
feasible and at least one method has considerable 
promise. 

The study of the biological sources 
presented in this paper is by no means exhaustive 
and perhaps solutions to some of the problems 
described herein may be forthcoming in the near 
future. Certainly this study indicated that 
further investigations into this problem are 
warranted. 
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ANALOGUE COMPUTATION OF ALVEOLAR GAS PARAMETER VIA DIRECT TECHNIQUE 
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and 
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Summary 

The technique described uses the 
Bohr equation as the basis of the 
computation, i.e., Alveolar Ventilation 

X (Fec°2 - FjC02) dt 
° CfTcõ^T^cõT) 

(All values at the mouth) 
(Peak FeC02= FaC02) 
The signal representing flow of gas 
at the mouth is obtained from a differ¬ 
ential pressure strain gauge, and 
the carbon dioxide percentages from an 
infra-red analyzer. A system of relays 
(whose timing is obtained from the flow 
signal) used to obtain F1CO2 and peak FeC02 values, and by appropriate sub¬ 
traction, the peak and running differ¬ 
ence between expired and Inspired 
carbon dioxide concentrations. The 
flow signal is corrected and syncho-
nized and the quantities multiplied, 
integrated (using modified standard 
analogue computing components) and 
read out in appropriate form. 

Introduction 

In first using analogue computer 
data processing in the study of 
respiratory physiology and pharma¬ 
cology, Bellville and Seed (1) em¬ 
ployed Gray's equation, an empirical 
relationship between tidal volume and 
alveolar ventilation (2) to obtain 
the latter from the former. A special 
purpose analogue computer was con¬ 
structed by the present authors (3) 
using this equation and with it a 
comparison study of respiratory de¬ 
pressant effects of narcotics was 
performed (M. Tidal volume is easily 
determined by performing an integration 
of exhaled flow rate and applying 
suitable corrections for temperature, 
pressure, etc. Alveolar ventilation 
is generally considered to be of some¬ 
what more fundamental importance than 
tidal volume as a parameter appropriate 

to the study of the function of the 
respiratory center. The following is 
a method of determining alveolar venti¬ 
lation which adheres more closely to 
theoretical considerations, and has a 
higher order of accuracy. 

Considering the volume of exhaled 
carbon dioxide (in the absence of 
inhaled carbon dioxide) the following 
series of equations can be developed: 

VEC02 ̂ /fLOW X FeC02 dt (1) 
But all the exhaled carbon dioxide came 
from the alveolar gas; (none from the 
dead space); and therefore represents 
an equivalent volume (VA) at a concen¬ 
tration of gas equal to the alveolar 
concentration, namely FaC02. Therefore 
we have: 

VA X FaC02 = J'FLOW X FeC02 dt (2) 
From this is determined alveolar venti¬ 
lation, VA . 

VA = ÍfLOW X IEÇO2 dt (3) 
A J FAC02

As FAC02 is a constant, it can either 
be Incorporated into the integrand or 
left outside. If carbon dioxide is 
inhaled the dead space air also con¬ 
tains carbon dioxide at a concentra¬ 
tion, (FjC02) which is greater than 
zero, and the equation assumes the 
following form: 

Alveolar ventilation = VA = 

J FLOW X (FeCÛ2 - FtC02) dt (M 
(FAC02 - FjC02 j 

This is derived as follows: 

VE = VD + VA 
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i. e. the total exhaled volume is the 
sum of the gas from the dead space 
and gas from the alveoli, and similarly 
with the exhaled carbon dioxide, 

•'• VeC02 = vDC02 + ^AC02 
But the gas in the dead space is the 
same as the inhaled gas, 

.*. VDC02 = VD X FjCOg 

= (VE - Va) FjC0 2 
and, 

VAC02 = (VA) faco2
vE co2 - ve(ftco2) = 
vA^AC02 - FjCC^) 

and Ve(FjC02) - FTC02J FLOW dt 
(VEC02) - J"(FLOW) (FeC02) dt 

Since FjC02 is constant and can be 
brought under the Integrand; 

(VEC02) - Ve.FjC02 = 
J^(FLOW) (FeC02 - FjC02) dt 

= VA(FAC°2~ F^) 

• V. = rFLOW X (FeC02 - FjCOg) dt (5) 
A J (FAC02 - FjC02) 

which obviously reduces to equation (3) 
when FjC02 is zero. 
The present paper is concerned with the 
instrumentation of this equation on a 
special purpose analogue computer. 
For a more detailed derivation of the 
respiratory equations, see references 
(5) and (6). 

Transducers 

A. Ventilation 

The ventilation transducer consists 
of a Fleisch pneumotachograph, which 
is a heated honey-comb screen through 
which the subject Inhales and exhales. 
The pressure differential across a 
fixed portion of the screen is then 
sensed by a Statham differential 
pressure strain gauge (Model PM 1?) 
and amplified by a suitable amplifier, 
(Brush "Universal"). The push-pull 
output of this amplifier is then pre¬ 
sented to the computer as the flow 
signal. 

B. Carbon Dioxide Analysis 

Carbon dioxide is analyzed with a 
Godart "Capnograph" infra-red sensor. 
The sample for analysis is obtained 
from a small tube inserted close to the 

entrance of the pneumotachograph in¬ 
stead of at the customary place, the 
lips. As the calculation depends on 
the formation of the product of flow 
and carbon dioxide fraction, it was 
thought more appropriate to obtain both 
values at the same point. 

Computation 

(See Figure 1 ) 

The only portion of the computation 
presenting any difficulty is the forma¬ 
tion of the product of flow and the ex¬ 
haled fraction of carbon dioxide (FEC02). 
This difficulty resides in the fact that 
there is a time discrepancy between the 
output signals of the flow and the 
carbon dioxide transducers. The flow-
sensing device is extremely rapid and 
can be considered instantaneous. The 
carbon dioxide analyzer has both an 
electrical and a mechanical lag of about 
80 to 100 milliseconds. This is the 
time necessary for the sensing membrane 
to change position and produce a new 
value of capacitance. This lapse, 
added to a sampling lag of similar order, 
yield is a delay of 180 to 200 milli¬ 
seconds. 

As both of these quantities (FaCÛ2 and flow) vary asynchronously, 
it is not possible to use an average 
with respect to time for either of 
them, because an average with respect 
to volume exhaled would be required. 
Consequently, a time delay was de¬ 
veloped using a modification of the 
Padé approximation described by 
Dr. P.R. Hansen (7). The computer set¬ 
up performs the transfer function of 
the inverse Laplace transform of e” st 

(t being the appropriate time lag). 
Instead of the formal expansion, 
_ —st _ -i st + s2t2 _ s^t^ + 

1! ~TT 3! 
a ratio of polynomials is used, which 
permits neglect of the higher order 
terms(above s2t2). 

e -st 
3 II + II2

1 ’ 2 ts ts 

2 ts 
II 2 
ts 

The circuit to generate this 
transfer function is shown in Figure 2. 
Its advantage over the more usual 
expansion is that the feedback capaci¬ 
tors are identical for the two inte¬ 
grator stages, and it is thus easy to 
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vary the time delay by altering the two 
capacitors. This type of approximation 
is quite adequate for the very low fre¬ 
quencies involved, namely those of less 
than three cycles per second. At these 
frequencies attempts to devise a tape 
delay are extremely difficult, as modu¬ 
lation and demodulation errors are 
quite significant. The transfer function 
technique seemed more appropriate and 
at least as accurate for these low fre¬ 
quencies. The response to step function, 
of course, is poor, but such functions 
are not encountered In respiratory 
physiology practice. 

The output thus represents the 
delayed flow function, which is then 
fed into the Philbrick multiplier 
divider unit (GAP/R KÇM) as part of 
the numerator. The output of this 
stage is also integrated to give a 
voltage representing tidal volume. 

Computation 

Carbon Dioxide ; 

Here it is required to find both 
the values for (FEC02 - FiCOg) and 
(FAC02 - FjC02). The values for the 
alveolar carbon dioxide fraction and 
the inhaled carbon dioxide fraction 
(FAC02 and FjC02) are first determined 
and held on storage circuits. The 
values are obtained by sampling the CO2 
signal at the appropriate times, namely 
at the end of exhalation and at the 
end of inhalation. By relay switching, 
the signal is transferred to the 
storage circuit In ten milliseconds 
(which is less than 1^ of a typical 
cycle) and held there throughout the 
succeeding breath while computation 
is performed. The outputs of the 
stages representing exhaled, Inhaled 
and alveolar carbon dioxide fractions (FeC02, F1CO2, and FAC02> are then 
fed to two subtraction circuits so ttat 
the appropriate differences are ob¬ 
tained. These are then inserted, one 
into the numerator and one into the 
denominator position on the multiplier-
divider. Thus, the output of the 
multiplier-divider (which is of the 
form AB ) is the integrand, namely 

FLOW X F̂eC02 - FiC02). This is then 
(FAC02 - F1CO2) 

integrated and the output of this 
stage represents the alveolar ventila¬ 
tion. 

Computation 

Results ; 

The remainder of the computation 
consists simply in obtaining the values 
for tidal volume and alveolar ventila¬ 
tion both for each breath, and as 
ventilation rates on a per minute basis. 
The former values are obtained by 
feeding the outputs of the appropriate 
Integrators to storage circuits at the 
proper time, namely at the end of ex¬ 
halation. These stages therefore con¬ 
tain a voltage analogous to a volume 
(either tidal volume or alveolar 
ventilation) and are reset for the 
breath. The outputs of the tidal 
volume, alveolar ventilation and 
alveolar carbon dioxide stages are 
allowed to integrate for one minute 
and their outputs then transferred to 
storage circuits after which the inte¬ 
grators are re-set. The storage cir¬ 
cuits then contain voltages repre¬ 
senting ventilation in liters per min¬ 
ute, both tidal and alveolar, and also 
a one-minute average for the alveolar 
carbon dioxide fraction. These three 
values are read out on a Hewlett-
Packard digital volt-meter and printer 
system. The per-breath values are 
displayed both on strip charts, and on 
an X-Y recorder, when appropriate. 

Relay System 

(See Figure 3) 

This performs the functions re¬ 
ferred to in the two preceding para¬ 
graphs . 

Two separate but similar relay 
configurations are used, one operating 
at the end of each exhalation and the 
other operating at the end of each 
minute. The former consists of three 
six pole double throw relays operated 
by a voltage crossing detector which 
senses a fall in value from peak (about 
20 volts) of the flow signal to 200 
millivolts (which represents the end 
of exhalation). This is used as the 
signal for the operation of the six 
pole relays. Consider the three re¬ 
lays A, B and C: Relay A - When a 
relay A operates, its normally open 
contacts feed power to relay B, and 
when relay B operates, a pair of its 
normally open contacts feeds power to 
relay C through a 2 microfarad capaci¬ 
tor. Relay C’s action is momentary 
owing to the differentiating effect 
of the series capacitor. A combination 
of a normally closed contact on A and 
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a normally open contact on B will 
occur momentarily at the end of ex¬ 
halation. A relay path of this form 
is used both to find exhaled fraction 
of carbon dioxide (F^CC^) and to read¬ 
out tidal volume and alveolar venti¬ 
lation at the end of each breath. As 
the opposing change of state occurs 
at the beginning of exhalation, a 
normally open contact on A and a 
normally closed contact on B will allow 
determination of the value for inhaled 
fraction of carbon dioxide (FjCOg)-
The momentary operation of relay C 
serves to short out the Integrators 
so that a new computation may begin. 
The four-pole double throw relays 
used for the minute average values 
operate in exactly the same manner, 
except that the sequence of operations 
is initiated at the end of each minute 
by a timing clock. 

Conclusion 

An apparatus is described for 
analogue data processing of respiratory 
gas parameters which will allow de¬ 
termination of tidal volume and alveolar 
ventilation, both on a per breath basis 
as a volume, or on a per minute basis 
as a rate (llters/mlnute). Values 
for alveolar carbon dioxide fraction 
and inhaled carbon dioxide fraction 
(again on a per breath or a per minute 
average basis) are also derived. The 
minute averages are printed out, the 
other data recorded in strip-chart 
form. 

Appendix 

Symbols in Respiratory Physiology 

The symbols used here conform to 
the standards published in Federation 
Proceedings 9:602, 1950. 

General variables 

V Gas volume In 
general. 

V Gas volume per 
minute. 

F Fractional con¬ 
centration of 

gas in dry phase. 
P Pressure, mm Hg. 
I Inspired gas 
E Expired gas 
A Alveolar gas 
D Deadspace 
T Tidal 

E.G.V. Expired alveolar ventila¬ 
tion. 

Vp Tidal minute volume. 
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B • FfC02- F1CO2 
C» FACÓ2-FICO2 

Fig. 1. Block diagram. 

X 

Delay -T: Capacitor ■ 

180 MS time delay (suggested by P.O.Hansen) 

Fig. 2. Time delay. 

Fig. 3. Relay system (A sample path is shown). 
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DEVELOPMENT AND OPERATION OF CHRONICALLY IMPLANTED ELECTRONIC DEVICES 
WITH THEIR EFFECTS, IN EXPERIMENTAL ANIMALS* 

Neal R. Cholvin, 
Department of Surgery & Medicine, College of Veterinary Medicine 

Michigan State University, East Lansing, Michigan 

Summary 

This study was an investigation of the feas¬ 
ibility of monitoring several physiologic parame¬ 
ters with chronically implanted transducers in 
experimental dogs. Sensors for detecting cardiac 
potentials, heart sounds, respiration rate and 
arterial pulse diametric fluctuations were devel¬ 
oped, implanted and observed for periods of time 
ranging up to three months. A mathematical 
treatment was developed for a capacitive microm¬ 
eter operating with a VHF transmission line. 
This type of transducer was fabricated and tested 
around large arteries of the dog. Problems as¬ 
sociated with maintaining chronically implanted 
transducers and lead systems are enumerated. The 
tissue reactions and responses of the dogs to 
implanted electronic devices are discussed. 

Implan t Materials 

There are two general types of materials 
used in surgically implanted electronic devices. 
Coating materials and electrical insulators make 
up one group. Ideally, these should be efficient 
electrical insulators, with low dielectric con¬ 
stants. They should be impermeable to body tis¬ 
sue fluids and to water vapor. In addition, they 
should be biologically inert (both chemically and 
with respect to foreign body effect), as well as 
noncarcinogenic and nonal1ergenic. They should 
be easily fabricated and under continual mechani¬ 
cal stress should remain stable. Materials of 
this group which have been implanted in mammalian 
tissue are polyethylene, formalinized polyvinyl 
alcohol, various medical grade silicone rubbers 
and halogenated carbons. The last two materials 
exhibit most of these desirable properties. Dis¬ 
cussion of the uses and relative merits of some 
of these synthetics have been presented by Bing' 
and Brown, et al ■ 

Electrical conductors comprise the second 
group. They can be used to deliver a signal from 
an internal source to a point on the body surface. 
Generally, these wires are coated with Inert in¬ 
sulators. One reason for insulating lead wires 
is to minimize the dissipation of an electrical 
variant in the body tissues. Another reason is 
to prevent the electrolytic action of tissue 

* This investigation was conducted in the Depart¬ 
ment of Veterinary Physiology and Pharmacology, 
Iowa State University, Ames, Iowa, during the ten¬ 
ure of a Postdoctoral Research Fellowship from 
the National Heart Institute, United States Public 
Heal th Service. 

fluids acting on metallic conductors, causing 
both lead deterioration and tissue injury. Ven¬ 
able and Stuck-^ have reported that most bio¬ 
logically inert metals, including the stainless 
alloys, show some reactivity when embedded in 
tissues. The third reason is to provide mechani¬ 
cal support for metals which fatigue and break 
when stressed by body movements. Several stain¬ 
less metals are recommended for embedding in 
tissues. Of the surgical stainless steel alloys, 
SMO 18-8, types 316 and 3O2*, are least affected 
by mechanical stress. A commercially available 
conductor**, consisting of stranded stainless 
steel wire which has been copper and then silver 
plated, was used for implanted leads in this in¬ 
vestigation. 

An extensible semiconductive silicone rub-
ber*** is available. It has a volume resistivity 
of approximately 60 ohms per centimeter. This 
unique substance showed promise as an implantable 
strain gauge. 

Implantable Transducers 

Physiologic transducers which are to be 
chronically implanted must not only exhibit sta¬ 
tic and dynamic accuracy but must be physiologi¬ 
cally nonreactive. They should also function 
faithfully in the presence of mechanical and 
chemical stresses imposed by body movements and 
tissue fluids. In order to obtain implantable 
transducers able to function under these stresses, 
some compromise of attributes for accuracy was 
requ i red. 

Elect rodes for Cardiac Potentials 

An electrode consisting of a 5 mm. terminal 
loop and lead wire of 0.010 inch stainless steel 
was fabricated. The lead wire was encased in 
teflon. The loop was affixed to a 2 mm. by 15 mm. 
by 15 mm. wafer of polyvinyl alcohol surgical 
grade sponge. On the surface of the wafer oppo¬ 
site the electrode loop was cemented a 15 mm. by 
30 mm. piece of Silastic X-30146 sheet**** using 
Dow Type A Medical Adhesive. The spongy wafer 
was incorporated into the electrode design to 

** Amphenol #414-004. R. F. Products, Danbury, 
Conn. 

*** Silastic S-2086, Dow Corning Center for Aid 
to Medical Research, Midland, Michigan 

•tririric Dow Corning Center for Aid to Medical 
Research, Midland, Michigan 
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provide a synthetic matrix into which cells of 
the epicardium could penétrate, immobilizing the 
implant. The silicone rubber sheet, which 
strengthened the union between wafer and elec¬ 
trode, also provided a slick non-adhering surface 
that prevented adhesion between the implant and 
the pericardial sac. 

Two of these devices were implanted in each 
of four dogs. One electrode was applied to the 
surface of an auricle, the other to the corres¬ 
ponding ventricle. Each plaque was affixed to 
the epicardium with a suture. This suture an¬ 
chored the implant until tissue invasion immobil¬ 
ized it to the surface of the heart. A view of 
the union of the wafer with tissue cells is shown 
in Figure 1. Grossly, the tissue reaction pro¬ 
voked by the device was great. The magnitude of 
the direct cardiac QRS potentials detected by 
these electrodes did not exceed 10 millivolts for 
any of the four dogs. A relatively low output, 
plus the high physiologic "reactance" of the im¬ 
plant, negated the usefulness of the device. 

EKG electrodes implanted in bones of the rib 
cage were investigated. Intraosseous placement 
of electrodes would tend to minimize electrical 
interference from skeletal muscle action poten¬ 
tials. In addition, the modulation of the elec¬ 
trocardiogram by changes in electrode position 
would be limited to that caused by the movements 
of the thoracic cage during respiration. This 
type of electrode consisted of a small stainless 
steel bone screw to which was attached the lead 
wire. One electrode was implanted in the sternum 
at the level of the fifth rib, and another in the 
dorsal process of the ninth thoracic vertebra in 
each of ten dogs. Implantation was achieved by 
a relatively simple surgical procedure. 

Satisfactory tracings of EKG potentials 
were recorded for the trial for seven of the ten 
dogs. Figure 2 shows a tracing taken 14 days fol¬ 
lowing implantation. The electrocardiograph tra¬ 
cings are modulated slightly by respiratory ef¬ 
forts. Typical recordings showed a steady base¬ 
line. In six of the ten implants, a lead wire 
was found to be broken and detached from the 
screw at the end of the experiment. Detachment 
was probably due to mechanical stress and deteri¬ 
oration from electrolytic action. In each case 
where detachment occurred, the wire end was se¬ 
curely embedded in connective tissue reaction 
adjacent to the rib. The recording in this sit¬ 
uation did occasionally show baseline shifts not 
attributable to respiratory fluctuations. 

Piezoelectric Heart Sound Transducer 

This type of sensor was selected because of 
its relatively high output. It could function 
without an external power source. A small con¬ 
tact microphone coated with silicone rubber was 
implanted subcutaneously in the left thoracic 
area in ten dogs. The output from this heart 
sound transducer fell in the range of from one to 

five millivolts. Figure 2 shows a recording 
taken 14 days after implantation of the piezo¬ 
electric transducer in one of the dogs. The 
first and second heart sounds are easily distin¬ 
guishable. Recorded sounds due to body movements 
were present in recordings taken during periods 
of vigorous activity. 

The disadvantage of this high impedance de¬ 
vice was the progressive decline in output caused 
by the penetration of moisture into the crystal 
holder and/or into the lead system. The maximum 
interval over which crystal microphones functioned 
satisfactorily was 21 days. 

In some cases, gross tissue fluid accumula¬ 
tion resulted when seals between components were 
faulty. In the remaining cases, water vapor 
penetrated the silicone rubber protective coating 
of the microphone. Sullivan, et al*1 encountered 
similar difficulties while investigating the 
operation of chest sound transducers in primates. 

Capacitive Epivascular M icromete r 

Rushmer^ and Barnett, et al noted the 
near-linear relation of blood pressure and aortic 
circumference in the dog. The concept and utili¬ 
zation of a capacitive device for detecting 
arterial pulse fluctuations has been reported by 
Adams and Corell 7. This phase of the investiga¬ 
tion deals with the detection of diameter changes 
in the large arteries of the dog utilizing a two 
plate capacitive transducer. The transducer 
plates were insulated by embedding in a thin 
shell of insulating serum-proof silicone rubber. 
Cyclic fluctuations in vessel diameter varied the 
spacing between the plates, correspondingly vary¬ 
ing the capacitance of the transducer. Practical 
dimensions for an implantable transducer limit 
the capacitance of the device to less than 50 
micromicrofarads. However, by energizing the 
transducer with VHF oscillations through a co¬ 
axial transmission line of proper length, the 
impedance at the input end of the transmission 
line can be converted to a convenient magnitude. 

A capacitive transducer around the aorta of 
a dog would have the equivalent circuit shown 
below. 

The impedance of this device at a frequency 
of 100 megacycles would be approximately 50 ohms. 
These values would give a quality factor, Q, of 
100 for the transducer. The admittance of this 
device can be written as, 

j *2 
Rp 

y =l = L + L = L 
Z Rp Xc Xc 
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If J- = & = S 
Q Rp ° 

(2) 

Since impedance Z] is the inverse of admittance 
Yl, 

However, terms of second order and higher can be 
ignored, since they will be much smaller than the 
term fl + j , thus, 

Z] = - J xc

The capacitance of two parallel plates is 
inversely proportional to the spacing between 
them. McDonald“ reported a 20 per cent fluctua¬ 
tion in the diameter of the thoracic aorta in the 
dog. It is, therefore, permissible to assume 
that the capacitance of this device may fluctuate 
approximately 20 per cent. The impedance of the 
transducer can then be said to vary t 10 per cent 
from some value midway between systolic and dia¬ 
stolic values. If K represents the instantane¬ 
ous fractional change from the average diameter, 
the value for impedance of the transducer can be 
represented by, 

Z1 ’ - J xc I + K 
(5) 

where -0.1 — K — + 0.1 

By expanding the expression and eliminating sec¬ 
ond order terms, 

Z] = - j Xc 1 + K + j J 

{ . r ™ 
- xc ¿ - j ^Xc - xc kJ . 

This value for Z] may be substituted into the 

lossy line formula for the input impedance of a 
radio frequency transmission line. For ease in 
calculation, it can be assumed that line length 
is Ä/8. For this investigation, a coaxial cable 
was used which had an impedance of Zo = 50 ohms 
and an attenuation factor of 0.125 db per foot. 
Substituting these values into the formula gives 
the formula shown below for the input impedance 
of the system. 

Z- =50 +/ ) + J K , }
Zm (2 - K) + j7 

A stepwise development of the mathematical treat¬ 
ment for this transducer is given by Cholvin°. 

Values of Z¡ n for a X/8 tranmission line at 
100 megacycles per second for selected values of 
K and 8 are plotted in Figure 3/ The character¬ 
istically low impedance of this capacitor-termin¬ 
ated transmission line resembles that of a series 
circuit around the resonance point. The addition 
of a y\/4 segment of transmission line to this 
system converts the impedance characteristic to 
that resembling a parallel circuit near the reso¬ 
nance point. This system would then have a high 
peak impedance value. 

Changes of the impedance of the capacitor¬ 
transmission line system were detected by a 
locally built special VHF Wheatstone bridge. The 
input impedance of the transmission line could be 
changed by varying the length of the line. The 
impedance values, whether resistive, capacitive 
or inductive, can be calculated from the formula 
or can be estimated by using a Smith chart. 

There are several requirements for a trans¬ 
ducer which is to function over a period of time 
while implanted around an artery. First, it 
should be inert, so that the danger of vessel 
occlusion by chemical irritation is minimized. 
Second, the implant should fit snugly around the 
vessel to accurately follow cyclic dimensional 
changes. Third, it should not mechanically in¬ 
cite an occlusive tissue reaction. Finally, the 
characteristics (both mechanical and electrical) 
of the transducer must remain constant, or at 
least predictable, unless a means for repeated 
calibration can be devised. 

Several models of capad tve transducers were 
fabricated and tested in dogs. The sites of im¬ 
plantation were the thoracic and abdominal aorta 
and the carotid artery. The best type of trans¬ 
ducer system consisted of two 1 cm. by 2 cm. pie¬ 
ces of 0.005 inch brass shim stock, each soldered 
to short leads from the cable. These plates were 
then cemented to a rolled piece of Silastic 
X-3OI46 which had been calendered on straight 
weave dacron. This stage of fabrication is shown 
in Figure 4. This device was then fixed onto a 
glass rod and inserted into a cylindrical paper 
tube of slightly greater diameter than the trans¬ 
ducer. Freshly catalized room temperature vulcan¬ 
izing silicone rubber (RTV-502) was then poured 
into the form and allowed to solidify. When the 
vulcanization was complete, the form was removed 
and the excess rubber trimmed away. The finished 
product, which is shown in Figure 5, had the form 
of an overlapping split ring. 

This type of transducer was implanted in 
four dogs for chronic studies. The primary draw¬ 
back with this device appeared to be extreme sen¬ 
sitivity to movements of the transmission line 
between the artery and the external detector. 
Respiratory movements of the dog frequently caused 
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an aberration of the pulse diametric waveform 
and level. This effect may have been due to 
changes in the longitudinal tension of the artery 
or to slippage of the transducer with respect to 
the vessel. 

Figure 6 illustrates the potential value of 
the epivascular micrometer. This recording was 
taken one day after implantation of the device 
around the abdominal aorta distal to the origin 
of the renal arteries. A rather unique phenome¬ 
non occurred while this dog was under sodium 
pentobarbital anesthesia. Every fourth beat of 
the heart failed to eject blood, resulting in a 
pulse deficit. In the concurrent electrocardio¬ 
gram, the QRS complex corresponding to the abnor¬ 
mal beat has a greater magnitude and a longer 
duration than the intervening normal complexes. 
Both phenomena commonly occur with idioventricu¬ 
lar contractions. Ectopic beats are frequently 
too poorly organized to eject blood into the 
aorta. This recording of aortic diameter exhib¬ 
its the pulse deficit. Each abnormal QRS complex 
is synchronized with a corresponding "decay" in 
aortic diameter. 

This device was precalibrated by using a 
graded series of rods simulating a range of 
blood vessel diameters. A plot of diameter ver¬ 
sus the d.c. detector output voltage showed a 
simple relationship. 

Chronically implanted capacitive epivascular 
micrometers proved feasible from the biological 
standpoint. Tissue reaction did not inactivate 
the implants around the aorta or carotid artery. 

Respiration Rate Strain Gauge Transduce r 

Respiration rate was successfully recorded 
by detecting the fluctuations of rib cage dimen¬ 
sions. The sensing device consisted of a piece 
of Silastic S-2086 rod, 0.05 inch in diameter 
and approximately 5 cm. long. This transducer 
is shown in Figure 7. Teflon insulated stranded 
stainless steel wire was attached to each end of 
the rod. A wafer of teflon served to immobilize 
each terminal of the transducer. The device 
shown here was then coated with RTV-502 silicone 
rubber to waterproof the terminals. Each wafer 
was then attached to a rib with a small stainless 
steel screw. When the transducer was placed 
under tension across several ribs, the expansion 
of the rib cage increased its length, and also 
its resistance. The change in resistance was 
detected by a low voltage d.c. Wheatstone Bridge 
circuit. The implanted transducer had a d.c. 
resistance varying around 50 koiohms. The res¬ 
ponse of the silicone material (change in resis¬ 
tance) was much too slow to record accurately the 
changes in length of the strain gauge. Never¬ 
theless, the device did give an indication of 
respiratory rate. The resistance of the trans¬ 
ducer appeared to remain constant following im¬ 
plantation. Figure 8 shows a recording taken 
seven days following implantation of the conduc¬ 
tive silicone rubber strain gauge. 

Implanted Lead Systems 

The maintenance of electrical connections 
between the implanted transducers and a multi ter¬ 
minal receptacle on the external body surface 
proved to be a major problem. The two main diffi¬ 
culties that were encountered were corrosion of 
electrical connections by tissue fluids and 
mechanical breakage. Various materials were eval¬ 
uated for use as a pass-through "grommet" in the 
skin. A device made of teflon functioned satis¬ 
factorily and was well tolerated in the skin of 
the dogs. Teflon skin prostheses remained in 
place for as long as 21 months. They did not ap¬ 
pear to be uncomfortable to the animals. This 
grommet is shown in Figure 9. Also shown are the 
lead wires (Amphenol #414-004) and three trans¬ 
ducers (EKG, sounds, respiration rate) which made 
up a multiple transducer unit. This was implanted 
in ten dogs. The terminals within the receptacle 
were waterproofed by etching the teflon grommet 
and adjacent insulated wire with Tetra-Etch* and 
then forcing freshly catalyzed RTV-502 into the 
base of the grommet, receptacle and adjacent 
wires. Adhesion of the silicone rubber to teflon 
is enhanced by the etching process. Etched teflon 
pretreated with Dow A-4094 primer produced a bond 
with RTV-502 sufficiently strong to withstand the 
stress of body movements. The etching procedure 
is necessary in order to obtain a fluid-proof 
seal . 

Disruption of the leads between the trans¬ 
ducers and the skin terminals occurred consis¬ 
tently with wires made of either copper or #302 
monofilament stainless steel. When #316 wire 
was used, disruption was much less common. Better 
duration of continuity of #316 wire leads may have 
been due to the increased resistance to fatigue 
possessed by this alloy. Stranded stainless steel 
wire with snug teflon insulation gave the best 
service. This wire also deteriorated when exposed 
to tissue fluids, however. 

Mechanical fatigue of lead wires appeared to 
be minimized by relatively large amounts of tis¬ 
sue reaction. This reaction consisted of fibrous 
connective tissue. It tended to support the im¬ 
planted materials. Relatively great tissue re¬ 
action is not desirable, though, because the 
parameters which are being observed may be al¬ 
tered, and because the implants might cause dis¬ 
comfort. 

Implantation P rocedures 

Implantation experiments were designed to 
evaluate materials, tissue reactions, transducers 
and surgical procedures. Forty-three dogs of 
mixed breeding were used in this study. Dogs of 
various weights and sexes, and indeterminate ages 
were used. Most of the dogs used for chronic 
studies were mature but less than two years of 

* W.L. Gore Associates, 407 Papermill Road, 
Newark, Delaware 
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age. Only those judged to be in good health by 
a physical examination were selected for the 
trial s. 

All materials which were used in implanta¬ 
tion procedures for chronic studies were steri¬ 
lized. Steam under pressure was employed to 
sterilize surgical instruments, gloves, linens 
and implant materials which could withstand 121° 
C. Chemical disinfection by immersion in aqueous 
0.02 per cent chlorhexidine provided the means 
for disinfecting materials with low heat toler¬ 
ance, or instruments with sharp cutting edges 
that would become dull when repeatedly autoclaved. 
Ethylene oxide gas sterilization also would have 
been suitable for these materials. 

The dogs were anesthetized by intravenous 
administration of sodium pentobarbital given to 
effect. Preparation of the animal for surgery 
consisted of removing the hair over the surgical 
areas with an electric clipper, and then repeat¬ 
edly scrubbing the exposed skin area with a 25 
per cent aqueous germicidal detergent solution. 
This solution contained 0.06 per cent benzéthonium 
chloride.'"' If intrathoracic surgery was to be 
performed, an endotracheal catheter with cuff was 
inserted into the trachea. The cuff was inflated 
and an artificial respiration apparatus was 
attached to the catheter. 

The hands and arms of the surgeon were re¬ 
peatedly scrubbed with the germicidal detergent, 
rinsing after each scrub with tap water. The 
surgeon then dried his hands and arms with a 
sterile towel and donned a sterile full length 
operating gown. He then put on dry, sterile 
surgical gloves. The animal was then draped with 
sterile towels, leaving the surgical field ex¬ 
posed. 

The success of implantation procedures es¬ 
pecially depended upon careful surgical tech¬ 
nique. Foreign materials were introduced into 
the tissues. Some might have been irritating. 
Others might have provided an ideal medium for 
infection. Principles of good surgical technique 
are: avoiding contamination and undue trauma to 
tissues, controlling hemorrhage and carefully 
closing divided tissues by meticulous suturing 
techn i que. 

In a pilot study, strips of polyethylene, 
polyvinyl chloride, silicone rubber and teflon 
were inserted through a cannula into a bed of 
subcutaneous tissue in the lateral thoracic area. 
The gross tissue reaction to each material was 
observed following implantation. At appropriate 
intervals, a small specimen of tissue was removed 
for microscopic examination. 

Each teflon skin grommet was implanted in 
the mid-dorsal thoracic skin posterior to the 

* Germicidal Detergent. Parke, Davis, £• Co. 
Detroit, Michigan 

scapulae. A small circular plug of skin was re¬ 
moved with a sharp 3/16 inch tubular trephine. A 
radial incision was made joining the circular in¬ 
cision. The device was then inserted into the 
skin and subcutaneous tissues. The lead wires 
coming from the integral multiple transducer im¬ 
plant were then carefully sutured to the surround¬ 
ing subcutaneous connective tissues. A purse¬ 
string suture was then placed in the skin around 
the grommet to support the tissues during the 
healing period. The transducers were next im¬ 
planted by passing them through subcutaneous tun¬ 
nels into the implant beds. Through small skin 
incisions each was then fixed in place by either 
sutures or screws. Each day for two weeks follow¬ 
ing implantation it was necessary to treat the 
skin around the grommet by cleaning away serum en¬ 
crustations and by applying an antibiotic wound 
powder. After this interval, the skirt usually 
healed firmly around the threaded shaft of the 
grommet. Exudation then stopped. Inflammation of 
the skin in this area rarely occurred after the 
initial healing period. 

Lead wires for transducers on the heart or 
aorta were introduced into a tunnel in the media¬ 
stinum. This tunnel was produced by inserting a 
trocar and cannula from a point in the subcutane¬ 
ous tissue approximately two inches lateral to the 
skin grommet. The cannula passed between fibers 
of the latissimus dorsi, serratus ventral is and 
dorsalis and iliocostal is dorsi muscles through 
the membranus septum between the longissimus dorsi 
and iliocostal is dorsi muscles. An entrance was 
then made into the sixth intercostal space sub-
pleural ly into the dorsal mediastinum. A small 
incision in the mediastinal pleura adjacent to 
each transducer implant provided an opening 
through which the lead wires could be inserted 
through the bore of the cannula. Removal of the 
cannula left the teflon insulated lead embedded 
within mediastinal and superficial tissues. The 
development of excessive tissue reactions and ad¬ 
hesions was minimized by this method of implanta¬ 
tion because the pleural cavity was not traversed 
by foreign material. 

Tissue Reactions to Implants 

The tissue response to several synthetic 
materials was observed in the skin, subcutaneous 
tissue, mediastinum, epicardium and tissue sur¬ 
rounding the aorta and carotid arteries. Serial 
gross observations were made and specimens taken 
for microscopic examination. The synthetic mater¬ 
ials which were evaluated were polyethylene, poly¬ 
vinyl chloride, several silicone rubber products, 
teflon and polyvinyl alcohol sponge. The general 
type of tissue reaction to all but the last ma¬ 
terial, when implanted subcutaneously, was the 
same. The degree of reaction varied considerably, 
however, and was greater with polyvinyl chloride 
than with polyethylene implants. The silicone 
rubber materials, especially medical grade Silastic 
X-301^ and silicone rubber tubing, incited less 
reaction. RTV-502 provoked a slight degree of 
reaction. Teflon caused slightly less tissue 
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change than did the medical grade silicone rub¬ 
ber. In general, the cellular reaction started 
with the development of a layer of primitive 
mesenchymal cells, one to several layers thick, 
around the implant. As the time interval length¬ 
ened, the peripheral layers of mesenchymal cells 
began to differentiate into immature fibroblasts. 
Frequently neutrophils and macrophages were in¬ 
termixed with the fibroblasts. Maturation of the 
outer layers of fibroblasts followed and collage¬ 
nous fiber accumulations appeared. Figure 10 
shows the layers of tissue reaction to an uninsu¬ 
lated copper lead wire. The degree of cellular 
response is great. In contrast, Figure 11 shows 
minimal reaction to medical grade Silastic 
X-30146. All of the zones mentioned above, 
though very thin, can be identified. 

The open cell sponge made of polyvinyl al¬ 
cohol was infiltrated, rather than encapsulated, 
by living tissue. Plaques placed upon the epi¬ 
cardium were invaded by cellular components. The 
end result was the filling of the spaces by 
fibrous connective tissue. 

Teflon skin grommets produced extensive 
changes in the skin. The prostheses were examined 
after implantation periods ranging from 8 to 656 
days. Each device was surrounded by a ring of 
thickened, indurated skin. The film of tissue 
adjacent to the teflon appeared to be friable. 
The large amount of tissue reaction was not sur¬ 
prising. This developed because the grommet it¬ 
self was large. Its mass, accelerated by body 
movements, exerted considerable trauma to the 
surrounding tissues. The inflammatory response to 
microbial contamination may also have contributed 
to a large tissue reaction. Figure 12 shows the 
tissue around a teflon skin grommet 656 days after 
implantation. The tissue here appears to consist 
of mature fibrous connective tissue with scattered 
accumulations of lymphocytes. Undifferentiated 
mesenchymal cells may have been present at the 
surface adjacent to the teflon, but were probably 
in the friable and mucilaginous membrane which 
was lost during sampling. 

Minimum tissue reactions followed the sub¬ 
cutaneous implantation of teflon and medical grade 
silicone rubber. It would therefore seem advis¬ 
able to choose from either group a material to 
coat irritating implantable devices. However, 
considerations other than minimal tissue reaction 
may govern the choice of coating materials. For 
example, where flexibility is desired for electri¬ 
cal leads, teflon may be too stiff, except for 
wires of small diameter. Both silicone rubber 
tubing or a coating of RTV-502 are quite flexible. 
Silicone rubbers are known to be pervious to water 
vapor, however. An extremely smooth, inert sur¬ 
face may be desirable to minimize the formation 
of a thrombus around an intravascularly implanted 
device. A silicone varnish may be acceptable if 
the implanted device is rigid since cured var¬ 

nishes are brittle. If the object is flexible, 
however, a teflon coating may serve best, although 
fabrication of such a coating with a shiny 
unblemished surface of teflon might be difficult. 
Conversely, for some implants a rough textured 
inert surface may be desirable. Such an implant 
would become firmly embedced in the tissue and 
would not undergo migration. 

In general, each implanted device and/or 
lead system presents a unique problem. Selection 
of an acceptable insulating and coating material 
depends upon preserving electronic specifications 
while still observing the desirability for a bio¬ 
logically tolerable substance. 
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Fig. 1. Microscopic section of ivalon epicardial plaque 
and myocardium 64 days following implantation 
stained with hematoxylin and eosin. 36 X. 

DOG 51 (14 DAYS) 

PKG -1mV 

O= 1 SEC. 

Fig. 2. Recordings of heart potentials and sounds taken 
14 days following implantation of a multiple trans¬ 
ducer system. 

K 
CAPACITOR SPACING CHANGE 

Fig. 3. Plot of calculated values for input impedance 
and phase angle versus change in plate spacing for 
a /8 transmission line terminated by a capacitive 
epi vascular micrometer. 

85 

Fig. 4. Capacitive epivascular micrometer during 
construction. 
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Fig. 5. Capacitive epivascular micrometer after 
coating with RTV-502. 

DOG 44 (1 DAY) 
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AORTA CAP. TRANS. 

Fig. 6. Recording of heart potentials, aortic diameter 
and respiration of an anesthetized dog showing aortic 
pulse deficits as detected by an implanted capacitive 
epivascular micrometer. 

Fig. 7. Conductive silicone rubber respiration 
transducer. 

DOG 56 ( 7 DAYS ) 

PKG .1 mV 

Fig. 8. Recording of heart potentials, sounds and res¬ 
piration rate taken seven days following implanta¬ 
tion of a multiple transducer system. 
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Fig. 11. Microscopic section of tissue reaction 50 days 
following implantation of medical grade Silastic in 
the lateral thoracic wall subcutaneous tissue, stained 
with hematoxylin and eosin. 240 X. 

Fig. 9. Integral multiple transducer and lead system 
(assembled, before coating with RTV-502). 

Fig. 10. Microscopic section of tissue reaction 127 
days following implantation of a copper wire in the 
lateral thoracic wall subcutaneous tissue, stained 
with hematoxylin and eosin. 95 X. 

Fig. 12. Microscopic section of tissue reaction 656 days 
following implantation of a teflon grommet in the 
dorsal thoracic wall skin, stained with hematoxylin 
and eosin. 95 X. 

87 



MEDICAL MAGNETIC TAPE RECORDING 
IDENTIFICATION AND SEARCHING SYSTEM 

L. W. Paine and C. A. Steinberg 

Airborne Instruments Laboratory 
A Division of Cutler-Hammer, Inc 
Deer Park, Long Island, New York 

In recent years there has been increased use 
of simultaneous recording of physiological data on 
both graphical recorders and magnetic tape record¬ 
ers. In many instances, the researcher examines 
the graphical record for data of Interest. He 
then desires to locate this data on the magnetic 
tape record and replay it for subsequent analysis. 
It is often difficult, and time consuming, to 
locate data of interest when using a tape footage 
indicator, when listening to audio comments on the 
tape, or when viewing the played-back data on an 
oscilloscope or graphical recorder. 

To automatically locate a given section of 
data on magnetic tape, a tape coding and searching 
system has been designed and constructed. The 
coding device generates digital code numbers for 
recording on graphical and magnetic tape recorders. 
The searching device automatically searches the 
magnetic tape record for any selected code number. 

The coding system records the desired number 
in a serial, binary-coded-decimal code on one 
track of the magnetic tape, at the same time that 
analog data is being recorded on other tracks. 
Analog data may also be recorded in the code num¬ 
ber track, by means of time sharing. 

The search system separates the code numbers 
from the data using unique characteristics of the 
code number as a criteria for acceptance, and can 
automatically search for a particular code number. 

The manner in which the code number is recorded 
can take many forms. For example, binary ones and 
zeros can be recorded as positive and negative 
levels, positive and negative pulses, large and 
small pulses, or tone bursts of different frequen¬ 
cies . 

The system to be described will use positive 
and negative voltage levels to represent the ones 
and zeros. In addition, this coding system uses a 
three digit code number, giving 1000 different code 
numbers. 

The block diagram for the recording device is 
shown in Figure 1. A start pulse turns on a multi¬ 
vibrator used as a controlled clock. Each clock 
pulses causes a U-bit ring counter to advance. 
Each time the U-bit ring counter recycles, it 
causes a 3-bit ring counter to advance. The 3-blt 
ring counter is used to select the digit to be 
recorded, and the U-bit ring counter is used to 
select the bit to be recorded. The number to be 
coded is set into a digital switch. This switch 
has ten positions, with appropriate binary coded 

decimal outputs for each position. The 3-bit ring 
counter selects the proper decade of the digital 
switch, and the 4-bit ring counter causes the 
appropriate bit to be gated into the output cir¬ 
cuit. Each clock cycle further gates this bit to 
the output, where it becomes the code signal to be 
recorded on magnetic tape. The operation of the 
coder is shown in the timing diagram (Figure 2). 

Operation is initiated by a start pulse which 
turns on the clock. At the end of each clock 
cycle the bit ring counter is advanced. This ring 
counter sequentially scans the 8, 4, 2, and 1 bit 
values. When the bit ring counter recycles, the 
digit ring counter advances. This ring counter 
scans through the hundreds, tens, and units digits. 
In the case shown, the code number 9$3 will be 
recorded. The gates in this case will select the 
8 and 1 of the hundreds digit, the 4 and 2 of the 
tens digit, and the 2 and 1 of the units digit. 
These binary values are gated through to the coder 
output during each cycle. The coder output con¬ 
sists of a positive voltage to represent a binary 
one, and a negative voltage to represent a binary 
zero. After the last bit has been recorded, the 
cycle is complete, and the coder automatically 
stops. 

The net result is that each time the coder 
receives a start pulse, an output is generated 
consisting of a series of positive and negative 
levels. This is the binary coded decimal repre¬ 
sentation of the desired code number. This code 
is in serial form, high bits first with a positive 
output to represent a binary one, and a negative 
output to represent a binary zero. Between bits, 
and when no code number is being generated, the 
output is zero volts. 

The code number generated can be easily read 
and interpreted on a graphical chart recorder, pro¬ 
viding that the clock rate and output voltage mag¬ 
nitudes are compatible with the graphical recorder. 
Ease in reading the number can be further facili¬ 
tated by providing a space between each digit or 
set of Û bits, as shown by the code number with 
gaps. 

The search unit, shown in Figure 3> is an 
asynchronous device which automatically locates 
and identifies any preset code number. In opera¬ 
tion, the input signal from the played-back mag¬ 
netic tape recording enters the decoding circuit 
where a clock pulse is formed for each bit of the 
entering code number. This clock pulse is used 
to shift the bit value, whether a one or a zero, 
into a 12-bit shift register. The full register 

88 



bit is used to tell when all 12 bits of the code 
number have entered the shift register. At this 
time, the register contents are compared with the 
digital switch contents by the coincidence check 
circuits. Coincidence can only be checked after 
the entire number is entered into the register, 
because the register contents passes through many 
different states while "reading in," and one of 
these states could coincide with the switch setting. 
The particular code number being searched for has 
been set into the digital switches by the operator. 
If coincidence is found, a pulse is generated which 
is used to stop the searching process and start the 
next process. For example, this might be an analog-
to-digital conversion of the following data. A tim¬ 
ing monitor circuit is used to assure synchronism 
between the incoming code number and the state of 
the shift register. The register must be set to 
zero before the first code bit enters, so that 
coincidence will be checked at the end of the code 
number and not at the middle. This timing monitor 
is, basically, a delay circuit which causes the 
register to reset some delay time after a clock 
pulse enters the monitor. By adjusting the delay 
time to be greater than the maximum time between 
bits, and by assuring that the delay time is 
restarted for each clock pulse, reset of the regis¬ 
ter will occur whenever there is a gap between bits 
greater than the delay time. This gap will occur 
between code numbers. In addition, the timing mon¬ 
itor will cause register reset if recorded noise or 
signals between code numbers are interpreted, by 
the decoder, to be bits. 

A number of methods can be used to assure that 
noise or artifacts will not cause a false detection 
of coincidence. These become part of the decoding 
process. Much of the noise can be filtered, and 
the inherent redundancy of the bit width can be used 
to satisfy decoding criteria. For example, a volt¬ 
age excursion of less than, or greater than, a 
specified amount can be rejected as not being a 
bit. Voltage excursions either shorter or longer 
in duration than a specified amount can also be 
rejected as non-bits. Another protection method is 
to record a "key" or identifying mark ahead of each 
code word. This mark (a tone burst at a particular 
frequency, for example) would unlock the register 
and allow it to read in the code. In general, as 
the conditions that a code must satisfy to be 
accepted as a bona-fide code increase, the likeli¬ 
hood of detection of false coincidence decreases. 

This system, both coder and searcher, is 
entirely digital in nature and uses standard digital 
circuits such as ring counters, flip-flops, logic 
units, and one-shot multivibrators. 

A number of features may be incorporated into 
this basic system to greatly increase its versatil¬ 
ity and usefulness. One of these, mentioned before, 
is recording the code numbers in the same tape chan¬ 
nel as the data. This is done by switching the 
recorder input from the data to the coder output by ' 
relay, sufficiently delaying the generation of the 
code number to allow the register to clear, and 
switching the recorder back to the data when the 
code number has been recorded. 

By storing the code number on stepping 
switches, solenoid driven rotary switches, or the 
like, the code number can be automatically advanced 
each time it is used. Adding a cyclic timer to the 
system will allow periodic operation. Pulse start¬ 
ing can be used so that the coding process can be 
triggered automatically, from other equipment. A 
pulse can be generated at the end of the coding 
process for uses such as triggering a stimulus in 
neurophysiological experiments. Digital reading 
indicators can be used in both the coder and the 
searcher. The former are useful in the long term 
experiments where periodic coding is used and the 
experimenters have to refer to the code number. 
The latter is useful to indicate to the operator 
the various codes on the tape as they are played 
back. Another easily incorporated feature is high 
speed search. This is accomplished by setting the 
timing requirements of the decoder and timing mon¬ 
itor in the searcher to correspond with the code 
signals that are reproduced when the tape is 
played back at maximum speed. 

Magnetic tape Identification systems of the 
type described are currently being used for medi¬ 
cal data processing in a number of areas. 

One such application, at a large midwestern 
medical center, is in the field of research. Here, 
six channels of experimental data are simultane¬ 
ously recorded on a magnetic tape recorder and a 
strip chart recorder, in analog form, while code 
numbers are recorded either periodically or by 
manual pushbutton in a seventh channel. The cod¬ 
ing device being used is shown in Figure U. This 
coder will generate a recordable code number each 
time the "operate" switch is depressed, or period¬ 
ically as controlled by an interval timer. Vari¬ 
ous bit rates can be selected to correspond with 
appropriate chart speeds on graphical records. 
The number to be coded can be set manually on the 
code number switches. This number automatically 
advances each time it is used. A remote decimal 
display of the code number is also provided, but 
is not shown in this figure. In this application, 
an editing process is used where sections of 
recording acceptable for computer processing are 
visually selected from the strip chart and identi¬ 
fied by their corresponding code numbers. Further 
processing then consists of automatically search¬ 
ing the analog tape for the selected sections of 
record on the basis of the code numbers. Once 
located, these sections are then converted from 
analog to digital form and recorded on digital 
magnetic tape in a format compatible with a gen¬ 
eral purpose digital computer. 

In another application, a coder is used in a 
data collection system. In this application, 
recording charts are used to record ECG's on mag¬ 
netic tape and on a graphical record. Figure 5 
shows the magnetic tape recorder, the graphical 
chart recorder, and the control panel. The coder, 
as well as other electronic circuitry, is contained 
within the cart. In this application, the code num¬ 
ber consists of a patient number, location number, 
and lead number, and is recorded before each elec¬ 
trocardiogram. Both the code number and the elec-
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trocardiogram occupy the same tape channel. Up to 
UOO ECG records and their identifying code numbers 
are recorded on a single 7-inch reel of 1/4-inch 
magnetic tape. Using the code numbers, desired 
cardiograms are automatically retrieved for visual 
inspection and analysis, or for entry into a com¬ 
puter for automatic analysis . 

In summation, this coding and searching sys¬ 
tem provides a means for identifying and automat¬ 
ically locating specific sections of magnetic tape 
recordings, and has already proved itself useful in 
the medical field. 

Fig. 1. Magnetic tape coder. 
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Fig. 2. Timing diagram magnetic tape coder. 

Fig. 4. Tape coder. 

Fig. 3. Magnetic tape searcher. Fig. 5. Recording cart. 
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ENGINEERING IN THE LIFE SCIENCES 

James B. Hartgering 
Technical Assistant 

Office of the Special Assistant for Science & Technology 
The White House 
Washington, D. C. 

SUMMARY 

The potential contribution of the engineering 
sciences to the life sciences in basic research, 
problem oriented studies involving man-machine 
complexes, and the development of instrumenta¬ 
tion are recognized. The basis for development 
of any new field, particularly one involving 
integration of several disciplines, will depend 
on the education pattern devised. Experimental 
programs now offered by a few universities, 
leading to a degree in biomedical engineering, 
may result in graduates with limited potentials. 
An educational program is needed which will 
insure that first-rate life scientists and first -
rate engineers have a working familiarity with 
the problems of and an understanding of each 
others technologies. 

The last decade has seen major develop¬ 
ments in the biological sciences, and in 
particular those related to medicine. As a 
result of national interest, both within the 
government and the voluntary health agencies, 
about a billion dollars per year is provided 
for the support of research and training. 
Exciting contributions have been made to the 
field by those interested in the physical 
sciences. For example, the Nobel prize in 
medicine was awarded last year to Dr. Georg 
von Bekesy, a physicist. Recently there has 
been an increasing awareness of the potential 
contribution of the engineering sciences to 
the life sciences. 

A good deal has been written about the 
needs and requirements of an interdisciplinary 
approach to research and development. As a 
matter of fact, this has become fashionable. 
However, when one examines closely the 
productive interdisciplinary groups, it usually 
turns out that the individual scientists, drawn 
together because of the scientific challenge, 
had very similar academic educations --
emphasis in the basic sciences -- although 
their degree might be in medicine, physical 

chemistry or mathematics. Discussions with 
medical and engineering educators make it 
clear that we are in the midst of an 
intellectual crisis which is having profound 
implications on our educational system. 
Pursual of curricula in catalogs of our 
universities shows an abrupt change during 
the past few years towards the emphasis of 
basic science irrespective of the final 
degree to be granted by the institution. 

The interests leading to the development 
of engineering in the life sciences may be 
somewhat arbitrarily divided into three areas: 
the study of fundamental questions in which a 
working knowledge of the theories of electricity 
hydraulics, or thermodynamics provides new 
opportunities; problem oriented research 
involving man-machine complexes as typified 
in the Department of Defense and the National 
Aeronautics and Space Administration; and 
finally, the development of instrumentation 
to measure specific biological factors. 

One can find examples to illustrate the 
problems and principles involved in each of 
the three areas, but perhaps, your 
familiarity with the computer makes it the 
easiest to discuss. Computers have been 
available for a good many years, but have, 
as yet, had little impact on the life sciences, 
except in a few universities such as the 
Massachusetts Institute of Technology with 
an interest in communication or related 
problems. When computers are available, 
they are utilized to perform primarily 
statistical functions. The complexities 
inherent in most biological systems have 
so far not been readily adaptable to the 
available input-output equipment. Most 
biologists educated even within the past 
decade have not had sufficient access to 
computers to develop either an appreciation 
of their potential as an intellectual tool, or 
to realize their inherent limitations, and only 
an occasional professor of engineering is 
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working in a medical school or university 
department of biology. The possibilities are 
enormous and starts are being made, however 
shaky, in such traditional subjects within the 
art of medicine as diagnosis, medical records, 
and the coupling of physical examination data 
with clinical pathology. The hope is that the 
computers will not only permit the handling of 
large amounts of data, but more important 
will force us to ask ourselves critical questions. 

The development of the behavioral sciences 
could be facilitated materially by intelligent 
applications of computer technology. The 
volume of data needed to understand communica¬ 
tions among groups of individuals, the variables 
inherent in the study of personality, and our 
desires to understand the processes by which 
we think are dependent upon the flexibility of 
the computer. Many behavioral scientists 
feel that the computer may be the tool that will 
permit them to harden their data to the point 
that the relations between, for example, 
neurochemical and neuroelectrical events in 
the brain can be understood in terms of 
meaningful human behavior. 

It is interesting that although we have 
gathered voluminous data on economic and 
other practical aspects of our everyday lives, 
we have little access to the demographic studies 
so essential to the establishment of cause and 
effect relationships in disease, and to an 
understanding of human genetics. The recent 
establishment of the National Health Survey 
within the Public Health Service is the first 
step to obtaining the relatively simple census¬ 
type data necessary for a population approach 
to heart disease, cancer, and mental illness. 

The basis for the development of any new 
field such as biomedical engineering, lies in 
our educational system. Once challenging 
problems have been identified and areas of 
opportunity outlined, progress depends upon 
the availability of manpower. The shortages 
in biomedical engineering were identified at 
a conference held at the National Institutes of 
Health in December, 1961.2 It is estimated 
that the number of biomedical engineers with 
good training and backgrounds in both biology 
and engineering may be as low as 25 for the 
entire country. What is more, applications 
for training grants have numbered only a 
handful per year. Present National Institutes 
of Health approved programs will provide six 
PhD graduates per year. This, of course, 
does not include the scientists who are 
currently pooling their several technologies 

for the solution of specific problems, but ways 
must be found for these individuals to provide 
the stimulus and education for graduate 
students in increasing numbers if the principles 
of the engineering sciences are to be applied 
in other than a superficial way to the life 
sciences. 

At present, there is no agreement on how 
to plan an educational program. This is 
probably good. Ten universities are operating 
small programs on an experiment basis. It 
is interesting that most are located in schools 
of engineering and not in medical schools or 
university departments of biology. One 
principle seems essential to the development 
of the field. The engineer or the life scientist 
must be first-rate in his own field before he 
can hope to be of help in bridging the gap. 
In most universities, the educational require¬ 
ments in engineering, medicine, or biology 
are such that the individual student is forced 
to devote all his efforts to a single field. 
Further, the advances have been so rapid and 
complex in the last decade that after graduation, 
the expert has difficulty in keeping up with his 
own speciality. I am concerned that the mixed 
program now offered by several universities 
will result in graduates with limited potentials, 
but as scientists, we should be willing to 
experiment and develop new approaches to 
education. Perhaps eventually we may decide 
on a thorough grounding in the basic sciences 
for all undergraduates, specialization in a 
particular discipline at the graduate level, and 
then additional work at the post-doctorate 
level in the principles of a new discipline. 
This sounds like too much time in school, and 
perhaps it is. The technologies of learning, 
developed by the behavioral scientists with 
the help of the engineers, may provide a 
solution, but not in the immediate future. 

The physician is appalled at the complexity 
of an instrument that can perform a million 
additions per second, and has a memory 
of over a hundred thousand ten-digit numbers. 
The electrical engineer is equally appalled 
at working with a system such as the human, 
which is composed of 5 x 10 atoms, and 
whose nervous system contains over 14 
billion cells, each of which averages more 
than 200 connections. Each potentially has 
a good deal to offer the other, and what needs 
to be done is to find a mechanism, not 
necessarily to develop a new interdisciplinary 
science, to provide for each discipline an 
educational pattern which will insure a working 
familiarity with the problems, and a first hand 
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feel for the usefulness of the other's 
technologies. 

1 Rosenblith, Walter A. , On Some Social 
Consequences of Scientific and Technological 
Changes, Daedalus, ppg 498-513, Summer 
1961. 

Brown, J. H. U. , Resume of the Conference 
on Biomedical Engineering, National 
Institutes of Health, Bethesda, Md. 
December 7-8, 1961. 
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MAINTAINING THE THERMAL BALANCE IN MAN 

Loren D. Carlson 
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Summary 

Heat production in the human and heat ex¬ 
change with the environment are characterized 
with respect to the extent of control and the 
systems involved in control. 

This paper will briefly characterize the 
heat production of the human and the heat ex¬ 
change with the environment. The sensors, 
integrator and output of the temperature control 
system operate within limits as a rather unique 
parallel system. 

While all tissues of the body metabolize and 
produce heat, some do so at a higher rate than 
others and some have a capability of greater 
change in heat production. Certain systems, a 
small portion of the mass, are slaves to the 
entire system being necessary as pumps, ventila¬ 
tors, or serving other logistic functions. The 
heat produced depends on the tissue and its mass. 
Aschoff1 has presented these characteristics 
schematically as shown in Figure 1. Some areas 
like the brain have a high maintenance energy 
cost and heat production but vary little, while 
muscle may increase to be the major source of 
heat. While liver and viscera may increase five¬ 
fold, the relative mass does not give this area 
the importance of muscle. We conventionally 
think of increases in heat production as due to 
increased muscular activity, but this is not the 
sole mechanism. 

Just as heat production is not central or 
uniform, the heat exchange of the body is region¬ 
al due to geometrical as well as control con¬ 
siderations. The body has a heat capacity which 
it may use as a source or sink, the peripheral 
tissues participating more actively than central 
tissues. Again the mass of these tissues deter¬ 
mines the magnitude of the change. This has led 
to the use of the words core and shell . It is 
interesting that in the human one-half of the 
mass is within one inch of the surface. This 
characteristic of the human body is schematized 
in Figure 2 where isotherms in the body are 
drawn for two different temperature conditions. 

Inserted in this figure is a characterization 
of the system which brings about these changes -
the circulatory system which by altering convec¬ 
tion allows tissues to cool. The extent of 
cooling can be increased by using large vessels 
as heat exchangers. 

The extent to which the system uses the 
mechanisms for exchange is summarized in Figure 
3. In the lower portion of the figure the 
rectal temperature, an average skin temperature 
and temperatures representative of other areas 
are shown at various air temperatures. The bars 
diagrammatically indicate the change in heat 
content that occurs as the body temperature 
changes. Thus, a deficit of 200 kilocalories 
or more can accrue by tissue cooling. The upper 
graph gives some indication of the apparent 
change In conductivity due to circulatory changes 
and specific measures of blood flow in three 
tissues are shown. An analogue can be con¬ 
structed to simulate the main events (Fig. 4). 

The overall response of the heat exchange 
system has recently been characterized by Ben¬ 
zinger. 2’3 His results Indicate that the 
mechanisms operative against Increase in body 
temperature are best correlated with brain 
(cranial) temperature, thus giving this area a 
primary importance in control (Fig. 5). Under 
negative heat load, however, both peripheral and 
central temperature are elements in the control 
system both with respect to heat production and 
circulation. Heat loss is dependent on internal 
temperature and skin temperature. The intensity 
of the metabolic response for any given internal 
temperature is dependent on the skin temperature 
(Fig. 6). 

The control of temperature in the warm¬ 
blooded animal is a combined neural and humoral 
(endocrine) system, but all of the endocrine 
control is apparently subservient to a neural 
system. Due to the careful work of Hensel' »° the 
input of this neural control system can be 
characterized. The technique used In this type 
of investigation is known as a single fibre 
analysis and relates the number of Impulses on 
a given fibre to temperature on temperature 

* Work was supported in part by NIH Grant RG-8429 and U. S. Air Force Arctic Aeromedical 
Laboratory. 
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change. Figure 7 illustrates the technique and 
Figures 8, 9 and 10 summarize the results of this 
type of investigation. The impulse rate on any 
given fibre is related to the initial temperature, 
each fibre having a range in response (Fig. 9). 
Different fibres have a different spectrum of 
response (Fig. 10). 

The output of the control system is similar. 
The calibre of blood vessels changes with the 
frequency of impulses on the innervating fibres 
and the amount of muscle activity is related to 
the frequency of impulses arriving at the neuro¬ 
muscular junction within limits. 

Blood vessels are characterized as resist¬ 
ance and capacitance vessels. In Figure 11 the 
change in these vessels is shown related to the 
frequency of impulses. In addition to changes in 
flow, changes in the volume of blood in the limb 
also occurs. The main vessels in a limb also 
serve as heat exchangers. The change in flow 
with temperature is greatest in the skin. 

A different type of recording is shown as 
an illustration of the electrical activity re¬ 
lated to muscle motion. In Figure 12 an area in 
the caudal pons has been stimulated to produce 
shivering. The electrical activity in muscle 
occurs after a delay and persists following the 
stimulation. Both the delay and the post¬ 
stimulatory effects are characteristics of the 
regulating center not clearly understood. 

Our knowledge of the systems Involved in 
maintaining thermal balance is characterized 
schematically in Figure 13. Sense organs are 
distributed differently in different areas of 
the body. The overall effect appears related to 
the number, the temperature and rate of change 
of temperature. Counting seems the simplest 
handling system for these. The stat itself is 
sensitive to temperature and to the input from 
the periphery. An activator is a necessary post¬ 
ulate for delays and for the effect of other 
inputs. 

In more anatomical terms (Fig. 14) the 
temperature regulation center is in the hypo¬ 
thalamus. The functions of loss and conservation 
are to some extent separate. This area of the 
brain has many inputs other than temperature. 
Temperature fibres are traceable to the thalamus. 
The interconnection to the hypothalamus Is cer¬ 
tainly present but not clearly delineated. Two 
separate outputs are indicated, one related to 
blood vessel calibre and consequently heat trans¬ 

port and heat content; the other related to heat 
production by muscle action. Studies on acclima¬ 
tion to cold have indicated the presence of a 
non-shivering thermogenic system under the control 
of the sympathetic nervous system. In addition, 
rather marked changes take place in the mito¬ 
chondrial systems involved in energy production 
and in the metabolic response to adrenaline and 
noradrenal Ine.5 »6 
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Fig. 1. Topography of heat production in the core and 
shell in man. From Aschoff.1

Fig. 3. Representations from various authors of tem¬ 
perature regulation. In the lower figure the change 
in rectal temperature, average skin temperature 
and hand or foot temperature are plotted for var¬ 
ious air temperatures. In the bar diagram these 
data are used to calculate the conductivity and the 
loss or gain of heat from body tissues. Blood flow 
in the hand, arm and leg are shown in the insert. 

Fig. 4. Electrical analogue of heat production and heat 
loss to illustrate the major components of the system. 

Fig. 2. Schematic isotherms in body cooling. Warm 
body on the right, cooler on the left. The insert 
shows the circulatory system in the leg illustra¬ 
ting the remarkable circulatory arrangement for 
heat exchanging. After Aschoff.1
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Fig. 5. Intensity of thermoregulatory sweating during 
cold reception at the skin. Sweating rates were 
plotted against internal cranial temperatures. 
Measurements obtained at similar skin tempera¬ 
tures were connected with “best lines. ’ At any 
given cranial internal temperature, sweating rates 
are seen to be diminished by approximately 40 cal/ 
sec for every degree C. decrease in level of skin 
temperature. Figure 5 contains no resting obser¬ 
vations as these paradoxical conditions cannot be 
produced in steady states at rest. Work rates were 
mechanically equivalent to 6 cal/sec (A) or 11 cal/ 
sec (△), respectively. Increase in work rate en¬ 
larges the range of observations to the right (low 
skin, with high internal temperature). (Experiments 
were carried out between April 4 and June 5, 1961 
with one subject, D.D., nude, age 26, weight 88.6 
kg., height 176 cm.) From Benzinger.3

Fig. 6. Experimental Resolution of “Chemical” and 
“Physical” Temperature Regulation. Thermoreg¬ 
ulatory heat production (abscissae, circles, cal/ 
sec) at low and constant cranial internal tempera¬ 
ture (ordinates) is determined by steady cold-
stimulation of skin (temperatures 31° to 20° C.). 
Central warm-stimulation (ordinates) leads to de¬ 
pressing counteraction, which becomes complete at 
individual “setpoint of thermostat,” 37.1°C. Thermore¬ 
gulatory sweating (triangles, abscissae) is uniquely 
determined by internal sensory warm-reception it 
begins at setpoint, rises to comparable evaporative loss 
(cal/sec). Result is tenacious maintenance of setpoint 
(homeostasis) over fourfold range of production or 
losses. Note: For narrow temperature range on 
ordinate, resolving power of classical methods was 
insufficient. From Benzinger.3
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Fig. 8. Relationship of impulse frequency to temperature and rate of change of temperature. (Hensel7). 

Fig. 7. Change in impulse frequency with cooling of 
the skin. (Witt and Hensel 1®). 
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Fig. 9. Impulse frequency of a single fibre with changes in temperature. 
(Hensel8). 

Fig. 10. Stationary impulse frequency of different fibres as a func¬ 
tion of temperature. (Hensel8). 
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Fig. 11. Response of resistance and capacitance vessels of skin and 
muscle as a function of rate of stimulation and related to blood 
volume of the limb. Upper left figure indicates percent of re¬ 
sponse related to impulse frequency, lower left the decrease in 
radius. Right-hand figures indicate the blood volume shift. In 
the lower center figure the neural effect is compared to a humoral 
effect. Actual blood flows at different temperatures are given in 
the upper center figure for hand, O, leg, □ and arm, △ . 
Capacitance and resistance curves from Melander.9
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Fig. 12. (A) Cross-section through caudal pons of cat 
31, showing stimulation points (X). (B) Cross¬ 
section through pons of cat 30, showing stimulation 
point (X). (a) Top tracing - mechanogram; bottom -
electromyogram of shivering obtained during stim¬ 
ulation of encircled X in A. (b) Top tracing - elec-
tromyogram from hind leg; bottom - electrical 
record from intercostals during shivering produced 
by stimulation of point X in B. (Birzis and Hemingway4). 
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Fig. 13. Schematic of temperature regulation. 
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Summary . The behavior of organisms is 
largely under the control of its consequences. 
By programming consequences according to a cer¬ 
tain plan, which is termed a reinforcement 
schedule, behavior can be obtained from the 
organism that is stable and that follows a cer¬ 
tain form which arises from the nature of the 
reinforcement schedule. The problems that are of 
interest to engineering science have to do with 
the properties of the schedules themselves, such 
as inherent periodicities and sequential depend¬ 
encies, and the description of the resultant 
behavior as time series with stochastic features 
or finite Markov processes. 

Introduction 

Biological scientists have usually looked to 
the engineering sciences as a source of new in¬ 
struments. Now they also look to them for new 
ways of analyzing and describing the systems with 
which they deal. Behavior scientists may also be¬ 
gin to shift their point of view. During the past 
decade, the science of behavior has benefited 
enormously from the development of instrumentation 
specifically designed to attack problems in the 
analysis of behavior. It is now getting to a 
stage at which, as it adopts more advanced instru¬ 
mentation, it will have to adopt some of the 
techniques employed by engineers in studying 
physical systems. 

In my talk today, I shall outline a class of 
phenomena that seem especially well suited to 
these techniques. This class consists of behavior 
under the control of what are called reinforcement 
schedules. Let me begin by first describing the 
fundamental situation. 

Most behavior is strengthened or weakened by 
its consequences, that is, by what happens as a 
result of the behavior. The laboratory paradigm 
of this relation is constructed by placing an or¬ 
ganism in an experimental space and then arrang¬ 
ing certain states of the environment to follow 
certain actions by the organism. 

With a species such as the rat, the experi¬ 
mental space is arranged to contain a lever and 
a device for delivering stimuli such as food, 
heat, water, electrical stimulation to the brain, 
etc. Figure 1 shows an arrangement used in our 

*The preparation of this paper was supported 
by grants MY-3229 from the National Institute of 
Mental Health and B-865 from the National Insti¬ 
tute of Neurological Diseases and Blindness, 
National Institutes of Health. 

laboratory with which we can deliver either 
bursts of heat or food. 

By appropriate circuitry, depression of the 
lever can be made to deliver one of the class of 
stimuli enumerated above. If, for example, de¬ 
pression of the lever is arranged to eject a 
pellet of food into a food tray placed in the 
chamber, the frequency with which the rat 
presses the lever is greatly increased over the 
base level. Depressions of the lever are called 
responses. The consequent stimuli are called 
reinforcements. The basic paradigm for manu¬ 
facturing behavior is to deliver reinforcements 
after the emission of the behavior that is 
arbitrarily defined as a response by the experi¬ 
menter. 

The reinforcement process, then, may be 
looked upon as one which enhances a particular 
state of the system. One of the most interest¬ 
ing features of behavior developed in this way 
is the fact that it is not necessary to reinforce 
the behavior each time that it appears. Behavior 
can be reinforced intermittently and still remain 
in strength. The plan that designates when these 
reinforcing events appear is called a reinforce¬ 
ment schedule. 2 

The property of reinforcement schedules that 
makes them particularly suitable for treatment by 
engineering methods is that they generate sta¬ 
tionary processes. Behavior scientists have paid 
much less attention to this property than they 
have to learning phenomena, which are not sta¬ 
tionary. I do not think, however, that anyone 
can make an effective argument for the view that 
the factors that maintain behavior are basically 
different from those that alter it; both sets of 
factors consist fundamentally of the processes 
associated with reinforcement. Our understanding 
of behavior might be advanced more by its study 
as a relatively orderly process than as a rela¬ 
tively disorderly one. I would like to consider, 
then, how the study of behavior generated by re¬ 
inforcement schedules might benefit from an 
approach that an engineering scientist might 
take. 

Schedules with Periodic Components 

On certain schedules, the reinforcement is 
programmed to appear a constant length of time 
following the previous reinforcement. This is 
termed a fixed-interval schedule. Suppose that 
at time t a response is followed by reinforce¬ 
ment. The probability of a response producing 
a reinforcement between time t and time t*n 
(where n = seconds) is zero. At time t+n the 
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probability that a response will produce rein¬ 
forcement suddenly jumps to 1. Immediately after 
a response has produced the reinforcement, the 
probability falls back to zero. The same sequence 
of events occurs at t+2n, t+3n, etc. The pattern 
of behavior that finally emerges from prolonged 
exposure to such a set of conditions possesses the 
following properties. Directly after a reinforce¬ 
ment has been delivered, the likelihood that a 
response will be emitted is very low. As the end 
of the interval approaches, the rate at which re¬ 
sponses are emitted typically grows higher and 
higher. This pattern of behavior is often equated 
with a time discrimination. 

Although such behavior is relatively constant 
from interval to interval and has been produced in 
numerous laboratories, a precise understanding of 
it is still lacking. One reason is that our 
analytical methods may be somewhat primitive. 
Various attempts have been made to describe the 
properties of the temporal distribution of re¬ 
sponses on such a schedule. One method is to 
measure the quarter life of the interval, that is, 
how long it takes the animal to emit one quarter 
of the total responses made during the interval.3 
Another method has been to divide the interval 
into segments and then plot a straight line 
according to the number of responses in each seg¬ 
ment.^ The slope of the line reflects the distri¬ 
bution of responses within the interval. A third 
technique expresses curvature as a deviation from 
a constant rate of responding through the inter¬ 
val. $ 

None of these adequately describe the serial 
properties of the data. For example, it could be 
proposed that as the interval proceeds, succeeding 
interresponse durations grow shorter and shorter. 
One way of analyzing fixed-interval behavior might 
then be to compare the actual data with this 
hypothesis. Thus, given a set of interresponse 
times, IRT^, IRT2,.,IRTn, where IRTi gives the 
ordinal position during the interval, we would ex¬ 
pect the size of the interresponse time to show an 
inverse relation with ordinal position. Devia¬ 
tions from this relation would indicate lack of 
control by the temporal properties of the sched¬ 
ule. Another test of the control exerted by the 
schedule would be to see whether, given a sequence 
of n interresponse times, it is possible to pre¬ 
dict the sequence of the next n interresponse 
times within a specified error. Such an analysis 
might enable us to determine whether the animal 
was changing its behavior in accordance with a 
derivative or integral function; that is, whether 
the controlling variable is the rate of change in 
interresponse time or the number of responses 
emitted since a particular time. 

A fixed-interval reinforcement schedule is 
not the only way of trying to observe the sensi¬ 
tivity of the organism to periodic fluctuations 
in his environment; this probability could also 
be made to vary in a continuous fashion. For 
instance, one could arrange the programming 
circuitry to impose a sine function on the proba¬ 
bility or density of reinforcement, letting the 

baseline of the function be displaced to elimi¬ 
nate negative values. 

There are some interesting psychological 
problems that such an approach would bear on. 
Intermittent or partial reinforcement is still 
a somewhat unclear phenomenon. Why, for in¬ 
stance, should an organism continue to respond 
between reinforcements on a fixed-interval 
schedule? One answer to this question is that 
the organism is really not emitting single 
isolated responses, but, instead, is emitting 
behavior in a certain serial pattern. The de¬ 
gree to which patterning can be observed on a 
periodic reinforcement schedule of the kind just 
described should be able to tell us over how 
great a period of time such patterning will be 
able to affect the organism's behavior. We 
might imagine that if the periodic function that 
shifts the density of reinforcement has a total 
period of, say, 5 minutes, it will be easier to 
see a temporal patterning of behavior than if 
this function has a period of 7 or 8 hours. The 
question of how long we can extend this period 
and still perceive a corresponding periodicity in 
the behavior is relevant from the standpoint of 
an organism's capacity to discriminate the tem¬ 
poral properties of its environment. 

Such an approach lends itself to analysis by 
well known mathematical and engineering methods 
such as autocorrelation, cross-correlation, and 
power spectral density functions. These would 
allow us to describe the fidelity with which the 
animal's output of behavior followed the schedule. 
Similar analyses have been applied to other 
aspects of the serial properties of behavior such 
as the description of periodicity in the spon¬ 
taneous activity of animals, which is an example 
of what physiologists call circadian rhythms. 0 
These techniques have also been applied to the 
description of the human operator as a control 
system. For example, in making judgments of 
angular excursion, human subjects behave as a 
first-order linear autoregressive system; that is, 
for response Xtfl» 

Xt«-1 = ^t * ^U1 

where is the first order coefficient and € is 
random error. Such behavior fits the Markov 
process model, meaning that the past history of 
the judgments, except for the just preceding 
judgment, does not affect the judgment made on 
a particular trial.7 This technique, it should 
be noted, allows one to make a significance test 
of the order (i.e., serial dependency) of the 
system. 

If reinforcements appear at irregular inter¬ 
vals of time, the schedule is termed a variable¬ 
interval schedule. In constructing such a 
schedule, most experimenters use a distribution 
of long, short, and medium intervals in which the 
relative frequencies are adjusted to give a 
steady rate of responding. 

104 



Although a combination of interreinforcement 
intervals may be formed that gives excellent con¬ 
trol over behavior, it tells us little about the 
system emitting the behavior because it does not 
allow more than a gross description of the re¬ 
sultant behavior. A more fruitful analysis might 
result from specifying such a schedule as a com¬ 
plex waveform with known component frequencies in 
which the density of reinforcement varies with 
the amplitude of the wave, as with the periodic 
schedules described earlier. Such a waveform 
could be constructed by combining a base frequency 
with several harmonics. Or, it could be specified 
as a periodic function with a stochastic component 
such as Gaussian noise. By describing a schedule 
in this way, it should be possible to analyze the 
component periodicities in the behavior and to 
determine the extent to which these reflect the 
properties of the schedule. 

To summarize, the distribution of reinforce¬ 
ments on time-parameter schedules should be de¬ 
scribed as time series with clearly stated 
properties that make possible a time series 
analysis of the resultant behavior. 

Rate-dependent Schedules 

On the reinforcement schedules described so 
far, reinforcements are programmed according to 
temporal parameters. There are other schedules 
on which the frequency of reinforcement depends 
only on the frequency of responding. These are 
called ratio schedules. They impose the require¬ 
ment that a certain number of responses be made 
to produce the reinforcement. If the requirement 
is invariant, it is called a fixed-ratio schedule. 
If the requirement varies, it is called a 
variable-ratio schedule. 

Certain features of fixed-ratio schedules 
are particularly interesting. One is that if the 
ratio is large, or the reinforcement small, regu¬ 
lar periods of no responding appear. When it 
does respond, the an imal tends to do so at a high 
and steady rate; under the above conditions, ex¬ 
tended pauses appear, usually early in the ratio. 
The reason for this is that early in the ratio 
the probability of a reinforcement is zero, and 
the discrimination by the animal of this condi¬ 
tion is aided by recency of the reinforcing 
stimulus. 

Another way of constructing a rate-dependent 
schedule is to vary the probability of each re¬ 
sponse delivering a reinforcement. Thus, the 
equivalent of a 100:1 ratio schedule is a 

reinforcement probability of .01 associated with 
each response. One might expect, if successive 
probabilities were independent, that such a 
schedule would result in a rather steady rate of 
responding with the characteristics that succes¬ 
sive interresponse times were also largely inde¬ 
pendent. What would happen if we progressively 
increased the degree of serial dependence in the 
program? Would we then increase the degree of 
serial dependence in the behavior? Such a 

question might be thought of as analogous to the 
question that Shannon and others have put to 
language; namely, how does the next word used in 
a sequence of words vary as a function of the 
serial dependencies of the previous words in the 
sequence? 

One approach in the present instance might 
be the following. Arrange the schedule to speci¬ 
fy a particular probability of reinforcement 
given a particular rate of responding over the 
last n responses. That is, for any single re¬ 
sponse, n*l, the probability of reinforcement, 

where represents a single interresponse time. 
Such a schedule, which specifically reinforces a 
rate of responding, is likely to demonstrate 
serial dependencies of greater magnitude than the 
schedule which designates independence in the re¬ 
inforcement properties of successive responses. 
One could ask, moreover, because the question can 
be made explicit, to what extent the properties 
of ordinary fixed ratio schedules depend on the 
extent to which they reinforce a rate of respond¬ 
ing rather than a fixed number of responses. 

The Description of Changes in State 

Certain properties of reinforcement sched¬ 
ules may be devised in which the resulting be¬ 
havior is described not by interresponse times 
alone but also by the sequential character of 
the behavior. An experiment specifically call¬ 
ing for such an approach was performed by Frick 
and Miller in 1951.® They devised an apparatus 
with a bar at one end and a feeder at the other, 
the path to which crossed a photocell beam. The 
object of this design was to secure data that 
would allow an analysis of the sequential 
properties of the behavior. The behavior was so 
encoded that one symbol, A, represented 
approaches to the food tray, and another, B, 
represented a bar press. Sequences up to four 
units in length were analyzed to obtain the 
average "uncertainty" for different orders of 
serial dependency. (Their measure of uncertainty 
is equivalent to the information measure, H, 
which is called entropy in communication theory.) 
By plotting the uncertainty for different se¬ 
quence lengths, it was possible to determine 
that a sequence longer than two responses did not 
add a significant increment in the predictability 
of the next response. This was confirmed by the 
autocorrelation functions, which also reflected 
the sequential properties of the shifts. Before 
the introduction of reinforcement for lever 
pressing, A's tended to follow A's and B's tended 
to follow B's. When the bar was connected to the 
feeder, the pattern shifted to one in which the 
A's and B's tended to alternate, and the auto¬ 
correlation plot displayed clearly defined 
oscillations. 
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An analogous situation is one used in our 
laboratory. A rat living in the cold is permitted 
to obtain both heat and food by pressing appropri¬ 
ate levers. On one program that we have arranged, 
the number of presses required for a pellet of 
food increases by a fixed number after each re¬ 
inforcement. (In Figure 2, the number is 11.) 
The total number of steps is 22. Each time that 
the rat allows more than a certain interval to 
elapse without a response, the ratio decreases by 
one step. (In Figure 2, this interval is 30 sec¬ 
onds). The records that we have obtained so far 
suggest that as the ratio becomes greater and 
greater, the rat spends more and more time be¬ 
tween reinforcements working for heat. Again, a 
description of the transition probabilities is 
necessary for an adequate account of the behavior. 

A sequential analysis could also be applied 
to a situation used by Mechner^ in which the ex¬ 
perimental chamber contains two bars. In one 
variation of this arrangement, n presses on bar A 
close a circuit that permits a press on bar B to 
actuate a feeder. This situation also lends it¬ 
self to an analysis compatible with the tech¬ 
niques of communication theory. One assigns, for 
a fixed ratio of n responses on bar A, the desig¬ 
nations a^, a2>..-«, »n» an+l> ,, ”> an+m» to 
sequences on bar A completed before a response on 
bar B. If, for example, the behavior is a simple 
Markov chain, then the length of the sequence that 
represents a particular state depends only on the 
length of the previous sequence. Mechner's graphs 
of the lengths of successive runs suggest that the 
dependence is higher than first-order; definite 
periodicities are apparent and lumped chains would 
probably be necessary in order to treat the data 
as a finite Markov process. 

Findley^® has recently reported a series of 
studies that are also amenable to such an analy¬ 
sis. After completing a state represented by a 
segment of a reinforcing schedule such as a 
single fixed interval, the animal is given a 
choice of completing, say, either a fixed ratio 
segment of a certain size or perhaps another 
fixed interval segment. The animal has previous¬ 
ly been exposed to the consequences of completing 
these states, which are designated by stimuli 
such as lights above the appropriate lever. 

The entire system could be described as a 
finite state device with one absorbing state 
(reinforcement). The transition probabilities 
appear to depend on previous states, according 
to Findley. An analysis of this situation as a 
finite Markov process may prove rewarding. 

Adaptive Schedules 

Up to now I have been talking mainly about 
reinforcement schedules in which the contingen¬ 
cies are pre-set. That is, nothing that the 
animal does affects the schedule. There are 
other types of schedules in which this is not the 
case. These have been called adjusting, titra¬ 
tion, and conjugate schedules. Their basic 

principle is that a function or value is varied, 
in accordance with some rule, by what the subject 
does.11,12,13 

In our laboratory such a schedule has been 
adapted to the study of pain tolerance in rats, 
monkeys, and humans.14 The subject receives an 
electrical signal whose intensity rises in steps. 
Figure 3 shows a monkey, in a restraining chair, 
whose feet are strapped into an electrode 
"shoe" through which we deliver the stimulus. By 
pressing the lever, the subject brings the cur¬ 
rent down. We have been interested in the level 
of tolerance to this electrical stimulus as a 
function of various parameters of the situation. 
We can vary the following: the interval between 
increments, the size of the incremental step, the 
size of the decremental step, and the number of 
responses required to produce a single decrement 
in the intensity of the stimulus. All of these 
factors are important determinants of the level 
at which the subject will maintain the stimulus. 
Moreover, they also help to determine the kind of 
variation we observe on the record. 

The records in Figure 4 show what appear to 
be periodicities or fluctuations in the subject's 
behavior. These are due to the following. The 
subject allows the stimulus to rise in intensity 
by a certain amount before reacting. Then he 
emits a series of responses which brings the 
stimulus down below the point at which it ordi¬ 
narily fails to evoke a response. The shock is 
then allowed to rise again until it calls forth 
another series of responses. The response 
record shows clearly that this behavior tends to 
occur in bursts. One of the questions that it 
seems of interest to examine here would be the 
periodicities inherent in the animal's behavior 
as a function of the parameters of the experi¬ 
mental situation. It seems fairly certain that 
one reason the subject engages in such behavior 
is that a single response which brings the step 
down by a very small amount is not reinforcing 
simply because it cannot be discriminated. Only 
long series of responses, as in a fixed-ratio 
schedule, are reinforcing. 

The titration type of experiment offers 
several advantages to the experimenter. For one 
thing, it is more efficient. Adaptive experi¬ 
ments of this sort have a non-zero probability 
of being shorter than preset experiments de¬ 
signed for the same problem. However, they 
also offer some new problems in the analysis of 
data. In the typical operant conditioning ex¬ 
periment, we can get a great deal of information 
simply by counting responses made by the subject 
under various conditions. In the titration type 
of experiment, this is not enough. For example, 
in tracing out tolerance to pain, the subject 
with an elevated threshold makes the same number 
of responses, if he keeps his threshold at a 
steady level, as the subject whose threshold is 
low. One way in which our laboratory has handled 
this problem is to convert the amplitude of the 
shock signal to a pulse rate which then allows us 
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to integrate the shock. But this is not suffi¬ 
cient to characterize some of the most interesting 
aspects of the record. Here is one problem on 
which the help of the engineer might be particu¬ 
larly valuable because the titration schedule, at 
least in certain respects, may be viewed as a 
process control system with an input that consists 
of the shock, a network which consists of the sub¬ 
ject, an output which consists of pulses, and a 
controlled signal, the intensity of the stimulus, 
which is fed back to the network. 

Some of the following considerations seem 
pertinent from this viewpoint. 

1. At present, the system is a proportional 
controller; the magnitude of control action, 
which is the output rate of the subject, is a 
function of the shock intensity. The higher the 
shock, the greater the rate. 

2. One apparent feature of the system is 
the tendency for the size of the displacement 
from zero to vary as a function of the rate of 
rise of the shock. The greater the rate, the 
greater the displacement. 

3. Given thesè considerations, could one 
insert parameters into the system so that dis¬ 
placement does not vary with the interval between 
increments? One possibility is the addition of 
derivative control. This would be accomplished 
by making the size of the step that decreased the 
shock a function of the rate of response; the 
greater the rate, the greater the size. One 
might achieve an even more stable result by vary¬ 
ing step size in accordance with the time integral 
of shock. 

4. The frequency characteristics of the 
output could be analyzed in two ways. One is by 
the interresponse times of the decrements. The 
other is by an analysis of the amplitude varia¬ 
tion of the record by autocorrelation, cross¬ 
correlation, and power spectral density functions. 

Analytical Methods and Computers 

As I said before, the aspect of reinforce¬ 
ment schedules that makes them particularly 
attractive for analysis by engineering methods is 
that the resulting behavior is characterized by 
stationarity. That is, given a suitably long 
segment, the statistical properties of the be¬ 
havior do not vary as a function of time. This 
means that the analytical apparatus of communica¬ 
tion theory and related techniques can be brought 
to bear on the system and afford a much more pre¬ 
cise description of it than is possible under 
other circumstances. 

These techniques require access to digital 
computers and the collection of data in a form 
compatible with computer analysis. At this stage 
of technology, it might also be asked what contri¬ 
butions to the study of behavior could be made by 
computers apart from their use in the analysis of 
data. I believe that an on-line digital computer 

of moderate size could make important contribu¬ 
tions. For example, it could vary the contin¬ 
gencies of reinforcement as a function of its 
input history. In this way, it could simulate 
social reinforcement, since the computer could 
store up the history of the environment just as 
a person does. In the laboratory, our reinforc¬ 
ing circuits have no memory. In many of the 
situations that we encounter in everyday life, 
we are not only faced with an environment that 
has a memory, usually in the form of another 
person, but with an environment in which the 
reinforcement contingencies are basically sto¬ 
chastic processes. A digital computer can 
simulate this kind of situation. 

An on-line computer would also be useful in 
adaptive schedules. Again the computer has the 
advantage that it is easily arranged to act as a 
sort of proportioning controller which takes 
account of the general trend of the behavior and 
not simply the behavior at a particular time, 
unrelated to the history of that state. Perhaps 
certain local variations in rate of responding 
on various schedules that cannot be explained 
are due to the fact that not enough of the be¬ 
havioral history is taken account of in arrang¬ 
ing the consequences. By incorporating a segment 
of the recent behavior into the selection of con¬ 
tingencies, we may be able to erase these local 
variations in rate. If this is the case, then 
on-line computers could reveal some facts about 
behavior that at the present time remain in¬ 
accessible to us. 

Concluding Remarks 

I have tried, drawing on my limited knowl¬ 
edge of methods used by the engineering sciences, 
to present some problems to which these methods 
might profitably be applied. By no means have I 
exhausted the possibilities for such applications 
in the study of behavior, and I am certain that I 
have listed only a fraction of the possible con¬ 
tributions that engineers could make. 

The behavioral paradigm that I believe is 
most amenable to such approaches is behavior 
under the control of a reinforcement schedule 
that generates stationary processes. Most of 
the mathematical techniques that psychologists 
have been concerned with apply to the acquisi¬ 
tion of behavior.!5,16 The fact that acquisition 
(or learning) is a transient process often makes 
the mathematical apparatus unwieldy and complex. 
Perhaps a more intensive study of stationary 
behavior, with simp!er mathematical tools, could 
lead to the development of new techniques for 
describing learning. 

Moreover, the study of stationary behavior 
by the engineer might make it simpler for him to 
match the behavior of living organisms to models 
generated by theories such as those pertaining 
to finite automata.It seems to me that it 
is much easier to represent, with a logical net, 
a system whose behavior is relatively constant 
than one in which multiple parameters are varying 
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5 MINUTES 

Fig. 1. An experimental chamber constructed so that 
depression of one lever delivers a pellet of food 
and depression of the other lever delivers a burst 
of heat from the heat lamp above the chamber. 

. ( adj FR 11(30..<) 

iJUMUJMUJjllJ 

Fig. 2. Behavior of a rat in a chamber in which presses 
on one lever deliver heat and presses on another 
lever deliver food. The responses on the food lever 
were recorded cumulatively, the pen resetting to 
the baseline after each food reinforcement. The 
number of lever presses required for food rose by 
11 after each reinforcement and decreased by the 
same number after each 30 second period without 
a response. Each heat reinforcement (a duration 
of two seconds with the lamp output set to 375 watts) 
made an oblique slash mark on the record. Each 
segment represents 30 minutes and the progression 
of the session in the figure is downwards. 
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Fig. 3. A monkey (Erythrocebus patas) in a restrain¬ 
ing chair arranged for pain titration schedules. 
The monkey’s feet are secured to bent aluminum 
strips which serve as the electrodes. The lever 
is enclosed in a box in front of the monkey. 

STEP- 034 CPF 

Í-I-IOSEC 

STEP- 034 

TIME 

Fig. 4. Records of a monkey on a titration schedule. 
Each segment represents a 1-hour session, time 
reading from right to left. The i-i interval refers 
to the interval between increments. The step sizes 
are given as the fraction of the total range, from 
zero to maximum shock, represented by each step. 
CRF (continuous reinforcement) means that each 
response produced a decrement. FR-5 (fixed-ratio 
of 5) means that 5 responses were required to pro¬ 
duce a decrement. The size of the decremental 
step was equal to the size of the incremental step. 
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BIOLOGICAL OCEANOGRAPHY 

Carl N. Shuster, Jr. 
Department of Biological Sciences 

University of Delaware 
Newark, Delaware 

"Knowledge of the oceans is more than a 
matter of curiosity. Our very survival 
may hinge on it." 

President John F. Kennedy 

water to fresh, and national defense. 
Perhaps the most challenging of the prob¬ 
lems concern radioactive waste disposal 
and radioactive fallout in the ocean. 

Quotation from a special message to 
Congress in March, 1961. 

The Scope of Oceanography 

Summary 

This paper is a biologist’s synopsis 
of oceanography. It also points out some 
uses of instruments, since instrumentation 
is playing an important role in oceanogra¬ 
phic research; future utilization of 
instruments will be intensified. For ex¬ 
ample, instruments can be used to increase 
our ability to obtain, process, and inter¬ 
pret synoptic data. These data, fed back 
into computers, can be used to predict 
oceanic events. 

Biologists are allied with other 
specialists in the scientific exploration 
of the world ocean, documenting, among 
many other endeavors, information about 
the multitude of natural processes occur¬ 
ring in the ocean; processes which now and 
in the past have been associated with the 
evolution of the Earth and life upon it. 
This alliance of researchers is largely 
due to the complexity of oceanic condi¬ 
tions, the world-wide distribution of 
organisms, and the magnitude of natural 
processes in the ocean. Some of these 
processes include: energy flow and trans¬ 
formation, as in the one-way flow and 
step-wise decrease of energy through a 
biological community; the recirculation of 
inorganics; and, the dynamics of other 
environmental conditions such as tempera¬ 
ture changes and sound propagation 

Research in oceanography is providing 
a fund of knowledge that will become in¬ 
creasingly important as it is applied to 
some of man’s problems, such as: reducing 
pollution of coastal waters; increasing 
the sea food harvest; prospecting and min¬ 
ing underwater mineral deposits; improve¬ 
ment of weather forecasting; prevention of 
shoreline erosion; conversion of salt 

Contribution No. 21, University of 
Delaware Marine Laboratories. 
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Oceanography deals most directly 
with the distribution of matter and ener¬ 
gy, in both time and space, within the 
world ocean. This statement, however, 
does not entirely define the scope of 
oceanographic research. Understanding 
more about the oceans and oceanic life 
demands that conditions existing in the 
three dimensions of space and the fourth 
dimension, time, be studied and analyzed 
further than just the physical boundaries 
of bodies of water. This demand has im¬ 
bued oceanography with a uniqueness 
shared by a few other fields or research; 
a uniqueness that even the non-oceanogra-
pher can sense: it is the oneness or 
interrelatedness of natural processes 
which are now occurring or have occurred, 
not only in the ocean, but in and between 
other major components of the Earth. 
Tnis interrelatedness makes it necessary 
for oceanographers to consider the proces¬ 
ses involved in two or more of the 
Earth’s components in order to gain a 
fuller understanding of energy transfer 
and transformation of matter in the ocean. 
The major components or subdivisions of 
the total Earth system, which are schem¬ 
atically shown in Figure 1, ultimately 
must be considered in context with the 
evolution of the universe, since even 
such common energy sources as sunlight 
and the gravitational pull of the sun and 
moon upon the air, land, and ocean ema¬ 
nate from outside our Earth. 

The Cubic Approach . One way in which 
the interactions among the processes and 
phenomena related to the major components 
of the Earth can be studied is in a cubic 
section of the Earth’s surface. Such a 
section is visualized in Figure 2. Two 
sets of processes can be analyzed: 
1) the flow of energy into and out of the 
cube, through each of its six faces, and 
2) the transformation of energy within 
the cube. Some aspects of this analysis, 
as in the case of community metabolism, 
are treated in subsequent sections of 
this paper. 



Biological Oceanography 

Biological oceanographers study the 
biology, principally the ecology of marine 
organisms. To do this they spend consid¬ 
erable time at sea and in the laboratory 
observing, recording, and comparing, re¬ 
spectively, natural and experimental con¬ 
ditions existing among organisms and the 
environment in which they live. 

My remarks treat broadly of what bio¬ 
logical oceanographers are interested in 
and what they do research on, rather than 
a review of how they do their research. 
Instrumentation and problems relating to 
instrumentation — which are mainly due 
to corrosion and fouling of instruments; 
handling of long cable lengths; problems 
in interpreting the data collected when a 
catenary develops in a cable carrying in¬ 
struments, due to variable velocities of 
vessel or currents; problems created in 
transmission of data from depths to the 
surface; high ambient pressures; selection 
of radio frequencies for transmitting data 
from buoys and satellites to ships and 
shore stations; etc. — will be mentioned 
briefly. 

The Hydrospheric Climate . Ruttner 2̂  
has succinctly outlined the two-fold 
effect of the water environment upon life 
within it: 1) through its physical prop¬ 
erties, as a medium in which plants and 
animals extend their organs and move or 
swim; 2) through its chemical properties, 
as a bearer of the nutrients which produce 
the organic from the inorganic through 
the primary production of the plant king¬ 
dom. Thus, because of their importance 
to life, physical and chemical attributes 
of the water environment are often as 
fully studied as the organism by the 
marine ecologist. The scope of these 
studies is suggested by the magnitude of 
the celestial, planetary, and hydrospheric 
conditions and processes depicted in 
Figure 3. For example, the sequence from 
light to fresh water runoff in the outer 
circle is the hydrologic cycle. The 
effect of this cycle upon marine organisms 
is particularly marked in estuaries and 
coastal waters through the variable modi¬ 
fication of components of the local hydro¬ 
spheric climate, as sediment, salts, 
nutrients, and dissolved gases in the 
water. For simplicity, not all of the 
components of the geochemical cycle are 
shown in Figure 3> but I wish to call 
attention to this cycle as it is also im¬ 
portant in the ecology of marine organisms. 
It is linked to the hydrologic cycle 
through sedimentation, i.e., the erosion, 
transport, and deposition of sediments 
from the continents. An excellent dis¬ 
cussion of the biogeochemical cycle can 
be read in Odum and Odum. 22

Moore 20 believes that the latitudi¬ 
nal and vertical gradients are the most 
useful, of several gradients that might 
be chosen, in classifying marine organ¬ 
isms and their environments. The inten¬ 
sity and duration of light is the princi¬ 
pal factor in both gradients. Incident 
light at the water surface is dependent 
upon the latitude; temperature is related 
to illumination, hence also shows a lati¬ 
tudinal gradient and decreases poleward. 
In the vertical gradient there is an ex¬ 
tinction of sunlight illumination, usually 
by BO to 200 or more meters of depth; 
temperature changes (see Figure 5C) are 
generally limited to a few hundred meters 
in depth at the surface of the ocean; and, 
pressure increases with depth at the rate 
of 0.442 pounds per square inch per foot 
of depth (about one decibar for every 
meter of depth). 

I have emphasized the large scale 
phenomena associated with the hydrospheric 
climate to call attention to the fact that 
the biological oceanographer must bear 
these in mind and accordingly conduct his 
research within this context. A set of 
local environmental influences relating 
the hydrologic and geochemical cycles is 
shown by a hydrospheric climatograph in 
Figure 4» These are of interest because 
they help explain seasonal fish mortal¬ 
ities. The climatograph indicates that 
the amount of dissolved oxygen is appar¬ 
ently more nearly associated with the 
seasonal pattern of river flow rate than 
to water temperature. Since the amount of 
dissolved gases is normally equated to 
water temperature another factor is obvi¬ 
ously hidden in the data. That this is so 
has been suggested by Dr. A. Joel Kaplovsky 
Director of the Delaware Water Pollution 
Commission (personal communication). Dr. 
Kaplovsky believes that the reduction of 
dissolved oxygen may be due to the stirring 
up of the bottom sediments by the increas¬ 
ed river flow. Since sediments tend to 
absorb chemicals, it is entirely possible 
that oxygenophilic substances are mixed 
into the water column during increased 
river flow. The seasonal occurrence of 
fish mortalities in the Delaware River, 
particularly during the time of the spring 
flows, suggests that the hypothesis de¬ 
serves careful study. 

Since sound propagation in water is 
likely to be of interest to radio engin¬ 
eers, I have included some graphs of the 
velocity of sound in the sea which show 
that the velocity varies according to the 
water temperature, salinity, and pressure 
(Figure 4)« This variability in the trans¬ 
mission of sound in the sea has an obvious 
bearing upon the reliability of data col¬ 
lected by sonar and echo sounders. Fur¬ 
ther, the kind of sound must be identified 

H2 



since sound originates from three princi¬ 
pal sources: geological, biological, and 
mechanical (as from submarines). 

Community Metabolism. Several inter¬ 
acting environmental factors were shown in 
Figure 3, with an indication that many of 
these factors ultimately affect the metab¬ 
olism of marine species. Metabolism was 
selected to represent life processes, 
since it is one of the unique character¬ 
istics of living organisms. Further, a 
concept of community metabolism is useful 
when an association of organisms is stud¬ 
ied as a unit, particularly in an estima¬ 
tion of biological productivity. 

The concept of community metabolism 
has been advanced most strenuously by 
Odum2'. He has designed an electrical 
analogue circuit which furnishes an inter¬ 
esting model for this concept2*. 

In the community metabolism diagram 
(Figure 6), we see the relationship be¬ 
tween photosynthesis, respiration, and the 
flow of chemical energy in organic form 
through the community. Plants, through an 
elaborate mechanism involving absorption 
of sunlight and photosynthesis, utilize 
sunlight energy as an energy source for 
metabolism and the growth of plant tissues. 
Since animals are dependent upon organic 
food, plants are the basic source, direct¬ 
ly or indirectly, of all organic food for 
animals. Utilization of the organic chem¬ 
ical energy dissipates this energy; this 
energy loss can be measured in the respir¬ 
ation of plants and animals. Thus, the 
energy stored in plant tissues can be visu¬ 
alized as flowing in one direction through 
the community, with a marked dissipation 
of energy at each consumer level from 
plants to herbivores to carnivores to de¬ 
composers. 

Biological Productivity. The rate of 
biological productivity, usually measured 
in such units as grams or kilocalories per 
square meter per year, is often considered 
in connection with community metabolism as 
well as in the study of individual species 
such as fishes. Primary productivity, the 
rate at which plants and some bacteria 
(collectively called "producer organisms") 
store energy, is often studied to provide 
a reference value even when the principal 
study is upon other components of the com¬ 
munity. An excellent review of biological 
productivity is given by Odum and Odum22 . 

B ioengineering . A very limited pre-
sentation of this topic is given here, 
primarily to indicate the possibilities 
in the bioengineering approach to the stu¬ 
dy of marine organisms. As already stated, 
biological oceanographers study life and 
environmental conditions in the oceans, 

although many studies on marine organisms 
may be conducted in laboratories and muse¬ 
ums far removed from the ocean. These 
studies, however, usually are based upon 
field observations. Among excellent labor¬ 
atory-type studies, mathematical and engi¬ 
neering approaches to the analysis of the 
functional aspects of the structure of 
marine species are largely unexplored. In 
some cases it is advantageous to work upon 
preserved specimens, in others, to experi¬ 
ment upon living organisms. Examples of 
these studies will be cited from one area 
of my research interests. 

Development of the mollusk shell often 
reflects changes in environmental condi¬ 
tions, particularly of temperature and 
siltation. Researchers, using the oxygen¬ 
isotope thermometer technique devised by 
Dr. Harold Urey, are able to determine the 
temperature, even in fossil specimens,.at 
which the shell laminae were deposited1*. 
Thus, analysis of the shell architecture' 0 
provides information on the effect of the 
environment upon shell deposition as well 
as upon the past history of the animals. 
Since the principal architectural pattern 
consists of laminated structure with 
buttress-type strengthening in regions of 
greatest curvature, much could be learned 
about "engineering" principles involved in 
shell architecture. 

D’Arcy Thompson11 provides a notable 
introduction to the study of growth and 
form among organisms; one attempt to fur¬ 
ther analyze shell form and growth, in 
mollusks, has been made by Owen2'. Certain 
future lines of research are indicated, as 
for example, application of the kind of 
mathematical analysis used by Dean12 in 
the study of plywood and the application 
of common engineering tests to a quantita¬ 
tive determination and statistical study 
of the mechanical and structural properties 
of mollusk shells. This would permit a 
sophisticated level of study of the struc¬ 
tural form and strength of the shells and 
their component parts not yet attained by 
biologists in their analysis of shell struc¬ 
ture. 

Several pioneering researches indicate 
other lines of intriguing research as in 
studying bioengineering aspects of the 
development of hydrostatic pressure. This 
pressure is effectively used in swimming 
and jet-propulsion by scallops^? and squid, 
and in the digging by clams and marine 
annelids5. The significance of this pres¬ 
sure in the activities of these marine 
organisms is indicated by the term "hydro¬ 
static skeleton" used to describe the 
fluid mechanism which provides a function¬ 
al relationship between contractile , 
elements of the animal and its body fluids5. 
As to engineering applications, I wonder 
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for example, whether a suitably and simply 
propelled, water-inflatable, double-walled, 
pointed tube of plastic, resembling the 
shape of a giant squid, could be designed 
as an effective method of long distance 
transport for a ’’frogman." 

Collection of Specimens and Data 

Three essentials usually are required 
in the collection of oceanographic infor¬ 
mation: 1) oceanographers and/or 2)in¬ 
struments, and, 3) a vehicle or platform 
to carry or support the observers or 
instruments. Combinations of these essen¬ 
tials may be as simple as that involved 
in strewing plastic-covered cards or drift-
bottles from a small boat to study surface 
currents, or in the utilization of pre¬ 
cision instrumentation such as loran and 
GEK (Geoelectrokinetograph) on a modern 
oceanographic research vessel to measure 
subsurface currents. 

In most cases, there are but two gen¬ 
eral approaches to either observing or 
collecting marine specimens, sediments, 
hydrographic data, etc.: either go down 
yourself or send down collecting or "sens¬ 
ing" devices to ao the job for you. Since 
these two approaches are often combined, 
a whole spectrum of possibilities has 
evolved. For example, the evolution of 
manned sensing devices has proceeded along 
several lines from surface swimming to un¬ 
protected diving to diving ships. A big 
step was made when primitive underwater 
craft, capable only of shallow water ob¬ 
servations, were superseded by the cable-
suspended, bathysphere which made deepsea 
explorations in the 1930’s. Then, in the 
195O’s came another significant advance: 
the self-propelled bathyscaph, which 
recently probed the deepest oceanic 
trench, diving to depths up to 10,700 
meters; in shallower water a two-man div¬ 
ing saucer is being used. Now an aluminum 
submarine, the Aluminaut^ is being built, 
with launching scheduled for 1963« The 
Aluminaut will be capable of undertaking 
a wide variety of geological, biological, 
and physical research; operating to depths 
of about three miles. This submarine will 
allow the crew to explore about 60 percent 
of the world ocean floor, most of it for 
the first time. 

Many more kinds of vehicles or plat¬ 
forms are in use or are being designed. 
These include: special oceanographic re¬ 
search vessels; inflatable, metal-reen-
forded, rubberized sea-going craft that 
can be transported by air and then assem¬ 
bled at a research location within a few 
days; aircraft, including helicopters and 

air cars; Texas towers; the Cuss I, used 
in the first attempt to probe the thin 
crust of the earth at the bottom of the 
ocean in the Mohole project; and, two 
variations of tubular research platforms. 
These latter, some 16 feet in diameter 
and 300 feet long, have gimbaled compart¬ 
ments and instrument panels, that will 
enable researchers to tow the platforms 
in a horizontal position to the study 
area and then position them upright for 
work: the FLIP or Floating Instrument 
Platform^! and the SPAR or Seagoing Plat¬ 
form for Acoustic Research^. In time 
there no doubt will be oceanographic-
meterologic space ships orbiting the 
earth and reporting "bird’s eye views" of 
the ocean surface and atmospheric condi¬ 
tions. 

Scattered sampling of oceanic depths 
yields incomplete or biased oceanographic 
records. Repeated, adequate sampling is 
an obvious necessity if either space man 
or oceanographers are to achieve a better 
impression of an environment and its 
occupants. Statistically valid sampling 
of specific environments at certain geo¬ 
graphical locations, or of transient or 
moving conditions, requires precision 
navigation and/or the use of sensing 
devices which can track the conditions 
being followed, as: radar, sonar, loran, 
RDF, and the Swallow float, to name a few. 
The last named was used effectively in 
studying deepsea currents during the 
International Geophysical Year and in sub¬ 
sequent studies26, 34. 

If it is not already clear from the 
discussion thus far, it should be empha¬ 
sized that collection of marine organisms 
and oceanographic data is not only an 
expensive undertaking, but it is also 
very time-consuming. 

Utilization of Knowledge 

As in other sciences, when we review 
the advances that have been made in ocean¬ 
ology, we are impressed by the quality 
and volume of information obtained by the 
pioneers of the science, despite the 
crude methods and instruments available 
to them. Much of this information is 
contained in publications of limited 
issue, and these are not available in 
every oceanographic library. Not only 
should this past record be more widely 
known and consulted, but there are "grow¬ 
ing pains" also. Even today, with our 
relatively high level of technology, 
there are several bottlenecks preventing 
rapid utilization of accumulating know¬ 
ledge. There is a need for more rapid 
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processing of the material collected on 
oceanographic cruises, through laboratory-
studies, etc., and translating these into 
useful information. 

Major Bottlenecks 

The most critical bottlenecks stem 
from lack of sufficiently trained, quali¬ 
fied personnel and from lack of accurate, 
labor-saving methods and devices in the 
collection, processing, and interpretation 
of data. 

Of course, greatly increased finan¬ 
cial support of oceanographic research is 
sorely needed, but this in itself will not 
break the present bottlenecks. To avoid 
perpetuating and intensifying the commun-
ication-of-knowledge bottleneck, vastly 
improved feed-back of information is 
needed. Instrumentation may be the key to 
speeding up this feed-back. 

Improved Library Facilities . The 
rate of library acquisitions is seemingly 
progressing in geometric proportions, such 
that even foremost researchers have diffi¬ 
culty staying abreast of new literature. 
Coupled to this publication rate is the 
lack of adequate financing and facilities 
at most marine science laboratories to 
either accommodate acquisitions or to 
purchase all of the references required 
for their work. Establishment of large, 
centralized, well-financed libraries seems 
to be an answer to this bottleneck. Tech¬ 
niques of rapidly retrieving information, 
even beyond that now furnished by abstract¬ 
ing journals is sorely needed, but even if 
the central libraries only provided at 
cost rapid photocopy and transmittal of 
library material upon request, this would 
be an important service. The ultimate in 
library science may be instrumentation, 
whereby a Univac-like system with informa¬ 
tion properly coded and stored would en¬ 
hance the rapidity and volume of retrieval 
of pertinent data. A less extensive 
service was envisioned earlier as a need 
in connection with reports on estuarine 
research-'1. 

Systematics . The science of system¬ 
atic s deals with the identification of 
organisms, with describing new species, 
and arranging all species within a compre¬ 
hensive classification. There are not 
enough sufficiently trained systematists 
to handle the quantities of specimens now 
in marine collections, let alone provide 
the basis for expanded volume of collect¬ 
ing. Now that instrumentation has entered 
the field of language translation, further 
refinements may produce optical scanning 
devices that can assist the systematist in 

routine identification and quantification. 
Identification of most species may always 
demand the direct attention of a system¬ 
atist, but it is possible that analysis 
by larger taxonomic categories, particu¬ 
larly of plankton groups, could be speeded 
up by instrumentation. 

Synoptic Data . Summaries of atmos¬ 
pheric climatic data, relating one climat¬ 
ic factor to another, give a useful 
synopsis of prevailing conditions. This 
same approach has not been widely applied 
to summarization of oceanographic data. 
The chief drawback is the lack of suffici¬ 
ent data from which to prepare the synop¬ 
sis. Instrumentation can be the key to 
the collecting of data for synoptic treat¬ 
ment. Several parameters of the hydro-
spheric climate can be continually sampled 
from stationary platforms, such as Texas 
Towers, light houses, or anchored or 
floating buoys. As we gain experience and 
sophistication in handling the data col¬ 
lected, this data, when run through 
computers, should quickly provide answers 
to problems concerning the differential 
or combined effect of environmental fac¬ 
tors upon life in the ocean. 
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Fig. 1. Environmental processes have affected organic 
evolution throughout most of geologic time on the 
Earth. This diagram portrays the four major 
intersecting spheres within which the environment 
processes are continually interacting. Fig. 3. Celestial and planetary conditions and proces¬ 

ses (outer set) produce or moderate environmental 
conditions in the hydrosphere (inner set) that influ¬ 
ence the metabolism of aquatic organisms. Based 
upon Dansereau’s 10 treatment of Finch and Tre¬ 
wartha’s^ concepts. 

"EFFECTIVE" RIVER FLOW (in 1000 cfs) 

Fig. 2. An intensive study of a cubic section of the 
Earth’s surface, measuring all of the exchanges 
between the biota and layers of the cube (air, wa¬ 
ter, and land) and between the cube and its sur¬ 
roundings, would be of great theoretical as well 
as practical interest. 

Fig. 4. This hydrospheric climatograph shows aver¬ 
age monthly dissolved oxygen-temperature-river 
flow relationships during an average year, 1949 
through 1958 (based on U. S. Department of Health, 
Education and Welfare, Public Health Service 
data). 
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Fig. 5. The velocity of sound in sea water is not uniform since it varies with temperature, salinity, and pressure. 

Fig. 6. Energy flows in one direction through a community of organisms. Measurement of the energy flow indi¬ 
cates the state of the metabolism of the community. If the energy flow is in equilibrium, the imports (light 
and organic material) equal the energy losses and exports (heat, respiration, and organic matter). 
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Abstract Summary 

Because attempts to automate hospital care 
are potentially important contributions of engi¬ 
neering, it is necessary to reveal the steps in 
this process. The avoidance of failures and con¬ 
fusion in this field require initial differentia¬ 
tion of two basic areas: a) routine hospital 
automation needs in management, business functions, 
and certain communication and information problems, 
which can be served now, and b) research into the 
fundamental medical sciences relative to patient 
symptoms and the integration of hospital care ser¬ 
vices with individual patient needs, which consti¬ 
tute a longer process. The routine uses depend 
upon efficient planning, and will likely follow 
hospital "operations research." The second prob¬ 
lem involves learning what ought to be automated, 
what can be, and how. Initial work is now ad¬ 
dressed to medical information procurement. The 
long-term learning process is just beginning and 
depends on joint activities in medical science and 
engineering directed toward the more subtle prob¬ 
lems of diagnosis, disease dynamics, and medical 
care. Experimentally determined criteria to ex¬ 
pedite fuller usage of automation in the hospital 
situation is expected. This field of endeavor is 
presently an outstanding challenge to engineering 
and medicine. 

Introduction 

The possibilities for utilizing automation 
facilities in hospital functions fire the imagin¬ 
ation probably more than any other area of engi¬ 
neering in the life sciences. Yet, we should not 
lose sight of the necessary evolution of knowl¬ 
edge that must occur before practical realization 
is achieved. Automation in the hospital has many 
connotations such as data gathering, handling, 
processing, and computing. Applications of com¬ 
puters and electronic equipment have been tried 
and are being extended in the areas of patient 
diagnosis, monitoring of illness, scheduling of 
services, medical record keeping, fiscal control, 
etc. 

Automation in hospital functions in the full¬ 
est sense means utilization of automatic informa¬ 
tion procurement, decision-making, and self-con¬ 
trol of the major component activities that occur 

in care of the ill person, with appropriate safe¬ 
guards and individualization. Automation engi¬ 
neers are indispensable components of these activ¬ 
ities, because they help procure scientific knowl¬ 
edge and assist in making many practical applica¬ 
tions of it. If the present status of automation 
in the hospital was ready for exploitation and 
full-scale utilization, and if it was of proven 
value, the present challenge to engineering would 
not be quite so crucial. In the minds of many in 
the field of health, the apparent situation is one 
in which people in medicine stand on the periphery 
of an expanding scientific technology and, on 
hands and knees, beg to see its application for 
humane purposes. Before we become too critical of 
this point of view, and others, we should look at 
hospital and medical objectives in an attempt to 
understand at least the component tasks we pres¬ 
ently perceive. We need to be more sympathetic 
with ourselves and our colleagues in medicine and 
engineering as we face together challenges of the 
future and as we become receptive to the problems 
uncovered in our joint search and research efforts. 

This review will attempt to identify some of 
the present work in this field, some of the prac¬ 
tical problems, and hopefully point up realistic 
expectations for the immediate future. There is 
much less difficulty in conceiving long-term goals. 

The Function of the Hospital and Physician 
in Patient Care 

The modern hospital is an institution which 
renders services to ill man to cure him or to min¬ 
imize his incapacitation. It has the unique task 
of insuring that the ill person entering its por¬ 
tals gets, under direct medical supervision, what 
treatment and assistance he needs when he needs it. 
Besides an identification of the person's illness 
(diagnosis), his disease process may be arrested 
or limited and even sometimes prevented by defini¬ 
tive treatment, that is medical or surgical. When 
this is not possible, modern medicine also affords 
a reduction of the person's pain and suffering and 
has means at its disposal to restore the chronic¬ 
ally ill (restorative medicine or rehabilitation). 
The major task of the hospital thus entails the 
provision of personal medical and related service^ 
which require resources of personnel and facili¬ 
ties. It must be organized so that it is 
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efficiently, effectively, safely, and economically 
operated within the specifications of the services 
it must provide. 

The utilization of hospital services depends 
upon the decisions or choices that a patient's 
physician makes in diagnosis and treatment. The 
physician must make many judgments and estimations, 
some of which are based on scientifically objective 
data or the results of precise tests, and others 
which use empiric knowledge, impressions that come 
from his special senses, clinical memory, and im¬ 
agination. He must continuously improve the ac¬ 
curacy of these decisions by applying his specific 
knowledge about the processes of illness, and by 
using his knowledge about the nature and behavior 
of disease agents and pathological consequences of 
particular injuries. He must include all new 
sources of information and utilize instrumentation 
which improves his perception of the patient's 
status. He must periodically evaluate the results 
of his treatment choices. He must anticipate com¬ 
plications where possible and forestall deteriora¬ 
tion which will render the patient unresponsive to 
treatment and recovery. He must plan in the face 
of extreme individual variation. Variability and 
complexity are hallmarks of dynamic responses of 
ill people, even among those with identical diag¬ 
noses. The physician's decision-making tasks,and 
the provision of services by the hospital which 
the physician orders, are related because the hos¬ 
pital is organized to carry out these orders. 

Medical Problems Stimulating Application 
of Automation Technology 

From the point of view of accuracy, a strict 
historical accounting of the developments in auto¬ 
mation in the hospital would be in order, but this 
does not provide understanding of either the 
achievements or the problems that exist. It is 
more helpful to look at the questions which are 
posed during the physician's decis ion-making and 
use of hospital services. These questions can 
then be turned into needs and framework will be 
provided for rationalizing current activities in 
automation. Some of the typical physician's ques¬ 
tions are: 

1. What is the patient's illness? 

2. How ill is the person and does he need 
hospitalization? 

3. If he needs hospitalization, has the pa¬ 
tient been in the hospital before? What were the 
diagnoses, course of treatment, and results at 
those times? 

4. Is proper space available in the hospi¬ 
tal? 

5. What needs to be done now? What can be 
done later? What does not need to be done? 

6. How is the person responding to the se¬ 
lected treatment or to natural recovery? Is he 
receiving what has been ordered? Did he receive 
it at the prescribed time? 

7. How can his treatment be tailored to his 
changing requirements as he gets better or worse? 

8. How can the manifestations of his illness 
and the results of his care be recorded with per¬ 
manence and retrieved with ease? 

9. How is his illness the same or different 
from others who have been seen? 

10. How can what has been learned about indi¬ 
vidual patients be retained for future guidance 
in care of patients with similar problems or for 
research purposes. 

11. How can the personal and economical sig¬ 
nificance of his care be determined and accur¬ 
ately measured? 

Use of such simplification carries a hazard 
in which a simply stated problem is often not 
fully comprehended by either the physician or the 
engineer. Thus, in regard to physiological mon¬ 
itoring of ill patients, Doctor Blumberg is 
quoted in an article in the Wall Street Journal 
of December 19, 1961, as saying:^ 

"In the electronics field, 
engineers don't know what the hospi¬ 
tal needs and the hospitals often 
don't know themselves. All too often 
the result is a machine built to the 
hospital's specifications that the 
hospital finds somewhat useless." 

All is not lost, because this process of 
probing uncovers basic problems which in them¬ 
selves may unify elements and efforts that are 
now random. These typical questions point up 
routine uses of automation and at the same time 
indicate a definite need for long-term research 
and coordinated efforts between engineering and 
medicine. It is helpful to contrast the current 
medical information procurement process and that 
which may be imposed by automation. 

Current Information Procurement and Usage 
in Medical Care 

Two events alone or together initiate the 
process of information gathering and utilization 
in the activities of medical care. First, there 
is the perception of the phenomena of illness 
and the development of ideas or concepts which 
are formulated in the physician's mind. Usually, 
these ideas are related at first to treatment and 
secondly to cause, or vice versa, if knowing the 
cause clearly alters the plan of treatment. A 
series of processes commence which may be ideal¬ 
ized as follows. There is elaboration of signs 
and symptoms and historical information by ques¬ 
tioning and examination which progressively 
focuses on the problems that are emerging, and 
subsequently on the immediate therapy needs, if 
any. A rather loose recapitulation of these 
gleanings is made in a written record that also 
affords time, by its formulation, for the physi¬ 
cian to digest findings and to consolidate the 
needed decisions. Lastly, there is an execution 
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of immediate decisions, and later there may be in¬ 
corporation of results from laboratory and other 
specialized tests into the evolving plan of man¬ 
agement. Not just once, but in an individualized 
continuing process, these activities reappear in 
the course of the evolution of illness,treatment 
and recovery. Alternate choices in turn may have 
to be made. Unfortunately for automation this 
can be a unique constellation of events that de¬ 
pends upon the fact that the same disease in two 
individuals may call forth different responses 
which have different therapeutic significance. The 
problem, as it were, is that two suits of clothes 
of the same material and identical configuration 
and size may fit one person and not another. The 
imponderables presented by the patient's own per¬ 
sonal reactions to his disease, and his expecta¬ 
tions, may enhance or interfere with treatment re¬ 
sulting in a need for further modification of 
therapy. Thus, there is not often a hard and fast 
sequence in this process that may have many con¬ 
tinuing independent, interdependent, and simulta¬ 
neous aspects. 

By contrast, as engineers are quite aware, 
when complex electronic and other instruments are 
used in such activities, an orderly sequence of 
events must be followed that are in accord with 
the logical consistency and design of the instru¬ 
ments and the functions to be measured. This can 
be helpful in some situations and highly frustrat¬ 
ing in other circumstances. Beginning with the 
phenomena or event to be measured, there is usally 
a step-wise sequence starting with detection of 
the natural event. Herein, there is presently an 
important assumption that the data thus acquired 
are biologically representative. Next,there is 
conversion into some common form such as electri¬ 
cal signals for processing, temporary or permanent 
display of raw or partially processed data, pre¬ 
sumably pure and unmodified by measurement. Then, 
discrimination and selection of data for addition¬ 
al alteration and conversion to a form that can be 
mathematically treated are made. Computation or 
biomathematical and biostatistical analyses are 
done for information extraction or representation. 
There may be display of the data or some of its 
attributes in a permanent and retrievable form. 
Finally, there is utilization, repetition, valida¬ 
tion, etc. Thus, in the highest form of automa¬ 
tion, it could be conjectured that detection, di¬ 
agnosis, and measurement of illness, selection of 
therapeutic decision alternates, data processing, 
and execution of control actions and in-course re¬ 
vision of continuing actions would be continuously 
generated in an integrated system. This system 
would be to some extent self-governing, since it 
would incorporate response patterns for control of 
the process of care itself (Cybernation). In this 
rigorous sense, we must admit much of our current 
activity is limited indeed, and coupled mostly 
with physiological and biochemical data acquisition 
and written record processing. Data acquisition, 
processing, computing, data display, and mathemati¬ 
cal analysis for personal usage rather than machine 
action are our major immediate objectives. 

The parallel between the two operational sys¬ 
tems, one manual and one automatic, should be 

examined. In reality, there is a larger task 
which must be accomplished first, and that is to 
understand precisely both of these systems and to 
establish by careful experimentation the extent 
to which they can be merged. What is practically 
desirable has to be known in terms of what parts 
of the human operation should be replaced if 
greater accuracy and safety can be proved. 

Information Needs in Hospital Care Which May 
Be Influenced By Automation 

Assuming that a major application of automa¬ 
tion in the hospital is in the general area of 
the hospital and physician's information search 
and manipulation, then the prime initial purpose 
of automation is defined. This would be to gain 
useful clinical information and make it rapidly 
available for personal decis ion-making. In this 
context, a detailed review of the hospital infor¬ 
mation problem areas is helpful. 

The areas of information search, some of 
which may be elegantly executed at the present 
time by the human "computer," are grouped as fol¬ 
lows : 

1. Getting information about the patient's 
status or situation : 

a. In regard to his illness, its diag¬ 
nosis, its cause, manifestations of the signs 
and symptoms, and their time course which are 
captured presently only in verbal,and to a 
lesser extent,in quantitative symbolization. 

b. In regard to treatment choices and 
dosages. 

c. In regard to hospital services that 
involve admission, the execution of treatment 
and final disposition or discharge of the 
person. 

2. Getting information about the process of 
medical and hospital care : 

a. The procurement and use of laboratory 
and technical diagnostic and nursing services. 

b. The conduct of therapy; specification 
and control of drug administration; use of 
surgical, medicinal, and physical elements of 
care. 

c. The way in which prediction and anti¬ 
cipation for early warning is made to head 
off complications and harmful conditions pos¬ 
ing a threat to life or producing chronic in¬ 
capacitation. 

d. The current hospital communication 
process which uses the bedside medical record 
and order book as the permanent recording of 
descriptive information on patient responses, 
laboratory data, etc. 

e. The operation of the hospital "sys¬ 
tem" itself in terms of patient flow, supply 
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logistics, and personnel flow. 

3. Procuring information on the medical, so¬ 
cial, and economic significance of illness: 

a. Hospital management, facility utili¬ 
zation, and development. 

b. Procurement of statistics on preva¬ 
lence of illness, etc., for preventive medi¬ 
cal and epidemiological use. 

c. Coordination in the use of all kinds 
of health facilities such as general or spe¬ 
cial purpose hospitals, public and private 
health agencies, etc. 

d. Centralized individual health record 
keeping, including the record of previous ill¬ 
nesses, results of pre-illness testing, and 
other data that would be available rapidly on 
demand in the event of illness, anywhere, at 
any time. 

4. Provision for the management of research 
in hospitals where care and research are either 
combined or separate activities: 

a. Scientific instrumentation in dis¬ 
crete research tasks and shared usage of data 
processing and computing facilities in the 
institution or in regional centers. 

b. Systematizing information flow, bib¬ 
liographic recording for collaborative re¬ 
search tasks carried out in the hospital, 
among several institutions, and nation-wide. 

5. Getting information on the need for, and 
ways to obtain and train, professional people to 
engage in the field of health services. 

Hopefully, a frame of reference now exists in 
which the discrete and important automation at¬ 
tempts in the hospital can be studied with a per¬ 
spective which takes into account these admittedly 
broad "design parameters" of hospital care auto¬ 
mation. 

Description of Current Research and Applications in 
Hospital Automation 

A description of both contemplated and actual 
attempts at partial automation in the hospital 
setting is considered here in relation to infor¬ 
mation problem areas such as getting information 
about the patient's disease. We will ignore, par¬ 
tially, an important but fairly well developed 
usage of automation in fiscal management of the 
hospital. 

Computer-Aided Diagnosis 

Several significant efforts have been made in 
this area. The mathematical basis for diagnosis 
has been formulated by Ledley and Lusted. z>3 
Automated diagnosis, or answering by computer 
methods, the question of "What disease does the 
person have?" has stimulated the imagination of 

physicians, mathematicians, and engineers because 
diagnosis is a logical process which presumably 
could be carried out rapidly with the assistance 
of computers. There are problems in mathematiz-
ing both the semantic or "meaning" content of di¬ 
agnostic signs and symptoms and personal observa¬ 
tions which need to be surmounted. Problems also 
exist in quantifying signs and symptoms by identi¬ 
fying their time and magnitude characteristics. 
Matrices of symptoms of disease have been set up 
in a simplified mathematical approach to diagnosis 
in congenital heart disease. In this instance, 
application of rigorous mathematical probabilistic 
theory has been made in computer-aided diagnosis. 
Similarly, diagnosing the probability of certain 
disorders of the blood, and programing missing 
diagnostic cues or tests needed to increase diag¬ 
nostic accuracy, were reported at the first 
Rockefeller Symposium on Computer-Aided Diagnosis 
in 1959. These and other intriguing applica¬ 
tions of computer technology to diagnosis have a 
basic requirement of clarifying the information 
content of some of the data which has been or 
should be accumulated in the human process of di¬ 
agnostic evaluation. This kind of work has also 
stimulated, directly, or entirely independently, 
studies of the diagnostic process itself. Criti¬ 
cal evaluations are being made on the dynamics of 
the process which the physician actually performs 
but rarely teaches.$ 

Simulation of the diagnostic process, beyond 
application of probability statistics in matrices 
of signs and symptoms, must take into account the 
fact that not all individual diseases have mutu¬ 
ally independent signs and symptoms. Diagnostic 
information and its content may appear in the ab¬ 
sence of certain signs and symptoms, in their 
time course of appearance, relative magnitude, 
clustering, etc. These uses are not realized as 
yet, since they have to be based on extensive and 
accurate recordable and retrievable medical data 
of known information content not yet available. 
Computer diagnosis attempts have stimulated pur¬ 
suit of such objectives. Considerable work is 
proceeding in both a diagnostic context and in 
fundamental research on automatic analysis of the 
electrocardiogram ?and the electroencephalo-
gram.10’11 Digital computer analysis of com¬ 
ponents of the analog recording of these bio-
electronic events has been made with success. 
Practical application has been achieved in the 
case of the electrocardiogram. 

The general interest and activity are reflect¬ 
ed in the fact that there were ten papers pre¬ 
sented at the 1961 International Conference on 
Medical Electronics on computer diagnosis alone. 

Continuous and Intermittent Physiological Monitor ¬ 
ing 

We have had some experience in this area. It 
is both important and provocative because there 
is unquestionable value in determining the course 
of the gravity of an illness and the dynamic re¬ 
sponses to therapy. These activities have begun 
with the detection and recording (usually graphic) 
of the so-called "vital signs" to monitor the 
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physiological status of the patient. The trans¬ 
duced events have included body temperature, pulse 
rate and volume, electrocardiogram (ECG) and heart 
rate from the ECG, respiration rate and recently 
depth (volume), skin electrical resistance changes 
(GSR), electroencephalogram (EEG), oxygen satura¬ 
tion of the circulating blood, either singularly 
or in various combinations. Beginning in 1953, 
the authors with Doctor Hebbel E. Hoff worked on 
instrumentation and analysis of periodic physio¬ 
logical measurements in individuals with chronic 
respiratory and other impairments AOur joint ex¬ 
periences suggest that we are still at the thresh¬ 
old of identifying the information content of 
physiological data as it relates to illness. 
We have worked in gap areas such as transducer de¬ 
velopment for acquiring and transmitting analog 
data such as temperature, blood pressure, heart 
rate from the ECG, and respiration rate and depth. 
Continuous application and usefulness have not 
been established. Many similar systems have been 
developed for processing and display of such data 
and are identified in the previously cited article 
in the Wall Street Journal for use in surgery, in 
surgical recovery rooms, and at nursing stations 
attached to or remote to hospital bed stations. 
Failures have occurred in interpretation in usage, 
and in coupling to the patient rather than in 
technical engineering and in hardware capability. 
Data discrimination for information content and 
data reduction to meaningful summary form depend 
upon research into the information content of 
physiological data. What aspects of such data 
should be processed must be established. For ex¬ 
ample, is severity of illness reflected in abso¬ 
lute magnitude values, of vital signs, or in time 
series changes, or in rate or slope changes, or in 
inter-relations of data sets, etc.? In spite of 
these gaps in knowledge, it should be pointed out 
that there has been empirical value to the usage 
of electrocardiographic and heart rate monitoring 
during the conduct of anesthesia and during intra¬ 
cardiac surgery where hypothermia is used and the 
surgeon must know the status of heart conduction 
as he repairs heart chamber defects. 

At this stage of experience with physiologi¬ 
cal data acquisition, it seems important to pro¬ 
vide a permanent analog magnetic tape record. Thus, 
as design requirements evolve and the fleeting but 
possibly meaningful variations in physiological 
phenomena are recorded, discriminate selection of 
information-bearing data or data components could 
be made from permanent reproducible records. Then 
the future programing for periodic or continuous 
monitoring, for continuous analog-to-digital con¬ 
version, and for determination of useful display 
modes would be greatly facilitated, and valuable 
guidance data would not be lost. 

The preceding application areas are, there¬ 
fore, directed towards finding more precise ways 
to diagnose illness, to refine choice of treat¬ 
ment, and to more accurately anticipate treatment 
needs in a particular situation. Obviously, too, 
this is in its infancy and will be studied with 
great interest by physicians and engineers. 

Application of automation technology in pro¬ 

curement and usage of hospital services is at pres¬ 
ent a contemplative procedure which will soon be 
activated. Several techniques seem promising. 

On Line Computer Interrogation 

At the recent Scientific Session of The Heart 
Association of Southeastern Pennsylvania on The 
Application of Computers in Cardiovascular Dis¬ 
ease, J.J. Baruch proposed the feasibility of ty¬ 
ing a large scale digital computer into the oper¬ 
ation of a general hospital nursing station, lab¬ 
oratories, and pharmacy. With appropriate term¬ 
inal equipment, a two-way system of communication 
between hospital personnel and a remotely located 
computer is visualized. Information could be rap¬ 
idly obtained on the record number by name and 
residence, previous admission data, etc. upon the 
appearance of a patient in a hospital station. 
Recording and disposition of prescriptions,entry 
and interrogation to determine the drugs that are 
elected for administration could be systematized 
and presumably controlled. Hand written messages, 
orders, and to some extent, "vital sign" measure¬ 
ments could be actively entered into the computer 
memory. Continuous updating of working patient 
records could be automatized. Contradictions and 
lapses in this process could be identified and 
safety controls formalized. Ultimately, opera¬ 
tional data for computer simulation and study of 
hospital function could be gained. 

While not conceptually unique, this potential 
application of computers in hospital functions 
could be effective in several important problem 
areas. Development of workable time sharing of 
large computers tied into "satellite" input and 
output stations is needed in the hospital situa¬ 
tion for reasons of economy. Shortening of the 
time interval for record look-up, updating, and 
display of wanted information on demand should be 
practically evaluated. Technical problems of 
rapid memory access to variable data in variable 
locations in the often unpredictable medical ap¬ 
plication must be solved. The influence of cur¬ 
rent attitudes of medical and hospital personnel 
in daily usage of automatic systems needs to be 
established. 

Another approach to the automation of hospi¬ 
tal record keeping has actually been started in 
several places. This work is concerned with cur¬ 
rent hospital recording techniques. 

Application of Automatic Data Processing in Medi¬ 
cal Records 

Two of the authors have been concerned with 
digitizing part of the hospital medical record for 
the past four years.*^5>16 Nearly 100 source 

* Office of Vocational Rehabilitation Project #318 
entitled "Coordinated Physiological and Bio¬ 
physical Studies for the Evaluation of Rehabil¬ 
itation Procedures Employed in the Care of In¬ 
dividuals with Severe Neuromuscular, Respiratory 
and Circulatory Disabilities," 9/1/58 - 8/31/62. 
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documents have been designed and tested to provide 
for key-punched entry of: time ordered diagnoses, 
physician and nursing bedside observations; results 
from manual measurement of temperature, pulse, 
blood pressure, respiration, fluid intake and out¬ 
put and biochemical laboratory data; functional 
test data such as electrocardiogram analysis and 
interpretation, radiographic interpretations, and 
cardiopulmonary function test results; the kind of 
physical treatment and its duration, results of 
muscle testing; and data describing age, sex, fam¬ 
ily composition, etc. At first, business machine 
data processing equipment has been used, and re¬ 
cently the computing facilities of the Baylor Bio-
mathematical Research Laboratory have been util¬ 
ized. This practical experience has shown that 
the process of replacing manual record methods 
must first be prepared to deliver regularly and on 
demand useful output formats without apology for 
machine or technical problems. Even in a special¬ 
ized research hospital with greater uniformity of 
services than the general hospital, gaining ac¬ 
ceptance and use by the personnel originating the 
data are essential. It has been possible to dem¬ 
onstrate in modest special applications a great 
versatility and saving of time in assembly of rel¬ 
atively large data sets which are medically useful. 
Periodic evaluation and review techniques of in¬ 
dustry (PERT-Program Evaluation Review Techniques) 
can be performed manually for selected individual 
patients. It should be possible to obtain retro¬ 
spectively, patterns of treatment response and 
time estimates to give desired results in given 
disease situations. This will require availabil¬ 
ity of rapidly retrievable record data, progres¬ 
sively increased recording of both patient re¬ 
sponses and the nature of hospital services used 
for each patient. Sufficiently large experience 
of this type should be susceptible to computer 
•prognosis (prediction) of the time and kind of 
hospital effort that is required for a desired 
outcome of hospital care. Simultaneously, it 
should be possible to explore dynamic programing 
of hospital service utilization for each individ¬ 
ual patient. This study has not explored the 
problem of digital recording of the narrative con¬ 
tent of the medical record which is being done by 
Doctor Schenthal and co-workers of Tulane Univer¬ 
sity Medical School^? at the Hutchinson Memorial 
Clinic. Here, in conjunction with the Tulane 
University Computer Center, a mark-sense punch card 
history, physical examination, and laboratory rec¬ 
ord was generated, which could be machine punched, 
and then the data rapidly located in a large col¬ 
lection of records. 

IQ 
At the Lovelace Foundation, Schwichtenberg 

has used a mark-sense punched card original medi¬ 
cal record with some success in medical screening 
of pilot candidates. 

There are several other groups working in this 
area who will not be identified in this brief re¬ 
view. 

There is a pertinent kind of hospital systems 
research being conducted which should be mentioned, 
although it is not presently automated. This 

activity should provide essential information 
needed for automation. 

Hospital Operations Research 

19 
Flagle has been studying the hospital op¬ 

eration at Johns Hopkins Hospital. The valuable 
objects of operations research are grouped by him 
in the following way: a) demands for services--
the flow of patients, b) logistics--the flow of 
equipment supply, etc., c) communications (rec¬ 
ords, orders, etc.), and d) organization of ser-
vices--flow of human resources of the hospital. 
The disciplining of study imposed by operations 
research has been valuable in finding critical 
problems in these operational activities, in trou¬ 
ble shooting, and in suggesting policy revisions. 
It is expected to find logically the fundamental 
mechanisms of hospital operation and their char¬ 
acteristics. This kind of research is desperately 
needed in advance of the sweeping changes that 
may be imposed by automation. Automation ought to 
replace at first those things that are not safe 
and efficient. In turn, when safe and etfective 
automation usages have been established, then 
economic considerations become the determining 
factor. 

Specialized Instrumentation in Hospital Labora¬ 
tories 

To avoid incompleteness, a large field of 
specialized technical instrumentation development 
should be mentioned. The hospital laboratory sharesin 
technical advances on a broad front. Direct car¬ 
ry-over from medical and other scientific research 
and industrial application is going on at a rapid 
pace. Sophisticated equipment is available for 
automatizing biochemical laboratory analysis, for 
safety monitoring where forms of radiant energy 
are being used such as in x-ray therapy and in 
radioactive tracer laboratories; for many diag¬ 
nostic applications in radiology such as fluoro¬ 
scopic image intensification, cinefluorography; 
for highly specialized application, such as auto¬ 
matic blood cell counting, densitometry, and even 
automatic instrument mass screening for abnormal 
cancer cells in specimens obtained from body cav¬ 
ities . 

Potential application of special instrumenta¬ 
tion should be mentioned in regard to work going 
on in the use of digital computers in pattern 
detection which has potential value in x-ray 
screening for pathology, in automatic computer 
analysis for EEG screening, and more. It is pos¬ 
sible that these important and discrete efforts 
will lend themselves to incorporation into inte¬ 
grated information systems in the hospital by 
means of systems research applications in the dis¬ 
tant future. At the present, as in industry, in¬ 
strument compatibility, standardization, etc. are 
recognized as very practical problems in medical 
application, but substantial research on these 
applications is needed. 

In the larger activity of inter-institution¬ 
al sharing of experience and coordination of 
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function which should benefit by automation tech¬ 
nology several groups are quite active. 

Inter-hospital Information Processing 

20 Slee has established the feasibility of 
merging hospital record face sheet data from sev¬ 
eral institutions. Thus, hospitals would contrib¬ 
ute to a generally available pool of experience 
with disease incidence, results of therapy, etc. 
Several large joint studies using computing center 
facilities for data handling are under way in can¬ 
cer detection, evaluation of the nature and re¬ 
sults of surgical treatment of cerebral vascular 
disorders, in cancer chemotherapy for surveillance 
and drug screening, and in cancer radiation dosi¬ 
metry calculation to name but a few. This is an 
activity which will mushroom and will become a 
highly significant and disciplining force that will 
undoubtedly influence hospital practices. 

Automated Centralized Health Record Keeping 

As hospital input data is progressively im¬ 
proved in quality and quantity, a major antici¬ 
pated usage will be the study of technical require¬ 
ments for centralized health record keeping. This 
health usage of automation will likely follow in 
time, centralized and full automated record keep¬ 
ing of income for tax purposes, and population 
finger printing identification, etc. Dr. Freder¬ 
ick Moore, at the School of Medicine of the Univ¬ 
ersity of Southern California has pointed out that 
besides the patient's experiences in the hospital 
itself, the patient's future course out of the 
hospital and his movements among health agencies 
must be established if we ^je to evaluate or im¬ 
prove hospital operations. This cannot be done 
with our present record systems because a problem 
exists that is not unlike automatic bibliographic 
search of the scientific literature. The great¬ 
est stimulus for improvement of our information 
process will come from real scientific use of rec¬ 
ords which will show their present inadequacy. 

Although we may appear to be overwhelmed by 
the formidable incompleteness and "softness" of 
our medical data, the rigors of automation will 
create standards, policing, and proper morale. 

Therefore, it can be conjectured that pro¬ 
gressive improvement in quality of medical infor¬ 
mation both in and out of the hospital, provision 
of efficient health services at all levels, and 
establishment of bench marks for evaluation and 
guidance of health services, may presently merge 
on the ground swell of automation. 

Aspects of Automation and Professional Training 

As we explore and prepare for hospital auto¬ 
mation, we cannot ignore the need to train our¬ 
selves and those who will follow in these endeav¬ 
ors. With the hazard of oversight, we would like 
to identify briefly some personal activities. In 
the institutional complex of the Texas Medical 
Center, video, audio, and direct wire data tele¬ 
metry is employed in conjunction with joint teach¬ 
ing activities in the basic medical sciences. 

Laboratory and clinical demonstrations are con¬ 
ducted between Baylor University College of Medi¬ 
cine and the Texas Institute for Rehabilitation 
and Research. This opportunity to expose the 
young medical student, the engineer, the instruc¬ 
tor, and the professor, to the application of 
scientific techniques to clinical problems, and 
to jointly explore the phenomena of experimental 
physiology in the laboratory has been most reward¬ 
ing. We are seeing besides the student's techni¬ 
cal proficiency, a readiness for independent 
critical thinking, for contribution of research 
knowledge, and for genuine respect of the many 
disciplines composing our present health endeav¬ 
ors . These and other experiences encourage us to 
expect that the young physician will place many 
of the aspects of scientific medicine in the hos¬ 
pital of the future in a new and fresh perspec¬ 
tive. Their likelihood for accelerated contribu¬ 
tion to hospital care and automation is very 
probable. 

Discussion 

It is necessary to be circumspect to specify 
the significant contributions of automation to 
the hospital care process and thus, to leave it 
largely unanswered. This, of course, reflects 
the unsteady state of our knowledge. It is also 
a consequence of our current desire to have solu¬ 
tions before even the problems are known. This 
review has identified many activities, trials, 
applications, and pursuits. Most are incomplete. 
Many are becoming more interdependent. Some are 
conjectural; several are anticipatory of the fu¬ 
ture; most have unknown practicality if we sepa¬ 
rate off purely business management aspects. This 
is not unexpected as medical care in the hospital 
becomes more scientific and yet remains patient -
centered. For a long time it appears the physi¬ 
cian must be like the key person in the space 
flight control center, who in spite of all that 
instrument technology can offer, must still per¬ 
sonally decide "go" or "no go." We do not be¬ 
lieve this is unrealistic or avoiding the chal¬ 
lenge of the future. At present, we have more 
needs than accomplishments. Breakthroughs are not 
expected and we have to spend a great deal of un-
dramatic, diligent, carefully planned, and exe¬ 
cuted searching, researching, and study applica¬ 
tion. We have to find what is quantifiable and 
what ought to be quantified before full automation. 
We can probably accomplish the needed experimen¬ 
tal and simulation research before automating a 
large part of hospital care. 

We now have and may have further unequal 
evolution of knowledge and technological sophisti¬ 
cation in this field. Currently, we are almost in 
the situation of trying to fathom the precise de¬ 
sign, the components, and their inter-connections, 
in a huge operating computer to which we can at¬ 
tach, on the outside, only two electrodes. 

Since we have voluntarily chosen to undertake 
the large task of automation in hospital care, it 
is essential to prepare now for the eventualities. 
Physicians must be trained who can think like en¬ 
gineers and, indeed, do some things the engineer 
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does. We have to train engineers to experience 
the variability, continuity, self-controlling, 
self-replacing, reactive, adaptive, dynamic char¬ 
acteristics of bio-systems. The levels of organ¬ 
ization and the modes of biological coupling and 
control are unique aspects of mammalian structure 
and function. These should be intriguing to auto¬ 
mation engineers, who by training and talent are 
ideally prepared to assist in developing knowledge 
in this area. 

There are some simple signposts from our own 
limited experience in particular, which we believe 
to be worthy of repetition. 

At this juncture of merging engineering and 
medical activity, as in many such interfaces, we 
believe we are in a situation where the engineer 
must obtain design data for himself. For example, 
he must acquire personal knowledge of the physiol¬ 
ogy of the event to be measured, this in turn be¬ 
ing one of the design parameters. He ought to 
have thorough understanding of the situation of 
measurement and the significance of variation in 
these states. He should bear in mind some of our 
ancient heritage on instrumentation, such as: 
"addition of the measuring instrument must not al¬ 
ter that which is being measured." 

Although it may seem rigorous to place some 
of this responsibility on the engineer , it 
seems to be appropriate that often in any new 
field of endeavor, daily work must progress ahead 
of knowledge to obtain missing design information. In 
this we expect much sympathy from the engineers. 
Frequently, the correct design data can only be ob¬ 
tained from a model synthesized from a combination 
of definite data and approximately of the para¬ 
meters not available at the time. Of course, the 
true engineering approach also demands immediate 
quantification and analysis of the newly found in¬ 
formation. In addition to and adhering to the 
law of instrumentation, irrespective of the phys¬ 
iological data to be explored, Rein's criterion is 
worthy of repetition;^ "maximal efficiency in 
the transducers, a minimum of electronics." 

Conclusion 

Practically all of the current accomplish¬ 
ments in the development and application of hospi¬ 
tal care automation have required much assistance 
from the engineer, physician, and research sci¬ 
entist. Joint and individual tasks have already 
been undertaken. Nearly always joint experience 
has been required. Pursuit of appropriately large 
tasks in a highly integrated, closely coordinated 
effort with good specification is a reasonable 
future expectation. 

The initial work will be addressed to medical 
information procurement and rapid utilization in 
hospital operations as presently constituted. A 
fairly routine automation job exists in the simp¬ 
ler parts of hospital operation and management. 
Concurrently, the engineer and physician must en¬ 
gage in a long-term learning process in applying 
automation to the more subtle problems of diagno¬ 
sis and medical care. Finally, depending on the 

outcome of this, experimentally determined cri¬ 
teria will be found to expedite the fuller appli¬ 
cation of automation technology in the hospital 
situation. This composes one of the outstanding 
challenges to engineering in the life sciences 
which by good fortune is emerging as a productive 
field. 
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A PHASE-CHANNEL COMBINER FOR THE NRL SPACE SURVEILLANCE SYSTEM 

M. G. Kaufman 
U. S. Naval Research Laboratory 

Washington, D. C. 

Summary 

The Space Surveillance System developed at 
NRL for the detection of earth satellites forms a 
fence across the southern part of the United 
States. Four receiving sites are alternated with 
three transmitting sites which illuminate satel¬ 
lites with radio energy as they traverse the 
fence. The angle of arrival of the reflected 
signals is measured at each receiving station by 
a compound radio interferometer. These signals 
yield a multiplicity of channels which are 
normally recorded on paper and analyzed manually 
by visual aids and special slide rules. 

With the increasing satellite population and 
the repetitive nature of their orbits, the number 
of fence crossings has increased considerably. 
Automation in the detection process is needed to 
facilitate identification and sorting of satel¬ 
lites from each other (and from refuse), if a 
large backlog of data is to be avoided. The 
purpose of this report is to describe an 
electronic system which automatically combines 
the phase channels into one unambiguous channel 
and depicts the angles of arrival of the radio 
energy from the satellites. 

The basic technique used in the phase¬ 
channel combiner is as follows. Since complete a 
priori information on the incoming signals is 
known, simulated signal waveforms, locally gener¬ 
ated, are correlated channel by channel with each 
signal channel from the radio interferometer. At 
the moment of coincidence between each simulated 
and live signal channel, a "marker" pulse is 
generated. This process is applied simultane¬ 
ously to all of the output channels of the multi 
channel radio interferometer. 

At the instant that the individual marker 
pulses, so generated, are coincident with each 
other, an index coincidence pulse is formed. 
This pulse controls phase-measuring equipment 
whose output is a recorded electrical analog of 
the space-angle position of the satellite. The 
resultant space angle so determined is derived 
from several phase channels in real time, and the 
resolution in. angle is a function of the most 
accurate interferometer channel in the combi¬ 
nation. 

It is seen therefore, that the necessary 
complexity in multi-antenna combinations used in 
the radio interferometer detection system is not 
passed on to the data processing. 

Introduction 

The U.S. Navy Space Surveillance System for 
the detection of earth satellites forms a fence 
across the southern part of the United States(l). 
The fence consists of four receiver sites and 

three cw transmitter sites, the latter alter¬ 
nately located between the receiver sites. Both 
transmitters and receivers use fantype coplanar 
antenna beams wide in the east-west plane and 
narrow in the north-south plane. The cw trans¬ 
mitters illuminate the satellite, and radio¬ 
interferometer techniques are incorporated at the 
receiver sites to determine the satellite's po¬ 
sition in the east-west and north-south planes. 
The receiving sites are located at San Diego, 
California, and Elephant Butte, New Mexico, in 
the west, and at Silver Lake, Mississippi, and 
Fort Stewart, Georgia, in the east (Fig. 1). A 
data-transmission system links the surveillance 
receivers to NRL, Washington, D.C., and the Oper¬ 
ations Center at Naval Weapons Laboratory, 
Dahlgren, Virginia. 

The angle of arrival of the reflected radio 
energy is measured at each receiver sited by a 
compound radio interferometer (one that has many 
antenna pairs) which yields a multiplicity of 
channels of phase data. These are fed to the 
data-transmission line (2) and transmitted to the 
Operations Center at Dahlgren, Virginia, for 
processing. At the Operations Center the data 
are recorded on paper in real time and are subse¬ 
quently analyzed manually by visual aids and 
special slide rules. The Naval Ordnance Research 
Center computer, located at that facility, is 
being instrumented into the system to automatize 
this operation. NRL is rapidly instrumenting 
digital techniques to marry the outputs of the 
surveillance system directly to the computer. 

Due to some practical limitations in antenna 
spacings, the phase channels are individually 
ambiguous in depicting the angle of arrival of the 
signals. Therefore it is necessary to make at 
least some cursory analysis of the data from 
several phase channels to establish whether the 
signals thereon are bona fide. With the in¬ 
creasing satellite population and the repetitive 
nature of their orbits, the number of fence 
crossings has Increased considerably. Automation 
in the detection process is needed to facilitate 
identification and sorting of satellites from 
each other (and from refuse), If a large backlog 
of data Is to be avoided. 

The purpose of this report is to describe an 
electronic system which automatically combines 
several phase channels into one unambiguous 
channel. This single channel depicts the angle of 
arrival of the radio energy from the satellite in 
real time. The resolution in angle therefrom is a 
function of the most accurate interferometer 
channel used in the combiner. When the phase-
channel combiner is used at the receiving sites 
there is the added advantage of saving channels on 
the data-transmission line from that site to the 
Operations Center. Other data, such as doppler 
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and phase rate, can then be added to the overall 
information received from each site by utilizing 
the data-transmission channels so released. 

Brief Description of the Space Surveillance System 

The Navy's Space Surveillance System operates 
as follows. Radio energy radiated into space is 
reflected from objects to the receiving sites. 
The transmitting antennas provide illumination in 
a narrow fan-shaped beam which is coplanar with 
similar receiving-station beams. The position of 
a reflecting object in the common antenna patterns 
is determined by measuring the angle of arrival of 
the reflected signals by means of interferometers 
at two of the receiving sites. At each of the 
receiving stations the data from the phase¬ 
measuring equipment are transmitted, in real time, 
on phone lines to NRL and the Naval Weapons 
Laboratory. 

The antenna field associated with a re¬ 
ceiving site is arranged in pairs of antennas 
with selected spacings to provide the desired 
degree of accuracy and eliminate ambiguity. By 
means of amplifiers and converters, signals from 
an antenna pair are reduced in frequency, with 
phase preservation, and the phase difference is 
compared to a precision stable oscillator as 
reference. After being filtered, the phase-
carrying signals are applied to analog phase 
meters. The outputs of the phase meter are re¬ 
corded along with universal time to obtain a 
permanent record of the time and position of the 
satellite. The signals are phase coherent with 
respect to each other, varying in phase with 
respect to the stable reference oscillator as a 
function of the satellite's instantaneous po¬ 
sition in space (phase rate) and the distance 
(baseline) between the antenna pairs (Appendix 
A). 

A typical pair of antennas and the geometry 
of the situation are shown in Fig. 2. Signals 
are shown arriving from satellite S. Because of 
its great height as compared with the baseline d 
between antennas, the rays are essentially paral¬ 
lel. It is clear from the figure that energy 
reaching antenna B will arrive later than at A. 
The amount of this phase-front delay is 

0 = d sin 6 

where 

ÿ is the electrical phase delay (degrees) 
d is the electrical spacing between the 

antennas (nk/2) 
Ö is the angle of arrival measured from zenith 

(space degrees). 

By instrumenting the antennas with phase¬ 
measuring receivers, the space angle 0 is 
measured as a voltage analog in 0. It is noted 
that when d, the antenna spacing, is equal to or 
greater than k/2, determination of Ö becomes 
ambiguous; on the other hand, the angular reso¬ 
lution is proportional to d. For example, 

0 = d sin 0 

d0 = d cos 6 dQ 

= d cos 0 
d0 

noting that 
= d dö 

as cos 0^1, near zenith. 
In order to take advantage of the resolution 

improvement obtained by long baselines while 
circumventing the problem of ambiguity, many 
pairs of antennas are used, spaced so that 
signals from each successive pair can be cor¬ 
rectly deduced from the signal of the previous 
pair, when taken in order from the shortest 
baseline to the longest. 

In summary, it is noted that a pair of 
antennas provides phase signals for one data 
channel and that the channels must be analyzed 
sequentially for an unambiguous solution. The 
surveillance system incorporates many pairs of 
antennas to achieve the required angular reso¬ 
lution. Figure 3 illustrates where the phase¬ 
channel combiner fits into the surveillance 
system. Figure 3& shows the signals from the 
various antenna pairs going directly into the 
data-transmission system to be relayed to 
Washington and Dahlgren, Virginia, whereas Fig. 
3b shows four channels passing through the com¬ 
biner, where they are consolidated and then fed 
to the data transmitter. 

Description of the Phase-Channel Combiner 

The type of electronic instrumentation used 
for measuring the phase of the signals from each 
antenna pair generates a sawtooth voltage wave¬ 
form for each cycle of electrical phase vari¬ 
ation. The maximum amplitude of this sawtooth 
waveform is constant, and its frequency is pro¬ 
portional to the baseline length and electrical 
phase rate of the signal from one antenna pair. 
Figure U is an idealized drawing of several 
channels of these signals. The baseline lengths 
increase as the wave period decreases from 
channels 2 through 6, respectively. This set of 
waveforms represents the signals expected from 
the surveillance system as a satellite passes 
through the antenna beam from the western to the 
eastern horizon (staying at all times in the 
beam). This is not a practical case, but is 
used here for purpose of illustration. 

As can be seen in Fig. U, for every space 
angle read along the top of the figure, there are 
corresponding values for the phase readings of 
each channel, as read vertically and directly 
below. It can be shown mathematically, or curso¬ 
rily from the figure, that there is a unique set 
of phase readings for each space angle. This of 
course is a necessary condition if the surveil¬ 
lance system is to function unambiguously. 

Figure U can be drawn to the exact di¬ 
mensions as the paper used in the surveillance 
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system's data recorder, made into a transparent 
overlay, and placed squarely upon the data. An 
observer could monitor the data as It passed be¬ 
neath the overlay and read off the space angle the 
moment all of the phase-data channels were indi¬ 
vidually coincident with the overlay's phase 
lines. However, this would be quite a formidable 
task. The phase-channel combiner to be explained 
does the above task electronically 100 times per 
second. 

The combiner incorporates electronic means 
for simulating the phase channels exactly as 
shown in Fig. 4. A block diagram of its instru¬ 
mentation is shown in Fig. 5- Thus with complete 
a priori information on the phase signals, it is 
only necessary to generate simulated signal wave¬ 
forms and compare them electrically with the in¬ 
coming signals. A voltage-comparator circuit for 
each channel instantly indicates, with a pulse, 
when the received signal is equal to the simulated 
signal. The pulse outputs of the comparator 
circuits are fed to a coincidence circuit, and at 
the moment that all of these pulses are in time 
coincidence an index pulse is formed by the co¬ 
incidence circuit. The index pulse is used to 
control an analog phase meter whose output is 
read on a recorder. This reading then is an 
electrical analog of the space-angle, as a result 
of combining the received phase signals by simu¬ 
lation and comparison techniques. 

The other blocks shown on Fig. 5 outside of 
the sawtooth generators, comparator circuits, the 
coincidence circuit, recorder, and the analog 
meter previously mentioned above, are used 
functionally as follows. The master oscillator, a 
precision 1-kc tuning fork counted down to 100 
cps, is used to synchronize the combiner system. 
The various delay circuits are used for setting 
the phase (or time) relationships between the saw¬ 
tooth generators and the frame gate. Since all of 
the received signal channels are compared simul¬ 
taneously, it is the function of the frame gate to 
turn the overall system on and off at the time 
when all sawtooth generators are in proper 
synchronization. A pulse generator and counter 
are shown at the bottom of Fig. 5 which provide a 
running time train of pulses proportional to the 
space angle being measured. A computer, which 
may be used for further calculations, is shown 
fed by the pulse counter. The coincidence indi¬ 
cator in the lower right of the block diagram 
flashes with the coincidence activity in the com¬ 
biner system. Random flashes are coherent 
channel-to-channel noise bursts, whereas a pro¬ 
longed steady glow indicates a satellite pass. A 
panel meter calibrated in space angle is also 
included. The blocks shown dotted are the only 
additional components required to combine another 
channel. 

In order to demonstrate perhaps more clearly 
the time relationship between the received phase 
signals, the simulated sawtooth waveforms, and 
the pulse coincidences, reference is made to Fig. 
6, which represents three channels of the combiner 
action. The abscissas have been laid out as the 
natural function of cos 0 (0 = space angle) and 

the ordinates as voltages which are a function of 
the electrical phase shift. The sawtooth wave¬ 
forms represent the locally generated simulated 
signals, whereas the horizontal dash lines depict 
the instantaneous level of the received (or live) 
phase signals. Considering the abscissa shown at 
the bottom of the figure as a function of time, 
the frame gate starts at t0 and lets each simu¬ 
lated sawtooth waveform run on until time tg. 
During this period, which is approximately 0.01 
second, all possible combinations of phase re¬ 
lationships between the three channels shown are 
generated. Calling attention to the bottom 
channel only, it is noted that there are six 
points of coincidence pulses per frame for this 
channel. Like action will occur on the other two 
channels, with a correspondingly greater number of 
coincidence pulses being generated, due to the 
greater number of cycles in the respective saw¬ 
tooth waveforms. All of these coincidence pulses 
are fed to an "and" gate, which generates an 
index pulse only at the time all three of the indi¬ 
vidual channel coincidence pulses occur simul¬ 
taneously. This is illustrated at the bottom of 
the figure on the time axis at ti. Although 
there are many individual channel coincidences, 
there is only one time during a frame when the 
coincidences are coincident with each other, as 
shown by the vertical line ti. 

Carrying the analysis further, it is noted in 
Fig. 6 that the time index pulse (point 6) occurs 
when cos 0 equals minus 0.56. The space angle 0 
in this case therefore is 56o 56' above the 
western horizon, or 33° U' west of zenith. This 
space angle is automatically represented as an 
electrical analog by the analog meter shown in 
Fig. 5, which operates as follows. A reference 
pulse is generated at the beginning of the frame 
gate, which triggers a one-shot multivibrator 
circuit in the analog meter. The index pulse, 
mentioned above, resets the same one-shot multi¬ 
vibrator. The period of the square wave so 
generated is therefore proportional to the space 
angle. The square wave Is subsequently inte¬ 
grated and filtered into a de level which is fed 
to a recorder for viewing and processing. 
Returning to Fig. U, the de level or space-angle 
analog is shown as a dashed line on channel U. It 
is noted that this combined resultant is unam¬ 
biguous, with only one value for each space angle. 

The train of pulses shown at the top of Fig. 
6 is also used for monitoring the space angle. 
Their total number is proportional to the space 
angle, since they commence at time to, being 
triggered on by the frame gate, and end at time 
ti which is controlled by the index pulse. By 
using a high pulse-repetition rate, good reso¬ 
lution can be obtained by monitoring the pulse 
train with an electronic pulse counter. 

It is noted therefore that the combiner has 
two signal outputs which are proportional to the 
space angle. The first, the analog phase meter, 
whose action is represented in Fig. 7, shows a 
variable pulse width controlled by the frame gate 
and the index pulse. This action can be stated 
mathematically as 
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0 :: K 360o Ti 
Ti + Ta 

where 
9 = space angle in degrees 

Ti = pulse width in seconds 
Ti + T2 - period in seconds 
K = constant of proportionality. 

Similarly, the second, the pulse-train output, 
represented in Fig. 7, can be expressed as 

0 :: K(PRF) T1 
Ti + T2

where 
PRF = the pulse repetition frequency. 

Figure 8 illustrates the action of the coinci¬ 
dence pulses. The abscissa is time, and the 
ordinate is pulse amplitude. Four channels are 
shown. The wider pulses are used for the 
channels carrying the smaller baseline data, 
since the resolution is less on these, as ex¬ 
plained earlier with reference to Fig. 2. By 
tailoring the coincidence pulses to approximately 
20 percent of a sawtooth cycle for each baseline, 
more noise per channel can be tolerated before 
the overall four-channel coincidence is lost. 
The index pulse is shown crossed-hatched on the 
bottom trace, and it appears electrically only 
when there is coincidence between all four of the 
individual channel pulses shown directly above. 
For the purpose of illustration, consider a 
satellite located at 60 degrees west of zenith. 
As shown in Fig. 8a, the channel pulses will line 
up vertically, producing the index pulse. An 
inspection of the remaining pulses will show that 
there is not another case of four-channel coinci¬ 
dence. Continuing this check in ten-degree steps 
toward zenith, Figs. 8b through 8g illustrate the 
pulse action for the case of a satellite staying 
in the beam over the above range of space angles. 
Similarly, this process carries for space angles 
east of zenith. 

The accuracy with which the combiner de¬ 
termines the space angle is related directly to 
the longest baseline being combined in the set. 
Another factor is the width of the coincidence 
pulses used, assuming equal phase noise on each 
channel. Referring again to the basic system 
equation, 

0 - d sin 0 

or sin 0 = a 
where 0 is the phase (electrical degrees) 

d is the spacing between antennas 
(n\/2) 

0 is the angle of arrival measured from 
zenith (space degrees). 

Adding sky and system noise, N, to the electrical 
phase gives Q 0 w . 

a 

In effect, the error in sin 0 is inversely pro¬ 
portional to the length of the baseline. This is 
illustrated in Fig. 9- Figure 9a shows one 
cycle of a typical sawtooth waveform, as seen on 
one output channel of the surveillance system. 

Using time as analogous to sin 0 on the 
abscissa and the fact that sides of similar 
triangles are proportional, the figure shows 
that 

N_ 
T ' E01 

or the time error 

where N is the noise voltage 
¿¿ is the time error 
Ÿ is one period of the phase signal 

is the electrical phase signal 

Now consider Fig. 9b, which shows a second phase 
signal from the surveillance system derived from 
a baseline between antennas twice as long as that 
of Fig. 9a. The slope of the phase signal will 
now be increased by a factor of two. Assuming 
the noise level on this channel to be equal to 
that on the other, the time error becomes 

- N ^72 - if 1 . 
E02 2 I E02 J 

Thus equal noise levels on two channels will be 
less degenerative on the one which has the 
greater signal phase rate. In general the error 
in sin 0 is inversely proportional to the length 
of the baseline. The coincidence pulse width in 
the combiner is set for 20 percent of a sawtooth 
for each channel. Noise peaks causing vari¬ 
ations greater than this value will result in no 
combiner output, since pulse coincidence between 
channels will not occur. The 20-percent pulse 
width was chosen as a compromise between the 
assurance of having coincidence with weak and 
noisy signals and the problem of width so great 
that ambiguity results. 

Allowing for +5 percent noise, miscellaneous 
system tolerances in the combiner electronics, 
and the coincidence pulse widths used, a one-
percent error in the combiner output can be 
expected for angles near zenith. For this 
reason current practice is to record several 
signals from the longer baselines concurrently 
with the combiner output. The former are used 
for the final resolution of the space angle. 

An internal calibrator was incorporated in 
the combiner so that the system could be in¬ 
itially set up in the field and periodically 
checked during operations. This unit furnishes 
calibration signals to all channels, causing the 
combiner output to vary step-wise from 0 to 100 
percent in 10-percent intervals, as shown in Fig. 
10. The abscissa is time, and the ordinate is 
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electrical phase level proportional to the sine 
of the space angle. The speed of the chart was 
5 mm per second. In order to facilitate reading 
out the value of the space angle from the combiner 
analog channel. Table 1, "Space Angle vs Percent 
Deflection" has been prepared. Considering the 
lower edge of the combiner channel recording as 
zero percent (western horizon) and the upper edge 
100 percent (or due east), the intermediate 
values are readily determined from Table 1. 
Station zenith, of course lies at the 5°-percent 
line. In essence, the phase-channel combiner 
generates a virtual unambiguous baseline approxi¬ 
mately X./2 in length from several multi¬ 
wavelength-long baselines. 

Results of Laboratory Tests 

An electromechanical phase-signal simulator 
was designed and used to check out the phase¬ 
channel combiner. The simulator consists of four 
motor -driven 360 degree potentiometers with the 
coupling-gear ratios chosen to provide rotations 
proportional to the antenna baselines. With a 
de voltage applied to each potentiometer, slowly 
varying sawtooth waveforms are readily generated 
which are Identical to those which are formed by 
a complete surveillance system. These simulated 
signals were then fed to each of the corre¬ 
sponding signal Inputs of the phase-channel com¬ 
biner. Figure 11 shows a recording of these 
simulated waveforms, labeled 1, 2, 3, and 4. 
The upper trace is the combiner output. It is 
shown repeatedly covering the space-angle range 
from horizon to horizon as the signal-simulator 
waveforms vary through several excursions from 
west to east and conversely from east to west, 
when the motor reverses. The abscissa is time 
and the ordinate is electrical phase. The chart 
speed is 1/4 mm per second. 

Noise Test 

During the laboratory tests on the combiner, 
20-percent wide-band noise was added to each 
channel. No appreciable degradation of the com¬ 
biner output signal was noted. 

Stability Tests 

These tests indicated that a calibration 
check should be made once every twelve hours to 
keep drift down to one percent. 

Response Time 

Response time was found to be very good, as 
can be deduced from the calibration steps shown 
in Fig. 10. A closer examination using a faster 
chart speed indicated a 25 -millisec delay for 
full deflection, with 10-milllsec attributed to 
the Inertia of the recording stylus. This gives 
about an 8 to 1 safety factor over the fastest 
signal rise time expected. 

Sensitivity Test 

An rf signal is fed to all of the antenna 
pairs for periodic system calibration. Since all 
signals are in phase, the recorded phase channels 
will appear to read a zenith pass, or 50 percent, 
on each trace, as shown in Fig. 12. As the rf 
signal strength is reduced, system noise appears 
on each channel. Channel 4 is the combiner 
output, and the corresponding signal strength is 
monitored in channel 1. It is noted that the 
combiner channel gives zenith pass indication 
well into the noise of both the phase channels 
and the age. 

Life Test 

The combiner was operated continuously for 
three days without failures, signal-output 
degradation, or excess heating of individual 
components. Upon completion of this final test, 
it was shipped to the Silver Lake, Mississippi, 
site for field testing with live signals. 

Photographs of the combiner are shown in 
Fig. 13a and b. Figure 14 shows a typical 
station setup of two combiners flanking a common 
power-supply rack. Calibration and maintenance 
are performed on the standby unit, thus mini¬ 
mizing data Interruptions. 

Results of Field Tests 

The overall results of these tests were 
quite satisfactory. Several clips from re¬ 
cordings of satellite signals are presented. The 
first is Fig. 15. When reading the record from 
the bottom up, the channels are; 
1. AGC 
2. Phase signal E-W (shortest baseline) 
3. Phase signal E-W 
4. Phase signal E-W 
5. Combiner to 
6. Phase signal E-W 
7. Phase signal E-W (longest baseline) 
8. Phase signal N-S (baseline in quadrature). 

Timing is shown, coded, below the age channel. 
Another auxiliary stylus carries the alert-pulse 
signal, whose trace is shown located between the 
age and the first phase-signal channels. The 
combiner signal is the resultant of combining 
channels 2 through 5« (The phase signal for 
channel 5 is not shown, since this channel is now 
instrumenting the combiner output.) With refer¬ 
ence to the combiner signal on channel 5, the 
normal no-slgnal position of the pen is at the 
top of the channel chart. It is noted that 
random phase noise occasionally becomes coherent 
between channels, causing sporadic combiner 
action. The upper edge of the channel represents 
90 degrees east of zenith, the center line 
zenith, and the lower edge 90 degrees west of 
zenith. The pen is usually offset about 6 per¬ 
cent above the upper edge, so that there will be 
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a distinct difference between no signal and a 
reading of due east. In Fig. 15> at the time 
that age reaches maximum, the combiner channel 
resuis 61 percent ( zero percent is at the bottom 
of the channel). From Table 1, this indicates an 
object located at a space angle of 12.71 degrees 
east of zenith. When two receiving sites receive 
signals from the same object simultaneously, its 
height and location can be calculated. Another 
signal from an aircraft crossing the surveil¬ 
lance fence due west is shown in Fig. 16. 

It may be noted that phase-noise quieting 
extends beyond the period of the age signal, 
indicating a lower threshold sensitivity for 
these channels. Likewise, the combiner channel 
is not inhibited by low signal strength. Two 
examples of this are shown In Figs. 17 and 18. 
The first shows a solid signal on the combiner 
channel at 10.37 degrees west of zenith, with an 
Insignificant rise in age and the second shows 
the combiner reading well off each side of the 
age main lobe. Since age essentially renders a 
trace of the antenna pattern, it may be sus¬ 
pected that the combiner is reading coherent 
phase in the antenna side lobes. This is shown 
to be true in Fig. 19, where a strongly radi¬ 
ating satellite causes the age to trace out 
several side lobes on each side of the main beam. 
The combiner is seen to follow through these 
lobes at approximately 46 degrees west of zenith. 
Figure 20 shows another very strong signal and 
the corresponding combiner action. 

Many things can be deduced from the records 
as experience is gained in reading them. In 
order not to go too far afield from the combiner 
development, only a few aspects of record reading 
are considered apropos in this paper. Namely, 
the slope of a phase-channel trace indicates the 
direction the satellite is traveling as it 
crosses the fence. Considering the E-W channels, 
derived from the system's main antenna field a 
positive slope represents west-to-east travel, 
and vice versa. The surveillance system has 
several antenna pairs placed in quadrature to the 
main east-west field. They are known as the 
north-south set. 

Using slopes from these in conjunction with 
the system's east-west slopes, it is possible to 
determine the relative direction the satellite is 
traveling as it crosses the fence (Appendix B). 
Figure 21 illustrates the various combinations 
involved. This method is more accurate for low-
altitude passes near zenith, since the phase rate 
falls off toward the horizon, due to the 
searchlight* effect of the antenna beam and the 
cosine law variation of phase rate (Appendix A). 
Some of the slope combinations shown in Fig. 21 
are physically impossible with the present 
geometry of the surveillance system and the laws 
of orbital mechanics; however, it is not unusual 
to have an extraneous signal behaving so as to 
mock one of these conditions. 
♦Widening of the antenna beam at great distances, 
causing the phase rate to reduce for a given 
satellite velocity. 

In conclusion, therefore, with the slope 
information, a list of satellite predictions and 
the quick-look combiner reading on the space 
angle, the task of identifying satellites from 
space debris, meteorites, and airplanes is 
simplified. 

Conclusions 

A technique for combining phase channels in 
a compound interferometer has been demonstrated. 
In summary, some of the characteristics of the 
combiner are: 

1. Gives a quick reading of the space 
angle 

2. Releases data-line channels for other 
data 

3. Helps identify false targets, such as 
meteorites and airplanes 

4. Is more sensitive to phase quieting 
than the human eye and less tedious to 
read 

5. Gives a "line" readout rather than a 
point; i.e., the space angle is 
resolved over the interval of time that 
the satellite signal is under surveil¬ 
lance 

6. Operates in real time 
7. Additional channels can be readily 

combined. 

Work is underway to combine more of the 
higher résolution phase channels in the E-W set, 
as well as those in the N-S set. Some work has 
also been done towards a vector resolution of 
both sets, which if accomplished successfully 
will give the satellite's direction. An im¬ 
portant by-product of the above will be phase¬ 
rate Instrumentation, which can be used to define 
a relative-velocity vector of objects passing 
through the detection system. 

Since the completion of the first combiner, 
several avenues have opened up which are leading 
to new designs. These will be described in 
future reports. 
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Appendix A 

From Fig. Al: 

0 = tan'1^) (Al) 

0 = sin*1 j (A2) 

where t = time 
0 = space angle (O<0<^) 
0 = elec, phase angle ¿
V = velocity 

Combining Equations (Al) and (A2), 

0 = d sin Ttan*1

(used in graphing 0, see Fig. A2) 

Let <i = d sin«C 

0 « d cosc<6<) (A3) 

(used in graphing 0, see Fig. A2) 

Appendix B 

Determining the Angle of Crossing Through the 
Fence 

Antennas with baselines in 
patterns superimposed are shown 
B2. 

quadrature but 
in Fig. Bl and 

Angle of crossing. 
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earth's velocity vector is small. Instrumenta¬ 
tion is shown in Fig. b4. valid, when equal length baselines are involved., 

(n = k), or if the rates are corrected for 
unequal lengths. The assumption is made that the 

TABLE I 
SPACE ANGLE vs, PERCENT DEFLECTION 

Space .ingle I 
(West) % 

Space Angle 
(West 1 % 

Space Angle 
(East) 

1 

$ 
Space Anglfe 

(East) 

; 
2 
3 

; 
6 
7 
8 
9 
xO 
11 
J2 
13 
14 
15 
<£ 
17 
18 
3 9 
20 
21 
22 
33 
24 
«5 

90.00 W 
78.52 W 
73.74 W 
70.05 w 
66.93 w 
64.16 W 
61.64 W 
59-32 W 
57.14 w 
55.08 W 
53.13 w 
51.26 w 
49.46 w 
47.73 w 
46.05 W 
44.43 w 
42.84 w 
41.30 w 
39.79 w 
38.32 w 
36.87 W 
35.45 W 
34.06 w 
32.68 w 
31.33 W 
30.00 w 

26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
Zenit 

28.69 w 
27-39 W 
26.10 W 
24.83 w 
23.58 W 
22.33 W 
21.10 W 
19.88 
18.66 w 
17-46 w 
16.26 W 
15.07 w 
13.89 w 
12.71 w 
11.54 w 
10.37 w 
9.21 w 
8.05 w 
6.89 W 
5.74 w 
4.59 W 
3.44 w 
2.29 w 
1.15 W 
0.00 z 

h 

51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 

I.I5 £ 
2.29 E 
3.44 E 
4.59 E 
5.74 E 
6.89 E 
8.O5 E 
9.21 E 
10.37 E 
II.54 £ 
I2.7I E 
13.89 E 
I5.O7 E 
16.26 E 
17-46 E 
18,66 £ 
19.88 E 
21.10 E 
22 .33 £ 
23.58 E 
24.83 £ 
26.10 E 
27.39 E 
28.69 E 
30.00 E 

76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
86 
87 
88 
89 
90 
91 
92 
93 
94 
95 
96 
97 
98 
99 
100 

31.33 E 
32 . 68 E 
34.06 E 
35.45 E 
36.87 E 
38.32 E 
39.79 E 
41.30 E 
42.84 E 
44.43 E 
46.05 E 
47.73 E 
49.46 E 
51.26 E 
53.13 E 
55.08 E 
57.14 E 
59-32 E 
61.64 E 
64.16 E 
66.93 E 
70.05 E 
73.74 E 
78.52 E 
9O.OO E 
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Ratio 

0 
0.01746 
0.03492 
0.05241 
0.06993 
O.O8749 
O.IO5IO 
O.12278 
0.14054 
O.I5638 
O.I7633 
O.I9438 
O.21256 
0.23087 
0.24933 
O.26795 
O.28675 
0.30573 
O.32492 
O.34433 
0.36397 
O.38386 
0.40403 
0.42447 
O.44523 
0.46631 
0.48733 
0.50953 
O.53171 
0.55431 
0.57735 

TABLE I-B 
Table II, Phase-Rate Ratio:-, 'fu. Arale V- Crossing 

Angle , Ratio Z.a$le Re.t::.o Anfjle 

o° ! 
1° 0.60086 31o I.80L0 61° 
2° 0.62487 32° 1.8307 62° 
3° 0.6^41 33° I.9626 63° 
4o O.6745L 34° 2.0503 640 
5° 0.70021 35° 2.1445 65° 
6° 0.72654 36° 2.2460 66° 
7° 0.75355 37° 2.3559 67° 
6° 0.78129 38a 2.4751 68° 
9° 0.80978 39° 2.6051 69o
10° O.839IO 40° 2.7475 70° 
11° O.86929 41° 2.9042 71o
12° 0.9004o 42° 3.0777 72° 
13° O.93252 43° 3.2709 73° 
14° 0.96569 44° 3.4371 74° 
15° 1.00 45° 3.7321 75° 
16° 1.0355 4.0108 76o
17° I.0724 47° 4.3315 77° 
18e I.U06 48° 4.7046 78° 
19° 1.1504 49o 5.1446 79° 
20° I.1918 50o 5.6713 80° 
21° 1.2349 51o 6.3138 81° 
22° 1.2799 52o 7.1154 82o
23o 1.3270 53° 8.1443 83o
24° 1.3764 54° 9.51+4 84° 
25o 1.4281 55o 11.430 85o
26° 1.4826 56o 14.310 86° 
27° I.5399 57° 19.081 87o
28° I.6003 58o 28.636 88° 
29o 1.6643 59° 57.290 89o
30° I.7321 60° 00 90o
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H' 
Ti* ter 77z^z 

A2 

Fig. 1. Location of the space surveillance receiving 
stations showing the data-transmission lines to 
Washington, D.C. and Dahlgren, Va. 

Fig. 2. Basic geometry involved in the space sur¬ 
veillance system with respect to a pair of receiv¬ 
ing antennas. 

Fig. 3. Sketch showing how the phase channel combiner 
fits into the space surveillance system, (a) original 
system (b) original system with phase channel com¬ 
biner added. 
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Fig. 4. Drawing showing a frame of simulated signal 
waveforms to illustrate the phase relationship be¬ 
tween channels. 
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Fig. 5. Block diagram of the phase channel combiner. Fig. 6. Drawing showing coincidence between simula¬ 
ted signals and live signals. Wherein: 1-indicates 
the point of coincidence between the live signal and 
the simulated signal. 2-represents the phase level 
of the live signal. 3-indicates the first pulse of 
the pulse train combiner output. 4-indicates the 
simulated signal waveform. 5-indicates the last 
pulse of the pulse train in the combiner output. 
6-indicates the position of the index pulse. 

(b) 

Fig. 7. Waveforms pertaining to the two combiner outputs (a) the analog phase meter and (b) the pulse count. 
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(a) 

(b> 
Fig. 8. Photographs of a plexiglass model used to demonstrate the action of the coincidence pulses. Coincidence 

is shown on figure (a) at 60 degrees west of zenith. Figures (b) through (g) show coincidences at intervals of 
ten degrees. Similar action occurs for signals arriving east of zenith. 
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(g) 

Fig. 9. Sketch of two sawtooth signal waveforms de¬ 
rived from baselines having lengths in ratio of 1 
to 2. 
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Fig. 10. Sample recording of the combiner calibration 
waveform. 
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Fig. 11. Recording showing waveforms generated by a 
laboratory signal simulator. 
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Fig. 12. Recording of sensitivity test. The relative 
signal strength is monitored by the age voltage 1 
level, channel 1. The combiner output, recorded 
on channel 4 shows a zenith reading (midscale) 
for each succeeding lower level of age, until the 
signal disappears into the noise. Channel 3, 5, 6 
and 7 show the corresponding phase measuring 
channels. (Channel 2 has no information.) 

Fig. 13. Photographs of the combiner rack. 
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Fig. 14. Typical space surveillance station combiner 
installation, consists of two combiner racks and a 
power supply rack. One combiner is on standby 
for the other. 

Fig. 15. Ordinary bounce signal from a satellite pass¬ 
ing station zenith at 12.71 degrees east. Combiner 
output on channel 5 shows improved signal to noise 
over original phase signals, channels 2, 3, and 4. 
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Fig. 16. Typical airplane signal. Note that the phase 
rate is practically zero and the target is on the 
western horizon, passing from the NW to the SE as 
determined from the phase slopes of channels 7 
and 8 and the diagrams on Figure 21. 

Fig. 17. Combiner action under conditions of very low 
signal strength as noted by low age level. 
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Fig. 19. A typical record of a radiating satellite de¬ 
noted by the violent break- up of the sawtooth wave¬ 
forms due to phase reversals probably caused by 
the satellite spin. The combiner output is recorded 
on channel 5. Note the consistent combiner readings 
through the antenna sidelobes, the latter are clearly 
seen on the age trace, channel 1. 
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Fig. 20. A very strong bounce signal from a satellite. 
Age on channel 1 and combiner output on channel 2. 
Combiner channel indicates satellite passed re¬ 
ceiving site at 73.74 degrees west of zenith. 

DETERMINING THE DIRECTION OF SATELLITE’S 
PASS THROUGH THE FENCE FROM THE SLOPES 
OF THE PHASE SIGNALS 

TYPICAL SLOPES-

W— E 
E W 

S — N 
N - S 

Fig. 21. Diagrams for determining the direction a 
satellite passed through the surveillance system. 
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THE EXPERIMENTAL DYNAMIC PROCESSOR DX-1 

C.M. Walter 
Electronics Research Directorate 

Air Force Cambridge Research Laboratories 
Bedford, Massachusetts 

SUMMARY 

A concept is outlined which involves the use 
of a pair of interconnected, medium size, digital 
computers as the nucleus of an experimental 
dynamic data processing system. The primary 
objective is to achieve a processor configuration 
which supports not only an extensive research 
program on various methodologies of on-line 
dynamic data processing but which also permits 
the alterations necessary to try new real-time 
data processing techniques, without inhibiting 
the continuity of the methodological investi¬ 
gations. This goal is achieved through a three 
phase plan, in which extensive modification 
of only one of the dual central processors is 
permitted, at any one time, in order to implement 
new hardware techniques. Particular stress 
is placed on the use of the central digital 
processors for exercising logical control over 
electro-optical and other highly parallel analog 
processing media. 

INTRODUCTION 

The concept underlying the Experimental 
Dynamic Processor DX-1 is an outgrowth of 
extensive researches in the surveillance 
processes area at AFCRL over the past four years. 
This concept arose from the necessity for treating 
the entire surveillance data processing domain 
from a more unified point of view. 

A great variety of fundamental measurement 
and interpretive processes are involved in this 
area. At one end of the process spectrum great 
quantities of raw sensor data are involved, with 
little significance to be attached to individual 
items of the data. From these data, through 
appropriate transformations, patterns of signifi¬ 
cant information must be extracted, and interpreted. 
This process leads progressively toward smaller 
amounts of highly evaluated information, ordered 
in importance relative to various criteria for 
judgement, from which increasingly more important 
decisions must be made. 

Clearly the most elementary research into 
basic processes covering such a wide spectrum, 
calls for an extremely flexible dynamic processor 
capable of evolving with the research effort 
itself. The requirement of flexibility dictates 
that the central processor be a programmed digital 
processor and controller. This can effectively 
handle extensive decision making operations and 
manipulate a reasonable amount of digital 
information. The problem of filtering and 
extracting significant information from truly 
staggering amounts of sensor data, however, 
dictates the use of flexible analog processing 151 

devices operating under the general control of 
the digital machine. 

Since no commercially available processors 
satisfy all of the necessary requirements, it has 
been necessary to specify the more general 
requirements and to guide the development of a 
systems configuration which can be effectively 
used as a research tool in a rapidly changing 
environment. 

THE GENERAL PROCESSOR CONFIGURATION 

System Configuration 

The overall systems configuration is 
indicated in Figure 1. The Central Digital 
Processors are modified Digital Equipment 
Corporation Programmed Data Processors (PDP-l's). 
The general organization within these processors 
is indicated in Figure 2. Extensive provision 
has been made for maximum flexibility in 
rearranging the various peripheral devices into 
configurations best suited for the study of 
particular classes of problems. 

Operating Characteristics 

Some of the more important characteristics 
of the basic central processing units and of 
certain of the peripheral devices are outlined 
under the following headings: 

General Physical Features . 
Control Console and Central Processor: 2'w x 
7'1 x 6'h (one for each PDP-1); 
On-line Typewriter Console: 2'w x 2'1 x 3'h 
(at least one per PDP-1); 
Digital Magnetic Tape Units: 2* x 2' x 6' (four 
units on initial system); 
Color Display Scope: 3'w x 5'1 x 4'h; 
Standard Scope: 3'w x 4'1 x 4'h; 
Precision Photographic Scope: 3'w x 7'1 x 4'h. 

General Electrical Features . 
Solid state, 5 me logic circuitry; 
Built in marginal checking to facilitate 
maintenance ; 
Random access core storage, 18 bit words, 4096 
word modules, 5 pi sec. cycle time, field switching 
(three modules on initial system, maximum of 
16 modules on each PDP-1). 

General Logical and Arithmetic Features 3 
Single address, single instruction, 18 bit 
parallel machine; 
Fixed point add time, 10 p sec; 
Fixed point built in multiply time, 25 pi sec,, 
divide time, 40 p sec.; 



Memory reference instruction execution time, 
10 g sec.; 
Non-memory reference instruction time, 5 |i seo. 

Other Logical Features . 
One unit indexing and branching on contents of 
any memory location in 10 p.sec.; 
Indirect addressing (single level mode for 
referencing any of 16 possible core modules, 
multi-level mode for multiple indirect addressing 
within any module); 
Microprogramming on operate instructions; 
Sequence break for concurrent operation of several 
in-out devices and main program sequence; 
inter-machine buffer system for transfer of data 
between central processing units. 

General Input-Output Features . 
Paper tape input-output for general program work; 
Digital Magnetic Tape Units, compatible with IBM 
72911 tape format for large data handling and 
buffer storage (four tape units on initial system); 
Automatic Tape Control for automatic transfer 
between main memory and tape in blocks of words 
in IBM format; 
Programmed Tape Control for data transfer one 
character at a time, using any format; 
Analog magnetic tape input through multiplexed 
A-D converter. 

Man-Machine Communication Features ■ 
Typewriter and console control for program 
monitoring; 
Both color, black and white and photographic 
scope outputs for visual process monitoring and 
recording; 
Light pencil for graphic communication with 
machine through display scopes; 
Analog parameter adjustment capability using 
A-D converter and sequence break system. 

OPERATING PHILOSOPHY AND DX-1 SYSTEM RATIONALE 

The Dynamic Processor as an Integral Part of the 
Dynamic Data Processing Research Program 

It is now possible to obtain reliable, and 
reasonably economical, digital processors which 
are tailored to specific requirements and yet 
have all the flexibility of general purpose 
machines. The Experimental Dynamic Processor 
Concept is based on using this sort of device 
as the nucleus of an experimental facility 
which can be uniquely fitted to the needs of a 
rapidly advancing research effort. The 
difficulty associated with the continual 
construction of one highly special piece of 
processing apparatus after another, to test 
various tentative hypotheses, can be minimized. 
Moreover, by limiting the domain of principal 
users to those faced with common categories of 
problems, the most effective intimate use of the 
facility, with a minimum of friction, can be 
assured. This is particularly true of problems 
requiring extensive on-line real time process 
control and graphic observation of various phases 
of the processing operation. Also, long range 
planning for updating the facility can be 

intelligently carried out when the parties 
involved have a common mutual appreciation of 
each others requirements, and interest in a 
common goal. 

Flexibility vs. Continuity of Research: The Dual 
Central Processor Concept 

In order to provide the maximum in 
flexibility and ease of facility updating with 
the minimum of inconvenience in interrupted 
research efforts, we have adopted the dual 
central processor arrangement as an integral part 
of the DX-1 concept. 

Probably the most frustrating and difficult 
problem which faces a facility which is built 
around any kind of programmed data processor or 
digital computer, is that of when to make 
irreversible changes in machine logic. Such 
changes will generally invalidate large classes 
of programs and hence necessitate rewriting them 
or terminating the research effort which made use 
of them. 

By starting with central processors which 
are basically compatible and which can share 
common memory and peripherial units, a very high 
degree of flexibility and adaptability can be 
achieved. The system can then be updated in 
phases, with very little interruption in the 
continuity of extended research efforts, and with 
a minimum of rewriting on non-utility programs. 

Ease of Operation: Man-Machine Interaction 

Following the experience gained on 
WHIRLWIND I, TX-O, TX-2, and on other machines 
which stressed the concept of close man-machine 
interaction, every effort has been made in the 
initial DX-1 configuration to provide the nucleus 
for an increasingly more effective capability in 
this direction. 

In addition to the usual visual and 
photographic CRT displays with light pencil 
communication, a color CRT display for advanced 
attribute extraction and pattern recognition 
studies is being provided. The use of color 
provides an additional dimension in data display 
capability and has already proved of great utility 
in filter design studies which required overlaying 
graphic information corresponding to different 
ways of handling the same underlying process. Its 
potential for the description of complex processes 
is almost without limit. 

In investigations into the nature of almost 
any physical process, an appropriate pictorial 
or graphic description is often literally worth 
many thousand words (or tables of data). This is 
particularly true when a systematic and effective 
means exists for transforming the graphic 
descriptors. At present, the necessity for going 
back and forth between graphic and analytic modes 
of description is very cumbersome. In the 
Section "Prospects For Processor Evolution", 
some of the prospects for devices which achieve a 
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more effective synthesis of both graphic and 
analytic modes of description will be discussed. 

A concerted programming effort is underway, 
in conjunction with other owners of the same basic 
digital machine, to evolve as rapidly as possible 
the basic utility and executive programs needed to 
make the system into an effective research tool. 
Great effort by all users is being put on flexible, 
problem oriented compilers and interpretive 
programs which make maximum use of the relatively 
unique man-machine communication capability of the 
central processor. 

Through the dual central processors, with 
sequence interrupt features, a capability exists 
for extensive time sharing and program inter¬ 
leaving. In this context, however, it is vital 
to note that the time sharing problem is a very 
sophisticated one. An while it holds great 
potential for the future, it is more a subject for 
programming research than an effective working 
tool, at the present time. Our goal here is simply 
to make use of this capability whenever feasible, 
to enhance the operating effectiveness of the 
system. Obviously, any drastic alteration of 
either of the central processors will generally 
be incompatible with existing time sharing 
procedures involving both machines. 

The Concept of Critical Size for an Experimental 
Processor 

The minimal size for a dynamic processor 
facility of the above type is to some extent 
dictated by the amount of digital storage needed 
to qperate utility programs and problem oriented 
(e.g., FORTRAN like-) languages which are adequate 
to take the burden of basic programming off the 
users. At present this is of the order of 4,000 
words of high speed storage, backed up by a 
minimum of two magnetic tape units, or a drum, or 
disc file storage. 

An even more important factor influencing the 
minimum amount of high speed storage is the 
requirement for implementing moderately intricate 
process control and graphic display procedures. 
The use of effective electro-optical storage and 
display media, when available, will greatly enhance 
the display generating capability of modest size 
digital processors. 

The upper limit on high speed storage is 
determined by a number of factors, both scientific, 
economic and administrative. The scientific 
utility increases with size, but this is gradually 
offset by increasing administrative problems 
attendant upon the economic necessity of sharing 
the facility among an increasingly more diverse 
group of users. Each group then has increasingly 
less to say about the overall processor configu¬ 
ration. For some categories of problems, size 
and speed of the central digital processor is all 
important, and is worth buying, even at the prioe 
of having very little to say about the basic 
processor configuration. 

The mode of operation envisaged in the 
DX-1 concept, however, in which the processor is 
an integral part of the very means for studying 
the underlying dynamic processes, requires that 
complete control of all aspects of the processor 
operation be in the hands of the research 
scientists. In this context, W. Clark and others 
at Lincoln Laboratories are evolving a very small, 
laboratory bench size, programmable processor, 
the LINC computer,2 which can be used as the 
nucleus for flexible real time process control 
and data reduction operations needed to aid in 
laboratory experiments. Particular stress is 
being placed on its potential utility in bio¬ 
medical research. 

In the on-line dynamic data processing area, 
the proper balance between low significance 
analog processing elements, and the manner in 
which transition to increasingly higher 
significance digital processing is to be carried 
out, is a very delicate matter and usually 
requires much on-line trial and error operation. 
This mode of operation is usually completely 
incompatible with the efficient use of existing 
large scale computer facilities. 

System Limitations 

The short word length, with attendant 
limitations on instruction repertoire, and on 
size of storage directly addressable at one 
time, makes the DX-1 type of system somewhat 
ineffective for .certain large scale logical 
processing efforts in advanced programming, 
artificial intelligence and information storage 
and retrieval systems. This system configuration 
is also somewhat inefficient for routine 
analytical work involving extensive manipulation 
of numbers requiring high precision. These are, 
however, precisely the domains which are usually 
best handled by a large scale central facility. 

PROSPECTS FOR PROCESSOR EVOLUTION 

With the processor in the proper limited 
environment, centered about the investigation of 
statistically corrupted measurement processes, 
involving sophisticated attribute extraction and 
interpretation problems, the following reasonably 
clear phases of improvement can be delineated: 

Phase 1: Primarily Digital Operation . 
With the DX-1 configuration essentially as 
specified in the "Introduction”, programs are 
being written to carry out the simulation and 
evaluation of a variety of attribute extraction 
procedures involving close graphic monitoring 
of all phases of the on-line processing operation. 
These procedures will be applied to specific 
categories of recorded surveillance data, and to 
many other types of statistically corrupted data, 
having both known and unknown attributes, to 
assess their signal extraction capabilities. 

Large quantities of low precision 
measurement data from a wide variety of sensors, 
both ground based and satellite based, are being 
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recorded and fall precisely in the above category. 
The use of appropriate displays and light pencil 
communication, for purpose of altering and 
improving the attribute extraction process at 
various intermediate stages of the operation, are 
essential to the rapid and successful investigation 
of the data. 

We are now in an era in which the data 
collection capability of the primary sensors often 
far exceeds the capabilities of the apparatus 
which can be assigned full time to carrying out 
the processing operation. The relative costs are 
also often completely incommensurate. 

Hardware for Phase 1 of the DX-1 system is 
now being debugged and will be in operation by 
April 1962. Figures 3 and 4 illustrate the 
compact nature of the system. 

Phase 2: Logical Control of Electronic 
Analog Processing Elements. In order to rapidly 
filter and examine very large amounts of low 
precision data, a requirement exists for large, 
very rapid access storage and for very wide band 
multipliers. Since these requirements can be 
satisfied by low precision devices, the use of 
analog media, such as single and double ended 
storage tubes, looks feasible here, at least as 
an interim measure. 

Means are under investigation fcr having the 
central digital processor simply act as a highly 
flexible programmable controller for gating low 
precision data on and off the storage media and 
channeling it through appropriate wide band analog 
arithmetic devices. Of particular interest here, 
is the "pulse analog" concept® evolved by M. 
Connelly and others at the Electronic Systems 
Laboratory, MIT, and implemented on the TX-0 
computer. Other efforts are underway, in this 
vein, at NBS, IBM, and elsewhere. 

The extent to which further development is 

desirable along the lines of lumped parameter 
analog devices, under the control of digital 
processors, hinges heavily on the speed with 
which media cited in Phase 3 can be evolved. 

Phase 3: Logical Control of Electro-optical 
Processing Elements. Through the use of electro-
optical techniques, which show great promise for 
highly parallel processing and for the manipulation 
of very large stochastic matrices, the possibility 
exists for the real time investigation of many 
dynamic processes utilizing very sophisticated 
processing methodologies. 

Suitable electro-optical devices are just 
beginning to evolve from basic materials research. 
The principal bottleneck is in the development of 
rapidly variable optical transmitivity film media, 
in which the transmitivity can be varied either 
electronically, or by photochromic means, and is 
reversable. Media satisfying some of these 
requirements have been evolved, and within two 

years appropriate film media should be available 
having most of the desired properties, except 
wide dynamic range. 

The potential of even a modest dynamic range 
medium, which can be written on, read, and erased 
optically, is almost without limit for 
implementing such statistical processing and 
attribute extraction techniques as factor 
analysis, and many other methods based on 
multivariate analysis. In those problems in which 
the nature of the raw measurement data is not 
clear-cut, and which call for adaptive filtering 
techniques, it is highly desirable to keep the 
data in analog form as long as possible. 
Premature digitalization, and the use of 
sequential digital processors, almost invariably 
leads to the adoption of highly ad hoc information 
extraction techniques. 

A particular goal of the third phase of the 
DX-1 system is to explore a number of intrinsic 
attribute extraction schemes based on the work 
of P. Greene 4, W. Huggins 5 , and others. These 
methods almost invariably involve the manipulation 
of large stochastic matrices and determination of 
the eigenvectors of some of these matrices. 
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Fig. 3. Dual central processor and magnetic tape transport 
configuration. 

Fig. 4. Display oscilloscope and light pen unit. 
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REDUCTION OF TAPE SKEW 
IN MAGNETIC INSTRUMENTATION RECORDERS 

Finn Jorgensen and Irving Moskovitz 
Mincom Division, Minnesota Mining & Manufacturing Company 

Los Angeles 25, California 

Magnetic tape instrumentation has under¬ 
gone a tremendous development over the past 
decade in the areas of magnetic, electronic and 
mechanical performance. With such elaborate 
developments, it is difficult to make any pro¬ 
phecies about the future of the art, but in one 
area a limit is being reached -- the pure mechan¬ 
ical tape transport. The skill of building fine 
mechanical instruments and machinery is as old 
as civilization itself and the refined techniques 
and tooling have been fully applied by the manu¬ 
facturers of tape recorders. Along with refined 
mechanical tape transports, tremendous improve¬ 
ments have also taken place in the area of mag¬ 
netic heads and tapes and we have seen the pack¬ 
ing density increased every year. This high 
packing density, which often runs as high as 
25,000 bits per inch in a linear recording also 
places more stringent requirements on the mech¬ 
anical transport. While the higher packing 
density offers tape economy, it is most often 
used to obtain finer details of the data, includ¬ 
ing time correlation between different events 
recorded on a multi-track tape. Two limitations, 
however, are present when we want to playback 
multi-track tapes and obtain a true time 
relationship between the various tracks. 

First, there is the gap scatter that, 
within the present tolerances, presents a static 
time difference between the tracks. At 120 ips 
recordings, this time difference can be as much 
as 1 microsecond. In addition, non-uniform 
tension gradients are present in the tape as it 
passes through the tape transport, causing skew. 
This is illustrated in Figure 1. 

Such gradients may originate from incom¬ 
plete tape guidance, dimensional non-uniformity 
in the tape, or simply random flutter. Such 
skew will introduce errors and as shown in the 
lower portion of the illustration, it is evident 
that the exact time relation between the record¬ 
ings on different tracks is destroyed. The 
nature of this skew is illustrated in Figure 2, 
showing the waveforms that originate from a 
phase detector coupled between two tracks, both 
recorded from the same frequency source. Several 
frequency components are present in this signal, 
and a closer analysis reveals the typical 
spectrum, shown in Figure 3. A rather large de 
component shows up as a result of gap scatter. 
If plotted for a whole reel of tape, this de 
component will slowly change value due to reel 
rate and an unavoidable, microscopic, change in 
the mechanical characteristics of the magnetic 
tape. Other rapidly varying skew components 
are distributed from a fraction of a cycle to 
several hundred cycles. Typical figures for 

skew on an instrumentation recorder operating at 
120 ips are, between adjacent IRIG tracks, same 
head stack: 

Static skew due to gap scatter: Less than .8 
microseconds 

DC component of skew: .1 to 1 microseconds 
AC component of skew: + .3 microseconds 

It would be desirable to eliminate skew 
completely by proper mechanical design, but, as 
mentioned earlier, the state of the art of mech¬ 
anical design is reaching its limit. Also, the 
tape itself is an elastic material, constantly 
subject to dimensional change. As a first order 
approximation, skew is a straight linear shear of 
the tape from edge to edge and it has been pro¬ 
posed to correct skew by mechanically moving the 
playback head in phase with the skew. This, 
however, necessitates that reference signals 
are recorded on adjacent tracks, filtered from 
the playback signal and compared in a phase 
detector with the output signal from the phase 
detector controlling servo amplifier for the 
playback head. This cumbersome method, inves¬ 
tigated and tried several years ago, has never 
led to any practical or commercial application, 
to the author's knowledge. 

Last year another system for reduction of 
skew was presented at the IRE Convention by 
applying electrically variable delay lines. Such 
delay lines are now commercially available, and 
can be applied in an instrument reduction of skew 
between the tracks. The equipment performing 
this feat is Mincom' s TRACKL0K. Signals from 
two adjacent tracks, see Figure 4, are separate¬ 
ly sent through to delay lines; the amplifiers 
at the ends of the delay lines are merely for 
isolation and to provide proper driving and 
terminating impedances. After the two signals 
have passed the delay lines they are fed to a 
phase detector and any phase difference, such as 
will arrive from skew between the two signals, 
will result in an error signal. This in turn 
is amplified and drives the delay lines. The 
delay lines are, as mentioned earlier, electric¬ 
ally variable. That is, the signal is sent 
through one signal winding on a Ferrite core, 
and around this core a modulator winding is 
located. By biasing the modular winding with 
de, it is possible to vary the delay from 1 to 
2 microseconds, and consequently by adjusting 
the unit about a delay for each signal of 1.5 
microseconds we can correct + 1 microsecond 
skew between tracks. It should be mentioned 
that the two delay lines are driven in push-
pull -- that is, one signal is advanced, the 
other is delayed. The present skew reduction 
with a TRACKL0K exceeds a hundred times or 40 db. 

157 



By all practical measures this has virtually 
eliminated skew, from an existing + .3 micro¬ 
seconds to + 3 nanoseconds. A photo of the 
TRACKLOK is shown in Figure 5. As you see, it 
is merely a black box to install in a system; no 
controls, just a matter of turning it on and it 
is operational. 

Turning now to the application of 
TRACKLOK, the most obvious is in predetection 
recording. By this technique, it is understood 
that the data are recorded prior to detection. 
This is done by mixing the limited IF carrier 
from a receiver down so that with sidebands it 
falls within the bandpass of the recorder. See 
Figure 6. Upon playback the data can be detected 
either through a wideband demodulator or by mixing 
the carrier back up to the receiver's detector. 
This technique itself results in greatly im¬ 
proved data and is much less sensitive to tape 
dropouts. They do occur, however, and the only 
way to fully overcome them is by redundant re¬ 
cordings: i.e. record the same information on 
two adjacent tracks and add them upon playback. 
Without a skew compensating system this would 
actually result in a worse condition, where the 
two signals might phase each other out. See 
Figure 7. By using the TRACKLOK with predetection 
type recording where we already have the reference 
signals on tape, namely the modulated IF 
carriers, the result of adding tracks is superior 
to one track alone. Observations prove that 
dropouts are virtually eliminated by using the 
TRACKLOK. It should be added that the redundant 
technique in predetection not only eliminates 
dropout but increases signal-to-noise ratio 
with 3 db because the signals are added, giving 
a 6 db increase, while the random noise being 
added only gives a 3 db increase, resulting in 
overall 3 db improvement. 

Figure 8 illustrates the superiority of 
redundant predetection recording over analog 
recording. Both traces display a 5 kc square 
wave, at a slow scan speed. The upper trace is 
the playback from a direct recording and dis¬ 
plays higher noise, poorer low frequency res¬ 
ponse and dropouts. The lower trace is the 
detected square wave from a redundant record¬ 
ing, using the TRACKLOK and a wideband demod¬ 
ulator. 

Another application for the TRACKLOK is 
in band splitting techniques. It is apparent 
that some band splitting techniques will not 
provide the reference signal, but this is 
easily overcome by merely multiplexing in a 
fixed carrier. This could be a clock signal, 
which later could be filtered in the TRACKLOK 
and used for skew correction. Also FM and 
analog splitting of a signal is possible and by 
recording the FM redundant on tracks 2 and 6 
and the analog information on track 4, skew 
between all three tracks will be reduced as shown 
in Figure 9. The TRACKLOK operates the two 
delay lines in push-pull and since skew in a 
first order approximation is a straight shear of 
the tape, one track — say 2 -- will be advanced 
while track 6 is delayed, with a mean value 
equal to the timing of track 4. 

It is apparent that the method of skew 
reduction just described is a valuable asset 
to the field of data retention and repro¬ 
duction. Only a few applications have been 
described. As the need for more accurate 
data reproduction increases, the role of 
TRACKLOK will become increasingly important. 

IDEAL REPRODUCTION, NO GAP SCATTER, NO SKEW 

ACTUAL REPRODUCTION, GAP SCATTER 

ANO SKEW PRESENT (EMPHASIZED) 

Fig. 1. 
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Fig. 2. Fig. 4. 

Fig. 5. 
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TIME ERRORS DUE TO SKEW ERRORS ELIMINATED 
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Fig. 7. Fig. 9. 
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CALIBRATION OF DC AND AC DIGITAL VOLTMETERS 

Charles Cimilluca* and Denis O'Leary 
Electrical Measurements Laboratory 

Sperry Gyroscope Company 
Division of Sperry Rand Corporation 

Great Neck, L.I., New York 

Methods by which a digital voltmeter can be 
calibrated by the user are described. In the basic 
technique, tbe absolute accuracy of the digital 
voltmeter is measured at each full-scale range 
by (1) application of a known potential and (2) 
measurement of its linearity by comparison to 
the known linearity of a standard divider. The 
absolute voltage is determined by reference to a 
standard cell certified by NBS. Ranging is pro¬ 
vided by suitable dividing networks whose ac¬ 
curacies are a function of one-to-one resistance 
matching and are thus self-calibrating. A 
vacuum thermocouple, also certified by NBS, is 
used to provide a known correlation between the 
a-c and d-c voltage levels. The effect of harm¬ 
onics on the accuracy of average-reading A.Gto-
QG converters is discussed. A complete QG and 
AC calibration system is presented and reviewed. 

Introduction 

The digital voltmeter has won wide accept¬ 
ance because of its high accuracy, speed, and 
ease of operation. The availability of laboratory 
accuracy levels in a general usage instrument 
has created a calibration problem. An indi¬ 
cation of the magnitude of the problem is that 
the rated full-scale accuracy of many d-c digital 
voltmeters is two to four times as high as that 
of the typical laboratory volt box-potentiometer 
voltage-measurement system. The need for 
calibration has been accelerated by the insist¬ 
ence of the armed forces that all measuring 
instruments used in government product tests or 
evaluations be calibrated periodically and that 
these calibrations be traceable to the National 
Bureau of Standards (NBS). 

What options does the owner of a digital 
voltmeter have to meet this latter requirement? 
A direct solution would be to submit the instru¬ 
ment to NBS for calibration. NBS, however, 
will not certify d-c digitals at this time. They 
feel that in the present state of development, 
d-c digital voltmeters should be calibrated at 
least every three months. Because of this, and 
because the accuracy of such instruments can 

often be affected by adjustments of uncalibrated 
controls, NBS recommends that d-c digital volt¬ 
meters be calibrated periodically by the user by 
utilization of a potentiometer and voltage divider 
(volt box) technique. The situation at NBS 
regarding the calibration of A.C.-to-D.C. con¬ 
verters for digital voltmeters is the same as for 
d-c instruments. 

NBS is concerned about the problem facing 
the users of digital voltmeters and has taken an 
active part in sponsoring an American Standards 
Association Subcommittee to prepare an 
American standard for d-c digital voltmeters. 
(ASA Subcommittee No. C-39.6, "Digital Instru¬ 
ments," C. Stansbury, Chairman, National 
Bureau of Standards, Washington 25, D.C.). This 
subcommittee expects to issue a report some¬ 
time in the second quarter of 1962. 

The user might purchase a complete or 
partial calibration system. If we specify a 
calibration system accuracy margin of three to 
one, a d-c system accuracy of ±0.0033 per cent 
and an a-c system accuracy of ±0.033 per cent 
are required. No complete system having these 
accuracies is known to be commercially avail¬ 
able in the range up to 1000 volts. 

It is probable that more accurate calibra¬ 
tion systems will be available soon. The in¬ 
creased use of saturated standard cells and 
vacuum-thermocouple transfer standards coupled 
with the improved techniques and materials for 
fabricating stable resistors are signs of this. 
The advances made in the peak comparator method 
for making a-c voltage measurements may pro¬ 
vide a new standard in this field. The purchase 
price of a high-accuracy calibration system, in 
all probability, will be very high, thus making it 
economically impractical for all but the larger 
users of digital voltmeters. 

A third option is for the user to set up his 
own calibration system; this paper describes 
such a system. The general approach develops 
traceability to NBS via a reference-voltage source 

* Mr. Cimilluca is now with North Hills Electronics Company 
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forD.C. and an A.C.-to-D.C. transfer standard 
for A.C. All operating levels are obtained by 
comparison to the reference voltage using divid¬ 
ing networks whose accuracies are a function of 
one-to-one resistance matching, and thus are 
essentially self-calibrating. 

D-C Digital Voltmeter 

Basic Circuit 

Before discussing the calibration techniques 
it will be useful to review briefly the basic 
circuitry and operation of a d-c digital voltmeter. 
Most digital voltmeters utilize the potentiometer¬ 
volt box technique. A second type utilizes a volt-
age-to-frequency converter. The digital volt¬ 
meters referred to in this report will be those 
which use the potentiometer-volt box principle, 
although the calibration techniques are applic¬ 
able to both types. 

A schematic of the basic circuit is shown in 
Fig. 1. The potentiometer (Ri) is generally of 
the Kelvin-Varley or Wolff type, having a resolu¬ 
tion and linearity of one digit in the least signifi¬ 
cant readout position. A fixed operating level, 
usually 10 volts, is supplied to the potentiometer 
by means of a Zener-diode-regulated supply (Vj). 
The output of the potentiometer is adjusted auto¬ 
matically to match the unknown voltage (Vx) to be 
measured. The potentiometer is standardized by 
means of a voltage reference (Vp), such as a 
standard cell. Unknown voltages greater than 
the operating level of the potentiometer are atten¬ 
uated by a range divider (R2.R3.R4). Range 
switching and polarity reversal are performed 
automatically or manually. The setting of the po¬ 
tentiometer at the balance condition is indicated by 
a digital readout. 

The majority of digital voltmeters contain a 
standard cell (nominal value 0.0192) for self-cali¬ 
bration purposes. Most four-place instruments 
use 10 volts as the lowest full-scale range. The 
resolution of these instruments limits the calibra¬ 
tion accuracy to ±0.1 per cent despite a rated 
accuracy of ±0.01 per cent for the standard cell. 

The items that effect the accuracy of the 
voltmeter are: 

1. The accuracy of the voltage applied to 
divider Rj. 

2. The stability with time of the reference 
supply Vp 

3. The linearity of the divider Rp 

4. The ratio accuracy and stability with time 
and power level of the range divider comprised 
of R2« R3, and R4, 

5. The d-c offset, and offset stability with 
time of the d-c amplifier. 

6. The last-digit-transfer sensitivity; the 
internal circuitry of the instrument should resolve 
± half a decade beyond the last digit displayed. 

Accuracy Ratings 

The accuracy requirements of the d-c 
cailibration system are dependent on the rated 
accuracy of the instrument under test and the 
accuracy margin applied to the system. The 
most common accuracy statements applied to d-c 
digital voltmeters are: 

±0.01% of full scale 

±(0.01% of full scale + 1 digit) 

±(0.01% of reading + 1 digit) 

At full scale, the best digital voltmeter ac¬ 
curacy is ±0.01% or ±100 PPM. If we assign a 
nominal accuracy margin of 3:1, this will require 
a calibration-system full-scale accuracy of ±33 
PPM. The linearity of a typical d-c digital volt¬ 
meter is ±100 PPM for a four-place unit and ±10 
PPM.for a five-place unit, so the linearity require¬ 
ments of the calibration system are ±33 PPM and 
±3 PPM, respectively. Another requirement of 
the calibration system is that traceability to NBS 
be clearly established where required. 

D-C Calibration Circuit 

The basic calibration circuit, shown in 
Fig. 2, consists of three sections: a reference 
voltage, a ratio network to establish operating 
levels by comparison to the reference, and a 
dividing network to check linearity. Traceability 
to NBS is established by means of the reference 
device. All other voltages are determined by 
networks whose accuracies are a function of 1:1 
resistance matching and, hence, are essentially 
self-calibrating. Each section will be considered. 

Reference Voltage 

The saturated standard cell is the only 
reference-voltage device certified by NBS to the 
required accuracy^ Accuracies of 1 to 5 PPM are 
obtainable with nominal stability of 1 or 2 PPM 
per year. A minimum of three cells should be 
available to permit intercomparison measurements. 
The cells require close temperature control be¬ 
cause of their -50 PPM/ C temperature coeffici¬ 
ent. An air oven operating at a nominal level of 
30 C is frequently used to supply the regulation. 
Generally, saturated cells are not used as work¬ 
ing standards because they are subject to perman¬ 
ent damage by a current drain; they are mostly 
used to calibrate working references that have good 
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short-term stability. The reference-type Zener 
diode is recommended as the working standard. 
These devices meet rugged military environmental 
specifications, and, are capable of providing volt¬ 
age stabilities of better than ±5 PPM over a period 
of several months under constant-current con¬ 
ditions. 2 At present there is a lack of information 
about their voltage hysteresis when the current is 
turned off for varying lengths of time, or when the 
diodes are subjected to temperature cycling, but 
this will not be a deterrent if they are calibrated 
before use. Nominal voltages for reference¬ 
quality Zener diodes range between 5 and 12 volts. 
An advantage of the Zener diode is that current 
may be drawn from the circuit incorporating the 
diode without causing permanent damage to the 
device. They can even be short-circuited for 
extended periods with no harmful effects. The 
temperature coefficient of reference Zener diodes 
is generally between ±5 to ±50 PPM/°C, and they 
should be temperature controlled for maximum 
stability. 

For convenience, a 10-volt Zener-diode 
reference is preferred. The circuit of a refer¬ 
ence "package” is shown in Fig. 3. It consists of 
a reference diode operating slightly above 10 volts. 
A ratio network comprised of Rx and Ry compare 
the voltage across the Zener with that of the 
saturated standard cell, Vr. The ratio is chosen 
so that: 

(.) 
R * + Ry 10 volts 

The 10-volt level is set by adjusting rheostat Rz 
for a null at the detector. A pre-regulator is used 
to stabilize the current through the reference 
diode, and all critical components are enclosed in 
a regulated oven. An added convenience to this 
circuit would be a divider or rheostat located 
at the junction of Rx and Ry which would permit 
the normal range of standard-cell values to be 
selected by a simple dial setting. The Zener 
package is used to set the 10-volt level directly 
and the 100-and 1000-volt levels by means of 
suitable dividing networks. 

Ten unsaturated standard cells can be 
individually compared to a saturated standard 
cell and then connected in series to provide a 
nominal 10-volt reference. An exact 10-volt 
level can be established by comparison to this 
group. The possibility of damage due to current 
drain or mishandling makes the unsaturated cells 
less suitable for reference than the more rugged 
Zener diode. 

Ratio Network 

Accurately known ratios R^/Rg are required to 
compare the 10-volt reference to the saturated-

standard-cell reference and to compare the 100-
and 1000-volt levels to the 10-volt reference. The 
first ratio is 10 volts: VR or approximately 
10:1.0181. The second and third ratios required 
are 10:1 and 100:1 respectively above the 10-volt 
level. Two approaches for the dividers are sug¬ 
gested. The first is a Kelvin-Varley divider 
having a linearity of ±1 PPM. The second uses 
groups of matched resistors in a series-to-parallel 
arrangement. 

A one-part-per-million Kelvin-Varley volt¬ 
age divider provides the most convenient form of a 
standard ratio. To set the 10-volt level, the value 
of the reference voltage divided by 10 is set on the 
divider controls and the voltage across the divider 
adjusted for a null. No calculations or auxiliary 
measurements are required. The accuracy of the 
voltage at the slider of the divider is limited to 
±10 PPM by the linearity of the divider. The 
ratio accuracy of the divider at a nominal 10:1 
setting is ±10 PPM. This adds up to an accuracy 
of ±20 PPM in setting the 10-volt, full-scale 
level. The 1-PPM divider can be used to calibrate 
an auxiliary divider having good short-term 
stability and adequate resolution. In this way the 
1 PPM divider also can be used to check linearity 
while the 10-volt level is continuously monitored 
during the calibration. 

In a similar manner the 1-PPM divider can 
be used to set the 100-volt level by comparison to 
the 10-volt reference. The accuracy of the 100-
volt setting would be ±30 PPM. Unfortunately 
the Kelvin-Varley divider cannot be operated at 
the 1000-volt level because of power limitations. 

The 1-PPM divider and a saturated stand¬ 
ard cell provide the user with a simple means of 
calibrating a d-c digital voltmeter through the 
100-volt range with a 3:1 accuracy margin. The 
1-PPM divider can be checked with a group of 10 
resistors matched to ±1 PPM of the mean. Trim¬ 
mers can be included in each resistor to provide a 
means for matching. The 10 resistors are then 
connected in series to provide a decimal divider 
having a linearity of ±0.1 PPM. This divider is 
used to check the linearity of the first dial of the 
±1 PPM divider. One of the 10 resistors is then 
removed and the 9 remaining resistors form a 
divider with settings of .111111, .222222, etc. that 
is used to provide a check on all decade positions 
of the ±1 PPM divider. At present, at least three 
vendors are marketing a ±1 PPM Kelvin-Varley 
divider. 

Another method for obtaining accurate Ra/ 
Rß ratios involves a series-to-parallel technique. 
It has been shown that a group of N resistors 
matched to ±0.1% of the mean has a series resist¬ 
ance that is N^ times its parallel resistance to an 
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accuracy of 1 PPM.^ This technique can be 
extended to provide an accurate input-to-output 
ratio of + 1:1 by the following method. A group 
of N resistors is connected in series and another 
group of N resistors in parallel to form a divider 
network. The matching conditions are that the 
resistors within a group are matched to ±0.1% of 
the mean of the group, and that the means of the 
two groups are matched to ±0.1%. The positions 
of the two groups are then interchanged with the 
series resistors now connected in parallel and 
the parallel resistors now in series. The aver¬ 
age of the two input-to-output ratio settings will 
be + 1:1 to an accuracy of better than 
±2 PPM. For N = 3 a 10:1 ratio is obtained. 
A 101:1 ratio (N = 10) is the closest to 100:1. 

The 10:1 ratio can be used to set the 10-
volt reference by comparison to the reference 
standard cell (Vr). This is done by placing an 
accurate potentiometer, set to the value of Vp-1 
volt, between the output of the ratio network and 
the reference cell. The polarity of the potentio¬ 
meter must oppose that of the reference volt¬ 
age. The nominal value of Vr-1 is 18 millivolts, 
this can be measured to an accuracy of ±7 micro¬ 
volts or ±7 PPM referred to Vp. If a conserva¬ 
tive ratio accuracy of ±10 PPM and a standard¬ 
cell reference accuracy of ±5 PPM are assumed, 
then the 10-volt reference would be accurate to 
±22 PPM. 

The 10:1 ratio also would be used to set the 
100-volt level by comparison with the 10-volt 
reference. The accuracy of the 100-volt level 
would be ±32 PPM. The 101:1 ratio would be used 
to set the 1000-volt level by comparison to the 
10-volt reference. Two methods can be used. In 
the first, an accurate potentiometer set tol0-(1000Z 
101) or 0.09901 volts is placed betwen the output 
of the ratio network and the 10-volt reference, 
with its polarity opposing that of the 10-volt 
reference. The voltage across the ratio is ad¬ 
justed for a null at the potentiometer. The 
potentiometer reading of 0.09901 volts can be 
measured to an accuracy of ±27 microvolts, or 
±2.7 PPM, referred to the 10-volt reference. 
The accuracy of the 1000-volt level is then ±35 
PPM. 

A second method is to establish a refer¬ 
ence voltage of 10/1.01 or 9.90099 volts in con¬ 
junction with the 10-volt reference. The 1000-
volt level is then set by obtaining a null between 
the junction of the 101:1 ratio and the 9.90099-volt 
reference. The latter reference is set by means 
of a divider placed across the 10-volt reference. 
An accurate potentiometer set to 0.09901 volts 
(10-9.90099) is placed between the slider of the 
divider and the high side of the 10-volt reference. 
The slider is then adjusted for a null at the 

potentiometer. The accuracy is the same, but 
this method is more convenient in that the 9.90099-
volt reference is set at the same time as the 10-
volt reference, and all three ranges, 10, 100, and 
1000 volts, are set by direct comparison to their 
appropriate reference. 

Dividing Network to Check Linearity 

A commercial Kelvin-Varley divider for 
Rc having a rated linearity of ±10 PPM or better 
will be satisfactory for checking the linearity of 
four-digit instruments. The requirement for 
checking a five-digit instrument is a standard 
divider linearity of ±3.3 PPM. The commercial 
voltage dividers are usually limited in range to 
about 300 volts, so that they cannot be used dir¬ 
ectly on the 1000-volt range. To provide a divider 
compatible to all three ranges, a matched-resist¬ 
ance string will be considered. Linearity is often 
checked by taking readings at the nominal settings 
of 0.11111, 0.22222, 0.33333, etc. This provides 
a rapid linearity check of the instrument under 
test. It is understood that such a technique could 
give incorrect results because of the possibility 
of an unusual combination of errors. This prob¬ 
ability can be reduced by checking also the 
linearity of the first decade of the digital volt¬ 
meter. The first decade in a precision divider is 
the most critical, with the second decade having 
only 1/10 the weight, the third decade 1/100, and 
so on. With this in mind, a divider consisting of 
10 resistors matched to within 30 PPM of the 
mean could be used to check the linearity of the 
first decade of the digital voltmeter. This 10-
point divider would have a linearity rating of ±3 
PPM. Then one resistor would be removed and 
the remaining resistors would form a divider 
with settings of 0.88889, 0.7778, 0.66667, 0.55556, 
0.44444, 0.33333, 0.22222, and 0.11111. This 9-
point divider would have a linearity of ±3.3 PPM. 
The resistors forming this 9- and 10-point 
divider must have excellent short-term stability 
relative to the mean. The resistors could be 
assembled with individual trimmers to provide 
a means for matching. 

The full-scale levels developed for the 
calibration system are based on 1.00000, but the 
digital voltmeter full-scale is based on 0.99990. 
To provide a means of checking the 0.9999 setting 
on the digital when using the matched-resistor string, 
a resistor equal to 0.01% (0.001% for checking the 
0.99999 setting on five-place instruments) of the 
total resistance of the string is inserted between 
the high resistor in the string and the high side of 
the voltage level used. The voltage at the junction 
of the inserted resistor and the top resistor in the 
string will be the desired 0.99990. The 0.01% 
value is not exact, but it is close enough to pro¬ 
duce negligible error, and it will generally per¬ 
mit the use of a common-valued resistor. The 
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accuracy requirements for this resistor are not 
stringent; 1% would be adequate. After the full-
scale setting is checked, the additional resistor 
is switched out and the linearity check is made as 
described. 

The schematic of the calibration circuit 
(Fig. 2) shows the digital voltmeter under test 
connected directly across the output of the 
standard divider. In practice, the loading of the 
digital would alter the linearity of the standard 
divider. For example, consider an ideal divider 
set at midscale and having an input resistance of 
100,000 ohms. If a load of 10 megohms, which 
is the typical input resistance of a d-c digital 
voltmeter, is placed between the slider and the low 
side, it will introduce an error of approximately 
0.25% of reading or 0.125% linearity. This 
problem is eliminated by the use of a double¬ 
divider technique, as shown in Fig. 4. An auxil¬ 
iary divider, Re', is connected in parallel with the 
standard divider, R(2, and the d-c digital voltmeter 
is connected to the output of Rc'. The slider of 
the standard divider is set to the desired check 
point and the auxiliary divider is adjusted for a 
null at the detector. The difference between the 
known standard divider setting and the digital 
voltmeter reading, taken as a per cent of the full-
scale range, is the linearity error of the instru¬ 
ment at that point. 

Dividers can be designed to provide com¬ 
pensation for a specific load resistance, but the 
procedure is cumbersome and expensive for the 
high accuracies required. 

Power Supply 

The power supply must supply up to 1000 
volts at a current equal to that required by the d-c 
calibration circuit plus an additional 5 to 10 
milliamperes for the a-c calibration circuit. The 
short-term stability (1 minute or longer) should 
be ±5 PPM or better to permit the operating 
levels to be set precisely. The resolution of the 
output-voltage control (internal and/or external) 
should be 1 PPM. 

Detector 

The detector should have a sensitivity of 1 
microvolt and be capable of operating with a 
source impedance as large as 100,000 ohms. 
Electronic galvanometers are recommended be¬ 
cause their ruggedness and ease of operation. 

A.C.-to-D.C. Converters 

To enable the d-c digital voltmeter to give 
readings of a-c voltage, some accurate means of 
converting A.C. to D.C. is necessary. Most manu¬ 
facturers supply such converters as accessories 
to their basic d-c digital voltmeters. The majority 

of converters are average-responding instru¬ 
ments, that is, their output is proportional to 
the average value of the a-c voltage under 
measurement. Recently, true RMS converters 
with sufficient accuracy for digital-voltmeter use 
have been perfected. This type of converter is 
finding increasing use in the electronic industry. 
A calibration-system-accuracy margin of 3:1 is 
desired for both types of converters. 

Average-Reading Converters 

A block diagram of a typical average¬ 
responding A.C.-D.C. converter is shown in 
Fig. 5. The RC-compensated attenuator may be 
either manually operated or electrically tied to 
the d-c digital voltmeter logic circuit to provide 
automatic ranging. Since the majority of A.C.-D.C. 
converters operate with 10 volts as the full scale 
output, the attenuator is chosen to give 10:1 and 
100:1 ratios so that full-scale voltages of 100 and 
1000 volts are also measurable. The isolation 
amplifier is a high-input-impedance unit, generally 
having a gain of 1. It isolates the a-c rectifier 
from the attenuator, allowing the attenuator to 
work into a high input impedance to reduce loading 
errors. The most common form of A.C.-D.C. 
converter is the operational rectifier. A typical 
operational rectifier is shown in Fig. 6. The 
diode rectifiers D^ and Û2, generally silicon or 
germanium, are-placed in the feedback loop to 
improve the linearity and stability of the recti¬ 
fication. The output is a half-wave rectified a-c 
voltage. This waveform is integrated by a filter 
or operational integrator that may also serve as 
the output amplifier. The time constant of the 
integrator is chosen to be much greater than the 
period of the lowest frequency voltage to be 
measured. The d-c output voltage, Eav, is there¬ 
fore propertional to the average value of the half¬ 
wave rectified input voltage. The rms-to-D.C. 
transfer function of the rectifier for a sine wave 
is: 

■n 

E = / A sin cut dwt (2) av 2tt f ' J
o 

where A = peak amplitude of a-c input voltage 

= angular frequency of the applied 
voltage 

E = average value of half-wave av j rectified sine wave 

Integrating we get: 

1 1
E = - [ - A cos cut ] av 

¿71 

_ _A_ 
77 

(3) 
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The rms value of a pure sin wave is: 

(4) 

Therefore, the ratio of average D.C. from the 
rectifier, to the true rms of the voltage being 
measured is: 

E av 

E rms 
(5) 

In order for the digital-voltmeter converter to 
produce an output d-c voltage equal to the rms 
value of the a-c sine wave, a gain of 77/M2 must 
be provided. This gain is usually obtained by 
adjustment of the feedback ratios in the opera¬ 
tional rectifiers. 

Most manufacturers of average respond¬ 
ing converters rate these instruments as ±0.1% 
of full scale. This does not include the d-c 
digital voltmeter error, nor any error caused 
by harmonics in the waveform under measure¬ 
ment. 

A = peak amplitude of fundamental 

B = peak amplitude of second 
harmonic 

C = peak amplitude of third harmonic 

02 = phase angle of second harmonic 

03 = phase angle of third harmonic 

w = angular frequency 

Phen: 

IT 

E = A f sin wt dfúJtl 
aV 2 77 o 

+ ¿ sin + t) (7) 

C n
+ 7;— f sin (3*)t + <£ )d (&> t) Z 77 O à z

= —+7-C0S (8) 77 377 3 ' J

Effect of Harmonics On Accuracy of 
Average-Reading Converters. Since many 
applications of a-c digital voltmeters require 
the measurement of sources with high or 
unknown harmonic content, it is important to 
analyze the effects of distortion on the con¬ 
verter accuracy. If we represent the voltage 
under measurement and its second and third 
harmonics as: 

V = A sin wt + B sin (2wt + </>2) 

(6) 
+ C sin (3<*)t + <¿3) 

where Vac = instantaneous amplitude of the 
voltage under measurement 

J 1/2 (AS + b2 + C2.... + Q2) - 2 
% error = 

In a like manner it can be shown that all even¬ 
harmonic terms have no effect on the average 
value of the half-wave rectified sine wave. It may 
also be shown that for odd harmonics: 

E = — (A +-^- cos <¿3 +.— cos ) (9) av 77 3 ° n n' 

where n = n^ odd harmonic 

N = peak amplitude of n odd harmonic 

If we assumed that the constant of proportionality 
of the average-responding converter to which the 
distorted wave has been applied is set to 77/J 2, 
the per cent error between the converter output 
and the true rms value of the wave is: 

N cos <£ , ... + — cos $ ) 3 3 n n' 
X 100 

J 1/2 (A2 + B2 + C2 ... + Q2) 

A +-^ cos ... +— cos<i 
3_3_n n 

j A2 + B2 + C2 ... + Q2

X 100 

(10) 

where Q = last harmonic, odd or even. 

166 



The equation shows that, for a small amount of 
in-phase third-harmonic distortion, say 0.3%, an 
error of almost ±0.1% is made by the digital-volt-
meter converter in addition it its rated ±0.1%. If 
the same percentage of third harmonic were 
shifted in phase by 90 degrees with respect to the 
fundamental, the error contributed would be 
greatly reduced. The calibration agency and the 
user of the voltmeter should be certain that the 
voltage source is free from harmonics to avoid 
additional errors when using this type of con¬ 
verter. 

The effect of odd-harmonic distortion as a 
function of magnitude and phase angle is shown 
graphically in Fig. 7. The plot is the result of 
actual measurements made on a typical average¬ 
reading converter; note how it follows the 
characteristic cosine function. 

True RMS Converters 

The second type of A.C.-D.C. converter 
presently in use is the true rms device. Such 
converters generally employ a temperature¬ 
sensitive element in a bolometer bridge con¬ 
figuration. (The term bolometer is used to identify 
the general class of circuit elements that undergo 
a change in resistance caused by the current being 
measured). A typical circuit of a true rms con¬ 
verter is shown in Fig. 8. The resistors Rj and 
R2 form the ratio arms of a Wheatstone bridge. 
The remaining arms are made up of temperature¬ 
sensistors R3 and R4. The bridge is adjusted so 
that R1/R2 = Rj/R^p and the input to high-gain 
amplifier A is zero with no a-c input. The zero¬ 
adjust voltage is made equal in magnitude and 
opposite in polarity to the d-c drop across R4. 
When an a-c signal is applied, the bridge is un¬ 
balanced and an input is obtained at amplifier A. 
The amplifier controls the variable d-c supply 
and adjusts its voltage to return its bridge to 
balance. If both thermosensitive resistors have 
the same temperature resistance characteristics 
and have low residual reactances, the d-c volt¬ 
age required to rebalance the bridge is equal to 
the rms a-c input. 

The typical accuracy ratings of this form 
of converter are ±0.2% of reading above 20% of 
full scale. Where high harmonic distortion is 
present, this form of converter is more accurate 
than the average responding type. 

A-C Calibration Circuit 

An A.C-D.C. digital voltmeter is calibrated 
in much the same way as a d.c. digital voltmeter. 
Known a-c full-scale voltages are applied to the 
instrument, and the instrument reading is com¬ 
pared to the known voltage. The linearity of the 
instrument is then checked at each range. A 

circuit of the basic a-c calibration system is 
shown in Fig. 9. 

D-C Standard 

The basic d-c calibration system may be 
used to calibrate the a-c digital voltmeter with 
the addition of an A.C.-D.C. transfer standard, 
an a-c supply, and a variable-ratio transformer. 
The d-c supply, as described in the first section 
of this report, may be used to establish the 10, 
100, and 1000 volt full-scale a-c voltages by 
means of the A.C.-D.C. transfer element. For 
this reason the d-c supply should be capable of 
supplying the 5 to 10 milliamperes required for 
the transfer standard in addition to sufficient 
current to operate all divider and resistor net¬ 
works. 

A.C.-To-D.C. Transfer Standards 

Thermocouples.4 Among the rftost con¬ 
venient and accurate A.C.-D.C. transfer stand¬ 
ards is the vacuum thermocuple. The couple may 
be certified by NBS to a transfer accuracy of 
±0.01%. Most couples require a series resistor 
so that the current through them will be limited 
to the rated value for any applied voltage. The 
resistor must have low a-c reactances, thus 
presenting the same impedance to the a-c source 
as to the d-c source. NBS will certify a package 
composed of a resistor and vacuum thermocuple 
as a transfer device at 10, 100, and 10000 volts 
to an accuracy of ±0.01%. A schematic diagram 
of a thermocouple transfer standard and its 
associated equipment is shown in Fig. 10. A null 
on galvanometer G is obtained with the thermo¬ 
couple circuit connected across the d-c standard 
by adjustment of the potentiometer (Lindeck type). 
The transfer switch is then thrown into the a-c 
position, and the a-c supply is adjusted for the 
same null. The reversing switch is then thrown 
to the reverse position and the procedure repeat¬ 
ed. The a-c level will be the average of the read¬ 
ings in the normal and the reverse positions. 
Typical 5 to 10 milliampere thermocouples pro¬ 
duce a nominal output voltage of between 5 and 15 
millivolts. The galvanometer must have sufficient 
sensitivity to resolve at least 1 microvolt if the 
full transfer accuracy of the couple is to be 
realized. The thermocouple is a true rms trans¬ 
fer device. 

Peak Comparators.5 A recent development 
in a-c measurements has been an improved 
method for measuring peak voltage. The voltage 
to be measured is compared to a known d-c 
reference using a chopper technique. The use 
of clipping levels allows the peak region of the a-c 
voltage to be effectively expanded to a point where 
comparison accuracies of 0.005% are claimed 
using an oscilloscope as the comparator. This 
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type of transfer device is to a certain extent self¬ 
calibrating in that two known d-c voltages may be 
fed to the comparator and the comparator error 
determined. When the peak comparator is used 
for rms measurements it is important that the a-c 
signal be free from distortion, or else, serious 
errors may occur. 

Dynamometers.6 Dynamometers are 
capable of accuracies on the order of ±0.005% 
as A.C.-D.C. transfer devices. The dynamometer 
provides a true rms transfer. These instruments 
are generally exceptionally fragile and therefore 
not portable; they are also extremely delicate; 
and they require the use of skilled personnel and 
the application of correction factors if their full 
accuracy is to be realized. For these reasons 
they are not recommeded for general use. 

Bolometers.7 Bridge circuits employing 
thermal-sensitive elements provide a true rms 
transfer. These units are less susceptible to 
burn-out than the thermocouple, but at this time 
their accuracy is limited to about ±0.05%. 

Ratio Transformer 

A wide selection of ratio transformers are 
available commercially with linearities of ±10 
PPM or better at voltages up to 350 volts. At this 
time, at least three vendors produce units that 
will operate to 1000 volts with the same linearity 
rating. The low output impedance of ratio trans¬ 
formers, usually less than 10 ohms, eliminates 
the need for a double-divider technique to reduce 
the loading effects of the digital voltmeter. For 
example, the loading of a one-megohm a-c digital 
voltmeter will cause an error of less than ±10 
PPM. The frequency response over which the 
ratio transformer must maintain its accuracy is 
dependent on the user's needs and the frequency 
response of the digital voltmeter being calibrated. 
If the converter is to be calibrated over its entire 
frequency and voltage range, two ratio transform¬ 
ers may be required to cover the extreme limits 
of voltage and frequency. 

A-C Voltage Supply 

The a-c supply used in the calibration of 
digital voltmeters must have a voltage range at 
least equal to the voltage range of the instrument 
under calibration. In most cases this would be 
1000 volts rms. The supply must be capable of 
supplying the rated thermocouple current plus that 
of the associated circuitry. The stability of the 
supply must be on the order of ±0.01% short term. 
Even though the best a-c digital voltmeter rating 
is ±0.1%, the resolution at full scale remains 0.01%, 
thus any instability greater than the resolution will 
cause the last digit of the voltmeter to roll, mak¬ 
ing readings difficult if not altogether impossible. 

As noted previously, harmonics present 
in the source can cause severe error in the read¬ 
ing of the average responding converter. For this 
reason the harmonic content of the a-c supply 
should be lower than 0.03% to produce negligible 
calibration error. The resolution of the supply 
should be better than ±0.01% so that the digital 
voltmeter and termal-transfer element may be set 
to full accuracy. 

Complete Calibration System 

A complete d-c and a-c calibration system 
is shown in Fig. 11. It is essentially a combi¬ 
nation of the sections discussed previously. The 
traceability to NBS is established by (1) the 
saturated standard cell for the d-c portion and (2) 
the vacuum thermocouple plus its associated 
series range resistors for the a-c portion. All 
other critical components in the system are 
established on a relative basis by matching techni¬ 
ques. A typical operating procedure follows: 

D-C Section 

1. Supply V2 is set to provide proper current 
level for the oven-controlled, reference-type 
Zener diode, ZD, whose output is a nominal 11 
volts. 

2. Potentiometer Pj is set to the value of the 
reference standard cell (Vn) minus 1 volt. Pj is 
then connected between the junction of the 10:1-
ratio units, Rp R2« with its polarity opposing that 
of Vr. 

3. Trimmer resistor Rs is adjusted for a null 
at the potentiometer. This establishes the 10-volt 
reference. 

4. The potentiometer Pi is then set to 10/1.01, 
or 0.09901, volts and placed between the slider of 
Rs' and the high side of the 10-volt reference. The 
slider of Rs' is then adjusted for a null at the 
potentiometer, establishing a reference level of 
9.90099 volts at the slider. 

5. The range switch is set to the 10-volt posi¬ 
tion and supply V. adjusted for a null at detector 
Dp This establisnes the 10-volt operating level. 

6. Switch S2 is set to the 0.99990 position, and 
switch S3 is adjusted to the 1.0 setting. This 
allows the full-scale digital voltmeter reading of 
0.9999 to be checked by adjusting the auxiliary 
divider Rq' for a null at detector D2 and noting 
the digital voltmeter reading. It is a general 
practice to adjust the full-scale settings during 
calibration if they are not correct. The vendor's 
directions for making the adjustment should be 
followed. 

7. Switch S2 is set to the No. 10 position, and 
the linearity of the first decade of the digital is 

168 



checked by making readings at positions 0.9 
through 0.1. Switch S2 is then set to the No. 9 
position, and readings are made at the 0.8 through 
0.1 positions for a check of all decades. The dif¬ 
ference between the digital reading and the setting 
of the standard divider as a per cent of full scale 
is the linearity error at this point. 

8. The range switch Sj is set to the 100-volt 
position, and supply Vi is adjusted for a null at 
detector Di. This sets the 100-volt operating 
level in comparison to the 10-volt level using the 
10:l-ratio R4R5 combination as the comparator. 

9. The full-scale and linearity measurements 
are similar to those for the 10-voit level. 

10. The range switch Sj is set to the 1000-volt 
position, and supply.Vj is adjusted for a null at 
detector Dp This sets the 1000-volt operating 
level by comparison to the 9.90099-volt level 
using the 101:1 ratio R6R7 as the comparator. 

11. The full-scale and linearity measurements 
are similar to those for the 10-volt level. 

A-C Section 

1. The A.C.-D.C. switch, S4, is set to the d-c 
position, and the range switches Sj and S5 are set 
to the 10-volt position. 

2. The 10-volt d-c level is set as described in 
the d-c section. 

3. With the thermocouple switch in the normal 
(N) position, the output of the thermocouple is 
balanced by the Lindeck potentiometer, as shown 
by detector D3. 

4. Swtich S4 is then set to the a-c position, 
and the a-c supply is adjusted for a null at 
detector D3. This sets the 10-volt level across 
the standard ratio transformer. 

5. The slider of the ratio transformer is set 
for a reading of 0.99990, corresponding to 9.9990 
volts. The difference between this value and the 
digital reading is the full-scale error. 

6. The linearity is checked in a manner simi¬ 
lar to that used in the d-c section. The first de¬ 
cade is checked from 0.1 through 0.9, and then 
all decades are checked at 0.1111, 0.2222, etc. 
The low source impedance of the ratio trans¬ 
former eliminates the need for an auxiliary divider. 

7. The 100- and 1000-volt levels are checked 
in a similar manner. 

8. Measurements are repeated with the thermo¬ 
couple switch in the reverse (R) position. The 
average of the two sets of readings is used to 
determine the a-c accuracy of the instrument 
under test. 

Conclusions 

Calibration of high-accuracy devices such 
as the digital voltmeter require techniques that 
approach the present state of the art. Certain 
basic equipment should be available; the following 
equipment is recommended for the calibration of 
d-c digital voltmeters: 

1. A group of at least three saturated 
standard cells in an air oven. The cells should 
be taken to NBS, in their oven, at maximum 
intervals of two years for calibration and 
certification. 

2. A Zener-diode reference package that can 
be set to an exact 10-volt level by comparison 
to a saturated standard cell. This unit will then 
provide a 10-volt working reference. 

3. A group of 10 resistors that can be 
matched to ±1 PPM of the mean. The resistors 
should be matched to within ±100 PPM, and 
should be provided with trimmers for the exact 
matching. The matching stability of this string 
should hold for at least 10 minutes and prefer¬ 
ably 1 hour or more. The resistors should be 
temperature controlled. 

4. Two groups of six and twenty resistors to 
form 10:1 and 101:1 respectively, using the 
series-to-parallel technique. The resistors 
should be matched to within ±0.1% (1000 PPM) 
of the mean. A two-position switching arrange¬ 
ment can be devised to provide the series-to-
parallel interchange. The 6-resistor group could 
be a part of the 20-resistor group; this requires 
an additional switching circuit. These resistors 
should not require trimmers and could probably 
be used without temperature control. It would be 
advisable, however, to place them in the same 
regulator as the ±1 PPM matched resistors. 

For the calibration of A.C.-D-C. con¬ 
verters, the following is recommended: 

1. An A.C.-D.C. thermal-transfer reference 
unit consisting of a 5-ma vacuum thermocouple 
with noninductive current-limiting resistors to 
provide full-scale ranges of 10, 100, and 1000 
volts. The components should be enclosed in a 
shielded container that will also provide a thermal 
lag. The unit should be sent to NBS for cali¬ 
bration and certification at one-year intervals. 
The frequencies desired should be specified. 

The key to an accurate calibration is the 
development of exact ratios. The calibrator 
should cross check his ratios by a second method 
until he has acquired confidence in his technique. 
For example, the 10:1 ratio established by the 
series-to-parallel arrangement can be checked 
by matching 10 resistors, connecting them in 
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series and calculating the ratio at a 10:1 setting. 
Reference 8 describes an interesting variation of 
the series-to-parallel method. 

In a general paper of this type, specific 
details are not included. The problems of change 
in contact resistance, thermal voltages, tempera¬ 
ture and load coefficient, and leakage are passed 
over with little or no mention. The references 
cited, particularly Wenner's paper, will help fill 
these voids. Reference 9 describes a method for 
determining the load coefficient of resistors, a 
most important consideration in developing ratios 
for the 1000-volt range. 

In the final analysis, the part played by the 
person performing the calibration should be 
emphasized. As Wenner expressed it, "Whether 
or not it (the expected precision) is actually obtai¬ 
ned depends to a large extent on the temperment 
and skill of the observer. To be properly qualif¬ 
ied he should have a desire to do the job well, be 
neither easily fatigued nor perturbed, recognize 
slight disturbances promptly and be able to locate 
their source and correct the difficulty, and above 
all else, be able to differentiate between that which 
is essential and that which is not essential...." 

4. F.L. Hermach, "Thermal Converters as 
A.C.-D.C. Transfer Standards for Current and 
Voltage Measurements at Audio Frequencies,” 
Journal of Research of the National Bureau of 
Standards. Vol. 48, 1952. 

5. "A.C.-D.C. to D.C. Comparator!'Rotek In¬ 
strument Corp. Application Note No. 2, August 
1960. 

6. J.H. Park and A.B. Lewis, "Standard 
Electrodynamic Wattmeter and A.C.-D.C. Trans¬ 
fer Instrument, " Journal of Research of the 
National Bureau of Standards , Vol. 25, 1940. 

7. A. Cooper, "The D-93O-A Muirhead - Wigan 
Precision RMS Decade Voltmeter,” Technique > 

Vol. 15, No. 1, January 1961. (This is a publi¬ 
cation of Muirhead and Company.) 

8. N.J. Harris, "A Precision Megohm Ratio 
Unit for High Voltage Measurements," The Re¬ 
view of Scientific Instruments , Vol. 23, No. 8, 
August 1952. 

9. Curtis, Electrical Measurements , 
McGraw-Hill Book Company, Inc., New York 
1937. 
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TRANSISTOR OPERATIONAL AMPLIFIERS 

Paul J. Beneteau, Larry Blaser and Richard Q. Lane 
Fairchild Semiconductor 

a division of Fairchild Camera & Instrument Corporation 
Mountain View, Calif. 

Transistor Operational Amplifier methods are 
analyzed. Criteria are established for frequency 
stability and drift reduction. Two examples of 
amplifiers using silicon planar transistors are 
given. 

1. Introduction 

There are a great many uses for operational 
amplifiers in computing equipment, in instrumenta¬ 
tion and elsewhere. Transistors have not always 
been considered readily ada'ptable to these require¬ 
ments due primarily to their being essentially low 
impedance devices. To overcome this difficulty, 
Blecher 9 and Okada' have proposed a method in 
which the low-impedance property of transistors is 
used to advantage. For an amplifier having a con¬ 
stant load and gain, this method is perfectly 
suitable, but it unfortunately becomes rather cum¬ 
bersome in the more practical case of variable 
gain due to the variable feedback fraction which 
may render the amplifier unstable. 

The purpose of this paper is first to analyze 
in a general manner some of the operational ampli¬ 
fier methods suitable for both vacuum tubes and 
transistors; the alternatives facing the transis¬ 
tor circuit designer will then be discussed. Sec¬ 
ondly, an analysis of the frequency response of 
these amplifiers will be made; this will include 
the design requirements to ensure no pulse over¬ 
shoot. Some of the various drift-reduction 
methods will then be considered. Finally, two 
examples of highly stable operational amplifiers 
including chopper stabilization and using fast 
silicon planar transistors will be given. 

2. Analysis of Operational Amplifiers 

2.1 Operational Amplifier Methods . 

A perfectly general operational amplifier is 
shown in Figure 1; Z| is the input impedance of the 
amplifying device (normally but not necessarily 
high for vacuum tubes and low for transistors), Zo 
is the output impedance of the device, Ay (00) and 
Ai (W) are the voltage and current gains respec¬ 
tively of the device, Z^ is the load and Zf and Zf 
are the gain-determining operational resistors. 
The equations representing the amplifier are: 

Figure 1. A General Operational Amplifier 

eL - € Av (W) (1) 

ei - e € - eL e

Define By as with e^ = 0 

(Zi zpAzf + Z^ 
D — '_ 
V (ZjZj) 

(Zi + zp + Zf

Z1Z1 

ZfZf + z^^ + z^Zf 

When equations (1), (2) and (3) are solved, the 
operational gain A of the amplifier is: 

For large AyBv products, equation (4) reduces to: 

For example, for an accuracy of 0.1%, AyBy should 
be larger than 1000. 

For transistor amplifiers, Af (to) is usually 
of more interest than Ay (o») . 

(Zo ZL)/(ZO + ZL) 
(CU) - At (W) --

^1 

Assuming Zf » (Zo ZL)/(ZO + ZL), equation (4) 
becomes : 

eL _ ~Zf x _ ZfZj + ZjZj + ZjZf 

el Zi Ay(W) Zi Zi 
(6) 

Now, the maximum power gain In transistor ampli¬ 
fiers usually occurs in the common-emitter con¬ 
figuration and for this type of amplifier, the 
voltage gain times the input impedance is approxl-
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2 
mately constant . Therefore, the term 
Ay (CO) Z| in the denominator of equation (6) is 
approximately constant, from which it follows that 
the most efficient operational amplifier will be 
the one with the lowest input impedance possible. 
With this point in mind, it is now worthwhile to 
develop equations for this low-impedance case and 
to consider its drawbacks as compared to the high-
impedance case. 

From equation (3), for Zf « Zf , Zf , 

Zf small 

Using 

Ay(GJ) = A. (GJ) 
(Zo ZL)/(ZO 4- ZL) 

Z1 

= , 

and defining 

Tf X 
Bi = —— — —— , the expression for the 

Zf 

gain then becomes, using equation (4), 

eL Zf 
el —- Zf 

1 
1 

Ai Bi 

For large Ai Bi products, equation (7) reduces to: 

(8) 

as in the high-impedance case of equation (5). 
A low-input-impedance amplifier having a fixed 
Ai Bi product will thus be indistinguishable from 
a high-input-impedance amplifier having the same 
value of Ay By. 

A comparison of equations (5) and (7) shows 
that the quantity to consider for the high-
impedance amplifier is Ay By while that for the 
low-impedance amplifier is Ai Bp Remembering 
that the operational gain A = -Zf/Zf , these 
feedback factors By and Bi can be expressed 
approximately as : 

1 Zr 
(9) 

where the assumption is made that the amplifier 
input impedance is negligibly high or low, respec¬ 
tively, compared with Zf. For stability of the 
amplifier, both Ay By and Ai Bi will be required 
to have less than 360 degrees phase shift at the 
frequency where they become less than 1 or 0 db. 
When the usual 180° phase shift of the inverting 
amplifier is taken into account, the added phase 
shift is usually kept less than 135° for an 
adequate phase margin of 45°. 

The designer of operational amplifiers has 
the choice of input impedance of the amplifier. 
Equation (6) shows that, for a given number of 
common-emitter transistors, optimum utilization 
will result when the input impedance is as low as 
possible. However, even though this case is the 
optimum one, it will not always be used for sever¬ 
al reasons. Firstly, if the operational gain is 
to be changed, Zf is usually the controlling im¬ 
pedance and both Bv and Bf change as is shown in 
equation (9). Unfortunately, the phase margin 
changes as the operational gain changes; this 
holds to a different extent for high-impedance and 
for low-impedance amplifiers as is shown in figure 
2. It is seen that the variation of Bf, and thus 
of phase margin, with operational gain is far more 
serious than that of By over the gain range of 
0.1-10. If such a large gain range is not re¬ 
quired, then the current amplifier may be suitable, 
but, in general the Af will have to be programmed 
along with the variable Zf to keep the Af Bf pro¬ 
duct more or less constant. The same problem 
arises, of course, with the high-impedance ampli¬ 
fier but the permissible operational gain range is 
very much wider. For example, a gain range of 
0.33 - 3 changes By by 3:1, which is perhaps tol¬ 
erable, compared to a change in Bf of 9:1, which 
is probably not. 

NORMALIZED FEEDBACK FRACTION VARIATIONS 
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To summarize, the designer of transistor oper¬ 
ational amplifiers has an infinite choice of input 
impedance. The lowest possible input impedance 
one is the most efficient.while the highest possi¬ 
ble input impedance one can have its gain varied 
most safely. There are, obviously, intermediate 
values which form the best compromise between 
these two factors. By considering equation (6), 
it can be shown that there is little advantage in 
making Z| less than (0.1 Zf)/(1 - A), where A is 
the operational gain. If a large range of oper¬ 
ational gains is contemplated, it may well be that 
a value of Z^ greater than the above would be 
chosen to ensure adequate phase margins. 

2.2 Frequency and Pulse Response of Operational 
Amplifiers . 

2.2.1 Frequency Response . For the purpose 
of this analysis, it will be assumed that the am¬ 
plifier will have a forced roll-off at a frequency 

due to an RC insertion (usually at a frequency 
below 100 cps) plus an undesirable roll-off at a 
frequency GJ2 due to the open-loop frequency res¬ 
ponse. It is, of course, desirable for phase mar¬ 
gin (stability) reasons to have GJ2 as high as 
possible and thus control the roll-off solely by 
the forced GJ|. See Figure 3. 

ASSUMED OPEN-LOOP ASSYMPTOTIC AMPLIFIER RESPONSE 

Figure 3. Assumed Open-Loop Assymptotic 
Amplifier Response. 

The operational gain A (GJ) can be written as: 

A (GJ) = 
Av (GJ) 

1 - Ay(GJ) By 
(10) 

Letting the de open-loop gain be Ay (0), letting 
p = j , and using: 

(1 + p/GJ^l + p/CJ 2) 

it can easily be shown that for GJ « GJ^ and 
AyB^ » 1, equation (10) reduces to, 

Ay (0) W2 
A (p)---i--- (ID 

p2 + GJ 2p + Ay(0) By 10^0)2 

The exact closed-loop-3db frequency CO 2C is given 
by a rather complicated expression. It can, how¬ 
ever, be simplified by assuming the influence of 
GJ2 on frequency response is small compared to 
that of GJ.. If this is done, then (J 2C is easily 
obtained from equation (11) and 

w2c * Ay(0) By (12) 

This means, of course, that only for a 6db/octave 
slope of open-loop response is there direct gain¬ 
bandwidth trading. If the influence ofG)2 is not 
negligible, then equation (12) is not valid, and 
the more exact expression given in the appendix 
will have to be used (equation 23A) . 

2.2.2 Pulse Response . A sufficient but not 
necessary condition for no pulse overshoot can be 
very easily obtained from equation (11) by setting 
the discriminant of the denominator to a quantity 
greater than or equal to zero. This ensures that 
the poles of the gain function do not leave the 
real axis3 . 

i.e. b2 - 4 ac > 0 

GJ 22 - A Ay(0) ByGJj CJ2 > 0 

or W2 > 4 Ay(0) By G^ (13) 

This is usually a rather stringent requirement 
since, if fast pulse response is required, either 
GJ 1 or Av (0) Bv will be high. 

2.3 Drift Stabilization 

One of the principal requirements of an oper¬ 
ational amplifier is that output drift be small. 
The early stages of the amplifier are the main 
sources of drift since they are followed by the 
remaining gain of the amplifier. In this respect, 
drift is analogous to noise and if it is possible 
to precede the amplifier with another high-gain 
low drift amplifier, the drift at the output for 
a given operational gain may be greatly reduced. 
This is analogous in a receiver to using a high 
gain, low noise preamplifier before a stage of 
noisy mixing in order to increase the signal to 
noise ratio at the receiver output. 

2.3.1 Methods of Drift Stabilization . In 
transistor direct-coupled amplifiers the main 
sources of drift are as follows: 

1. The positive temperature coefficient of 
the emitter current gain h . 

FE 
2. The positive temperature coefficient of 

the emitter current gain hfe . 

3. The positive temperature coefficient of 
collector to base leakage current Içbq. 

By using silicon transistors having surface pas¬ 
sivated or "planar" construction the contribution 
of IçBQ to input drift may generally be neglected. 
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The use of differential input stages having 
common heat sinks or particularly two transistor 
die on a common header greatly reduces drift 
sources due to the effect of the differential tem¬ 
perature coefficient of VBE and hpg. Planar tran¬ 
sistors have a much smaller spread in these tem¬ 
perature coefficients than had earlier transistors, 
thus rendering a better match possible thereby 
further reducing differential changes. 

In computing applications, however, the small 
drifts obtainable by the above methods [5 pV/°C at 
the summing junction in the best case 4 and lOpV/’C 
in a typical high-performance amplifier(s)] may 
still be not acceptable and the drift must be fur¬ 
ther reduced by inserting a high gain low drift 
amplifier between the summing junction and the 
direct coupled amplifier. 

Figure 4 shows a drift reduction scheme sug¬ 
gested by Goldberg 6, in which the high gain low 
drift amplifier is formed by an ac amplifier with 
half wave modulation and demodulation. This 
scheme is analyzed in the appendix and only the 
results will be quoted here. 

where Zj = R3 + + Z^ 

and Z3 = Z^Z^Z^ + Z^Z^Z£ + ZpZ^Z^ + ZfZ^Z^ 

Equation (14) shows that the drift is reduced 
directly as A^ (td) , the gain of the chopper am¬ 
plifier, provided A^ (W) » 1. 

The scheme shown in Figure 4 suffers one 
serious disadvantage, that is the inability of 
the chopper amplifier to correct for errors due 
to base current flowing in Zi and Zf. A common 
remedy is to insert a low leakage capacito at 
point S. This eliminates the problem, but if 
the amplifier is driven to saturation the cap¬ 
acitor can acquire a charge, thus blocking Av 
and requiring that a shorting or reset switch 
be placed across the capacitor. 

Blecher 9 and Okada' suggest an alternative 
scheme, Figure 5, in which separate summing im¬ 
pedances are provided for the low drift amplifier 
in order to avoid the capacitor. 

Where Z3 ■ R3 ♦ R4 ♦•Zf 

«"d Z 5 - Zf Zj Zi ♦ If Zf Zf • Zf Z, Z 3

Note: Primed values always refer 
to chopper circuit. 

Figure 4. Goldberg Drift Reduction Scheme 

e^ = output voltage at load 

e£ = input signal 

e = voltage at summing junction 

k = drift potential 

e¿ = correction voltage from chopper 
amplifier 

CjR^ forms a filter to reduce the transmission of 
the chopped drift voltage into the summing junc¬ 
tion. R3 isolates C| from Zf in order to avoid 
loading the amplifier input at frequencies where 
Cf has little reactance. 

elzf k Z3

eL ~ ’ Z£ + Z1ZiZ3 ( 1 - 4(W)] 

Figure 5. Alternative Drift Reduction Scheme 

These impedances Zf and Zf should have the same 
ratio as Zf and Zf. 

Zf Zf 
i.e. —r = -

Zi Zf 

e£ = input signal 

e^ = output voltage at load 

€ = voltage at direct coupled amplifier 
summing junction 

e' = voltage at chopper amplifier summing 
junction 

k = drift potential 

ej = correction voltage from chopper 
amplifier. 

176 



el zf _k 

eL “ ' + a¿ (GJ) Z¡ Y' 

I 
Z1 

where Y’ « —; ;-; ;-; r 
Zf Z¿ + Zf Zf + Zf Zf 

(15) 

Equation (15) shows that the drift is again reduced 
directly as a^ (GJ). 

The scheme of figure 5 suffers the disadvantage 
of more complicated switching if a range of oper¬ 
ational functions is to be performed, but is, how¬ 
ever, free of the blocking problem. 

2.3.2 The Effect of the Chopper Amplifier and 
its Associated Filters on Overall Stability . The 
Goldberg scheme of Figure 4 requires two filters, 
the chopper amplifier output filter which smooths 
the half wave demodulated output from the chopper 
amplifier and R3R4C1 which Isolates the summing 
junction from the modulating side of the chopper. 

The alternative scheme of Fig. 5 requires the 
same output filter but may be able to dispense with 
the input filter if Zi' is much larger than the im¬ 
pedance of the signal source and the input contains 
no components that will beat with the chopper fre¬ 
quency. This is a considerable advantage of the 
scheme because the condition given by equation 21A, 
in the Appendix, 

4 G) ' A ' (0) Z ' Y' 

w i' * —Hh—— ’ 

might other wise be difficult to meet without making 
GJ2' very small thus reducing the speed of drift 
correction. A restricted chopper amplifier band¬ 
width will have the same effect as a lowG)^'. The 
chopper amplifier output impedance Zo' should be 
made low2 in order that the phase shift of the 
modulation due to the phase of Zo' occurs well 
beyond the radian frequency. 

4 G) 2' VW zi' Y ' 

Zf Y 

It should be realized however that the quantity 

4 Av'(0) Z/ Y' 

zi Y

dictates the separation between GJ^' and In

other words both 

4 Av'(0) Zi,Y'GJ2 ' 
G), ' > ---
1 - ZjY 

4 A/iO) Zi'Y'GJf 
and GJ 2 ' S — 

are stable conditions provided of course that they 
do not conflict with the inequalities required 

with respect to GJ^ and b>2 of the wideband 
amplifier. 

3. Amplifier Design Considerations 

3.1 Wide-Band Amplifier 

The main design requirements of the wide-band 
amplifier are generally as stated below in order 
of relative importance: 

(1) The amplifier should have one dominant 
roll off only, any other corner frequencies 
must be higher than AyiO) Bv G)p If this is 
not practicable then the unwanted negative 
corners will have to be cancelled with posi¬ 
tive corners by using lead networks or by 
placing a positive corner in the dominant 
roll-off network. 

There are two principal causes of nega¬ 
tive corner frequencies. These are (1) the 
frequency dependence of common emitter cur¬ 
rent gain which produces a corner at 
ig = ft/B0 ; and (ii) the collector to base 
capacitance of the transistor which when 
operating in the common emitter configuration 
is multiplied by (1 - Av) where Ay is the 
stage voltage gain*. This Miller capacitance 
appears in shunt with the input impedance of 
the stage causing a corner at approximately 

1 
2^d- Av) Cob h ie ' 

When using "fast” transistors (i.e.,f>Imc/s) 
the corners due to Miller capacitance are 
usually more troublesome than those due to 
fg . However, by ensuring that each common 
emitter stage drives into a low load im¬ 
pedance the voltage gain of each stage may be 
restricted thereby reducing the factor by 
which Cob is multiplied. This occurs natu¬ 
rally in a cascade of common emitter stages 
if each following stage has a higher collec¬ 
tor current than the preceding stage. A 
large voltage gain may then be obtained in a 
later or in the final stage by using the 
common base configuration which is free of 
the Miller capacitance problem due to having 
no phase inversion. 

(2) This amplifier should have minimum drift 
before stabilization since this reduces the 
gain of the chopper amplifier for a given 
overall drift. A further advantage of the 
reduced chopper amplifier gain is the reduced 
separation required between G)j' and G^' as dis¬ 
cussed in Section 2.3.1. Differential input 
stages minimize the drift and also have the 
advantage of much better common-mode rejection. 

♦Generally, the low-frequency value of Ay is 
used. However, under certain conditions of 
cascaded transistor amplifiers, the fact 
that Av is generally complex will lead to a 
more complicated input network consisting of 
a capacitor in series with a parallel RC. 
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(3) The amplifier should have low noise at 
the output. This can be readily achieved by 
placing the dominant roll off at the output in 
order to reduce the high frequency noise com¬ 
ponents developed in the whole wide-band amp¬ 
lifier. Unfortunately placing the roll off 
at the output reduces the available output at 
high frequencies unless a very large quies¬ 
cent current is maintained. The positioning 
of the roll off is therefore a matter of com¬ 
promise, as when it is moved toward the input 
the noise at the output increases, but so 
does the swing available at high frequencies. 

3.2 Chopper Amplifier . 

The chopper Amplifier, being ac coupled, has 
negligible drift and therefore may have a single-
ended input. If the assumption is again made that 
Ay 1(GJ) Zf' is a constant in the common-emitter 
configuration, inspection of equations (14) and 
(15) shows that the maximum drift reeuction of the 
operational amplifier occurs as Z^' tends to zero. 
However, precisely the same considerations of 
Section 2.1 apply in this case, namely that the 
input impedance will generally be chosen to suit 
the compromise between low-impedance high-
efficiency amplifiers and high-impedance very 
stable amplifiers. Specifically, there is little 
advantage in making Zj' less than (0.1 Zf'^(l-A); 
as previously stated, it may well be that a value 
of Zf' greater than the above would be chosen to 
ensure sufficient phase margin over the contem¬ 
plated range of operational gains. 

The bandpass of the ac amplifier should be 
sufficiently wide to ensure negligible phase-shift 
of the modulation, i.e., the upper half-power 

HIGH INPUT IMPEDANCE 

point should be much greater than that of the out¬ 
put filter (GJ2'). æhe output impedance should be 
low as discussed in Section 2.3.2. 

Generally, the chopper amplifier is of 
straightforward design, and few precautions need 
be taken. 

4, Experimental Amplifiers 

4.1 High Input Impedance Amplifier . 

This amplifier, Fig. 6 has a differential in¬ 
put stage using the new Surface Controlled Tran¬ 
sistores , which equivalent circuit appears in 
Appendix VI. 

The grid impedance of this device is essen¬ 
tially capacitive, approximately 16 pf in the 
early device used here, and therefore renders the 
feedback fraction By dependent only on the ratio 
Zf/(Zf + Zf) and independent of the parallel value 
ZiZf/(Zi + Zf) = Z_. Furthermore since no bias 
current flows in the summing components it is not 
necessary to provide Goldberg's blocking capacitor 
or Blecher and Okada's additional summing network 
for the chopper amplifier. The chopper amplifier 
has a SCT front end in order to reduce the loading 
of the summing junction. 

The sole effect of increasing Zf and Zf is 
the lowering of the corner, GJ l/(CgZp) in¬ 
troduced by the SCT grid capacitance. Naturally 
this reduces the separation between GJ f and GJ2 
and can cause pulse overshoot which may be objec¬ 
tionable in such an application as analog to di¬ 
gital conversion. The performance of this 
amplifier appears in figures 8, 9, 10 and 11. 

OPERATIONAL AMPLIFIER 
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4.2 Low Input Impedance Amplifier . 

The amplifier of figure 7 uses a similar 
"bootstrapped" output amplifier as is used in the 
high input impedance amplifier of figure 

A differential pair of 2N995 PNP transistors 
loaded essentially by the input impedance of Q3 
forms a wideband input stage having an input im¬ 
pedance of approximately 1 kil. It is recalled 

from the discussion of the constant input imped¬ 
ance voltage gain product of common emitter 
stages, that Zj * Zj/10 was shown to be the opti¬ 
mum for gain accuracy. This amplifier was de¬ 
signed to use summing components of less than lOkil. 
In order to avoid an offset caused by base current 
flowing in the summing resistors, a separate pair 
of summing resistors are provided for the chopper 
amplifier. The performance of this amplifier 
appears in figures 8, 9, 12 and 13. 

LOW INPUT IMPEDANCE OPERAT I ONAL AMPLIFIER 
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FREQUENCY RESPONSE OF WIDE-BAND AMPLIFIER DC DRIFT VERSUS TEMPERATURE 

Fig. 8. 

Horiz. 100/jsec/cm. 

Vert. 0.1 V/cm. 

Horiz. 0.1 jusec/cm. 

Vert. 0.1 V/cm. 

Fig. 10. Fig. 12. 

Fig. 11. 
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From the wideband amplifier closed-loop res¬ 
ponse given by equation (11), the closed-loop 3 db 
frequency ü)2c can easily be calculated by noting 
that the numerator is not a function of p. W 2c is 

then very nearly given by the lower of the two 
poles and 

W2 / / 4 »v^l \ 
w2c * — -p - - üh-/ (23A)

For the case where CJ2 is very large, the root can 
be approximated by 

2 A^O) BV CJ 1

and G) 2c is then given by 

U) 2c * MO) BvW l (24A) 

This is the same result that was found in eq.(12). 

A.VI. Equivalent Circuit of Surface-Controlled 
Transistor . 

A small modification of the familiar hybrid-
pi transistor equivalent circuit shown in Fig.14 
gives a useful representation of the observed 
characteristics of the S.C.T. 

eL _ 8m zt rL 

eg #o re + zt P ^c 1 +RLe 
(25A) 

(Rb + rb') Ze 
where Zt = -— , 

c Rb + rb + ze 

(ßo + O re 
7 = -

1 + p/wß

and gm - 9Ic/9eg

The of the SCT is given by 

Rb + rb' + *0 re 
U3db = -fl-T 

(Rb+rb + ^o^c(RL+re)J 

(26A) 

(27A) 

where = ¿düí if Rl » re . 
(28A) 

Note that C| + C2 * 16 pf for the early device 
used. From equation (25A), setting p = 0 and 
re-arranging, 

Low-Frequency gain * -j-—7F— (29A) 
ie D 

From equations (27A) and (29A), it is apparent 
that by manipulation of Rj,, the base source re¬ 
sistance, low frequency gain may be traded for 
bandwidth. 

For further details regarding the SCT, see 
references (7) and (8). 
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Summary 

The development of high-mobility inter¬ 
metallic semiconductors results in a more 
efficient application of the Hall and magneto¬ 
resistive effects in the design of various elec¬ 
tronic devices. Although the two effects are 
related, their utilization in true rms measure¬ 
ments is different. The Hall potential is propor¬ 
tional to the product of the magnetic flux density 
normal to the Hall element surface and the cur¬ 
rent through the element. This proportionality 
holds over a wide range of magnetic fields and 
currents. Hence, if the Hall element is con¬ 
structed in such a way that the magnetic field is 
produced by the same current which passes 
through the element, the square of the signal 
over a wide range of amplitude can be obtained. 
The magnetoresistance provides a change in re¬ 
sistance proportional to the square of the applied 
magnetic field. The magnetoresistive effect can 
be made significant when the semiconductor 
specimen is in the form of a Corbino disk. 

Both the Hall effect and magnetoresistance 
devices require the design of an efficient mag¬ 
netic circuit. The design involves the use of 
high permeability materials. The use of ferrites 
facilitates the construction of such a circuit and 
the preparation of a very thin Hall element or 
Corbino disk. Since the magnetic flux density is 
obtained by means of a current-carrying coil, a 
high impedance of the signal source is required 
to obtain wideband operation. 

The design of the low-pass weighting circuit 
at the output of the squaring device requires con¬ 
siderations of the type of signal which is being 
measured. 

Introduction 

One of the most important parameters of an 
electrical signal is its root-mean-square (rms) 
value. This quantity provides a measure of the 
energy content of the signal and can be mathe¬ 
matically expressed by 

v^ (t) d t 
1/2 

(1) 

where v(t) is the electrical signal for which 
Vrms *s th® root-mean-square value. 

Most present-day meters which provide so-
called rms readings measure the full-wave 
rectified average of the signal and relate it to 
the rms value by a form factor of ”/2 ^"7. 
That is, the rms reading presented on the output 

scale of such meters is approximately 
~ _ zT 

V' = - Lim J V (t) dt (2) 
rms 2 VT T* 00 0 

Whereas this relationship is valid for pure sinus¬ 
oids, it does not apply in general to complex 
waveforms. Consequently, accuracy in measur¬ 
ing rms values of non-sinusoidal waveforms 
necessitates the use of appropriate squaring cir¬ 
cuitry. 

RMS instruments which incorporate a 
squaring function in their operation are defined 
here as true rms meters. The following dis¬ 
cussion presents basic considerations in the de¬ 
sign of a true rms meter in which the squaring 
function is performed by utilizing galvano¬ 
magnetic effects in intermetallic semi-conductors. 

Basic Elements of a True RMS Meter 

A simplified block diagram of a true rms 
meter is shown in Fig. 1. The integrating cir¬ 
cuit is generally a low-pass filter which ap¬ 
proximates the averaging process indicated by 
Equation (1). In some instruments the averaging 
is inherent in the squaring and/or readout de¬ 
vices. The square-root readout circuit is de¬ 
signed so that the values read from the output 
amplitude scale correspond to the square-root of 
the input. If a linearly calibrated amplitude 
scale is desired, then it must be preceded by an 
appropriate square-rooting circuit. 

The squaring devices utilized in true rms 
meters fall into three basic categories, namely, 
(1) electromechanical, (2) thermal, and (3) elec¬ 
tronic. The electromechanical method of 
squaring utilizes the interaction between current 
and magnetic fields, the force being proportional 
to the product of their magnitudes; e. g. , a 
D'Arsonal movement with an electromagnet. 
Such devices are applicable to signals of very 
low frequencies only. The thermal squarers 
utilize the conversion of electrical energy into 
thermal energy. If the conversion is obtained in 
a resistive device such as a thermistor, the 
change in its resistance indicates the power dis¬ 
sipated. Such instruments suffer from a 
limited dynamic range of operation. One type of 
electronic squarer consists of a combination of 
linear resistors and voltage biased diodes 
arranged so that a square-law characteristic is 
approximated by a continuous sequence of linear 
segments. This method also suffers from 
limited dynamic range. 
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Another type of electronic squarer can be 
obtained by exploiting galvanomagnetic effects in 
solid state devices. The use of Hall effect in 
intermetallic semi-conductors results in a 
squaring device capable of wideband operation 
over a large dynamic range of amplitudes. 
Furthermore, such a device can be made quite 
compact and simple in construction. Another 
galvanomagnetic phenomenon in semi-conductors 
is the magnetoresistive effect, which provides 
the possibility of a squarer having an even 
simpler configuration than that using the Hall 
effect. Whereas the magnetoresistive squarer 
operates over a frequency range comparable to 
that of the Hall effect squarer, the latter has a 
larger dynamic range. 

Before discussing the construction and per¬ 
formance of these galvanomagnetic squarers, it 
will be useful to discuss briefly the principle of 
both the Hall and magnetoresistive effects. 
These concepts are introduced in the next section. 

Galvanomagnetic Effects 

Hall Effect 

The Hall effect occurs when a transverse 
magnetic field is applied to a current-carrying 
conductor. The magnetic field exerts a force F 
(Lorentz force) on the current-carrying charges 
in the direction perpendicular to both the cur¬ 
rent I and the magnetic flux density B , Fig. 2. 
The deflected charges produce an electric field 
E-, (Hall field) in the direction of the force. 

The Hall potential measured across the 
width of the specimen. Fig. 2, can be shown to 
be 1

R H 
VH = ~t~ B* I (3) 

where Ry is the Hall coefficient. The Hall 
potential in Equation (2) is given in volts when I 
is in amperes, B is in webers per meter -
squared, Ry is in meters - cubed per coulomb, 
and t (thickness) is in meters. 

If the current and the magnetic field are 
made proportional to two given signals, the Hall 
output voltage is proportional to the product of 
the two signals. This product is independent of 
frequency, resulting in many applications of such 
a device to broadband multiplication. If I and 
B are both made proportional to the same signal, 
then the device functions as a squarer. 

Magne tor e si stance 

The Hall field balances out the Lorentz 
force for all of the charge carriers which move 
with velocities near or equal to the average 
velocity. Those charge carriers will therefore 
continue to move along the same path as in the 
absence of the magnetic field (path a in Fig. 2). 
However, charge carriers which move with 
velocities considerably larger or smaller than 

the average velocity will be deflected along either 
paths b or c in Fig. 2. The deflected charges 
acquire smaller drift velocities between col¬ 
lisions which result in smaller mobilities and 
thus in reduced conductivity or increased resist¬ 
ivity. This change in resistance is defined as the 
physical magnetoresistence.^ For small magnetic 
fields the relative increase in resistivity is pro¬ 
portional to the square of the applied magnetic 
flux density. For high fields the physical 
magnetoresistance becomes linear and approaches 
an upper limit asymptotically as B increases 
indefinitely. $ 

If the geometrical configuration of the 
specimen is chosen in such a way that the Hall 
field is eliminated, the Lorentz forces on the 
charge carriers are not balanced out. Con¬ 
sequently, the charge carriers move in larger 
trajectories and thus contribute to a larger 
magnetoresistive effect. This contribution is 
known as the geometrical magnetoresistance. 
The geometry for which this phenomenon is most 
pronounced is that of the Corbino disk,4 which can 
provide a change of resistance (in the presence 
of a transverse magnetic field) considerably 
greater than that obtained from the physical 
magne tor e si stance. 

Figure 3 shows a Corbino disk with one 
electrode at its center and the other along its 
circumference. In the absence of a magnetic 
field B the current flows radially between 
electrodes, so that a circumferential Lorentz 
force is established when B is applied. Due to 
the disk geometry, no charge separation can be 
sustained in that direction and hence, no Hall 
field can exist. Instead, a circumferential com¬ 
ponent of current flows (in addition to the radial 
component) which thus increases the resistive 
path between the electrodes. This can be thought 
of as an increase in the resistivity of the speci¬ 
men in the radial direction. This resistivity is 
given by® 

i + [er(B) R b]2
(B) = -5- (4) 

cr(B) 

where CT(B) is the volume conductivity in the 
presence of a magnetic field due to the physical 
magnetoresistance only and is independent of the 
geometry of the specimen. 

Construction of the Squaring Devices 

Choice of Material 

The application of Hall effect and magneto -
resistance to the design of an rms measuring de¬ 
vice requires considerations of the output signal 
magnitudes that can be practically achieved. The 
galvanomagnetic effects are largest in materials 
which have high mobilities of one type of carrier. 
The highest known mobilities are found in n-type 
indium antimonide, an intermetallic semicon¬ 
ductor compound of group III - V. The electron 
mobility of single crystal indium antimonide at 
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room temperature is about 60, 000 cm /volt-sec. 
In the work reported here the material used was 
n-type indium antimonide having a carrier con¬ 
centration of 10^5 per cm^ at -196°C (type 7-N 
made by Ohio Semiconductors, Inc. , Columbus, 
Ohio). It should be noted that indium antimonide 
has a very narrow energy gap, resulting in large 
variations of the Hall coefficient and resistivity 
with temperature. Other compounds, such as 
indium arsenide, exhibit better temperature 
characteristics with a somewhat lower mobility. 

Construction of the Hall Effect Squarer 

The Hall effect squarer consists of a coil 
wound on a magnetically permeable core and a 
Hall element placed in the gap of the core. The 
signal to be measured is applied in the form of a 
current to the series combination of the coil and 
Hall element. 

In order to obtain an efficient magnetic cir¬ 
cuit, i. e. , high magnetic flux density in the gap 
of the core structure for a given current, the de¬ 
vice is built in a very small cup core of ferrite 
material (type H made by General Ceramics). 
The Hall element is located between the center 
cores of the two cups, and a coil wound on a 
nylon bobbin is placed inside, Fig. 4 . This con¬ 
struction results in a closed magnetic structure 
having minimum leakage and vulnerability to 
external fields. 

The detailed construction of this assembly 
is as follows: A specimen of indium antimonide 
3/16 inch X 1/16 inch and . 010 inch thick is glued 
to a ferrite wafer of the same area and about 
. 040 inch thick. The semiconductor is then 
lapped down to a thickness of about . 0005 inch. 
The contacts are made by soldering thin copper 
wires using low-temperature, lead-free, stain¬ 
less steel solder dipped in Eutector flux to pre¬ 
vent oxidation of the tin during the soldering pro¬ 
cess. Another wafer of ferrite having the same 
dimensions as the previous one is then glued on 
top of the semiconductor. This assembly is 
placed in the gap between the center legs of the 
cup-core, Fig. 4. The fabrication of a very thin 
semiconductor waver results not only in an 
efficient Hall element, as indicated by Equation 
(3), but also in a very small magnetic circuit air 
gap, thereby increasing the efficiency of the en¬ 
tire device. Also, the reduction in effective 
area of the center leg of the cup-core increases 
the magnetic flux density at the element, thus in¬ 
creasing the Hall output. The magnetic field is 
obtained by passing the signal current through a 
25 turn coil of No. 38 magnet wire, which is 
located inside the cup-core. Fig. 4. The coil 
leads are brought outside through openings in the 
cup-core. 

The wires from the Hall element are 
brought outside and connected to tin contacts pre¬ 
viously wetted onto the cup-core by ultrasonic 
soldering. Figure 5 shows the completed 
assembly. A one cent coin is also shown to 

indicate the size of the device. 

Construction of the Magnetoresistive Squarer 

The method of construction of the magneto¬ 
resistive squarer is very similar to that of the 
Hall effect device. In this case, however, the 
semiconductor wafer is in the form of a very 
thin disk 3/16" in diameter (the diameter of the 
center leg of the cup-core), and only two contacts 
are made; one to the center of the disk and the 
other to its circumference. In all other respects 
the two assemblies are made identically. 

Experimental Results 

Hall Effect Squarer 

Figure 6 shows a schematic diagram of the 
Hall effect squarer. To determine the dynamic 
range of the device, a sinusoidal signal at 
1000 cps was applied and the input current level 
was monitored. Table I shows the output volt¬ 
age measured with an HP425A d-c voltmeter. 

Table I 
Input-Output Characteristics of the Hall Squarer 

Current Input D-C Voltage Output 
(milliamperes) (millivolts) 
(f = 1000 cps) 

.316 0.003 
1 0.030 
3.16 0.3 
10 3 
31.6 30 
100 300 

The lower limit of the input current is in 
general, determined by the sensitivity of the 
readout device. The practical upper limit of 
the current (100 ma for the device constructed) 
is established by considerations of Hall element 
heating and Hall coefficient variations. To 
maximize the dynamic range of the circuit, the 
number of turns of the magnetic field coil is 
chosen so that the ferrite just begins to saturate 
at the maximum allowable current. For the 
constructed cup-core device the appropriate 
number of turns is 25, as indicated in the dis¬ 
cussion on construction. 

The frequency response of the squarer was 
tested using a current input of 10 ma. The out¬ 
put signal remained constant at 3 mv up to a 
frequency of 200 kc, dropped to 2. 75 mv at 
300 kc, and to 2. 4 mv at 400 kc. The finite fre¬ 
quency response of the device is due primarily 
to the core losses and capacitance associated 
with the field producing coil. These factors 
contribute to a frequency-dependent disparity, 
in both amplitude and phase, between the mag¬ 
netic field and the Hall element current. 
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Magnetoresistive Squarer 

The Corbine disk was connected in a bridge 
circuit as shown in Fig. 7. A direct current of 
100 ma was passed through the disk and the 
bridge was balanced. As in the case of the Hall 
effect squarer, the output was measured by an 
HP425A d-c voltmeter. Table II shows the input¬ 
output data for a sinewave test signals at 1000 cps. 

Table II 
Input-Output Characteristics of 
the Magnetoresistive Squarer 

Current Input D-C Voltage Output 
(milliamperes) (millivolts) 
(f = 1000 cps) 

1 0. 0026 
3. 16 0. 026 
10 0.260 
31.6 2.6 
100 26 

The lower and upper current limits for the 
magnetoresistive squarer are established by the 
same considerations as for the Hall effect 
squarer. 

The frequency response of the device was 
found to be uniform up to at least 100 kc. In 
the present portion of the study, improved bridge 
balancing techniques are being devised so that the 
performance of this squarer can be evaluated at 
higher frequencies. The core losses and 
capacitance associated with the field producing 
coil are expected to limit the operating bandwidth 
of the magnetoresistive squarer to approximately 
that of the Hall effect squarer. 

Integrating and Readout Devices 

Many of the devices which have static 
square-law transfer characteristics, particularly 
those of the thermal and electromechanical type, 
respond sluggishly to time-varying inputs. Con¬ 
sequently, their outputs are effective integrations 
of the squared inputs. The Hall effect and 
magnetoresistive squarers, however, respond 
instantaneously (for all practical purposes) to 
applied stimuli and must therefore be followed by 
suitable averaging devices to achieve rms infor¬ 
mation. In many cases this averaging process 
is at least partially provided by the readout de¬ 
vice, which may be a pen recorder, de meter, or 
other such instrument. In general, however, 
additional signal weighting circuitry at the 
squarer output is also necessary in order to 
obtain the degree of averaging desired. 

Let us assume that the integrating (or 
weighting) circuit of Fig. 1 is a linear, passive 
network incorporating the combined frequency 
response of the readout device and any additional 
circuitry inserted at the squarer output. If the 
impulse response of this circuit is h(t) , then 

the circuit output Vo(t)is given by the convolution 
integral 

A 2 
Vo(t) = k J h(t - A) V (A) d A (5) 

where k is the proportionality constant of the 
squaring circuit. It is seen from Equation (5) 
that the integrator output is a weighted average 
of the input v4(t) up to the instant of measure¬ 
ment, the weighting being performed by the im¬ 
pulse response of the circuit. 

Ideally, h(t) should be of such a form that, 
after the integrator input has been applied for a 
reasonable length of time the output closely 
approximates 

The degrees of freedom available in synthesizing 
the weighting circuit should be utilized so as to 
achieve this objective. This involves two basic 
steps, namely, (1) establishing some time 
duration T1 such that the rms value of the 
applied signal within any interval of magnitude 
T' is approximately equal to its rms value 
evaluated over all time ; and (2) synthesizing the 
network so that h(t) is close to 1/T' over a 
time interval of T" , where T" T' > and 
close to zero elsewhere. 

The first step stated above requires some 
knowledge of the signal being measured. For 
example, if v(t) is known to be a periodic sig¬ 
nal, then T' should be a multiple of, or 
several times larger than, the fundamental 
period. As another example, if v(t) repre¬ 
sents a stationary random process then T' 
should be several times larger than the max¬ 
imum time separation for which the associated 
autocorrelation function is significant. 

For a specified value of T' > the theoreti¬ 
cal optimum weighting circuit is one having a 
transfer characteristic ^iven by 

F^e^j“ 1 si.n<Z “ T ’> (6) 
(^T') 

Such a network has a rectangular impulse re¬ 
sponse of duration T' and height 1/T1 . Al¬ 
though such a circuit is not physically realize -
able it can be approximated by means of 
sophisticated synthesis techniques. In practice 
however, it is often more convenient to utilize 
simple integrating circuits which compensate 
for the crudeness of their approximation to the 
ideal network by providing an effective integra¬ 
tion time significantly longer than T' . 

An example of the above is the elementary 
R-C low-pass filter. The impulse response of 
this network is 

h(t) = 2- e’^ (7) 
'V 
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where T - RC is the effective integration 
time. The experiments reported here utilized 
an HP425 d-c meter for the readout device. 
The input low-pass filter of this instrument has 
a frequency-amplitude characteristic similar 
to that of an R-C circuit with an effective inte¬ 
gration time of 5 seconds. 

Conclusions 

The application of galvanomagnetic effects 
in semiconductors to the design of true rms 
measurement techniques has been described. 
The dynamic range of the squaring device de¬ 
pends upon the sensitivity of the readout in¬ 
strument and with proper design can exceed 
that of any existing rms instrument. The 
squarer units reported are very small and 
simple in construction, and are capable of 
wideband operation from de up to at least 300 kc. 
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FIG. 2 HALL EFFECT AND PHYSICAL MAGNETORESISTANCE 
FIG. 3 EQUIPOTENTIAL AND CURRENT-FLOW LINES IN A 

CORBINO DISK 
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Fig. 4. View of Hall element and field producing coil 
in ferrite cup-core. 

i(t) 3 v(t)/R 

FIG. 6 SCHEMATIC DIAGRAM OF HALL EFFECT SQUARING 
CIRCUIT 

i(t)3 v(t)/R 

Fig. 5. Assembled Hall effect squarer. FIG. 7 SCHEMATIC DIAGRAM OF MAGNETORESISTANCE SQUARING CIRCUIT 
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Summary 

As a result of the high availa¬ 
bility requirement on the Atlas Radio¬ 
Command Guidance System, it is important 
to maintain peak proficiency of the in¬ 
line maintenance crews. However, since 
faults in the system occur at relatively 
low frequency, the crews are not able 
to maintain their troubleshooting skill 
through the natural conduct of their 
work. While in some systems, mainte¬ 
nance crew proficiency has been main¬ 
tained by "bugging" the line equipment, 
such a procedure on the Atlas system 
would have very deleterious effects on 
the weapon's availability. As a 
consequence, a simulator was developed 
to enable periodic exercising and 
evaluation of personnel in system 
troubleshooting. 

This simulator, called the Data 
Flow Evaluator Set, replicates the 
system logic in binary form. A "trouble" 
is introduced by activating one of 
250-odd switches, each representing a 
faulty assembly. When a switch is 
activated, the device will provide a 
replication of the symptom pattern in 
binary form. Symptoms which are auto¬ 
matically displayed in the line equip¬ 
ment are continuously displayed on the 
simulator while the fault is present. 
For symptoms which must be detected 
with test equipment, the subject needs 
to perform a simulated check to get 
the information. 

By reading status lights and making 
checks the subject can localize the 
trouble to a removable assembly. In 
order to remove an assembly, he pushes 
the button which represents that 
assembly on the face of the simulator. 
If he has removed the proper assembly, 
the trouble will be automatically 
cancelled. If he has not removed the 
proper assembly, the symptom pattern 

remains and he continues signal¬ 
tracing until he finds the trouble. 
While the man is working, an auto¬ 
matic record is kept of the elapsed 
time and the number of checks and 
replacements he makes before correct¬ 
ing the trouble. For the purposes of 
test development, a manual record was 
also kept of his errors in following a 
logical signal-tracing procedure. 

In order to test the capability 
of the simulator, a study was per¬ 
formed on two samples of Air Force 
personnel. As a result of this 
research it was learned that the time 
and check scores are reliable and 
independent parameters, while the 
replacements scores and the error 
scores are too unreliable to be used. 
Moreover, it was learned that scores on 
three different tests representing 
three subsystems of the major system 
are independent of each other and that 
the three different personnel special¬ 
ities on the in-line maintenance crews 
may be considered samples from a single 
population. Validity studies were 
attempted but were handicapped by the 
absence of useful criterion data. Those 
validity data that were available 
(correlations with observer's rankings 
of performance on the actual equipment) 
did show some positive evidence of the 
value of the device as a predictor of 
actual job performance. 

The value of the device as a 
trainer seems obvious in that practice 
in simulated troubleshooting should 
generalize to the job. Moreover, it is 
possible to use the device as an aid 
in lecturing, since a plastic overlay, 
showing the data flow lines, is provided 
with each machine and the machine has 
the capability of displaying all 
symptoms at once whether they appear at 
displays or check points on the line 
equipment. The use of the device as a 
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trainer has not been systematically 
tested, however, and therefore further 
research on training applications is 
recommended. 

Introduction 

Background 

About mid-way in the development 
of the Atlas ICBM weapon system it 
became apparent to operational planners 
that steps should be taken to assure a 
high state of readiness of the personnel 
responsible for the in-line operation 
and maintenance of the system. Such a 
need seemed particularly great because 
of the weapon's employment character¬ 
istic which would require rapid reaction 
time of the largest possible force of 
weapons after extensive waiting periods. 
As a consequence of this view, plans 
were formulated to develop a program 
for on-the-job proficiency evaluation 
of weapons crews in order to identify 
field training needs and to exercise 
the crews in their operational and 
maintenance tasks. 

This program of testing and exer¬ 
cising the crews was finally made a 
development responsibility of the system 
contractors and was named the Unit 
Proficiency System (UPS). As an 
operating ground-rule, the UPS program 
was to employ the prime equipment as 
much as possible but was restricted to 
activities that would not cause serious 
degradation of equipment life or 
reaction time. 

In the case of the Radio Tracking 
System, operational tasks and simple 
maintenance tasks, like checkout and 
inspection, could typically be handled 
within these constraints. However, for 
system troubleshooting tasks, where 
faults would have to be introduced into 
the line equipment, these ground-rules 
could not be satisfied. As a result, 
a means for evaluating troubleshooting 
proficiency on the Radio Tracking System 
without the use of the line equipment, 
but nonetheless predictive of line 
performance, was required. This re¬ 
quirement eventually resulted in the 
development of a Radio Tracking System 
simulator set which became known as the 
Data Flow Evaluator Set. A description 

of these devices will follow, but first 
it is necessary to give a brief descrip¬ 
tion of the configuration and maintenance 
philosophy of the Atlas Radio Tracking 
System in order to describe the tasks 
that were to be simulated. 

The Atlas Radio Tracking System 

The Radio Tracking System is a 
ground-based electronic system which 
together with a special-purpose digital 
computer makes up the Atlas Radio¬ 
Command Guidance System. It is the 
function of the Radio Tracking System 
to collect data on the missile flight 
path and feed it to the computer for 
comparison with a programmed trajectory 
and then to transmit correction commands 
(determined by the computer) to the 
missile's autopilot. 

Hardware . The system consists of 
several antennas, a large number of 
cabinets containing electronic com¬ 
ponents, and a console at which system 
operation (countdown activities) and 
status monitoring takes place. The 
console consists of a two-part mainte¬ 
nance wing containing meters, scopes 
and status lights, which display the 
static condition of the equipment, and 
an operations wing which summarizes the 
static maintenance displays and contains 
displays and controls for dynamic checks. 

The electronic components within 
the cabinets are, for the most part, 
packaged in hinged-panel assemblies 
with quick-disconnect mechanical and 
electrical connections. The panels 
contain primary and secondary test 
points, and the outside of each cabinet 
contains status lights and meters for 
most of the functions within the cabinet. 

Personnel . The crew assigned to 
in-line operation and maintenance of 
the system consists of a Guidance Control 
Officer (usually a Captain or Major), 
a Radio Tracking System Technician 
(usually a Master or Staff Sargent) and 
a Radio Tracking System Specialist 
(usually an Airman First or Second 
Class), all of whom have had some form 
of maintenance training on the system. 
Operation of the system consists of the 
initiation and evaluation of an automatic 
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check during count-down and the 
monitoring of system performance during 
the early part of the powered flight 
of the missile. Maintenance of the 
system at the line site consists of the 
performance of periodic checks and 
inspections and the localization and 
correction of faults. System malfunc¬ 
tions are usually detected on status 
displays on the console which also 
localize the trouble to a subsystem, 
group or cabinet. Localization to a 
particular assembly is accomplished by 
further analysis of the symptom pattern 
as shown by the cabinet-mounted con¬ 
fidence lights and by interrogation of 
the test points on the panels. When 
the faulty panel is identified it is 
removed as a whole and replaced from 
an in-line supply of panels. The faulty 
panel is then sent to a shop for further 
troubleshooting and repair. In the 
performance of these in-line maintenance 
duties the crew operates as a team or 
independently - at the option of the 
Guidance Control Officer. 

Need for a Simulator 

In order to maintain the high 
level of operational readiness or 
availability which is required of the 
Atlas Radio Tracking System, it was 
decided that special emphasis should be 
placed on exercising and evaluating the 
crews in the localization of faults 
which was potentially the largest 
consumer of down-time. It was further 
decided to go to a special device for 
the following reasons: 

(1) evaluation could be accom¬ 
plished without occupying 
and possibly degrading the 
operational equipment; 

(2) evaluation on specific pro¬ 
blems would not be dependent 
on their occurrence in the 
system; 

(3) a large sample of problems 
could be administered within 
a relatively short time; 

(4) the evaluation could be 
administered by non-specialized 
personnel; 

(5) results could be automatically 
scored, resulting in high 
reliability of scores. 

A major assumption underlying the 
use of such a simulator, of course, is 
that performance on the simulator is 
generalizable to performance on the 
job. For this reason it was decided 
to attempt to replicate the logic of 
the line system as faithfully as 
possible but to reduce the complexity 
of the device by treating the system 
logic in binary (go - no go) form. 
To a large extent, this approach was 
inspired by the MAC Trainers developed 
by the Air Force Personnel and Training 
Research Center for the B-47 Bomb-Nav 
System. 

The Data Flow Evaluator Set 

The resultant simulator became 
known as the Data Flow Evaluator Set 
or DFE. This device is actually three 
physically separate units corresponding 
to a division of the line system into 
the rate measuring function, the track 
data processing function and the track 
rf and servo function. The three units 
are called the Rate Simulator, the Track 
Data Processing Simulator, and the Track 
RF/Servo Simulator which will be referred 
to as Rate, TDP and TRF respectively in 
this report. 

The front panel of each unit of 
the Data Flow Evaluator set symbolically 
shows the cabinets and panels of the 
function it represents. In its dynamic 
operation, it treats system data in 
binary form. Displayed data are not 
presented in terms of values on a 
continuous scale, but in terms of 
whether the voltage, waveform, etc. 
is in or out of tolerance at the 
particular point being monitored. The 
major functions of the system are made 
"operative" so that most of the critical 
measurements associated with trouble 
localization in the actual equipment 
may be performed in a simulated way. 
Figure 1 shows the Rate simulator of 
the Data Flow Evaluator Set. 

Each simulator unit is designed to 
provide for the quick insertion of a 
large number (approximately eighty per 
unit) of realistic malfunctions. Mal¬ 
functions are inserted at the tester's 
panel by pushing a button representing 
a particular fault. Pushing the button 
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causes the relays within the cabinet to 
make or break contact and establish the 
symptom pattern (in binary form) on the 
front panel. Data displayed on the 
line equipment are also displayed on 
the simulator, but in the case of test 
points, the subject must address them 
to determine if the indication is go 
or no-go. Counters on the tester's 
panel automatically record the number 
of checks he makes, the number of 
corrective actions (replacements) he 
takes, and the total time elapsed in 
localizing the fault. Figure 2 shows 
the instructor's panel of the Rate 
Simulator. 

The components of the simulators 
are of standard design throughout. 
The relays are hermetically sealed 
and are the plug-in type. The push¬ 
button switches are all of the same 
specific design and are illuminated. 
Indicator lights are marked to show 
what they represent (e.g. meter 
indications are symbolically marked 
with the face of a meter). The 
entire unit may be illuminated to 
check for burned-out lamps. A relay 
tester is built into the back of the 
evaluator to check relay operation 
and contact continuity. Electrical 
power is obtained from a standard 110 
volt, 60 cycle wall outlet. The units 
are mounted on retractable casters for 
mobility. 

The face of each unit displays the 
remove-and-replace panels ("black 
boxes"), meters and confidence lights 
of each relevant cabinet as well as 
the console displays. After a mal¬ 
function is set into a unit by the 
tester, a "Start" switch is pushed, 
illuminating the console section of 
the unit and simultaneously activating 
the three counters. 

The console section of the front 
panel reveals the system status summary 
and the results of the dynamic system 
test. The console-mounted scope dis¬ 
plays and meter indications are also 
simulated to give go - no go indications 
for the functions they represent. From 
these data, the subject must determine 
which cabinet or group of cabinets the 

fault is in. After determining the 
faulty cabinet or group, the subject 
must press the switch representing the 
cabinet he wants to address. As each 
cabinet is addressed, additional 
indicators representing meters and con¬ 
fidence lights on the cabinet are dis¬ 
played to him replicating the symptom 
pattern. Symbolic test points as found 
within the cabinets are also available. 
To check a test point with external 
test equipment, a selector switch must 
be set to the test point and a push¬ 
button representing the appropriate 
test equipment (meter or scope) must 
be depressed. If the push-button 
lights, then the signal at the test 
point is good; otherwise it is bad. 
By following the data flow within the 
cabinet (checking test points, etc.) 
the subject localizes the malfunction 
to the faulty panel. To "replace" a 
panel, he must push its "Replace" 
switch which is appropriately labeled 
on the DFE unit. If he is correct the 
Data Flow Evaluator automatically re¬ 
moves the problem and stops the counters. 
The tester would then record the results, 
reset the counters to zero and go on to 
the next trouble. 

Although present use of the 
simulator does not include the insertion 
of more than one malfunction at a time, 
any combination of the malfunction 
options in each unit may be set into a 
unit at the same time. Malfunctions 
generally require 15 seconds to 3 
minutes for solution, depending upon 
the complexity of the malfunction, and 
the skill of the subject. 

The Data Flow Evaluator Set also 
has applications for training. For 
example, the entire panel of a unit 
may be illuminated and a malfunction 
switch pushed. With this procedure, 
the resulting overall indications (or 
profile) for a given malfunction may be 
observed. This training procedure may 
be enhanced by placing a transparent 
overlay with data flow lines (which is 
supplied with the unit) on the front 
panel of the unit to actually show the 
relationships among the cabinets and 
panels. This application, however, has 
not been exploited and should be sub¬ 
jected to further field research to 
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assure that negative transfer or an 
inhibition of performance on the 
actual equipment is not taking place. 

Field Evaluation 

Pilot Study 

Upon completion of the first 
prototype sets of the simulators, a 
pilot study was conducted at Kees1er 
Air Force Base on 59 trainees to deter¬ 
mine the scoring parameters that could 
be used with the simulators. The four 
scoring parameters studied were: (1) 
the time taken to correct a trouble 
(time score), (2) the total number of 
checks made in correcting a trouble 
(checks score), (3) the number of 
unsuccessful replacements made before 
making the correct replacement (replace¬ 
ments score), and (4) the number of 
erroneous checks made in localizing 
the trouble (error score). In the 
first three cases, the parameters were 
automatically recorded, but in the last, 
the subjects' checks were compared with 
an "ideal" set of checks as formulated 
by experienced technicians and his 
score was the number of "extra" or 
"irrelevant" checks made. The specific 
research questions asked were: 

(1) Is there a proper spread of 
scores for each parameter? 

(2) How reliable are the scores? 
(3) Are the different parameters 

within a unit independent? 
(4) Are the different units in¬ 

dependent within each 
parameter? 

(5) Do the three personnel 
specialities represent differ¬ 
ent norms groups? 

The results of this study, which 
use a random sample of 50 items from 
each DFE unit, revealed that there 
was a satisfactory spread of test 
scores on all parameters. The ranges 
of scores are as follows: 

Rate Simulator 

Time (min.) 23 to 105 
Checks 97 to 236 
Replacements 0 to 39 
Errors 42 to 187 

TDP Simulator 

Time (min.) 16 to 98 
Checks 93 to 220 
Replacements 4 to 27 
Errors 61 to 169 

TRF Simulator 

Time (min.) 28 to 109 
Checks 106 to 275 
Replacements 4 to 41 
Errors 18 to 123 

All distributions were skewed to the 
positive (poor performance) end with 
the mode lying at a point on the range 
that is about 20 percent above the 
lower end. 

The assessment of parameter 
reliability was accomplished by com¬ 
puting split-half correlations for 
each of the four scoring factors on 
each of the three Data Flow Evaluator 
units. The means of the reliability 
coefficients (computed by Z trans¬ 
formations) for each of the scoring 
factors (50-item length) were found 
to be as follows: Time r = .94, Checks 
r = .89, Replacements r = .66, and 
Errors r = .74. On the basis of these 
findings, the Replacement and Error 
scores were deemed to be of little use 
in testing and consequently they were 
eliminated from further analysis. 

The independence of the scoring 
parameters and subtests (or units) was 
tested by computing the intercorrelations 
among the six remaining variables. It 
was found that the mean corrected 
correlation between time and checks 
scores across the three units was .41. 
The corrected correlations among the 
three subtests (or units) for each 
parameter were as follows: 

Time Scores 

Rate vs. TDP .43 
Rate vs. TRF .58 
TDP vs. TRF .48 

Check Scores 

Rate vs. TDP .49 
Rate vs. TRF .38 
TDP vs. TRF .60 
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From this analysis it was con¬ 
cluded that the scoring parameters 
and subtests should be considered 
independent measures and scored 
separately and that the profile of 
scores on subtests (or units) could be 
considered somewhat diagnostic. 

In order to determine whether the 
three different personnel specialties 
(Guidance Control Officer, Radio 
Tracking System Technician, Radio 
Tracking System Specialist) constituted 
different populations for norms purposes, 
the scores of the three groups were 
compared on the six scoring factors. 
The null hypothesis was tested using 
a non-parametric median test with a 
confidence level of .05. In no case 
could the null hypothesis be rejected, 
and it was therefore concluded that 
all specialists should be considered 
as belonging to a single norms group 
for proficiency testing. 

Final Study 

As a result of the apparent success 
of the pilot study, it was decided to 
continue work on the tests to see if 
their predictive validity could be 
assessed and to shorten administration 
time and provide alternate forms. 

Validity . The validity study was 
performed on all five operating crews 
(fifteen men) that had had any 
experience with the system. In the 
traditionally difficult search for 
criteria, it was finally decided to 
use rankings of the men's field per¬ 
formance as provided by six contractor 
field service personnel who had been 
working with them during the initial 
installation and checkout of the 
equipment. Since it was impossible 
to take the time to develop more 
sophisticated metrics, the judges were 
simply asked to rank the men on the 
following three variables: 

1. Ability to troubleshoot the 
Rate Measuring Subsystem. 

2. Ability to troubleshoot the 
Data Processing loop of the 
Tracking Subsystem. 

3. Ability to troubleshoot the 
RF and Servo loop of the 
Tracking Subsystem. 

Several additional variables were also 
included to provide the judges with 
some practice in ranking the men. 
Rankings were accomplished by giving 
each judge a deck of fifteen cards (one 
for each man) set up in random order 
and asking him to stack them from best 
to worst. The order in which the 
variables were presented to the six 
judges was varied in each of the six 
possible ways. 

The reliability of the rankings 
was assesed by measuring the agreement 
among the judges. A coefficient of 
concordance for small samples (W) was 
computed for each variable and trans¬ 
formed to an average rank-order correla¬ 
tion. These R figures were found to 
be .52, .70 and .77 respectively, too 
low to allow much confidence in their 
usefulness as criterion measures. 
Furthermore, there appeared to be a 
substantial "halo" affect in the 
rankings since the intercorrelations 
among them were as high or higher than 
the reliability measurements, and their 
mean correlation with rankings on 
"overall knowledge of his responsi¬ 
bilities", a purposely ambiguous variable 
was found to be .80. 

Test validity was estimated by 
computing the correlation between 
each scoring parameter, as measured on 
a 30-item sample of the three tests, 
and the judges' rankings on the 
relevant criterion variable. These 
correlations corrected for attenuation 
were as follows: 

Rate time 
Rate checks 
TDP time 
TDP checks 
TRF time 
TRF checks 

.35 

.75 

.49 

.24 

.21 

.21 

The multiple correlation (using time 
and checks scores) for each criterion 
variable was found to be .86, .53, and 
.28 respectively. 

Reliability and Test Length . To 
assess and improve the reliability of 
the test scales, the whole tests were 
administered to a sample of 44 men 
undergoing crew training at Vandenberg 
AFB. Item - total correlations were 
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computed for all the items and the 
reliability of the six test variables 
were estimated from these data. These 
correlations ranged from .88 to .93. 

Since the mean test time for each 
of the three units ranged from one and 
a half to two hours, it was considered 
very desirable to reduce the overall 
time of the tests. To do this, the 
item analysis data were reviewed and 
all items with an item validity index 
below .10 on both scoring parameters 
were eliminated. The net effect of 
this procedure was to lower the test 
time by an average of fifteen minutes 
and raise the estimated reliability 
by an average of .04. To further reduce 
test time, each test was split into two 
parts by assigning alternate items to 
either form. This procedure provided 
two equivalent forms for each test, 
each of which would take an average 
inexperienced technician about forty 
minutes to complete. The reliability 
of these alternate forms is estimated 
to be something over .85. 

Conclusion 

Although the validity data do not 
fully support the contention that the 
Data Flow Evaluator is highly predictive 
of job performance, it seems obvious 
that the empirical findings are of 
limited value because of the unrelia¬ 
bility of the criterion measures and 
the smallness of the sample (15 cases). 
The fact that sample size is a major 
factor in these findings seems apparent 
in that the corrected validity correla¬ 
tions ranged from .21 to .75 on a 
battery of tests and criteria that are 

very similar in nature. Furthermore 
the high reliability of the tests and 
their high face validity suggest that 
they should be very useful in fulfill¬ 
ing their original purpose of diagnostic 
measurement. 

During the development and 
evaluation of the devices, it was 
often suggested that although the units 
were designed for evaluation, they 
seemed to have very high promise as 
training devices and in fact the 
prototype models at Keesler Air Force 
Base were later used for that purpose. 
The fact that the devices can be used 
with groups of about 15 men to show 
the system data flow and how a large 
variety of troubles affect this data 
flow, has a lot of intuitive appeal. 
Moreover, the men thoroughly enjoyed 
working the devices and very often 
returned after duty hours to have 
their instructors or buddies insert 
troubles for them to find. While a 
claim of the training value of the 
machines would have to be verified by 
experimental findings to assure that 
in some way the simulation is not 
introducing proactive interference and 
thereby inhibiting the learning of 
actual job skills, it does seem that 
the devices wouldbe very useful in 
training. 

In view of the fact that the devices 
do provide reliable measurement, are 
inexpensive to build and operate, are 
easy to use, do not interfere with in¬ 
line equipment, and are very appealing 
to the men, it is felt that they are a 
sound investment. 
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Fig. 1. 

Fig. 2. 
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PERSONNEL SUBSYSTEM DEVELOPMENT 
AND INERTIAL GUIDANCE SYSTEMS 

Gerald J. Ferwerda 
AC Spark Plug Division 

General Motors Corporation 
Milwaukee, Wisconsin 

Summary 

This paper describes the role of personnel subsys¬ 
tem development during research and development at 
AC Spark Plug Division of General Motors Corporation, 
Milwaukee. The products and processes described pro¬ 
vide the human performance required to assure effec¬ 
tive accomplishment of the assigned function and to 
assure that the reliability built into the system is not 
degraded to the extent that the system looses its use¬ 
fulness. 

The development of qualified personnel to operate and 
maintain complex man-machine weapon systems begins 
with the engineering data generated in design trade-off 
studies and system functional analyses. These studies 
and analyses are made by an integrated group of en¬ 
gineering and human factors personnel whose main 
objective is to develop a design which effectively 
utilizes human capabilities in combination with available 
or projected equipment techniques, functions, and 
capabilities to achieve optimum system performance. 
These efforts also result in a delineation of the functions 
which can be most reliably and economically performed 
by humans and those which can be more appropriately 
mechanized or automated. The human functions are 
then analyzed to derive the specific duties and tasks 
which must be performed to operate, maintain, and 
control the weapon system. 

The set of "basic data" resulting from the system 
analyses forms the basis for development of subsequent 
"personnel products. " The kinds (types) and numbers 
of military personnel required to operate, maintain, 
and control the system are defined via a Qualitative 
Personnel Requirements Information (QPRI) program. 
Technical instructional courses and aids needed to 
qualify the military personnel to perform all elements 
of their jobs in a realistic situation are designed via 
a Training and Training Equipment program. Publi¬ 
cations and job guides containing descriptions of and 
instructions for the effective use and maintenance of 
equipment are generated via a Technical Manual pro¬ 
gram. A man-machine system is designed via the 
Human Engineering program, and the requirements 
for the maintenance subsystem are delineated via a 
Maintenance Analysis program. The total personnel 
subsystem is then tested and evaluated to determine 
whether or not the criteria used for the development 
of the personnel subsystem products have been met. 

Introduction 

The development of qualified personnel to operate 
and maintain complex man-machine weapon systems is 
an integral part of the system development sequence. 
Recognition of this concept by such military agencies as 
the Air Force Ballistics Systems Division has resulted 
in various requirements for weapon system contractors 
to provide personnel subsystem development efforts 
and products.1 Included within the term "Personnel 
Subsystem" are the processes and products essential 
for personnel and hardware integration; personnel 
identification, development, and employment in the sys¬ 
tem; and maintenance of personnel effectiveness. 

The development of personnel subsystem closely 
parallels that of its system counterpart, the hardware 
subsystem. Both subsystems have specified perform¬ 
ance required of them and both contribute to total sys¬ 
tem reliability and effectiveness. In addition, both have 
measurable inputs and outputs, and are needful of 
maintenance. The degree to which each "receives” from 
or "contributes" to the total system is dependent upon 
the degree of automation expressed by the system 
design, that is, whether the system is a machine-favored 
or a man machine-favored design. 

This paper will describe the personnel subsystems 
developed for military inertial guidance systems by 
AC Spark Plug Division. The efforts to be described 
are consistent with general philosophies set forth by 
the military in the form of specifications, standards, 
and exhibits. Although certain of these documents and 
philosophies are specific to a particular weapon system, 
the concept is applicable to many types of systems, 
that is, weapon systems, computer systems, radar 
systems, and so forth. 

Personnel Subsystem Basic Data 

Because most of the personnel subsystem processes 
and products, as well as much of the logistical and 
operational planning data, are based on essentially the 
same fundamental information, the personnel subsystem 
should be developed based on a single source of closely 
integrated technical data. In the past, this "funda¬ 
mental information" took the form of functions and task 
analyses: functions analyses, which delineate system 
functions and allocate these functions, on the basis of 
the capabilities and limitations of men and machines, to 
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men and/or machines; and, task analyses, which pre¬ 
sent detailed information about the tasks assigned to 
men based on analyses of the functions allocated to men 
and men-machine combinations. 

Basic data for Titan II personnel subsystem devel¬ 
opment, for instance, took a more sophisticated approach 
than the functions and task analyses programs used on 
systems of the past. A specification which defined the 
data to be furnished by all Titan II contractors to serve 
as the basis for the development of the Titan II person¬ 
nel subsystem was placed on contract for all Titan II 
contractors. 2 The data called for by the exhibit were 
of the following types : 

Type I. System Functional Flow Diagrams 

The flow diagrams identify and show the sequence 
of all system functions and activities programmed 
for the operational system. 

Type II. Operation/Maintenance Activities Analysis 

This analysis translates system functions in terms 
of equipment and personnel required in the per¬ 
formance of each system activity identified in 
Type I data. 

Type III. Performance Standards Analysis 

These data are a further reduction and detailed 
specification at the input-output level of the per¬ 
sonnel performance described in the Type II 
analysis. 

The Type I functional flow diagrams graphically 
describe the sequence of system functions and activities. 
The diagrams reflect approved weapon system oper¬ 
ational and maintenance concepts and plans and are 
consistent with weapon system and subsystem criteria 
and requirements which establish the need for any 
particular function or activity and with the engineering 
data which define equipment functions. This family of 
diagrams establishes a hierarchy of system functions 
and activities which describe those events which are 
performed by the equipment, by people, and by people 
and equipment working together. The Type I diagrams 
use a conventional flow symbology of blocks and circles 
connected by flow lines which show the relationship 
both within and between groups of functions and 
activities. A sample of Type I data is illustrated in 
Figure 1. It should be noted that a numbering system 
has been assigned to the units of performance con¬ 
tained on the diagrams which reflects such things as 
geographical area, groups of functions, subsystem 
involved, etc. 

Figure 1. Type I Functional Flow Diagram 
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Type II data provides the first breakdown of 
system operational and maintenance activities in terms 

of the equipment involved and the participation of per¬ 
sonnel in the performance of these activities. 
Personnel performance associated with each activity 
identified on Type I diagrams are portioned into tasks 
i.e., the next lowest unit of performance, and the 
initial specification of human performance require¬ 
ments is accomplished. A tabular format is utilized 
listing derived equipment and personnel performance 
characteristics against system function. Typical of 
data elements so tabularized is the activity description, 
which lists the input and output states of the activity, 
the equipment required and used during the perform¬ 
ance of the activity, the location where the activity is 
performed, and the frequency with which the activity is 
performed; and general personnel characteristics, 
which describe the personnel tasks to be performed, 
the time required to perform each task, the perceptual, 
judgemental, and motor skills demanded during per¬ 
formance of the tasks, the difficulty, criticality, and 
hazards of the task, crew and communications require¬ 
ments, and the training requirements for the task. 
Criteria for most of these data elements is either pro¬ 
vided by the customer or developed in an integrated 
fashion by all contractors so that the personnel sub¬ 
system for the total weapon system uses a standard 
base. 

The Performance Standards Analysis Type III data 
are a further reduction of the personnel performance 
data generated on Type II data sheets. In general, 
Type III data are developed through an analysis of each 
task which is directed toward a detailed specification of 
the personnel actions associated with task performance, 
and performance standards. Figuratively speaking, the 
Type III data describes "what'' has to be done to accom¬ 
plish a given activity, and Type III data defines "how" 
to do it. A tabular format is also utilized for Type III 
data. For each task listed in the Type II data, the task 
elements, i.e. , the next lowest unit of performance, 
comprising the task are listed along with their corre¬ 
sponding inputs or sources, e. g. , equipment cues, 
verbal cues, etc. These task elements are then further 
analyzed for their performance standards which are 
also listed on the Type III format. Typical of perfor¬ 
mance standards data elements are minimum perform¬ 
ances required, measurement techniques for evaluating 
performance, likely deviations from performance 
standards, and consequences of deviations from per¬ 
formance standards. 

This basic data "package" is developed progres¬ 
sively in consonance with the development of the weapon 
system equipment and engineering data and with the 
need for data elements of the personnel subsystem. 
These needs will be described in subsequent sections of 
this paper. Before leaving this section, however, it 
should be noted that initial documentation of basic data 
should be made in the early stages of system develop¬ 

ment in order to be timely for personnel subsystem 
products, and this initial documentation must be up¬ 
dated and refined as the various system and equipment 
specifications are released and system concepts take 
shape. 

Personnel Requirements 

Using the Operation/Maintenance Activities 
Analysis data (Type II) described previously, tentative 
groupings of tasks into positions (all tasks assigned to 
one man) are made. This grouping is based on con¬ 
sideration of task performance as being selectable, 
trainable, and/or guidable when the individual tasks 
are combined with other tasks to form a position. The 
results are formally presented in a Qualitative Per¬ 
sonnel Requirements Information (QPRI) report con¬ 
sistent with format requirements of military 
specifications. 3’ 4

The purpose of the QPRI (or QQPRI) program is to 
develop the requirements for personnel to support sys¬ 
tem operation and maintenance. Specifically, such 
bits of information as position definition, personnel 

qualifications, and manning estimates are derived as 
a result of the QPRI effort. The comprehensive QPRI 
program should assure a personnel package which will 
complement the hardware components of the system. 
It specifies the kinds of persons who are needed to pro¬ 
vide total system performance, the specific perform¬ 
ances each person will contribute, the qualifications 
required in these individuals, and how many individuals 
of each type are required by the system. 

The Type II data will provide a detailed description 
of all personnel performance required for system oper¬ 
ation and maintenance without regard to who must per¬ 
form them. Performance of a human in a man-machine 
system is a function of his performance capability with 
respect to the skill, knowledge,and procedural require¬ 
ments of the task at hand. The tasks are "clustered" 
into position on the basis of equipment and facility 
considerations, functions, sequence of operations, 
homogeneity of qualifications, and similarity of 
circuitry. 

Each personnel position derived is examined to 
determine its relationship to the military speciality 
codes currently in existence. When an existing Air 
Force speciality matches the qualifications for a given 
position, it can be utilized simply by adding specific 
system training. 

Upon receipt of personnel requirements informa¬ 
tion, the military agency responsible for providing the 
personnel to operate and maintain the weapon system 
will usually analyze the information to determine whether 
the specialities and the manning estimates comprising 
the QPRI are within the current inventory of available 
military personnel. If such is not the case, the agency 
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will match the specialities requested as closely as 
possible with available specialities and call for the 
training program to make up the deficit between the 
two. 

Personnel Training 

Having described how a portion of the desired per¬ 
formance potential is obtained through selection (via the 
QPRI), we will now consider another means to this 
end — training. Training is the primary means through 
which the performance potential is provided in an 
individual's repertoire when selection cannot provide 
it. 5 Training is necessary and most useful when the 
individual must learn such things as complicated motor 
and perceptual skills, and principles for decision mak¬ 
ing and system functioning. Those elements of perform¬ 
ance to be provided by training will be subject to a 
training analysis which will result in a development of 
training standards and curriculum development. 
Curriculum, as used here, is the structure based on 
the training program which specifies subject matter to 
be learned, time estimates for each subject, training 
aids and materials necessary, and techniques for pre¬ 
senting information. A necessary adjunct to the cur¬ 
riculum is a system for curriculum and trainee 
evaluation. 

Using data elements contained in the basic data 
package as a base, a training analysis is conducted to 
determine the requirements for training, i. e., all the 
tasks for each position which must be obtained through 
training. A major step in the training analysis is the 
review and subdivision (if necessary) of each required 
performance capability into elements that can be taught 
and evaluated by some known and feasible means. From 
this point the analysis will determine the teaching 
methods and training materials required to instill such 
capabilities. Recommended course curricula will then 
be developed on the basis of the teaching method and 
training materials specifications. 

The development of training devices is in itself 
such a complex and special problem that it is usually 
treated apart from the curriculum development effort. 
The concept of the training device must be developed by 
considering a number of factors, some of the most 
salient of which are time requirements, cost, state-of-
the-art, training principles, and treatment and order 
of similar materials. Training devices and equipment 
in support of individual integrated weapon system, and 
unit training programs on the Titan II system were 
developed consistent with ground rules laid-down on all 
Titan II contractors by the Air Force via specification. 6 

In summary, it can be stated that training equipment 
must be designed to provide or invoke experiences 
within the individual which enable him to vary his 
responses in the direction of an indicated standard. 

Personnel Job Aids (Manuals) 

Job aids, or manuals, have an important role in 
providing performance development in personnel. They 
are employed as stimulus materials to foster reliable 
personnel performance. Job aids are used for fostering 
personnel performance for several reasons. They may 
be used to reduce stringent selection criteria, or to re¬ 
duce requirements for training by substituting the job 
manuals method for the training method. Another 
reason for employing job manuals is to foster the 
reliability of personnel performance on the job. In 
addition, they often act as a "back-up means" for 
personnel performance. 

Job manuals typically contain two different types 
of information. The first of these, performance 
guidance information, is that information designed to 
foster the desired performance without changing the 
personnel requirements. Thus, a trouble-shooting 
chart is a performance guidance means because the 
performance of the technician using the chart is 
essentially the same as the performance of the trouble¬ 
shooter who makes his own analyses. Performance 
guidance materials in job manuals may also be used as 
a means for providing on-the-job training for installed 
systems where modification or retrofits require the 
acquisition of new skills, knowledge, and procedures. 

The second type of information characteristically 
in job manuals is reference materials, used to provide 
personnel with an "extension of their memories" where 
the information series are too long for memorization 
or too complex for recall. This type of information is 
typically a fixed procedure and knowledge elements 
which are primarily factual in nature, and usually 
presented in a form such as schematics, calibration 
charts, and parts lists. 

For the most part, the information contained in 
Type III basic data fulfills the needs of job manuals. 
All that is usually necessary is to transcribe the Type III 
procedural data to the format(s) prescribed by the 
military in various specifications 7,8,9 and add such 
other job aids as schematics, charts, equipment 
descriptions, and so forth. 

Human Engineering 

Human engineering, as it is known in the profession 
today, is that aspect of personnel subsystem develop¬ 
ment concerned with fitting the machine to the man. 
The successful design of equipment for human use re¬ 
quires consideration of the following basic human 
characteristics: sensory capacities, mobility and 
muscle strength, intellectual abilities, common skills 
and capacity for learning new skills, capacity for team 
or group effort, and body dimensions—and, in addition, 
of the effects of working environments upon human per¬ 
formance. By considering these characteristics, 
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human engineering ultimately reduces the problem of 
selection and training requirements, discussed earlier, 
and thus provides for more effective utilization of 
personnel in the system. 

It is not the purpose of this section to delineate the 
many principles involved in the human engineering of 
inertial guidance systems. The reader is referred to 
a paper on this topic delivered by the writer during the 
1962 IRE Winter Convention on Military Electronics to 
be published in the IRE Transactions of this convention. 10 

The topic is introduced here so as not to destroy the 
continuity established earlier of describing personnel 
subsystem "products. " 

Basic data, developed during the early stages of 
system development, is useful to the human engineer 
in assigning equipment means to man-machine functions, 
within constraints established by the military in human 
engineering criteria specifications. 11 Human engineer¬ 
ing can be started immediately after the system functions 
have been identified and allocated to man and/or 
machine. The requirement for human engineering 
should be evident for most performances designated to 
be accomplished by man-machine combinations. For 
example, if the function of aligning an inertial guidance 
system to azimuth is shared by man and device, the 
knobs and dials on the device must be designed for 
fine adjustment to facilitate the accuracy with which 
such azimuth alignment must be made. Many such 
requirements can be identified after the functions have 
been allocated to man-machine combinations. More 
detailed requirements will come after functions have 
been analyzed for tasks and task elements. For 
example, such analyses may reveal that a meter on 
the equipment will not provide information sufficiently 
accurate for the man's task, e. g., the units on the 
meter may be larger than the adjustment required of 
the man. 

Maintenance Analysis 

Using the system functional flow diagrams 
(Type I data) developed as part of the Basic Data 
program described earlier, a maintenance analysis 
program is inaugurated in order to derive the functional 
requirements for ground support equipment. From 
this point on, the personnel subsystem Basic Data 
program and the Maintenance Analysis program 
complement and support each other. 

A typical maintenance analysis program, in 
addition to presenting the requirements for ground 
support equipment, delineates inspection requirements, 
maintenance allocation requirements, spare parts 
requirements, replacement intervals, and time signif¬ 
icant item requirements, to mention a few. This 
process begins with an analysis of each operational 
ground equipment end item to functionally define the 
maintenance requirements for these equipment units. 

Further analysis will result in recommendations for 
maintenance ground equipment required to inspect, 
test, service, adjust, calibrate, appraise, gauge, 
measure, repair, overhaul, assemble, disassemble, 
handle, transport, safeguard, record, store, actuate, 
or otherwise maintain the intended functional operating 
status of the operational equipment. 

Personnel Subsystem Test and Evaluation 

In order to determine whether or not the criteria 
used for the development of personnel subsystem 
products have been met, a Personnel Subsystem Test 

and Evaluation program must be designed and imple¬ 
mented. Under the guidance of the military, 12 such 
a program is currently in effect at most of the facilities 
of Titan II contractors and at Vandenberg Air Force 
Base in California. It is comprised of a human engi¬ 
neering evaluation of each end item of non-standard 
equipment used in the weapon system, and a personnel 
activities evaluation of each applicable personnel 
activity listed in the Performance Standards Analysis 
Data (Type III data) as defined by the Basic Data 
program. 

Typical of items to be evaluated are the following: 

a. Adequacy of design and procedures in relation 
to operability and maintainability. 

b. Adequacy of trade-off points for automated 
versus manual operations. 

c. Adequacy of the number of personnel specified 
as necessary to perform any given activity. 

d. Effect of equipment arrangement on crew 
efficiency. 

e. Adequacy of test equipment and special tools 
authorized for use in the activity. 

f. Adequacy of transporting and handling 
equipment. 

g. Communications efficiency. 

h. Efficiency of the sequence of procedural steps 
prescribed for each activity. 

Personnel subsystem evaluations are also designed 
to identify deficiencies in the equipment or procedures 
which would tend to degrade efficiency and safety during 
operation and maintenance of the weapon system. 
Typical of deficiencies to be identified are the following: 

a. Design features which lead to inefficient 
operation and maintenance. 
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b. Error inducing equipment design features and 
procedures. 

c. Design features or procedures which constitute 
a hazard to the safety of personnel or 
equipment. 

The evaluation itself usually takes place in an 
environment that is the same or close to the environment 
which the ultimate user will experience. Even such 

factors as temperature, humidity, light, and sound 
are controlled to approximate those to be experienced 
by the user if the evaluation is to be representative. 
It is also extremely important to simulate the "types" 
of people who will ultimately use the system during 
evaluations insofar as experience, training, education, 
anthropometry, motivation, and other characteristics 
are concerned. 

The uncertainties encountered in weapon system 
development make this type of test program necessary. 
As such, it becomes the responsibility of the human 
factors engineer to determine whether operations per¬ 
formed by humans in the system meet performance 
predictions, and, where they do not, to determine the 
nature and extent of the deviations in order that design 
and procedural improvements can be made. 

Conclusion 

The foregoing sections of this paper have described 
a development system for "producing" the personnel 
products and processes for a complex weapon system, 
and have identified the major units within such a system. 
It has been shown that personnel subsystem development 
closely parallels the development of its system counter¬ 
part, the hardware subsystem. Both subsystems have 
specified performances required of them and both con¬ 
tribute to total system reliability and effectiveness. In 
addition, both have measurable inputs and outputs and 
both require maintenance. 

The products and processes described herein are 
all necessary to provide the human performance re¬ 
quired by the weapon system. Personnel subsystem 
development uses as a point of entry the engineering 
data generated in design trade-off studies and system 
functional analyses. These design studies are nor¬ 
mally accomplished by an integrated group of engineer-
ing/human factors personnel whose main objective is 
to develop a design which effectively utilizes human 
capabilities in combination with available or projected 
equipment techniques, functions, and capabilities so 
that optimal system performance is achieved. 

These design efforts also result in a delineation of 
the functions which can be most reliably and 
economically performed by humans and those which are 
more appropriately mechanized or automated. The 
human functions are then analyzed to derive the specific 

duties and tasks which must be performed in order to 
operate, maintain, and control the weapon system. 
The duties and tasks are further studied to determine 
job structures, performance requirements, and the 
selection, training, manning, and support or job-aids 
implications. 

The machine functions are also analyzed to deter¬ 
mine the scope of the human engineering effort required 
to assure optimum man-machine interface. In the field 
of missile systems, human engineering generally con¬ 
cerns itself with the design for operability of ground 
operating and ground support equipment, and the design 
for maintainability of the airborne equipment together 
with its associated ground equipment. The total per¬ 
sonnel subsystem is then tested and evaluated to assure 
that man-machine relationships developed are optimum; 
to assure that the reliability designed and built into the 
hardware subsystem is not degraded to the extent that 
the weapon system loses its usefulness as an 
instrument of combat. 
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AN EXPERIMENTAL STUDY OF MISSILE CONTROL SYSTEM PARAMETERS 

J. J. Seider and H. L. Williams 
Orlando Aerospace Division 
Martin Marietta Corporation 

Orlando, Florida 

Introduction 

Experimental studies reported in this paper 
were performed as part of a program to establish 
the design parameters in the control loop of an air 
to ground missile system. The control loop con¬ 
sisted of a pilot, joystick, command link from the 
aircraft and the control surface actuator in the 
missile. One objective of the experimental studies 
was to determine how long the joystick should be. 
A second was to determine the feasibility of 
including a lead or type of quickening in the com¬ 
mand- link to compensate for "time lag" due to the 
pilot and the equipment. Still a third was con¬ 
cerned with establishing the transfer function 
governing degree of sensitivity between given 
angular movements of the joystick and responses of 
the missile control surfaces. 

Length of the joystick affects control sensi¬ 
tivity in that the knob of a longer joystick must 
be displaced further to obtain a given response of 
the missile control surfaces. In studying the 
problem of how long to make the joystick and there¬ 
by obtain the proper control sensitivity, accuracy 
of control was investigated with stick lengths of 
2.18, 3*18 and 4.18 inches. 

The use of lead to compensate for the "time 
lag" in the system may be accomplished by moment¬ 
arily increasing the amount of "command" given to 
the control surfaces of the missile. In arriving 
at the "amount of lead" to use, a time lag in the 
system of approximately 0.2 seconds was assumed. 
Accuracy of control was then compared with that 
obtained without lead in the command link. 

The particular lead circuit studied consisted 
of an RC network with a time constant between 0 
and 0.20 seconds depending upon the position and 
rate of movement of the joystick. In an experiment 
subsequent to those reported in this paper, differ¬ 
ent time constants were investigated. The results 
of the later experiment were consistent with those 
reported below. 

The transfer functions studied are described 
by the curves of figure 1 in which stick deflection 
in degrees is plotted against normalized missile 
response. It can be seen that the sensitivity of 
transfer function 2 at the point of greatest 
difference is approximately 25 percent less than 
that of transfer function 1. The primary objective 
behind the comparison of the two functions was to 
determine if the reduced sensitivity of transfer 
function 2 would make pilot performance less 
erratic and thus improve accuracy of control. 

Apparatus 

A block diagram of the apparatus employed in 

the study is presented in figure 2. The apparatus 
simulated a four degree of freedom air to ground 
missile system. Missile dynamic equations were 
programmed into a Page Analog Computer. The 
missile dynamic equations took the form: 

Y = A(x)6 + BY + CY — DX (1) 
y 

X - A(y)« + DX + CX -DY (2) 

which define angular motion in a vertical and 
horizontal plane respectively. 

The variable function A and the constants B, 
C and D are determined by a specific missile 
configuration. The functions described by Jy and 
Z" X are the pilot's control inputs and take the 
form of a pulse train with a constant period. 
The average values of the pulse trains are repre¬ 
sented by the transfer functions of figure 1. 

The missile kinematic equations employed in 
the study took the form: 

H - EY (3) 

V - FX (4) 

where E and F are constants determined by a 
specific missile configuration. The symbols H and 
V represent the horizontal and vertical accelera¬ 
tion components respectively. 

These accelerations were combined in the 
computer with programmed acceleration, errors 
E and £ as follows: 

v + 
The resulting functions were used to obtain 

H and V as shown later in equations 5 and 6. 

The missile was represented by a point of 
light on the cathode ray tube which was located 
in the rectangular enclosure shown in figure 3. 
The joystick was placed in front of and to the 
left of a conventional pilot's seat as shown in 
the figure. Voltages generated by movements of 
the control stick were transmitted through the 
control mechanism to the computer. Inputs to 
the cathode ray tube were then generated by the 
computer. 

The joystick as indicated by figure 3 was 
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operated by the subject's left hand. The left 
hand operation was necessary inasmuch as the 
pilot's right hand is used to control the aircraft. 
Firing of the simulated missile was accomplished 
by the push button shown in the subject's right 
hand. 

A sketch of the simulated missile, target 
presentation and the cathode ray tube is presented 
in figure 4. Diameter of the point of light was 
2.4 millimeters. The target was represented by a 
red, transparent circle having a line width of 
3.2 millimeters. The inner diameter of the target 
circle was also 3.2 millimeters. The cathode ray 
tube was a 27-inch commercial type. 

Prior to the start of a simulated flight 
problem, the missile was centered in the target. 
At the instant of firing, constant programmed 
errors (Eh and Er) caused the missile to diverge 
from the target at one of several predetermined 
accelerations. These errors were combined with 
the corresponding missile accelerations. Then the 
resulting functions were solved by the computer 
in the following manner: 

H = (j (H + e h) dt dt (5) 

V = j j (V + E v) dt dt (6) 

The horizontal (H) and Vertical (V) missile 
displacements were then presented on the cathode 
ray tube. Subjects using the joystick were re¬ 
quired to correct observed errors by returning the 
missile to the center of the target and maintain¬ 
ing it in this position. 

The response capability of the missile at 
maximum deflection of the joystick was always 
greater than the error acceleration. Values of 
the error accelerations used and the response 
capabilities of the missile are included in the 
description of the experimental program. 

The Experimental Program 

Four experiments were conducted in the course 
of the experimental program. The factors investi¬ 
gated in experiment 1 are listed in table 1. 
Although of secondary interest, error accelerations 
and direction of the error acceleration were taken 
as treatments and their effects evaluated in the 
analysis of results. The missile response capabi¬ 
lity in this experiment was 158.2 mm/sec^ on the 
face of the cathode ray tube. 

A treatments X subjects experimental design 
was used. In this design each subject was tested 
at every combination of treatments. Treatments 
were presented in a balanced order to compensate 
for any learning on the part of the subjects. 
Each subject was given 32 problems at each com¬ 
bination of lead, transfer function and stick 
length. These were presented in groups of four 
corresponding to the four error acceleration¬ 
direction combinations. Within groups of four 
the order of presentation was random. The first 

24 of the 32 problems were used to train the 
subjects under the new parameter combination. 
The last 8 at each combination were taken for 
analysis. 

As Table 1 indicates four subjects were 
used. All were Martin Marietta-employees with 
recent jet pilot experience. The subjects had 
been used in earlier experiments of a similar 
nature and thus were already familiar with the 
basic control task. 

Flight time of the missile was set at 20 
seconds for all problems. Subjects were scored 
on the basis of the total time the missile was 
maintained within an imaginary circle taken about 
the center of the target. The diameter of this 
imaginary or criterion circle in experiment 1 was 
40.6 mm. Subjects were at no time aware of the 
limits of the criterion circle. Their instruc¬ 
tions were to keep the missile centered within 
the 3.2 mm diameter of the inner target circle. 

Time for scoring purposes was measured by 
the computer and displayed on a digital voltmeter 
at the end of each problem. 

With the exception of the missile response 
capability, error accelerations and the diameter 
of the criterion circle, all parameters and con¬ 
ditions in experiments 2 and 3 were identical to 
those in experiment 1. Values of the new para¬ 
meters are listed in table 2. The diameter of the 
criterion circle was changed in experiments 2 and 
3 to compensate for the easier control tasks 
provided by the new error acceleration and missile 
response capabilities. 

Experiment 4 was conducted to compare the 
effects of the 2.18 and 3.18 inch stick lengths. 
The error accelerations, missile response capa¬ 
bility, diameter of the criterion circle and 
direction of error accelerations, were the same 
as in experiment 3« A balanced experimental 
design was used in which each subject was tested 
at each stick length. The same four subjects 
employed in earlier experiments were used in 
expriment 4. Lead and transfer function 1 were 

Results of Experiments 1, 2, and 3 

The mean values for the parameters of major 
interest in experiments 1, 2, and 3 are presented 
in table 3. The difference in time within the 
criterion circle for lead versus no lead varied 
from a maximum of 2.0 seconds in experiment 1 to 
1.1 second in experiment 3. Differences for 
transfer functions and stick lengths were in 
general smaller. 

In the analysis of the data from experiments 
1, 2, and 3, tests for homogeneity of variances 
showed that the variances for lead in all three 
experiments were heterogeneous. An attempt was 
made to find a suitable transformation of the 
data. This failed so the Wilcoxon Matched Pairs 
Signed Ranks Test was used which did not require 
homogeneity of variances. The results in all 
three experiments indicated that the use of lead 
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Table 1 

Factors Investigated in Experiment 1 

Factor 

Lead 

Transfer Function 

Stick Length 

Error Acceleration 

Direction of Error Acceleration 

Subjects 

Level 

Lead and no lead 

Transfer Functions 1 and 2 

2.18 and 4.18 inches 

98.2 and J2.7 mm/sec^ 

180° and 300° 

4 

Table 2 

New Parameter Values in Experiments 2 and 3 

Experiment 2 

Experiment 3 

Error Acceleration 
Cmm7sec^5 

6.7 and 2.2 

27.9 and 9.3 

Missile Response 
Capability 
(mm/sec¿ ) 

10.7 

45.0 

Diameter of 
Criterion Circle 

(mm ) 

10.8 

20.3 

Table 3 

Source 

Mean Values for Experiments 1, 2 arid 3 

Mean (Secs) 

Lead 

No Lead 

Transfer Function 1 

Transfer Function 2 

2.18 inch Stick Length 

4.18 inch Stick Length 

Exp. 1 Exp. 2 Exp. 3 

11.5 17.8 15.4 

9.5 16.3 14.3 

11.1 17.4 15.1 

10.1 16.8 14.5 

10.6 17.5 15.1 

10.6 16.7 14.5 

in the command link to compensate for system 
"lag" significantly improved accuracy of control 
over that obtained without lead. All tests of 
significance in the experimental program were 
made at the O.O5 level. 

The variances for other parameters were 
homogeneous, so the data were evaluated by analy¬ 
sis of variance. The results are presented in 
table 4. The difference between transfer func¬ 
tions, between stick lengths, and between direction 
of error acceleration were not significant. In 
every case differences between error accelerations 
and among pilots were significant. 

F-ratios for the various interactions are not 
presented because of the large number involved. 

Results of Experiment 4 

The mean values for the 2.18 and 3.18 inch 
stick lengths obtained in experiment 4 are pre¬ 
sented in table 5« As the table indicates, the 
difference is very small. 

All variances were homogeneous, so the analy¬ 
sis of variance was employed in the evaluation of 
the data. The results in table 6 show that the 
difference between stick lengths was not signi¬ 
ficant. 

Conclusions 

It was concluded on the basis of the experi¬ 
mental results that significant improvement in 
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Table 4 

Summary Analysis of Variance, Experiments 1, 2 and 3 

Source of Variance Degree of Freedom F Ratio 

Exp. 1 Exp. 2 Exp. J 

Lead 1 —* 

Transfer Function 1 1.4 9.5 1.4? 

Stick Length 1 Less than 1 4.9 1.8 

Error Acceleration 1 135-8** 76.3** 34.6** 

Direction of Error 9 (^g 2.2 
Acceleration 

Pilots 3 7.2** 11.6** 17.8** 

•Heterogenous Variances 

••Significant at 0.05 level 

Table 5 

Mean Values for Experiment 4 

Source Mean (secs) 

2.18 inch Stick Length 16.3 

3.18 inch Stick Length 16.6 

Table 6 

Summary Analysis of Variance, Experiment 4 

Source of Variance Degree of Freedom F-Rat io 

Stick Length 1 0-1 

Error Acceleration 1 614.1* 

Direction of Error Acceleration 1 1.6 

Subjects 3 1*3 

•Significant at the 0.05 level 

accuracy of control can be obtained by incorporat¬ 
ing a lead circuit in the command link. The 
increase in accuracy to be obtained is expected 
to range from 10 to 20 percent. This finding 
verifies the results of experimental studies 
which indicate that compensating for lag improves 
accuracy of control. 

The subjects performed equally well with the 
two transfer functions, indicating a high degree 
of adaptability to changes in sensitivity between 
movements of the joystick and responses of the 
missile. This adaptability was also apparent in 

the investigation of stick lengths, in that no 
significant difference in accuracy of control was 
found with the 2.18, 3.18, and 4.18 inch sticks. 
It was concluded that relatively large changes 
in control sensitivity can be compensated for by 
training of operating personnel. In contrast the 
effects of lag could not be overcome by training. 

It was demonstrated by the experimental 
program, of which the present series of investi¬ 
gations was a part, that excellent results in 
establishing design parameters can be obtained 
by organized experimentation. 
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Fig. 1. Transfer functions. 
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Fig. 2. Block diagram of apparatus. 

Fig. 3. The simulator. 
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Fig. 4. Size of missile and target on cathode ray tube. 
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A SIMULATION STUDY OF 
OPERATOR CAPABILITY IN ROBOT VEHICLE CONTROL 

M. Chomet, N. Freeberg, and. A. Swanson* 

Airborne Instruments Laboratory 
A Division of Cutler-Hammer, Inc. 
Deer Park, Long Island., New York 

I. Introduction 

Requirements of future space systems are 
almost certain to include remote control of vehi¬ 
cles thousands of miles from the point of control 
origin. 

Earth-based control of a vehicle which would 
traverse the lunar surface has recently been under 
consideration. Earth-based control of space vehi¬ 
cles engaged in rendezvous and docking maneuvers 
for purposes of join-up, inspection, or repair, 
represent other likely areas for remote control. 

Human operators will be part of the control 
loop in such systems; not merely as backup for 
system malfunction, but because most of the 
required control inputs could not be anticipated 
reasonably—that is, there is little probability 
of our mapping the lunar surface to a degree which 
would allow devising a preprogrammed course for a 
surface roving vehicle. Human decisions and con¬ 
trol responses will thus be advantageous and based 
largely upon some form of pictorial information 
displayed to an operator (such as, video, radar, 
or infrared displays). (See Figure 1 for a block 
diagram of such a control situation.) 

Given this dependence upon a pictorial display, 
there are known to be rather unique operator prob¬ 
lems which stem from Interpretation of such visual 
information combined with the presence of a lengthy 
control-display time lag imposed by signal trans¬ 
mission time. This time lag is about 2.6 seconds 
for a signal traversing the distance from earth to 
moon and return. If a remotely controlled vehicle 
on the lunar surface carries a video visual sensor, 
it would be about 3 seconds (including scanning 
time necessary to produce one frame) before an 
operator could observe the effect of a control 
input. Few people are accustomed to dealing with 
such lengthy control-display time lags especially 
when coupled with primary dependence upon an 
"artificial" pictorial image. 

In earlier work (references 1 and 2) at 
Airborne Instruments Laboratory (AIL) it was found 
that, under such conditions, operators show poorer 
driving accuracy than when there is no delay in the 
system. When driving between numerous obstacles 

* The authors wish to acknowledge M. Pollack, 
B. Cantone, and T. Paige for their assistance 
in carrying out this study. 

operators can become geographically disoriented 
with a simple video display and a 3-second control 
delay. In addition, anticipatory control inputs 
are 1 1 mi ted (3 being about maximum for experienced 
operators) so that control impulses generally dete¬ 
riorate to repeated stop and start driving. 

The present study was undertaken to determine, 
more precisely, operator capability under a 3-sec¬ 
ond control-display time lag condition as a func¬ 
tion of different video display techniques and the 
complexity of the control task required. 

The simulation of the control of a lunar robot 
vehicle from earth must take into account the time 
lag inherent in the system. This time lag, defined 
as the time between the issuing of a control on 
earth and the receipt of any verification that the 
command was received by the vehicle on the lunar 
surface, consists of two basic delays. The first 
delay is caused by the round-trip transmission of 
radio signals between the earth and the moon and 
is about 2.6 seconds. The second delay is the 
result of information being presented to the oper¬ 
ator on a TV display. This delay is caused by the 
scanning time necessary to produce one frame. Even 
higher frame rates would still result in some delay. 
However, there is a practical upper limit to 
increasing picture frame rate even before consider¬ 
ation of power and bandwidth. Previous studies 
(reference 2) of this problem have come to the gen¬ 
eral conclusion that frame rate will be quite low 
for earth-moon transmission. For this study a frame 
rate of 4 per second was hypothesized. The result¬ 
ant system time lag, therefore, is the summation of 
the individual delays, or about 3 seconds. 

II. Apparatus 

A. Simulation of System Time Lag 

The 3-second system time lag existing in the 
control-display loop can be lumped at any one point 
in the loop for purposes of simulation. 

For the simulation described in this paper, 
the entire time delay was lumped into the control 
portion of the loop. No attempt was made to reduce 
the TV frame rate, or delay the transmission of the 
video picture. 
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The 3-second delay was produced by reducing 
the control stick movements to a binary code in 
which form they entered electronic shift registers 
(Table I). The output of the shift registers ener¬ 
gized relays which routed appropriate power to the 
vehicle (Figure 2) . The shift registers used in 
the simulation were constructed of standard AIL 
digital modules. Each shift register was 20 bits 
long. The shifting rate was such that the total 
transfer time was 4 seconds, giving a resolution of 
0.2 second per bit. The shift registers were tapped 
at each bit. Therefore, the delay in the simulator 
could be varied from 0 to 4 seconds in 0.2 second 
increments . 

Table I 
Coding of Control Commands 

Command Sw 1 Sw 2 

Stop, no power 0 0 
1/2 speed fwd 1 0 
Full speed fwd 1 1 0 - Switch in normal 

condition 
Reverse 0 1 1 - Switch in momen¬ 

tary condition 

B. Simulator Vehicle 

The simulator is a dual-tracked, electronically 
powered chassis on which a TV camera is mounted. 
It is about 14 inches long, 12 inches wide, and 
12 inches high (not including the overhead viewing 
globe). Use of separate reversible motors for each 
track permits individual as well as concurrent track 
motion in forward and reverse direction. This track 
motion permits the vehicle to make turns and other 
tractor-like maneuvers. 

Power is fed to the vehicle through a slip¬ 
ring assembly and a cable connected to an overhead 
dolly. This combination permits confíete freedom 
of movement in the simulator room. The video infor¬ 
mation is transmitted back to the TV console using 
a standard AM technique on one of the TV channels 
(generally channel 3 was used). A liquid pen 
attached to the rear of the vehicle was used to 
trace its course. 

The simulator room is about 24 by 1$ feet in 
size. Solar illumination effects (if desired) are 
simulated by the use of high-wattage lamps, and by 
adjustment of the video brightness and contrast 
controls. 

It is important to bear in mind that this vehi¬ 
cle does not represent a lunar vehicle nor any 
attempt at lunar vehicle design, but rather a con¬ 
venient means of simulating such a vehicle. 

C. Views 

Three operator views or presentations were 
chosen for evaluation in this study. The first was 
a forward, wide-angle ($5°) view, the second an 
overhead (300°) circumferential view, and the third 
a stero forward view. 

The first view was obtained by the normal lens 
as installed on the closed-circuit TV system. This 
lens system was used in earlier studies (refer¬ 
ence 2) on the effects of control delay on operator 
performance. Figures 3 and 4 show the operator 
views for both the forward and the circumferential 
views. 

The second presentation (circumferential) used 
a gazing globe suspended just above the vehicle, and 
a flat mirror in front of a 45° viewing lens. Fig¬ 
ure 5 is a photograph of the vehicle with the globe 
installed. The overhead or circumferential view 
resulted from recommendations of earlier studies. 
These studies indicated that the limited forward 
view was a hazard in obstacle avoidance. This was 
particularly the case for the reverse maneuver, 
during which the probability of a collision would 
increase since the operator could not see to the 
rear of the vehicle. 

The circumferential view allows an operator 
to see 36O about the vehicle. When this presen¬ 
tation is used the vehicle is seen near the center 
of the screen and remains always facing the same 
position relative to the console. The view can 
best be described as giving the sensation of driving 
on a sphere. 

The third presentation used split optics to 
produce stereo images. As shown in Figure 6 a 
stereo adapter produced two images on the vidicon 
face plate. These images were then transmitted to 
the display unit at the control console. The images 
which were separated and displayed side by side, 
each had a polarizing filter placed before them on 
the viewing screen. These filters polarized the 
light emanating from the two pictures at right 
angles to each other. The operator wore a special 
set of prisms (shown in Figure 7) which allowed 
him to adjust the image received at each eye and 
to overlap the images to produce a stereo effect. 
The prisms have a set of polarizing filters which 
allow the proper image to be transmitted to each 
eye. 

Although a distinct stereo image could be 
obtained by this system a number of difficulties 
in its use forced its elimination as a display 
variable. 

Primarily, the less than ideal resolution and 
quality of the video image made it difficult to 
hold the stereo effect for the length of time 
required by the experimental situation. Ocular 
fatigue led to constant splitting of the image, 
while other problems in operator performance were 
introduced by the restricted freedom of head move¬ 
ment required to maintain the stereo effect. Sub¬ 
ject performance became severely degraded and 
erratic as a result of difficulties in maintaining 
the stereo effect so that its use was considered 
an unfair estimation of stereo per se as a display 
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variable. While stereo is apparently of value 
for fine manipulation in remote handling operations 
(such as, industrial application for hot-cell work) 
its value in guidance maneuvers, under the con¬ 
ditions imposed by this study, could not be prop¬ 
erly evaluated. 

III. Method 

A. Experimental Procedure 

The subjects (12 adult males) were required to 
guide the robot vehicle along each of three video¬ 
presented courses (Figure 8). Each course was 
presented under one of two display conditions 
( stereo having been eliminated as a technique owing 
to difficulties previously described) . 

Each course appeared as a white path on the 
screen which the subject was required to follow 
"as quickly and accurately as possible" until he 
reached a designated end-point. 

The first video display techniques was a 
direct or straight view showing a standard "head-
on" presentation of the course as it might be seen 
by an observer looking out from within a vehicle 
(Figure 3). The second display technique employed 
the panoramic view which gave the subject a per¬ 
spective looking down from above the vehicle (Fig¬ 
ure 4) . 

Three levels of course complexity (low, 
medium, and high) were used, with "complexity" 
being defined by the number of turns in a 15-foot 
course. The simplest course had two turns, the 
moderate one, three and the most complex course 
four turns. Angularity of the turns was also made 
successively sharper for increasing levels of com¬ 
plexity. (See Figure 8 for a sketch of the course 
layouts). 

A simple training course was.also used (one 
turn) in order to acquaint the subject with the 
vehicle controls and the task, as well as to bring 
him to a predetermined level of ability before 
beginning the experimental trials. The training 
criteria chosen required the subject to run the 
training course in less than 1 minute with no 
deviation greater than 5 inches from the path. 
Subjects averaged about 2.5 training trials before 
qualifying. No visual cues of any sort were pro¬ 
vided in the field of view, other than the white 
course against a dark grey background. All runs 
were made with a 3-second delay between control 
input and vehicle response. 

B. Performance Measures 

Subject performance was measured under each 
display and course condition by taking: (1) devi¬ 
ations of the actual path, traced by the vehicle, 
from the video presented path, (2) time to com¬ 
plete the course and, (3) the frequency of Stops 
made by the vehicle in traversing the course. 

C. Statistical Design 

The order of experimental conditions was 
randomly assigned for each subject, who ran each 
of three courses under two display conditions— 
for a total of six trials. This 2x3 factorial 
design was employed for the analysis of variance 
tests. Correlation coefficients.were obtained 
between Deviation and Time scores and between 
Deviation and Stop scores. 

IV. Results 

A summary of the analyses of variance for 
Deviation Scores, Number of Stops and Time to run 
the courses is presented in Tables II through VII. 

For the two variables of Stops required and 
Time to run the courses, the overall differences 
between the display techniques and the three levels 
of course difficulty are highly significant 
(P * .001 confidence level). The scores for both 
measures (Stops and Times) favored the panoramic 
display. On the other hand, the difference between 
displays, as measured by Deviation scores only 
(Tables II and V) favored the Straight (Direct) 
view—although at a lower confidence level (P * .05). 
For all performance measures (Deviation Scores, 
Stops, and Time), there was poorer performance 
with increasing course complexity—that is, number 
of turns required. No significant interactions 
were found. 

The relationship between course Deviations 
and Time to run the course was a positive coeffi¬ 
cient of +0.29 (significant at the .05 confidence 
level) indicating a slight tendency for subjects 
who ran the course in slower time to be less accu¬ 
rate. No significant relationship was found between 
scores for Deviations and Stops. 

Table II 
Mean Deviation Scores by Experimental Condition 

Display Technique 
Course Complexity Direct View Panoramic View 

Low 6.83 9-58 
Medium 7-92 10.17 
High 13.75 17-25 
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Table III 
Mean Stop Scores by Experimental Condition 

Table VI 
Analysis of Variance for Stops Taken 

Display Technique 
Course Complexity Direct View Panoramic View 

Low 18.1 12.8 
Medium 19.0 16.8 
High 21+.1+ 19.6 

Table IV 
Mean Time Scores by Experimental Condition 

Course Complexity 
Display Technique 

Direct View Panoramic View 

Low 8.92 7.08 
Medium 10.33 8.92 
High 13.58 10.83 

Table V 
Analysis of Variance for Course Deviations 

Sum Mean 
Source Squares df 

Rows 765 2 
(course 
complexity) 
Columns 11+5 1 
(displays) 
Interaction 1+ 2 
Within 1598 66 
groups 
Total 2512 71 

Squares F 

382.5 15.9 
(P < 0.001)*** 

1U5.0 6.01+ 
(P < 0.05)* 

2.0 
21+.0 

Sum Mean 
Source Squares df Squares F 

Rows 51U 2 
(course 
complexity) 
Columns 30I+ 1 
(displays) 
Interaction 30 2 
Within 1230 66 
groups -
Total 2078 71 

257-0 13.82 
(P < 0.001)*** 

301+.0 16.31+ 
(p< 0.001)*** 

15-0 0.81 (N.S.) 
18.6 

Table VII 
Analysis of Variance for Timp 

Sum Mean 
Source Squares df Squares F 

Rows 216 2 IO8.O 19.6 
(course (p < o.OOl)*** 
complexity) 
Columns 72 1 72.0 I3.I 
(displays) (p < 0.001)*** 
Interaction 6 2 3.0 0.5 (N.S.) 
Within 366 66 5.5 
groups -
Total 660 71 

= .05 Confidence Level. 

*** = .001 Confidence Level. 
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V. Discussion and Conclusions 

In examining the panoramic display technique, 
it was believed that this provided considerably 
more information regarding the vehicle's track 
along the path. The results for course Deviations 
which indicate otherwise, and favor the straight 
view for accuracy are, however, explainable. 

With the panoramic viewer small deviations of 
the vehicle from the path do not appear as great as 
when viewing the path at "windshield level." Thus, 
the driver tends to accept being "generally" on 
course with the panoramic viewer. 

By contrast, similar amounts of camera lens 
displacement for a head-on view result in a larger 
relative displacement on the screen and what appears 
to the operator as greater error. In addition, 
since the forward view has a restricted field of 
vision, the operator is under greater constraint to 
stay within this field to keep the path in view. 

The greater accuracy is obviously achieved for 
the Direct View by taking greater care in maneuver¬ 
ing and by sacrificing time as well as number of 
stops. 

Where power requirements dictate covering the 
greatest distance with the least number of vehicle 
starts and stops, an overhead view can be more 
efficient. Where accuracy of vehicle movement is 
critical, on the other hand, an operator should be 

provided with a "windshield" view. Obviously, each 
display technique would have its place under dif¬ 
ferent system conditions. 

There is little doubt that course "complexity" 
was properly defined in this study, since the 
greater the number of turns and the steeper their 
angle, the poorer the operator performance. That 
is, more stops, longer time, and less accuracy 
coincide with increased course complexity. 

This study represents an initial attempt at 
defining display and control problems and possible 
solutions involved in robot-vehicle displays. Other 
display techinques—primarily predictor displays— 
will require evaluation. More effective control 
techniques than the one used in this study are 
feasible, and should be carefully evaluated before 
optimum control-display systems can be recommended 
for specific robot-vehicle mission requirements. 
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Fig. 1. Remote lunar vehicle control system. Fig. 2. Block diagram of simulator vehicle control. 
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Fig. 3. TV screen, direct view. Fig. 4. TV screen, circumferential view. 

Fig. 5. Model of remote lunar vehicle. 
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Fig. 6. Stereoscopic TV system. 

Fig. 8. Course layouts. 

219 




