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BROADCASTERS

FOREWORD

The broadcast industry is in the midst of rapid, fundamental change. Nearly every aspect of radio
and television station operations has been touched by digital technology; some have been
completely remade. At the NAB99 Broadcast Engineering Conference (BEC), the key
technologies that are driving broadcasting into the new millennium are identified and explained.
This Proceedings includes many of the important papers given at the conference, offering detailed
background information that cannot be realistically covered in a 30-minute presentation.

The presenters chosen for this year’s program have targeted the important, dynamic areas of
technological development for radio and television station engineers and technical managers.
Clearly, digital hardware and accompanying software have displaced analog notions in nearly
every area of station operation.

For radio, all-digital stations are practical, and indeed, on the air. The new tools offered by digital
technologies, so well covered in the 1999 BEC and in this publication, have made practical new
ways of producing audio programs. It is no secret that marketplace forces have redefined local
broadcasting, and technical developments have stepped up to the challenge, making it possible to
accomplish more with less. The engineers who understand and embrace this paradigm shift are
finding considerable success in the new world of radio.

For television, DTV has clearly taken center stage. And while it is certainly true that NTSC pays
the bills, DTV represents the future of television. The uncertainty involving the transition to DTV
that was so prevalent a couple of years ago has essentially vanished with the realization that the
ATSC DTV Standard works, and that consumers will want to take advantage of the new benefits
and features that it offers.

The NAB/SBE Broadcast Engineering Conference Advisory Committee considered proposals for
technical papers from a record number of experts. The interest in DTV and groundbreaking radio
technologies, such as DAB, was enormous. The committee and the Science and Technology
Department is justifiably proud of its 1999 offering.

Within this Proceedings you will find the future of broadcasting.

fug B ’

Jerry C. Whitaker Lynn D. Claudy
Chairman Senior Vice President
NAB/SBE Engineering Conference Committee Science & Technology
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SHARING THE VISION
A NEW PERSPECTIVE ON DTV TRANSMISSION

Mark Aitken
COMARK Division
Thomcast Communications, Inc.
Southwick, MA

Abstract: As the implementation of DTV moves
Sforward, broadcasters find themselves struggling for
capital and labor resources, and in many cases for
transmission sites. As a result of this resource strain,
broadcasters are asking smart questions about how best
1o meet the needs of their broadcast ownership, provide
for the technical needs of their DTV transition, and not
break the bank at the same time. Shared facility
resources are making increasing sense to those with
specific commercial and business needs. But is this a
commercially sensible route for the broadcaster’s
business?

This paper shares with its readers an understanding
of the multiple technology and business issues which
can lead to solutions in a shared facility
environment. Some of the stronger factors for the
Broadcaster to weigh are:

Costs to Implement and to Operate
Implementation Timescales
Operational Flexibility
Development Potential

For the broadcaster who is seeking to determine the
extent to which a shared facility may have viability,
several issues need to be addressed and analyzed.
The issues discussed include:

Finance and capitalization cost review

Project management overview for shared site
compared to sole sites

Transmitter building and support facility issues
Interference and coverage parameters

Antenna and transmission line selection criteria.
Tower and location requirements and
considerations

e Transmission equipment technology choices

Mike Thorne
NTL
New York, NY

Viewer considerations
Power versus coverage
performance tradeoffs

e Shared studio requirements for multiplexed
services

and  reception

In any cooperative or shared environment, there is
the need to define and agree the multiple variables,
and define a decision path which provides financial
and technical benefits for each of the broadcasters.
Economic and technical incentives such as on-air
availability, competitive cost of ownership, supplier
performance control, cash flow management, and a
host of others are reviewed in this paper.

We intend that the reader should become better
informed to make the crucial judgements and
decisions about the development route which leads
to maximum shareholder value in the potentially
difficult transition to Digital.

THE BACKGROUND TO EXISTING
TECHNICAL OWNERSHIP

Terrestrial TV Broadcasters have a long and hard-
won history of being first into the market place, and
of pioneering the introduction of TV services.
Markets were originally defined and subsequently
defended by the original station licensees, and the
ownership was often personal and proudly held.
Competition over the years has been healthy, and the
degree of co-operation between broadcasters has
been minimal. Why should an existing broadcaster
help a new competitor to get his service on the air?
This rationale has driven broadcasters to construct
and retain their own facilities, and this fact has
colored the landscape to this day. A direct
consequence is the proliferation of transmitter
towers, frequently in highly visible areas, and the
resulting  difficulties experienced by aspiring



terrestrial viewers when pointing receiving antennas
for optimum reception of a number of local services.
Terrestrial broadcast has a history of not sharing its
infrastructure with competing broadcast services,
and of keeping the day to day engineering work in-
house. Strong relationships frequently exist with
equipment manufacturers and consultants for the
longer term engineering questions such as spares
supply and new service development.

Cable Operators arrived on the broadcast scene
second, and have had to carve their slice of the
market. They have built their own playout facilities,
implemented their own cable networks and managed
the supply of cable decoders. Co-operation between
cable operators has been limited prior to recent
market consolidation in the cable business. Playout
facilities have not been shared, cable systems have
been self owned and operated, and customer service
has been managed in-house. Some parts of the
operation have been outsourced, however. Cables
are strung on poles owned by others, and program
material is taken in from terrestrial broadcasters and
from national satellite operators. Trunked
distribution has been purchased from telecom
operators, although there is now capability for cable
operators to provide telecoms services to businesses
other than their own. Cable is therefore already in
the business of outsourcing the supply of some of its
service infrastructure, and increasingly in the
business of selling its own capacity for commercial
gain.

Satellite Operators are the third entrants into the
TV market, and they have a new and dynamic
relationship with the terrestrial and cable players.
They have a similar playout requirement to the cable
operator, that of producing multiple program streams
for parallel distribution. The transition to digital
standards has increased the number of channels to be
generated, and this trend is set to continue. Satellites
are proliferating, and the number of new services
being distributed by this method worldwide is
growing explosively. Satellite operators generally
run their own playout facilities, but the distribution
of the service is usually outsourced. Satellites are
shared facilities, launched, owned and operated by
professional satellite operators. Uplinking is, in
some cases, outsourced and in others done in house.
Receivers are provided through commercial
collaboration between the satellite operators and the

receiver/decoder manufacturers. Program material is
rarely manufactured by the satellite operators, but is
mostly bought-in and re-sold in some form.
Satellite operators own and operate the
commercially sensitive parts of their services
(program stream management and selling), and
outsource significant parts of the delivery chain
(both input and output) to external suppliers. The
price they pay for the services that they buy takes
account of the supplier’s capital expenditure and the
staff services provided by external suppliers.

WHY CONSIDER SHARED FACILITIES?
Sharing and Outsourcing as principles

In the limit, a shared service becomes an outsourced
service. If a shared facility is jointly owned by the
broadcaster and one, or more, other parties, then he
relies on the activities of others to ensure that his
service is provided. This implies a degree of
outsourcing. In the event that the shared facility is
provided by a third party, the service can be said to
be outsourced. Throughout the remainder of this
paper we shall use the term “outsource” frequently,
and it is used in this context.

Terrestrial broadcasters have historically kept the
provision of their engineering services as an in-
house activity. The reasons for this revolve around
control of the whole process, the ability to trust
others to provide services and on the lack of suitable
alternatives. Newer TV players, such as cable and
satellite operators, have outsourced parts of their
operation with some success, as they have had both
the cost constraints and the availability of suitable
suppliers to drive them. They choose to concentrate
their activities on the mission-critical parts of their
enterprise, namely the production of program
streams and the collection of revenues. Where they
can earn significant revenues by using their own
technical platforms to compete in a broader market
place, they sometimes choose to do so. (e.g. cable
telephony, Internet services)



TERRESTRIAL DTV IMPLEMENTATION
ISSUES

Adding new services.

The arrival of terrestrial DTV was not predicted in
the early days of analog TV. Facilities were built to
accommodate the analog services, with the normal
margins for expansion of existing businesses. DTV
brings with it the need to simulcast for a number of
years, and there is a consequential medium-term
need for additional tower space for new antennas
and feeders. Transmitter buildings will generally be
inadequate for two sets of transmission plant, as will
transmitter site power supplies and telecoms
capacity. These are all major cost items for the
broadcaster.

Tower overload concerns

Many towers are currently overloaded or nearing
overload, following the tightening of regulations on
tower capacity over the years. Some broadcasters
will be able to strengthen their existing towers to add
the new service, although the risks and costs in
doing so are not to be taken lightly. A tower is at its
most vulnerable when being modified, and the
consequences of a tower collapse are potentially
devastating to a business. New towers can be built,
but there is a growing public lobby against the
proliferation of telecoms towers of all sorts, this at a
time of unprecedented growth in the radio-
communications market generally. Tall tower
suppliers, strengtheners and erectors are also in short
supply, although their numbers will grow in time if a
proven demand exists.

Station DTV profitability concerns

The profitability of DTV services will not be quick.
At the predicted rates of receiver uptake it appears
unlikely that advertisers will pay premium prices for
DTV carriage, so broadcasters will need to take a
long-term view of the new services. Cost effective
implementation and operation are paramount
considerations under these circumstances.

Specific Issues for analysis

Cost issues. As each broadcaster builds a new
tower, antenna, buildings and program feed link, he

will sustain a cost for doing so. Added to this will
be the management and staff time for the zoning
permissions, project design, project management and
commissioning. There will be also be added costs
for operating and maintaining the new services,
some of which are inevitable (e.g. power) and others
of which are controllable (e.g. staffing, spares,
capital recovery, rentals).

A key question on cost is whether to capitalise and
own new infrastructure or whether to lease service
from an external agency. Different businesses will
reach differing conclusions in the context of their
own commercial circumstances. This is not an
engineering decision, however, but a financial one.

Another key question relates to outsourcing in
general as a practice, and whether the costs outweigh
those of providing the service in-house. In general if
an outsourced service relies on shared resources,
there is scope for cost savings. This can apply to
towers, antennas, buildings, playout equipment,
engineering staff resources and to telecoms links.
The cost of in-house resources needs to be clinically
analyzed to decide whether it is really necessary

Coverage issues. The prime reason for transmitting
the DTV signal terrestrially is to make it available to
the end customer, the viewer. He can consume the
service using a fixed receiving antenna or on a less
permanent one. Nevertheless, we need to keep his
situation in mind at all times. He pays the bills.

Coverage of DTV services remains an issue, and
will continue to do so. Trials to date have confirmed
that where a UHF DTV service is provided in
conditions where an existing VHF analog service is
in use, the coverage is less complete. DTV,
however, is being sold as a high definition, high
quality, high priced service. Receiver prices are
likely to stay high for the foreseeable future. Our
viewer will have high expectations of this new
service, and will need to have the best available
signal to fulfill them. He will now have to consider
fitting an external antenna whereas he might earlier
have settled for an internal one. Where will he point
it? Maximum transmitter powers are also lower for
DTV than for analog, further exacerbating the
situation. If the available services are scattered
around on separate towers the very act of pointing a
high gain receiving antenna at one will discriminate



against reception of the rest. The optimal solution is
to group all of the services at the same transmitter
site.

Time-scale issues. The new services need to be
implemented in line with the FCC’s timetable.
There will also be a competitive position within each
market, which will make it uncomfortable to be
stranded without a solution when competitors are on
air. 1f towers have to be replaced, and if the zoning
questions become an increasingly important issue in
the community with each new application, then the
consequences of being last are dire. Resources also
play a part in the time-scale question. If internal
resources are to be used for the DTV implementation
process, how sure can management be that the
locally employed engineering staff have the skills
and knowledge of project management in general
and of DTV in particular to run the most cost
effective and timely project? In many cases the staff
will be of the right caliber, but in other they will not
be, and outsourcing can then be an option.

WHAT CAN BE SHARED?

The extent of sharing

In practical terms it is possible to share minimally or
to outsource everything. It needs to be done the

right way for the specific business circumstances.
There are also several commercial mechanisms for

(Figure 1) Vast Choice of Sharing Options 1'

sharing and a range of service providers of varying
capability and quality. We need to understand the
scope, the risks and the costs of the degree of
sharing which can be considered for each part of the
operation. Figure 1 serves to show the vast array of
possibilities.

Shared Towers [A] are the item most likely to be
shared, the issues of zoning, risk and cost being the
principal drivers. The cost of building a tower for
six users is approximately twice that of building one
for one user. Significant savings therefore become
possible with a shared tower. Shared towers imply a
shared transmitter site. The terms of ownership of
the site are crucial to all that follows.

Shared Antennas [B] imply a shared tower, and
give rise to technically complex questions,
dependent on the actual mix of frequencies and
powers at the site. Two basic configurations are
possible. The sharing can be achieved by having a
common mechanical platform for a number of
electrically separate antennas, or by having an
electrically and mechanically common antenna
driven by RF combining equipment on the ground.
A further consideration is the mixing of shared and
separate antennas on the same tower. Careful
analysis is needed of the coverage patterns,
frequency relationships and power handling
capabilities of the antennas, but shared solutions are
possible, particularly at the lower powers, and
considerable savings can be made compared to
building multiple separate antennas and feeder
systems. Another benefit of

,,_ shared antennas, often not
o r appreciated by the
PLAYOUT (& broadcaster when
el considering the options, is
that a shared panel antenna,
, LAYOUT . .
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Shared Feeders [C] imply shared antennas on a
shared tower, and are subject to the same provisions
as those outlined above. Sharing feeders can be
considered at combined RF powers just below
100k W (transmitter powers, not ERP) for UHF, and
250kW for VHF, dependent on channel and
frequency spacing. Remember that twin feeders
would normally be used for a shared split antenna,
enabling the services to continue at reduced power in
the event of a feeder or antenna failure.

Shared Transmitter Buildings [D] can reduce the
cost to individual users by reducing the total size of
the structure. Internal walls can be made less
substantial, and better use made of available land.
Ventilation can be provided by a common system,
housings for diesel generators, power transformers
and telecom services can all be shared to save both
capital and revenue costs. A downside is the
increased risk of total loss in the event of fire or
disaster, but common extinguisher and security
systems provide an answer to such questions.

Shared Power Feeds [E] are worthy of serious
consideration. Power transformers and lines are not
linear cost items. Doubling the capacity does not
double the cost of transformers, lines, construction
or housings. A shared facility can be built for a
reduced “per user” cost, usually with inherently
greater reliability. This applies equally to larger
shared diesel generators and to the relevant change-
over switching gear. An additional revenue benefit
is the cheaper purchase cost of electricity arising
from bulk purchase deals with the power supplier.
Increased buying power for both capital and revenue
items is an important consideration.

Shared Program Feed equipment [F] is unlikely to
be possible over the whole route from studio to the
transmitter site, but it may be possible over part of it.
Low capacity telco circuits are not maintained to the
same availability as high capacity ones, and the cost
per bit reduces for high capacity circuits.
Traditional STL and microwave radio links can fill
part of the gap in the route, but increased demands
on these services are limiting availability in many
cases due to spectrum congestion. Reliability can
therefore rise for a lower cost if the right local
solution can be found and a shared facility can be
arranged. This requires specialist knowledge and the
ability to work in the interests of all of the

broadcasters combined, and good solutions are
possible.

Shared Studio Playout Centers [G] are a new
concept, and perhaps the most visionary of the
possibilities discussed in this paper. They are,
however, in use in some locations, and providing a
highly cost-effective service. Clearly the production
and programming plans of competing services need
to be treated with great confidentiality, and
broadcasters very sensibly will protect the
manufacture of their core program product from
their competitors’ scrutiny. Technological advances
now make it possible to assemble and play out
programming on an automated basis with minimal
human intervention.  The equipment requires
specialist knowledge, continuous monitoring and
occasional personnel involvement. Program streams
can be stored and played out by a professionally
managed server system, with continuity inserts
injected to a schedule from the minimal studio
premises. While this might be too expensive for a
TV broadcaster to build and operate solely for
himself, a fully equipped and managed outsourced
service can provide a highly cost-effective option for
groups of broadcasters.

Shared Maintenance Staff. [H] When dealing with
equipment it is possible to see the value of shared
facilities from a relatively dispassionate standpoint.
Staffing is, however, a different matter. Station
managers will willingly accept that programming
can be bought in, that consulting services can be
hired, and that manufacturers can be relied on for
spares and support. But for the more immediate
issues the station manager is inclined to want his
own staff, trusted, loyal and familiar, to deal with the
problem. This is perfectly understandable, and
beyond question in the existing environment.

There are, however, new considerations in DTV.
The technical challenges are new and different, the
time-scales are tight and critical, and the resources
needed are in addition to the “day-job” for existing
staff. It is also becoming evident that transmitter
engineers are a dying breed, new graduates
preferring the route to the digital regions of our
business. If shared solutions really do provide
potential for cost savings, whose staff is going to get
the job of implementing them? Who is then
accountable to whom for the outcome? This is the
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area where a specialist outsource can be most
effective, bringing to the project the knowledge,
resources and an independent view of events.

SHARING MECHANISMS AVAILABLE
A range of mechanisms

Table 1 serves to illustrate the “per user” cost
savings that might result from a shared facility
approach.

Tenancy on another broadcaster’s facility is a
tried and trusted concept. Many Public Television
broadcasters rely heavily on such provision. Some
commercial broadcasters do so for their main
services, and a greater number do so for back-up
services, sometimes on a reciprocal basis. Many
broadcasters also house FM radio tenants and
communications services on their towers and sites.
If there is capability and space on the facility then
this can be a very cost effective solution for
consenting broadcasters.

Joint Ventures among local broadcasters are less
common than tenancies, but some do exist. In most
cases they have been triggered by the necessity to
introduce new DTV services. The forming of a new
company with no apparent favoritism is not an easy
task amongst competing broadcasters. They have to
see a compelling reason to do this, and the long-term
success of such ventures has yet to be seen.
Experience of the authors to date has shown that one
strong individual can drive the grouping along, and
that success depends on strength of character. The
engineering solutions in evidence give validity to the
concept of the shared site model as discussed
throughout this paper. The commercial validity will
emerge with time and experience, as it has for a
number of commercial FM operators (and others)
over the last decade.

Sharing on a commercial tower site has become a
well accepted concept in the past few years, driven
along by the availability of such sites and by the
companies now running professionally managed site
sharing businesses. Landlords range from small
local operators owning a single tower, up to the large
public companies owning hundreds of sites. The
experience of owning and running tall towers is
radically different from that required to run small

Shared Costs (llustrative)

Single User [Shared User (4)

Tower - $1,000,000 $2,000,000
Antenna $150,000 $400,000
Combiners N/A| $150,000
Feeder Line $250,000 $500,000
Transmitters $750,000 $3,000,000
Building $150,000 $400,000
Power Services $250,000 $500,000
Land $500,000 $500,000
TOTAL '$3,050,000 $7,450,000]
Per User Cost $3,050,000 $1,862,500
Table 1

ones, and care is needed in entering in to sharing
relationships to ensure that the supplier’s technical
competence is high. Services offered may be simple
use of an existing tower, they may include shared
building and power supplies, or they may include
additional services such as maintenance. The
important point is to ensure that the service provider
has the competence to meet your standards, can back
the story up with evidence, and has the commercial
stability to be there for at least the duration of your
intended contract. These relationships last a long
time and are expensive to change, so they need to be
right at the outset.

Sharing on a fully serviced facility is less common
in the US than in other parts of the world. The
essential component of the relationship is that the
broadcast tenant capitalizes and owns all of the
equipment dedicated to his own service. Shared
antennas and feeders may be part of the site services
provided, but the tenant then places all of the
maintenance into the hands of the service provider
on pre-defined contract terms. Performance
guarantees and penalties are usually part of such
contracts, and it is advisable to suspect any provider
who is not prepared to accept such guarantee
conditions. The benefit to the tenant is the complete
outsourcing of the staffing and day to day
management of the service. The downside is the
continuing exposure to additional costs if the
equipment fails and at the end of its life.

The fully outsourced service is one in which the
broadcaster contracts with a commercial supplier to



provide an agreed level of service for a fixed
monthly price. There is no capital outlay and no
cost variation over time. The supplier designs and
builds a system at an agreed location, then runs it to
provide the coverage and availability agreed. Any
variable costs due to spares, accidents, replacement,
obsolescence etc are absorbed by the supplier. The
advantages to the broadcaster are that he does not
need to fund the infrastructure, the cash flow is
predictable and stable, and the service is managed by
a professional supplier with the skills and resources
available to meet any implementation or operational
problems as they arise. The downside is the lack of
direct control over the service, and the need to trust
an external supplier with the delivery mechanism.
The obvious requirement here is for a completely
trustworthy and well-founded supplier, with proven
experience and credibility.

Full outsourcing is the most common method of
running transmission services in Europe, but is not at
all common in the USA. The reasons for this are
historical, driven originally by the centrally operated
telcom providers in Europe. For example, in the
UK, over 1200 shared broadcast facilities exist.
However, there is now a large European customer
base which has chosen to have its new transmission
services provided on a fully outsourced basis by
commercial service providers, such as NTL, and
there are similar service providers ready to provide
such services here in the USA.

THE PROS AND CONS FOR THE
BROADCASTER

What questions must be addressed?

How is the broadcaster then to decide on whether to
go it alone, or whether to go to the fully outsourced
provision model, or whether to find a niche
somewhere in between which best fits his business?
The considerations are always unique to the business
and to the local situation. The checklist which
follows will help in isolating the important issues,
although the decision must be based on the known
situation.

Ownership and control issues. How important is
complete ownership and control in the new
environment of DTV to the business? Will well-
controlled contracts with external providers do the

job or is it vital to have the means of production and
delivery fully in-house?

Cost considerations. What is the real cost of in-
house provision, taking into account the capital
outlay, the cash-flow, the exposure to debt elsewhere
in the company, the full employment and running
costs of staff? Can the services really be provided at
a lower cost by an external provider? In making the
comparison make sure that all of the costs are
exposed, both internal to the business and the hidden
extras in externally contracted services. What limits
do suppliers set on their exposure?

Accountability for service quality. How can the
quality of service be assured? What evidence can
suppliers give of past success in delivering the
services proposed? What contractual vehicles cover
the services? What control mechanisms can the
supplier show to demonstrate that the quality of
service will be that needed? What happens when the
service quality falls below standard? Are the
penalties enforceable and meaningful?  How will
the service be provided under extreme conditions of
weather of supplier failure?

Accountability for legal compliance. Who is
responsible to the regulatory authorities for
compliance on RF coverage, interference, aircraft
warning lights?  If the regulators hold the
broadcaster accountable, how can the supplier be
held to account for his part of the process? Who has
accountability for public liability for towers, power
equipment, environmental concerns, zoning issues?
To what extent will the supplier take responsibility
for these issues?

Staff and employment issues. Does my business
have the available staff and resources to undertake
the implementation and operation of the new
service? What is the future staff situation going to
be? Would specialist staff wish to transfer their
employment to an external service provider? How
much management cost will be spent on running
operations in-house compared to the externally
offered service?

Risking being different. What are the risks of
being the first to do things differently? How can
they be controlled or minimized? How attractive
does the cost need to be to break the mould?

11
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Quality of site support services. How seriously do
the power companies and the telecom providers take
my needs right now? Would they be more attentive
to a bigger buyer? Would their prices be lower?
How much more reliable might a centrally provided
diesel generator service be? Does my business
already have the skills to understand all of the site
disciplines well enough to make suppliers perform?

Environmental and zoning issues. How likely is
my new tower zoning application to gain approval?
How many others will be attempting to gain similar
approvals, forcing a major local backlash? Would
zoning authorities see a shared site as a responsible
solution?

Available services in the market. To what extent
are external service providers available in the market
place locally? Is there a tower operator prepared and
ready to offer a shared tower? Who offers more than
sharing only locally? Who else would wish to share
a tower or service in the local market? Would we
need an intermediary to make the deal comfortable
for all parties?

CONCLUSIONS

The arrival of DTV in the broadcasting market has
changed the nature of the business. Resource strain
affects the speed, the economics and the certainty
with which the changes can be made. The supplier
base is ever expanding, and services of all sorts are
becoming available in the market place. The
services offered enable the broadcaster to approach
his business in new and exciting ways, but he needs
to re-think some of the basics which have served
him so well in the growth of his business to its
current state.

Careful selection from the range of services
available can make the difference between a
successful, vibrant transition into the transformed
DTV environment, or a long grinding slog to
establish a new service. Outsourcing, as a concept,
is now readily accepted as a good way of accessing
specialist skills and knowledge. Broadcasters are
not unique in their need to cut costs, improve quality
and streamline their businesses, and the transition to
Digital forms a great entry ramp to implementing the

other changes across the business by contracting
services externally.



DESIGNING THE DIGITAL TELEVISION
TRANSMISSION NETWORK

Barry L. Hobbs
NDS Americas Inc.
Newport Beach, California 92660

What Broadcasters Need to Consider to Protect
Their Long-Term Investment

The implementation of digital technology for the
broadcaster has provided an opportunity to deliver
uniform signal quality across an entire network. The
broadcasters have been able to realize significant
operational cost reductions by utilizing less
transmission bandwidth using digital techniques.
The uniformity of signal quality and reduced
operational costs have brought new challenges and
opportunities in the broadcast industry.

This paper will cover both technical and business
issues surrounding the migration of broadcasters to

the digital technologies from today’s analog
environment. We will consider both the standard
definition and ATSC digital processing and

transmission formats. In addition, we will discuss a
few new business opportunities that the ATSC
bandwidth may allow. Hopefully, these discussions
will assist those who are beginning their
investigations into the digital technology migration.
This migration also requires an investment in the
education of the engineers who are responsible for
the studio and transmission environments. We will
provide an abbreviated look at the technology and
explain a few of the fundamentals that require an in
depth understanding by the engineers who operate
the system.

This paper is organized from the output of the studio
through the transmission. The first sections will
cover digitally compressing the video and audio and
placing them into a multiplex with data and
conditional access information. The paper discusses
some of the issues surrounding MPEG video and
audio. From this point the paper moves to
formatting the multiplex for transmission for
satellite and terrestrial transmissions. There is a
short section on challenges such as MPEG transport
splicing. The paper concludes with a few possible

business opportunities the new digital spectrum may
provide to the broadcaster.

Baseband System Operations:

Digital baseband processing systems require
multiple components. Among the components are
video encoding, audio encoding, data broadcast
ability, auxiliary data (PSIP, closed captioning,
GCR, conditional access information, subscriber
management  information and  other  user
information), and multiplex management.

Digital Video and Audio Coding Technologies:

The migration for programmers and broadcasters
from analog to digital compression for audio and
video started in the late 1980’s. The driving forces
behind using digital technology have been the
efficient use of bandwidth in multiple transmission
mediums, a move to substantially reduce operating
costs and the ability to deliver a signal of uniform
quality to all authorized recipients. The issues the
early adopters faced in the late 1980°s with MPEG I
are not too different than the issues that face the
broadcasters today. Those issues are:

Quality of Picture:

The quality of the picture has always been of
paramount concern to all adopters of digital
technology.  Broadcasters began by using 34
Mbs/sec compression techniques. The 34Mb system
allowed cost reductions and signal security by
moving to a telecommunications medium from a
more expensive satellite delivery. Soon MPEG
techniques began to develop rapidly. In the early
1990’s cable programmers began to embrace MPEG
1 techniques at rates of greater than 8 Mbs/sec. At
the same time, direct broadcast satellite operators
started to embrace MPEG techniques with the goal

13
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of moving to MPEG II. The major issue with
MPEG I was that it only supported frame based
progressively scanned video. MPEG II was later
adopted defining methods of coding for field based
interlace  pictures and adaptive field/frame
processing.

MPEG 1II defined the tools that we use today for
standard definition and high definition compression
techniques. It is ironic that the first use of MPEG II
video by the U.S. broadcasters, outside of satellite
news gathering, are actually occurring in the ATSC
transmissions which began on November 1, 1998.
What 1s ironic is the compression ratios required for
the high definition 720p60 or 1080i30 formats are
more stringent than those required for standard
definition formats. The graph below depicts the 8-
bit sampling of non-compressed versus the 8-bit
sampling required for compressed pictures.

ranges, chroma sub-sampling and statistical

multiplexing. These attributes are the first keys to

investing in a digital television transmission
technology;

- Make sure your choice of vendors for baseband
video coding can support software updates for
each of these attributes listed in the above
paragraph.

These attributes are important for both high

definition and standard definition networks.

VIDEO COMPRESSION RATIOS

f s
| 4:2:2 4:2:0 % of 4:2:0
CFormat | s@i | Copnnaon | gy | Distribution | T4 gy
Sampling Sampling Sampling
4801 30 166 Mbs 15Mbs = 11:1 | 125Mbs | 18Mbs =6.9:1 14%
480P 30 | 166 Mbs 15Mbs = 11:1 | 125 Mbs | 18 Mbs = 6.9:1 14%
4B0P 60 | 331 Mbs 20Mbs = 17:1 | 248 Mbs 18Mbs = 14:1 13
720P 60 | 884 Mbs 40Mbs = 22:1 | 663 Mbs 18Mbs = 37:1 3%
10801 30| 994 Mbs 40Mbs = 25:1 | 746 Mbs 18Mbs = 41:1 2%

As the graph shows, the compression requires
reduction of 97% to 98% of the material in reference
to the original 8 bit sampled non-compressed
material. We actually transmit and reconstruct the
picture with less than 2%-3% of the original picture
information for a 720p60 or 1080130 ATSC picture.
At the same time a 480130, normal standard
definition picture, can utilize 5 to 7 times as much
bit rate.

U.S. network broadcasters are just beginning to
embrace MPEG II digital technology for the
transmission from the network to the affiliates for
their standard definition signals. This move has
gained momentum as the MPEG II processes have
begun to mature. The maturity has been realized in
the areas of noise reduction technology in both
temporal and spatial filtering, DCT algorithms for
spatial redundancy, statistical redundancy (Huffman
coding), expansion of motion estimation search

MPEG ENCODING TRICKS

Statistical Multiplexing
¢ Large Search Ranges for Motion Estimation

Pre-Processing of the Source Video
(Spatial/Temporal Nolise Fiiters)

Subsampling the Video at Low Bitrates
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VIDEO COMPRESSION STRATEGY

¢ Remove Redundancy!
~ Step 1: Color Redundancy (4:2:0, 4:2:2)

— Step 2: Temporal Redundancy (Motion
Estimation)

~ Step 3: Spatial Redundancy (DCT)

— Step 4: Statistical Redundancy (Zig-Zag,
Huffman)
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STEP 2: REMOVE TEMPORAL REDUNDANCY

¢ Still sections inevitabty exist in a sequence of pictures
¢ Moving sections can be somewhat predicted using 2-
dimensional motion vectors
~ strategy - Divide the frame into 16X16 pixel
reglons or * Macroblocks . Use Macroblocks from
previous or future frames {or combination of both}
to predict current frame.
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MOTION COMPENSATION

+ Utilizes the “Best Match” Macroblock from the Motion
Estimation Process
Codes the difference {"Residual”} between Macroblocks
— Codes the X,Y Motion Vectors
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- Buffer slze affects image quality and encoding latency
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STEP 3: REMOVE SPATIAL REDUNDANCY

« Pictures can contain areas of the same color and brightness,
with adjacent pixel elements sharing the same information
stratagy - Divide the frame into 8X8 pixel reglons or “Blocks™
and convert the assoclated values of the pixels from the time
domain to the frequency domain using the Discrete Cosine
Transform (OCT).
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STEP 4: REMOVE STATISTICAL REDUNDANCY

+ Many DCT coefficient values are zeroed by quantization
process
+ Non-zero values and Runs of zeros can be efficiently and
losslessly coded using Variable length codes
— strategy - use Zig-Zag and Huffman coding to optimize
the coding efficiency
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Special attributes for NTSC Standard Definition
Networks:
MPEG encoders should have the ability to code in
both 4:2:2 and 4:2:0 profiles. Network requirements
will include the coding of Vertical Blanking
Information. The coding of signals such as closed
captioning information, ghost cancellation reference
signals, Nielsen and other signals are accomplished
through a combination of methods. The first method
is to remove signals such as closed captioning and
format them in user data packets for transmission.
The second method is to code signals as video
information. This is accomplished by turning the
motion estimation off during sampling.
- Make sure the MPEG coding system you choose
has the ability to code in 4:2:2 and 4:2:0 profiles
as well as support and code VBI services.
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Special attributes for ATSC High Definition
Networks:

ATSC video encoders should be able to code
multiple video formats. They should at a minimum,
support 480130, 480p60, 720p60 and 1080130. In
addition to supporting the multiple video formats,
ATSC encoding system will have to support the
Program Specific Information Protocol (PSIP),
electronic program guide generation, closed
captioning, interface to playout and scheduling
systems as well support conditional access (CA) and
subscriber management interfaces. Many
broadcasters are seriously looking at the capability
of using a portion of the capacity of the ATSC
spectrum for data transmissions.

= The ATSC system should support multiple video
formats, be flexible in interfacing to third party
equipment and be capable of expansion into CA
and subscriber management systems.

Audio Coding for Standard Definition
and ATSC Systems:

Audio coding for broadcasters has proven to be more
of a problem than video coding. The ability to code
digital audio in a muitiple coding environments has
proven that low rate audio coding does not hold up
well after 2-4 passes. This is true of both MPEG
audio and Dolby AC-3 coding. Both MPEG audio
and Dolby AC-3 work extremely well for the
distribution applications they were designed to
operate within. Broadcasters should be aware of the
problems of digitally coding audio and make sure

their systems will support new technologies such as
Dolby E.

Data Broadcasting:

The ATSC allotted bandwidth opens doors on new

opportunities. Table 3 of ATSC Document AS3
permits multiple input formats for ATSC
transmissions. Many broadcasters are considering

the key question, “How do we make a business
operate at a profit in this digital arena?”

The answers to this question loom on the horizon.
The obvious answers may be in the convergence of
the multimedia world where video entertainment
meets computer applications. The ATSC system
architecture should permit technologies such as data
broadcasting, in whatever form it may take, to co-

exist with technologies such as multi-casting.

Today, we can easily multiplex a minimum of 1

standard definition video channel with either 720p60

or 1080130 high definition signals. If we choose a

lower vertical resolution multiple standard definition

videos can be supported. Discussions for using
additional channels with data are beginning to draw
marketing investigations by entrepreneurs who are
looking at a vast spectrum of possibilities for the

ATSC spectrum.

- Investigate your requirements for future
bandwidth utilization in relationship to the
system architecture. Flexibility of the
architecture will prove to be an asset in the
future.

Multiplex Management:

The most often overlooked component of a digital
transmission system may be the digital multiplex
management. The digital multiplex manager is new
to terrestrial broadcasters. Direct broadcast
operators are familiar with the power of consumer
interfaces. Digital broadcasting will introduce these

concepts and practices to the terrestrial broadcaster.
Too often purchase decisions are based on price
without regard to “system muitiplex management”
and capability. The digital systems for both standard
definition and ATSC systems require multiplex
management that is flexible and dynamic. The key
to the future is the flexibility of getting ALL the
information to the customer at the prescribed time in
the prescribed format. The integrated multiplex
management system is the gateway to building a
scalable and flexible system. Broadcasters who
choose to piecemeal the muitiplex management
issues may often find additional hidden costs in
bridge software and unique interfaces. The digital
multiplex management approach is new for
terrestrial broadcasters, but it is inherent with the
migration to digital technology and should be
thoroughly investigated.
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Digital Transmissions:
Satellite Transmissions:

Digital transmission technologies have continually
evolved to higher order modulation formats.
Designing the delivery system requires an in depth
look at a number of parameters for network
operators. In the U.S., the normal network satellite
system has been built to support analog
transmissions which require a very high carrier to
noise ratio. The digital signals can take advantage of
reduced bandwidth, higher power satellites, better
low noise amplifier performance, and existing earth
stations that are normally quite large.
The drawbacks to digital transmissions are few but
those that exist can be fatal. Digital transmissions
take advantage of numerous error protection coding
techniques. When the system is capable of receiving
the prescribed carrier to noise density performance
requirements, there are few problems. The problems
that exist come in the form of:

A. Carrier interference from a terrestnial carrier: In
the analog transmission formats we used filters
which could reduce or remove a portion of the
spectrum where the problem existed. In a digital
transmission any spectrum truncation or removal
is almost always fatal to that carrier.

B. Threshold performance: We experience
threshold performance effects on Ku band
transmissions and networks with small, low
gain, antennas. Threshold performance in the
digital world are more severe than in the analog
domain. The window of perfect performance to
no performance is typically .5 dB to 1.0 dB
wide.

C. Phase noise: Low noise converters can create
reception loss anomalies which last from a few
milliseconds to seconds. Typically poor phase
noise parameters inhibit the performance of the
error correctors to a point where normally
acceptable level of carrier reception simply can
not overcome the internally generated noise.

MPEG and Erreor Correction Overhead:

Satellite transmissions require error correction
coding to overcome the inherent noise in the
transmission path. One of the most misunderstood
parameters is the amount of overhead (data not
related to picture, audio, or data file contents) which
is required. The MPEG transport packet is defined
as a 188 byte packet. There are four bytes of each
packet required for overhead functions. The
184/188 removes 2.1% of the payload in the actual
transmitted bandwidth.

Reed Solomon is added for block error protection.
The normal DVB transmission uses 188/204 Reed
Solomon coding. This adds 16 bytes or
approximately 7.8 % to the packets that are not
dedicated to program data. At this point, after
interleaving, the signal is then trellis coded with one
of five DVB rates. The rates are 7/8, 5/6, 3/4, 2/3, or
1/2. This adds a minimum of 12.5% more overhead
to the transmission. The graph below indicates
actual payload information in relationship to total
transmitted bandwidth for a QPSK transmission.

CODING AND INFORMATION RATE

MPEG Overhead = 4/183
Reed Solomon Overhead = 188/204

=2.13%
=7.84%

Total =9.97%
Total
Convolution MPEG & Total Total Payload

Coding RS Coding Coding Transmitted Information

8it Rate Rate
718 = 12.5% 9.97% 22.47% 40 Mbs/sec 31.0 Mbs/sec
5/8 = 16.6% 9.97% 26.64% 40 Mbs/sec 29.3 Mbs/sec
3/4 = 25% 2.97% 34.97% 40 Mbs/sec 26.0 Mbs/sec
2/3 =33.3% 2.97% 43.27% 40 Mbs/sec 22.7 Mbs/sec
12 = 50% 0.97% 59.97% 40 Mbs/sec 16.0 Mbs/sec
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Satellite Transmission Parameters:

As a rule of thumb you can normally transmit a
minimum total bit rate of approximately 45 Mbs/sec
in a 36 MHz satellite transponder using the QPSK
format. This will allow at least 2 high quality 4:2:2
broadcast channels at better than 15 Mbs/sec for
video coding.

Many broadcasters are evaluating an 8 PSK
transmission format. This will allow approximately
67 Mbs/sec total transmitted rate in a 36 Mhz
transponder. This will allow for a minimum of 3
high quality 4:2:2 broadcast channels at better than
15 Mbs/sec for video coding. The calculations for
both QPSK and 8 PSK use 7/8 rate trellis coding.

What does it cost to move to an 8§ PSK type of
technology?

The price to move to higher order modulation
techniques 1s higher satellite power or larger
antennas. In general it will cost you a minimum of 3
dB to move to 8 PSK for the same bit rate
transmitted, or better than 4.5-5.5 dB to move to 16
QAM. In both 8 PSK and 16 QAM phase noise
becomes a much more critical issue than in QPSK.
The move to higher order modulation formats should
be evaluated carefully with all existing network
operating parameters considered.

standard 6 MHz spectrum spacing in the U.S. The
actual occupied bandwidth i1s 5.38 MHz. The only
caution with this technology is the stability of the
carrier. We have to be careful to be compliant with
the SMPTE 310M specifications for the stability.
Within the 19.39 Mbs/sec we can utilize the payload
for multiple applications. We will discuss some of
the applications in the business section.

Digital Challenges:

The migration to digital baseband coding and
transmission technologies have provided
opportunities in many areas. We no longer have the
ability to provide vertical interval switching of the
video with audio following. We now deal with
groups of pictures and frame types in a transmitted
transport stream. We are faced with the challenge of
splicing digital streams with the audio offset in the
transmission path by 200 ms typically. To
compound issues we must now take into
consideration different resolutions, bit rates,
conditional access and buffer management. These
are displayed in the slides below:

MPEG PICTURE TYPES

¢ Intra (1) frames

- Not dependent on any other frames
for coding. Bit hungry frames.

¢ Predicted (P) frames

Terrestrial Transmissions for ATSC:

Terrestrial transmissions have been approved for 8
VSB modulation. This modulation allows a total
payload of 19.39 Mbs/sec. The total transmitted bit
rate 1s 32.28 Mbs/sec with the Reed-Solomon and
trelis coding. These numbers calculate back to
allow the transmission bandwidth to fall within the
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Perhaps the single most significant change for the
broadcast industry is a move to a new paradigm of
managing a digital multiplex. The broadcast
industry must take the time to understand the power
of the digital multiplex and the ability it provides to
reach the consumer.

Business Opportunities provided by digital
transmissions:

The issues of the network distribution of
programming to affiliates using digital compression
and digital transmission is a straight forward
engineering and economic decision. This move
makes good sense for everyone. The program
delivery will be of a higher quality, uniformly,
across the network. The cost savings of distribution
through reduced bandwidth utilization can not be
argued. Again, this makes perfect business sense.
The only issues here will be how to choose the
vendor and system that will fit your requirements for
the future.

The issues of how the affiliates will distribute digital
signals has been evaluated by many parties. The
cost of upgrading to allow a digital transmission is
averaging between 2 and 4 million dollars per site
for the tower work, transmitter, modulator and
compression equipment. This price does not include

studio gear. This investment requires thorough
examination of the question, “Where is the
payback?”

The possible paybacks:

The FCC requires a minimum of one free video
channel in the multiplex. This channel must be
complhant with the Table 3 requirements of the A/53
document.

Some potential additional revenue resources within
this bandwidth may occur as multiple channel use
for regional sports programming, movies, pay per
view events, educational classes and local audio
services. The bandwidth could also support data and
internet type services. Some of the new services
could include local news, weather, sports, local
events, dining and public service applications.
These applications could be served by consumer
televisions, cable type set top converters, or personal
computers. The addition of conditional access
would open a plethora of new interactive
opportunities with telephone or cable return paths.
These applications could include banking services,
shopping, interactive services and all types of
electronic commerce. The new digital services may
prove to be the true catalyst for the convergence of
multi-media and broadcast video applications. Over
the next couple of years, we may see new innovative
approaches which will make this bandwidth
invaluable.
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REVIEW OF THE ATSC IS TOP DOWN COMMITTEE’S REPORT
ON FINDINGS

Shannon L. Skemp
James A. Kutzner
Thomcast Communications, Inc.
Alexandria, Virginia

INTRODUCTION

With the rollout to digital television
underway, television stations engineers
should look toward standards setting bodies
for guidance with their implementation
plans. One of the most conclusive works to
date is that of the Advanced Television
Systems  Committee’s Top  Down
Committee. The following paper is not
intended as a replacement to the ATSC Top
Down Meeting Implementation
Subcommittee Report on Findings. Rather,
it is intended to serve as a review of the
report itself. The authors of this paper
encourage all interested parties to read the
report in its entirety, which can be found in
electronic form on the ATSC website at
www.atsc.org. A hard copy of the report
can also be found in the December 1998
SMPTE Journal.

GOALS OF THE TOP DOWN
PROCESS

Over the last few years, several industry
bodies, including the ATTC, PBS, and the
Model  Station,  developed  various
implementation scenarios for DTV. To
effectively serve the needs of their
membership, the ATSC undertook the task
of providing an all-encompassing work that
would incorporate existing scenarios and
draw upon new ideas within the industry,
thus examining the ATSC Standard and its
actual implementation from the “Top
Down”. The ATSC chartered its
Implementation Subcommittee under the

efforts of the IS-S3 Subcommittee on
Station Issues to create the Top Down
Committee for this purpose.

The primary goal of the Top Down
Committee was to create an inventory of
interface standards that could potentially
exist in a typical station, regardless of the
implementation scenario. This inventory
would then be used as guide to pinpoint
where multiple standards existed, where
multiple standards conflicted, and in turn,
where news standards and technology
needed to be developed. Once this primary
goal was achieved, the Top Down
Committee was able to work towards the
development of strawman implementation
scenarios for each of the potential internal
and external station infrastructure.

Although the work of the Top Down
Committee was thorough, it is important to
note that it is ongoing work which did not
end with the publishing of the report. In
order to insure the work continued and the
ultimate goals were met, the report findings
were fed back to the parent ATSC
Implementation Subcommittee and other
standards bodies, such as SMPTE. The
ATSC  Implementation  Subcommittee
disseminated the information and distributed
the  remaining tasks among its
subcommittees and referred other issues to
the ATSC Technology Committees for
further progress.



TOP DOWN MEETING STRUCTURE

It was apparent that the focused attention of
the Top Down Committee members was
essential to complete the rigorous goals
which had been chartered by the
Implementation Subcommittee. Therefore,
the Top Down Steering Committee
scheduled two separate multi-day events at
Sony’s facilities in New York in order to
attract participants with the appropriate
knowledge and  experience. The
unparalleled collaboration of over 70
industry wide professionals with broadcast,
manufacturing, and consulting backgrounds
proved to be the needed formula for
achieving the goals at hand.

In order to facilitate the progress of the Top
Down Committee, a general drawing
depicting all functional blocks and interfaces
possible in a typical television station was
created to serve as a type of “map” to the
industry. It is important to note the drawing
does not depict one preferred solution.
Rather, it denotes several implementation
variations and should only be used once the
reader has acquired a full understanding of
the Top Down Report. The Top Down Map
provided an exhaustive review of a station’s
signal plane and allows users to view the
function of the interface, as well as its
hierarchy of supporting standards. Similar
drawings that focused on Timing, Control,
Monitoring, Data and Audio Planes were
also created and are included in the report
for reference.

In order to utilize the time of the participants
in the most efficient manner, the work of the
Top Down Committee was subdivided into
several breakout sessions. The various
sessions included the following topics:
Multiple Video Formats, Encoding and
Multiplexing, Station Inputs and Outputs,
Data Services, Redistribution, Audio,
Control Plane, Timing Plane, and Monitor
Plane. Plenary sessions were also used in
between each of the breakout sessions cycles
in order to facilitate the sharing of
information across the muitiple groups.

GOALS OF THE TOP DOWN REPORT

The final Report on Findings was created
with three main goals in mind. First, the
report was intended to serve as guide to
assist stations in planning new DTV
implementation strategies. For the stations
that have already embarked on their DTV
plans, the Report can be used as a “sanity
check” for their existing implementation
strategies. Finally, the complete table listing
of possible interfaces and associated
standards can be used a reference resource
for standards.

REVIEW OF THE TOP DOWN
REPORT

In the following sections of this paper the
key issues and findings of the various
breakout groups will be highlighted and
ongoing work will be noted where
applicable.

Video Formats

The primary focus of the Video Formats
group was on the concept of a “Plant Native
Format” due to the large number of possible
video formats available to the marketplace
for content delivery. The philosophy behind
this proposal stemmed from early
indications that affiliate stations are
planning to implement a single format DTV
facility, while continuing operation of the
legacy NTSC facility. It was noted that at a
minimum, the DTV program facility must
include all NTSC operations. In order to
facilitate the concept of a plant native
format, smart format converters that can
automatically detect and switch between
various video formats sources will be
implemented along strategic inputs and
outputs of the DTV facility.

The criteria for choosing a plant native
format is dependent upon economic
constraints, legacy equipment issues, and
ease of conversion. The choice of emission
formats is another issue that will be
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determined by station needs and may vary at
different times of the program day.

In the Video Formats group several issues
were noted for further consideration. One of
the most controversial issues was that of the
discrepancies between the 720 pixel/line
production format and the 704 pixel/line
emission format. The group noted the
preferred solution would be to match the
production and emission formats. This issue
was carried forward following the Top
Down Report and is currently under
discussion. An additional recommendation
of the Video Formats group was for a
common serial transport standard that would
encompass all production formats in the
DTV environment. This continues to be an
ongoing issue. The group also addressed the
need for standardization of video format
metadata in the uncompressed domain for
use in smart format conversion. Finally, the
subgroup recommended further in-depth
study in the area of latency with emphasis
on metadata for the time-stamping of video,
audio and data.

Encoding and Multiplexing

The scope of the Encoding and Multiplexing
group addressed all compression-related
equipment in a television station from input
to output. This included
NTSC/SDTV/HDTV encoders and
compressed domain multiplexers, splicers,
and conditional access. The members of this
group successfully completed an exhaustive
inventory of signal interfaces for existing
and projected practice and began work
toward a preferred near-term solution. The
issues noted for further consideration
included format converters at boundary
points, latency issues, the addition of
functional blocks for synchronization,
consideration of redundancy, examination of
keyer and splicer details, and the exploration
of the use of the AES-3 stream for carriage
of ancillary/metadata. The efforts of the
Encoding and Multiplexing group are

continuing under the ATSC IS-S3
subcommittee on Station Issues.

Station Inputs and Outputs

The scope of the Station Inputs/Outputs
group focused on the implementation of
network feeds and a variety of other
contribution links, to and from the station,
along with communication links between the
studio and transmitters for both NTSC and
DTV services. The group successfully
cataloged a full compliment of interfaces for
both SDTV and HDTV. The SDTV
interfaces covering legacy common and
private  carriers  included  satellite,
microwave, copper fiber, optical laser, and
off-air feeds. The HDTV interfaces
covering progressive common and private
carriers included digital satellite,
microwave, fiber LAN, optical laser, and
off-air feeds. Once the interfaces had been
documented, the members of the subgroup
proposed two strawmen implementation
scenarios for studios that are not co-located
with the transmitter. The first scenario
maintained the existing analog link for
transmitting the NTSC feed between the
studio and transmitters, while providing a
separate digital link for the HD feed. The
second scenario provided for a multiplex of
both the NTSC and HD feeds into a new
digital radio or fiber channel.

The Station In/Out group also defined
several issues for further study within the
Implementation Subcommittee. These
issues included further definition of
interface standards. The group also felt it
important to alert common carriers of the
digital requirements. Specification of the
contribution format and associated data rates
by the Networks and other program
suppliers is now underway. Finally, latency
issues were once again addressed and further
exploration of adding an IFB channel to the
bitstream was suggested.



Data Services

The Data Services group limited its scope to
range of data signals associated with the
final emitted signal, which include both
content and system data. More specifically,
the Data group focused on four types of data
including; picture user data, data carried on
a separate PID for both program-related and
non-program-related data, and system data.
In order to facilitate examination of these
four types of data, the Data group created a
simplified Data Plane drawing to be used in
conjunction with the Top Down Map. One
of the key components of the data plane was
the data bridge which serves as a conduit for
the exchange of data signals between the
NTSC and DTV plants. Additional
functional blocks were added to facilitate
data extraction and insertion between the
NSTC and DTV plants. Another key
component of the Data Plane is the Data
Server, which handles all data broadcast
signals, program and non-program related,
except for the closed captioning signals.

Upon completion of the Data Services
group’s work, several open standards issues
involving EIA-708 were identified. Work
now continues in  addressing the
standardization of the “Closed Captioning
Food Chain”. It was also noted that
standards development was needed for the
network delivery of data to the aftiliate.
Finally, interfaces between the data plane
and the management and control planes nced
to be implemented. Most of the efforts of
the Data Plane group are continuing forward
within various groups.

Redistribution Signals

The scope of the group on redistribution
covered the issues relating to the output of
the DTV signal to destinations other than the
DTV transmitter. These issues included the
identification of the various destinations and
associated data rates of the delivered signal,
which may be higher than the 19.4 Mbps.
The variety of destinations likely to receive

the DTV programming included: cable
head-ends for broadcast feeds, independent
cable feeds for news or alternate
programming,  satellite  uplinks  for
distribution of syndicated programming to
other stations, microwave systems which
may include translator feeds, telco systems,
and dedicated fiber feeds.

Issues for further consideration, highlighted
by the Redistribution group, included
questions related to the clarification of
existing standards. More specifically, the
question was raised as to whether
standardization for all of the aforementioned
modulation schemes existed.

Audio Plane

The scope of the Audio Plane group
focussed on the audio issues from the point
of view of the affiliate station for three
different infrastructure scenarios. They
included: 1) production and distribution of
5.1 channels of audio 2) downmixing of 5.1
channels to 2 channels for SDTV/analog
services and 3) audio pass through. The
Audio Plane group based their analysis for
the production and distribution of 5.1
channels of audio on the assumption of an
existing digital infrastructure in the plant.
This infrastructure would allow for the
distribution of multichannel audio via
multiple AES pairs. In an alternate scenario,
the digital infrastructure would allow for the
distribution of rate reduced audio,
multiplexed with the associated metadata
into a single AES pair. In order to
emphasize the importance of the metadata,
which should ideally be generated during the
post-production process, the Audio Plane
group provided for a separate routing layer
for the metadata on the Audio Plane
drawing. In the same vein, the Audio group
provided additional functional blocks for
metadata authoring tools and bridges.

In order to facilitate the station’s ability to
simulcast, direct paths between the HD and
SD routers must be provided. In addition, a
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Dolby Surround (2 channel) downmix can
be made from the HD muitichannel source
for the SD service. It is also important to
note the concept of “Plant Native Format”,
previously discussed in the Video Formats
section, does not apply to the audio portion.

When dealing with the pass through of the
Dolby Digital (AC-3) emission rate signal,
decoding of the signal for distribution
should be avoided at all costs due to multi-
generation coding losses. Several other
issues also remain pending for further
exploration by the ATSC. These issues
include the possible carriage of data in the
rate reduced stream, time stamping of the
audio and video streams and A-V “lip-sync”
dictated by the video coding for addressing
latency, and better definition of metadata
authoring facilities.

In order to reiterate the points already
discussed, the Audio Plane group concluded
their report with the following four points:
1) the distribution format for DTV
programming must carry six audio channels
2) the affiliate’s distribution system should
carry both a six channel and a two channel
soundtrack 3) a signal path must be provided
for the metadata and 4) a contribution
quality audio coding scheme is needed.

Control Plane

The first thing the Control Plane group did
was to recognize the need for a fully
integrated control plane and recognize the
importance of this control plane compared to
any other function within the station. In
order to support the importance of this
control the significance of metadata and its
management in future operations was also
recognized.

In order to permit broadcasters in DTV
operations the same flexibility they now
enjoy in analog broadcasting, “a large
number of commands, parameters, and
responses must be passed among devices”.
The control and intelligence behind that

control must be far above the current basic
machine control functions of starting,
stopping, and queuing.

The group broke down the control tasks into
Low Level Control and High Level Control
functions where the low level control
represented roughly the current level of
control over equipment. High Level Control
was then the control expected and required
in future high-speed networks.

Basic functions of the Operator, System
Scheduler, Facility Resource Manager, and
Status Manager were identified. All of these
functions exist in one form or another in
today’s station, many are merely manual
personnel operations. In the plant of the
future where additional services are
delivered and operations occur at much
faster speeds, and where additional staff
may not be available to perform these
operations even if they could, automated
high level and intelligent control systems
will be required.

Three areas were identified in the basic
television station: the “Input” area that
includes  production,  post-production,
acquisition, etc.; the “Baseband” area that
includes storage, playback, and release
switching; and the “RF” area that includes
everything following the release switcher.
The first area has traditionally not been very
automated and is not expected to require an
immediate change. The second area is
currently often highly automated and the
level of automation is expected to increase
incrementally.  The third area has not
traditionally been automated, but this will
change dramatically and in a fairly short
time period. Consequently, the group
elected to focus on this third area.

Much of the work of the SMPTE-EBU Task
Force was brought to the discussion of the
Control Plane group. The group realized
that much of the groundwork has been done
and that the next steps were to apply the
models developed to real situations.



Time-aware control was also noted and
discussed. Three temporal levels of control
were identified:

Level 1, where systems are disassociated
from time (time frames of minutes or
greater)

Level 2, which are time-aware devices (one
video frame aware, or s0)

Level 3, which are instantaneous response
devices (time frames of microseconds)

Further work includes continuing to apply
the SMPTE-EBU Task Force models to real
applications. Also, investigations into the
“Input” and “Baseband” areas need to take
place.

Timing Plane

The Timing Plane group examined a number
of areas with respect to the layering of DTV
facilities onto existing plants.

The group felt that all broadcast facilities
will operate their plants at a 59.94 Hz frame
rate since they will continue to operate their
NTSC plants for some time to come. The
group felt that the development of a plant
that used both 59.94 and 60 Hz would be
impractical.

The group also discussed the conflicts that
exist between time-of-day, drop frame time
code, NTSC rates, and MPEG clock
frequencies, and then discussed methods of
bringing these into alignment. The changes
would be slight but dramatic in the sense of
changing basic operating conditions,
however, the added complexity to
automation and control functions that is
created by not making these or similar
changes could be substantial.

Lip sync issues were also considered cructial
and methods were discussed to prevent
problems from occurring. The advantages
of a common reference for the industry were
discussed. GPS was discussed as one
potential common reference.

The problems of latency in live remote
situations were also discussed. MPEG
compression will bring forth substantial
latency which will in tumn require new
solutions to the problems of remote
queuing and IFB channels.

Monitoring Plane

The scope of the Monitoring Plane group
was to review the new infrastructures, both
compressed and uncompressed, to determine
what new monitoring and measurements
were needed in television plants that fed
ATSC/NTSC and ATSC-only transmission
or distribution facilities. Included were not
only the requirements for new techniques
and monitoring systems, but also
confirmation of continuing old ones.
Monitoring, test, and signal injection points
were identified, and associated equipment to
support DTV station operation and
maintenance was to be identified.

The inclusion of more automated monitoring
systems was also reviewed by the
Monitoring Plane group. The group, taking
its queue from the state of affairs in
television engineering management, realized
the increase in provided services did not
mean an increase in staffing levels.
Consequently, more intelligence will be
required of the monitoring and measurement
systems, and more training will be required
of the station personnel.

The conclusions of the group began with
confirmation that all of the existing
monitoring functions and techniques in
existence in today’s NTSC or 125M/259M
plants will remain until they are replaced
with automated functions or until those
plants are retired.

New test signals, test equipment and test
points would need to be identified for
providing the needed monitoring and testing
of MPEG-based systems. Additional
automated signal identification and signal
tracing equipment would be needed in
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stations as they prepare to offer additional
services.

One significant open issue is the network to
station and related audio distribution format.
If a higher quality format capable of
concatenated codec cycles (e.g., Dolby E)
becomes the norm then a new array of
monitoring and test functions will be
required, certainly in the compressed
domain and perhaps in the uncompressed as
well. In the new master control areas the
monitoring and control functions will be
merged as they are today, but there will also
be new requirements to ensure that the
compressed signals are handled and
managed appropriately.

Another aspect that must follow when the
service approaches reality is test and
monitoring of data broadcasting systems.
And, as the control plane is expanded with
the control of new technology test and
monitoring of those new systems must also
be developed.

More test and more monitoring layered upon
existing systems would simply mean more
work for the same engineering staff. What
is required overall is more intelligent and
automated monitoring functions, not just
more monitors.

CONCLUSION

The rollout to digital television can be
arduous for station engineers who must
implement an evolving technology while
maintaining the stability of their existing
facilities. In order to ease this transition it is
essential for the engineers and station
owners to draw upon the integral works of
the ATSC, SMPTE and other standards
bodies as a point of reference. The Report
on Findings of the ATSC Top Down
Committee is an ongoing work within the
open forums of the ATSC Implementation
Subcommittees. Participation in the ATSC
by the ultimate users, broadcasters, is key to
gaining  first hand knowledge and
understanding of the core issues as we move

forward in the development of digital
television.  Readers are encouraged to
participate in any way in the work of the
ATSC IS.
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Abstract

The Advanced Television Technology Center
(ATTC) has provided system integration for
various digital television (DTV) demonstrations
around the world. This experience has shown
that Interoperability is a key issue for the
successful implementation of DTV. It has not
been uncommon for DTV encoders and decoders
to be “ATSC-compliant” and yet not be able to
operate together properly. Now, with the rapid
deployment of DTV broadcasting in the United
States it has become crucial to ensure the
compatibility of encoders and decoders and to
determine the extent of functionality. ATTC has
undertaken a formal program to test the
interoperability between all-available DTV
encoders and multiplexers with DTV receivers.

1. Introduction

As the first generation of Digital Television
(DTV) encoders and commercial Integrated
Receiver Decoders (IRD) reach the market place,
there has become a concemn regarding the
interoperability of these units. The initial
concern of encoder and receiver manufacturers
has been accurate reproduction of video and
audio material. However, more recently the
issue has progressed to the inclusion of Program
and System Information Protocol (PSIP)'
material, closed captioning and ancillary data
services.

While many encoder manufacturers have made
efforts to ensure that their device is compatible
with as many receivers as possible, the
consistency and objectivity of those tests has
been of a sporadic nature. The Advanced
Television Technology Center (ATTC) with

support from its membership has embarked on a
test to verify the extent of DTV interoperability.
The ATTC test verifies interoperability of all
major encoder manufacturers with the IRD’s of
the ATTC membership.

The scope of the ATTC tests entails the research
and acquisition of bit-streams from all of the
major High Definition and Standard Definition
encoders in as many of the 18 designated ATSC
DTV standard formats. Of specific interest were
encoders capable of inserting Program
Association Tables (PAT), Program Map Tables
PMT), PSIP tables as well as solutions regarding
the carriage of Closed Captioning data.
Captured Bit-Streams are then played back into
the IRD under test using a simulated
transmission path generated in the ATTC RF
Test Bed. Each IRD is tested for its ability to
properly decode the available encoded material.

This paper describes the DTV Interoperability
Test Facility, the test procedures established to
ensure a repeatable test process, and the initial
test results. It is anticipated that DTV
interoperability testing will be an on-going
process as both encoder and IRD manufacturers
continue to develop their products.

2. DTV Interoperability Test Design

The design of the DTV Interoperability Test
involves the following seven major phases:
o Interoperability Test Facility Design

e ATSC-compliant  Base-Band  Matenial
Design and Editing.

e Interoperability Test Facility Calibration

e  Encoder Interfacing and Test
Documentation

¢ Encoder Bit-Stream Acquisition
Encoder Bit-Stream Verification
e  Encoder and IRD Interoperability Testing
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2.1 Interoperability Test Facility Design

Created in 1988, and continually updated, the
ATTC laboratory is the premier test facility for
DTV system testing in the United States. The
plant was originally designed to test the
proposed HDTV transmission systems solicited
by the Advisory Committee on Advanced
Television Service (ACATS). It was also the
test facility for the Grand Alliance DTV
transmission standard, which comprised the bulk
of what has become the Advanced Television
Systems Committee (ATSC)’ standard. The
plant is designed to generate NTSC and HDTV
base-band video and audio, which was used to
test the proposed Advanced Television Systems.

SDTV video and audio signals are produced
using two Sony DVR-10 D-2 VTRs. Video is
produced as composite analog 525i video.

HDTV base-band video and audio is produced
using three Sony HDD-1000 VTRs. The VTR,
which uses one-inch digital videotape, is capable
of producing and recording the full bandwidth
30-Megahertz signals of standard 11251 HDTV
video. It also has the capability of producing up
to eight separate audio channels.

Each HDD-1000 is equipped with an ATTC
specified and designed Format Converter to
accommodate the wuse of alternate high
bandwidth video signals. The original ATTC
Format Converter design allowed for the storage
and reproduction of 525p, 787p, 1050i and 1125i
video material on the HDD-1000 videotape.
Since the ATSC standard established 750p, the
Format Converter was modified to accommodate
this format. This change gives the HD-1000
VTR the capability of producing all of the ATSC
High-Definition full bandwidth formats.

2.2 ATSC-Compliant Base-Band Material
Design and Editing

The ATTC has a large library of video material
used throughout the DTV development and test
process. The material used for the
Interoperability testing was a subset of the
original ACATS test video. The material was
designed to test different aspects of the encoding
and decoding process. Material ranges from
specially designed still, full motion video and
graphic images. Film material in a variety of
formats and speeds is also used.

The specific video clips used for the testing of
Interoperability were chosen to best represent
video styles used in television broadcasting.
Clips designed to elicit undue system stress or
“Bust” the encoders were omitted. Test signals
were edited on the front end of the tapes to allow
future reproduction of recordings. An A/V sync
test was included as well.

2.3 Interoperability Test Facility Calibration

The ATTC Interoperability Test Facility is
thoroughly calibrated prior to video encoding.
HDTV reference signals generated by a
Tektronix TSG 1001 are used to measure levels
throughout the video chain. SDTV video is
measured similarly using a Tektronix TSG
170A. Both video systems use Pulse & Bar to
measure peak video levels. Table 1 illustrates
the required video signal levels at the various
analog measurement points.

Table 1 — Required HD Video Signal Levels in
the ATTC Interoperability Test Facility to
Ensure Quality Signal Replication.

Peak to Peak 140 IRE 1Volt
Peak Level 100 IRE | 700 mV
Black Level 0 IRE 0mV
Sync Level 140 IRE | + 300 mV
2.4 Encoder Interfacing and Test
Documentation

Most of the encoder manufacturers use the newly
implemented SMPTE 292° standard for Serial
Digital Interface as the primary video input for
their machines. The ATTC is an analog
RGBS/YPrPb and parallel digital based plant.
For the purpose of the Interoperability testing it
was necessary for ATTC to acquire signal
transcoders. The majority of the testing done at
ATTC used the Panasonic HAD500 Analog to
Serial Digital Transcoder. The HADSO00
converts YPrPb video signals into HD SDI for
11251 video. Panasonic provided ATTC with a
prototype A/D converter for 750p based video.
Of interest, one encoder required the use of
Cyclical Redundancy Checks in video lines to
establish sync. The HDD-1000 was built before
CRCs were implemented. In order to be able to
lock to the encoder, ATTC used a YEM-1125
DAC, which would insert the CRC information
into the video lines, unlike the HADS00.



SDTV video signals were typically input to
encoders from the composite output of the DVR-
10, but in several instances ATTC used a D-5 in
E-E mode to transcode from composite to SDI.

Audio input differed depending on the specific
design of the encoder and whether it was SD or
HD capable. Most SD encoders used internal
AC-3 encoders so audio would simply be input
from the DVR-10 AES/EBU outputs. HD
encoders required the use of an external encoder
for AC-3 pass through. ATTC used a Dolby
DP569 six-channel encoder to input audio to the
encoders.

A thorough evaluation and documentation of the
entire encoder system was completed to ensure
the reproducibility of the test results. All of the
encoder inputs and outputs were mapped out as
well as external controls.  System control
software and the interface to the encoder was
also documented to establish revision control. If
the unit was supplied with a companion decoder
values were logged for that device as well.
Table 2 illustrates the documentation parameters
recorded for both encoder and decoder.

Table 2 -Codec Documentation Parameters
Recorded to Ensure Repeatability of the

Interoperability Tests
Encoder Parameters | Decoder Parameters
Model Number Model Number
| Serial Number  f Serial Number |
Software Version Software Version
'Fi—rrﬂ»\_/are-j\?ersjériAi L Firmware Version
JESTEAG e e —— ]
Bit-Rate Control Bit-Rate
[ Video Formats | Video Formats
[ FieldFrame Rate | Field/Frame Rate °
Audio Mode 1 Audio Mode
[Audio Rate | Audio Rate
VideoPDs |
"Audio PIDs |
Data PIDs |
Chroma Sampling
FilmMode | oo
[ Output Interface Output Interface
“Input Interface | Input Interface
[ MPEG Parameters | o
"MPEG Control | Error Concealment

2.5 Encoder Bit-Stream Acquisition

The task of scheduling available DTV encoders
to be at the ATTC laboratory at the same time as
the manufacturer receivers proved impractical
and cost prohibitive. Consequently, bit-streams
were recorded on a server prior to the actual
Interoperability Testing.  This process has
allowed ATTC to archive the encoded test
material for future tests and in-depth analysis.

Recording transport stream material entails the
use of machines capable of storing vast amounts
of information quickly. The average bit-rate of
an ATSC Terrestrial Broadcast Signal is roughly
2.4 MB/s. ATTC utilized the Sencore Stream
Station SV953  Bit-Stream analyzer for
recording, analysis and playback of encoded
transport material. The Sencore SV953 is also
capable of interfacing in the following transport
stteam formats: DVB-SPI, DVB-ASI, Serial
ECL and SMPTE 310°. Figure 1 gives an
example of the encoding set up.

Sencore

=
=
Encoder - - —m“

A/D Converter

Figure 1-Encoder Bit-Stream Acquisition

Because of the extremely high bit-rate of ATSC
transport material, each 14-minute transport
stream fills approximately 1.9GB of hard drive
space. ATTC built a 68 GB hard disk array to
store the encoded transport streams, using ultra-
wide SCSI disks, which have a 40 MB/s
throughput.

The primary encoding was a simple transport
stream of video and audio with no data services.
Supplied encoders capable of multiplexing PSIP
and program related data (see Table 3) would
have a second stream created with that data
multiplexed into the stream. Of all the encoders
tested only one manufacturer was able to provide
full PSIP data.
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Table 3 -Definitions of Tables Associated with
Program Information and PSIP Data

MPEG Acronym Definition

PAT Program Association Table
| PMT +AProgram Map Table
MGT | Master Guide Table _

RRT | Rating Region Table

VCT | Virtual Channel Table
EIT | Event Information Table
[ETT | Bxtended Text Table

STT | System Time Table

2.6 Encoder Bit-Stream Verification

Two different systems were used to verify that
the encoding was successful. First, the encoded
stream is played out of the Stream Station and
modulated to a broadcast frequency. Then the
8-VSB signal is received by a test IRD (see
Figure 2). For the purposes of Interoperability
Testing, ATTC used the ITS modulator. Second,
the encoded material is analyzed with the Stream
Station’s transport stream analyzer, which looks
at the packet headers of the stream. The analysis
details the validity and organization of the
headers for video, audio and all other tables
including PSIP. When the encoding process was
complete, the bit-streams would be transferred to
8mm Exabyte tape for archiving.

2.7 Encoder and IRD Interoperability
Testing

The actual playback of the transport streams into
the IRDs is the simplest part of the whole testing
process. As with verification, the bit-stream is
modulated and upconverted (see Figure 2).
With th: successful reception of a sample signal
the actual Interoperability Testing begins.

HD Monitor
Sencore ooooo
O '
o svse | | a1
l““ Modulator Seleeh By

Figure 2-Interoperability Test Setup to verify
successful video encoding

Interoperability was simply defined as the
accurate reproduction of transport stream data.
If data on the bit-stream was displayed or
decoded in some manner by the IRD, the test is
declared a success. Compiled test data for the
IRD under test and segments of failed bit-
streams are supplied to the IRD manufacturers.
If a stream was unable to be decoded by any
receiver or the analysis found the stream to be
illegal the encoder manufacturer is notified.
Complete data of the entire Interoperability Test
is recorded and archived at ATTC. The
following list summarizes the encoders made
available to ATTC for inclusion in the
Interoperability Tests.

HDTYV Encoders Tested

e  Mitsubishi/Tektronix 1100HD
Scientific Atlanta Power VU HD
NDS

General Instruments
Harris/Lucent Flexicoder

SDTYV Encoders Tested

e Scientific Atlanta Power VU SD
NDS

Harris/Lucent Flexicoder
Divicomm MV40

The following summarizes the receivers made
available to ATTC for inclusion in the
Interoperability Tests.

IRD’s Tested
Panasonic
Sony

Philips
Mitsubishi
Samsung
Pioneer/Sharp

3. Conclusions of the Interoperability Tests

Preliminary results suggests that encoders and
receivers have achieved a high degree of
compatibility.  The testing results can be
categorized in several areas: Primary video and
audio decoding, PAT/PMT utilization; and PSIP
utilization.

The number of IRD’s that successfully decoded
video and audio service was almost perfect with



only one IRD manufacturer thus far having a
failure on one encoder’s stream.

Utilization of PMT’s and PAT’s for basic
program information by most receivers was also
highly successful. This makes sense in part
because PAT and PMT tables, which are actually
MPEG structures, have been the first areas of the
ATSC standard to be finalized. In fact, most of
the early IRDs were designed only to decode
these tables, since PSIP tables were not
established until relatively recently.

The integration of PSIP data into IRDs varied
greatly, with only one manufacturer actually
utilizing the majority of the tables. Most
manufacturers incorporated the use of the more
critical tables such as the Virtual Channel Table
and the Master Guide Table to create electronic
program guides. Some groups implemented use
of the Extended Text Table to provide more
program information to the viewer and only one
manufacturer used the System Time Table to set
the IRDs master clock.

As far as closed caption systems and ancillary
data are concemned, the jury is still out. As of
this writing, there are currently three groups
attempting to create a standard for inserting
closed captioning data and at least two groups
are testing systems for implementation of
ancillary data services. Until those questions are
finalized no manufacturer can produce those
systems, but every group has built hooks to their
devices for acceptance of those standards.

The first generations of DTV encoders and IRDs
have made significant progress. They have been
able to successfully integrate into an evolving
standard and predict future changes with relative
accuracy. Changes are regular, sometimes
weekly especially in the case of early system
designs. Every encoder manufacturer and many
IRD manufacturers have built their systems to be
easily updated with firmware and software
upgrades.

It has become apparent to the ATTC and it’s
membership that Interoperability Tests will have
to continue for at least the next three years as
design changes and redesigns of both encoders
and receivers continues. ATTC is currently
working out arrangements with all of the major
encoder manufacturers to update and append
ATTC’s library of bit-streams to ensure the
operability of all IRDs.

The first year of DTV implementation has
proved to be a very busy and prosperous year. In
the beginning of 1998, there was only one
encoder manufacturer selling HDTV encoders on
the market, now there are six. Prototype
receivers and laboratory models were the only
decoders available, but now IRDs and home
receivers are becoming available to the
consumer. In early 1998, fewer than 12 stations
were broadcasting DTV signals on a regular
basis, now there are over 40. Broadcast DTV
has come a long way since the FCC’s acceptance
of the ATSC standard and the DTV rollout
began. The Advanced Television Technology
Center continues to provide a crucial role in the
development and Implementation of DTV in the
United States.
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THE BROADCASTING-SATELLITE SERVICE (SOUND)
USING 2.6 GHz BAND IN JAPAN

Shuji Hirakawa (Toshiba Corporation)
Chairman of Broadcasting System Working Group for BSS (Sound)
Association of Radio Industries and Businesses, Japan

1 Introduction

This document provides the recent progress
of system development to establish the
Broadcasting-Satellite Service (Sound) us-
ing 2.6 GHz band in Japan. From the last
September, ARIB (Association of Radio
Industries and Businesses) is conducting
indoor and outdoor experiments to corrobo-
rate the feasibility of its system parameters.

This system will be approved as the BSS
(Sound) in Japan in the second quarter of
1999 after the corroborative experiments if
they will be carried out successfully.

2 Summary of the system

Figure 1 is the system diagram of this sys-
tem. This system is consisted of a broad-
casting satellite, an earth station, terrestrial
gap fillers, and receivers.

Broadcasting signal is transmitted from an
earth station to a broadcasting satellite at
first, using 14/11 GHz bands, for example.
Broadcasting signal is converted from
14/11 GHz bands to S band (2.6 GHz) in
the satellite. S-band signal is amplified
using a satellite transponder and/or ampli-
fier up to a desired level and this signal is
broadcasted onto Japanese terrain using
large transmitting antenna of the satellite.
This satellite is supposed to have a geo-
stationary orbit.

Main broadcasting programs of this system
are sound services with CD quality in the
first stage and multimedia services includ-
ing data broadcasting in the next stage.

Listener / Viewer of this service can re-
ceive the broadcasting signal via the satel-
lite using small antenna. To realise enough
EIRP for mobile reception, geo-stationary
satellite will be implemented a large an-
tenna and high power transponders / ampli-
fiers.

Major issues above Giga Hz band radio
transmission are shadowing and blocking
of direct satellite path. This system adopts
two techniques to cope with different types
of shadowing and blocking.

The first one is a bit de-interleaver in the
receiver for shadowing and blocking
caused by small objects. These shadowing
and blocking appear as solid burst noises in
the received signal up to a second, for ex-
ample. A solid burst noise is distributed
over several second time period using this
de-interleaver to fit error-correcting capa-
bilities of this system.

The second one is the gap filler supposed
by the system design, which re-transmits a
satellite signal. These gap fillers will cover
the area blocked by, for example, buildings
and large constructions. The gap filler has
two types in this system, so-called small-
area gap filler and wide-area gap filler to
cover the different types of blocked areas.
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Small-area gap filler only amplifies a 2.6
GHz band broadcasting signal from the
satellite. Small-area gap filler cannot have
a high gain amplifier inherently to avoid
undesired oscillation causes by signal cou-
pling between transmitting and receiving
antennas. This gap filler covers narrow
area of direct path up to 500m from the
equipment.

However, wide-area gap filler covers whole
area within 3km diameter from the equip-
ment and should use high gain amplifiers.
To avoid undesired oscillation, this gap
filler receives a feeder signal using differ-
ent frequency from 2.6 GHz, for example,
14/11 GHz bands via satellite.

In these circumstances, multi-path-fading is
appeared in the area where more than two
broadcasting signals are received. In this
broadcasting system, we adopt CDM (Code
Division Multiplex) to realise a stable re-
ception of multi-path-fading signal. By
using RAKE technique and antenna diver-
sity in receiver, large improvement of re-
ceiver’s performance is expected even in
the multi-path-fading environment.

In CDM system, different broadcaster will
use a different orthogonal code for spread-
ing signal in order to broadcast its own
program independently. Power Flux Den-
sity (PFD) is relatively low because CDM
signal is spreaded over wide frequency
band.

3 Broadcasting System

Figure 2 shows the basic block diagram of
the broadcasting system and Figure 3
shows detailed block diagram of CDM part
of Figure 2. In the followings, we provide
the basic parameters and capabilities of
channel coding and modulation scheme of
this broadcasting system.

31 Frequency

Centre frequency is 2,642.5 MHz.
32 Bandwidth

Bandwidth is 25 MHz.

33 Polarisation

Polarisation is left-hand-circularOpolarisa-
tion.

34 Modulation

CDM scheme is adopted for modulation
both of satellite link and terrestrial gap
filler link. As shown in Figure 3, one data
sequence is converted from serial bit
stream to I and Q data sequences at first.
After that, each I and Q data are spreaded
by the same unique Walsh code (#n) and
pseudo random sequence These spreaded
data are modulated into QPSK signal.
Modulated signals, each signal is identified
by Walsh code, are multiplexed each other
in the same frequency band.

35 Chip Rate

Chip rate is 16.384 MHz and processing
gain is 64.

36 Signature Sequence and
Spreading Sequence

Walsh codes of 64-bit length and pseudo
random sequences of 2048-bit length are
adopted as the signature sequence and the
spreading sequence respectively.  This
spreading sequence is obtained by truncat-
ing Maximum Length Sequence of 4095-
bit length generated using 12-stage feed-
back shift register sequence.

3.7 Data Spreading

Signature sequences and spreading se-
quences are modulo-2 added to the original
I and Q sequence as shown in Figure 3.
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3.8

The transmitted signal is filtered by square-
root raised cosine filter. The roll-off factor is
0.22.

3.9

Concatenated code with convolutional code
for inner code and shortened Reed-Solomon
(204,188) code for outer code is adopted for
error protection scheme.

3.10

Byte-wise convolutional interleaving is used
between outer coding and inner coding.
Furthermore, bit-wise modified convolu-
tional interleaving more than 3 seconds at
most is adopted after inner coding.

3.11 Pilot Channel

Payload data are transmitted through broad-
casting channels, while this system adopts
pilot channel to simplify receiver’s synchro-
nisation and to transmit system control data.

Pilot channel has two functions. The first
one is to transmit the unique code word for
frame synchronisation and another control
data to facilitate the receiver functions. The
second one is shown in the following.

3.12  Pilot Symbol

Special data of this system are pilot symbols
that are composed of 32-bit length continu-
ing run of data ‘1’. Using these pilot sym-
bols, receiver can analyse received signal
profiles and these results assist RAKE re-
ceiver function. Pilot symbols are transmit-
ted every 250 microseconds.

Signal Filtering

Error Correction Coding

Interleaving

4 Satellite

In this system, geo-stationary satellite with
large transmitting antenna will be used. Up-
link signal is fed from an earth station in

14/11 GHz bands while service-link (down-
link) to Japanese terrain in S-band. Major
characteristics of the satellite are shown in
the following.

(1) Up-link signal frequency:

14/11 GHz bands

Service-link frequency:
2,642.5 MHz

Service-link bandwidth:
25 MHz

EIRP:
more than 67 dBW(Within service
area, including antenna-pointing losses)

(2)

3

4

(5) Service area:
See Figure 4.
S. Receiver

Performances of typical mobile receiver of
this system are shown in the following and
Figure S depicts the block diagram of typical
mobile receiver.

(1) Centre Frequency:
2,642.5 MHz

Input signal bandwidth:
25 MHz

G/T:

more than —21.8 dB(K™")
Antenna Gain:

more than 2.5 dB

Noise Figure:

less than 1.5 dB

Demodulation:
Pilot-aided coherent demodulation and
RAKE receiver.

(2)

3)

4)

(5)

Diversity:
Antenna Diversity
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(6) Receiving Filter: (8) Implementation Losses:
Square-root raised cosine filter Less than 2 dB
(Roll-off factor is 22%) (degradation from the theoretical
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6 Earth Station

The following shows the major characteris-
tics of the earth station. Main function of the
earth station is to transmit a broadcasting
signal to the broadcasting satellite in the
geo-stationary orbit.

(1) Up-link frequency band:
14/11 GHz bands

(2) Frequency bandwidth:
25 MHz

(3) EIRP:
More than 75 dBW

7 Small-Area Gap Filler

Main function of small-area gap filler is to
receive the broadcasting signal directly from
broadcasting satellite, to amplify, and to re-
peat it to the blocked area.

(1) Receiving frequency:
2,630 — 2,655 MHz

(2) Transmitting frequency:
2,630 - 2,655 MHz
(3) EIRP:
1.7 dBm
(4) Coverage area:
Direct path up to 500 m from the
equipment
8 Wide-Area Gap Filler

This equipment receives 14/11 GHz bands
feeder signal from the satellite, converts the
signal into S-band, amplifies it up to desired
level, and transmits it to the blocked area.
The following is the major characteristics of
the equipment.

(1) Receiving Frequency:14/11 GHz bands
Transmitting requency:2,630 — 2,655
MHz

(2) EIRP: 60.7 dBm

(3) Coverage:
Within 3-km diameter range

9 Typical Link Budget

Table 1 to 3 shows the examples of link
budgets of a direct satellite link, a small-area
gap filler link and a wide-area gap filler link.
In these link budgets, we suppose that satel-
lite’s transmitting power is 1.2 kW and a re-
ceiver antenna has omni-directional pattern
in the horizontal plane. Using these pa-
rameters, we can transmit up to 40 channels,
where each channel has data rate of 236-
kbit/sec, or about 9.4 Mbit/sec in total, for
the direct satellite path and small-area gap
filler link. Currently we are examining the
total transmitting capabilities for wide-area
gap filler link.

10 Conclusion

From the last September, ARIB is conduct-
ing corroborative testing, that will be fol-
lowed by formal approval of this system as
the BSS (Sound) system in Japan.

2.6 GHz broadcasting satellite services are
expected to be major real-time and non-real-
time digital media to mobile receivers. In
Japan, more than 70 million automobiles are
in use and this system will provide high-
speed data link and downloading channel to
these receivers including co-operative work
with ITS system.
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TABLE 1
Example of Link Budget (Satellite Link)

Centre Frequency MH:z 2642.5
EIRP dB 67.0
The Number of Channel ch 40
EIRP/ch dB 51.0
Latitude of the Earth Station deg 350N
Longitude of the Earth Station deg 140.0E
Longitude of the Satellite deg 154.0E
Distance km 37367.5
Free Space Propagation Losses dB 192.3
Polarisation Losses dB 0.5
Rain Attenuation dB 0.0
Atmospheric Losses dB 0.0
Total Propagation Losses dB 192.8
PFD dB(W/m’ per 4 kHz) -131.6
Antenna Gain dBi 255
Receiver Input Signal Power dBW -139.4
LNA Noise Figure dB 1.5
Antenna Noise Temperature K 150.0
System Noise Temperature K 269.6
System Noise Power Density dB(W/Hz) -204.3
G/T dB(K™) -21.8
Receiver C/No dBHz 64.9
Degradation due to Up-Link dB 0.1
Adjacent Channel System Interference dB 0.2
Allowance

Total C/No dBHz 64.6
Data Rate / Channel kbit/s 2359
Required Eb/No dB 4.0
Implementation Losses dB 20
Required C/No dBHz 59.7
Link Margin dB 4.9




Example of Link Budget (Small-Area Gap Filler Link)

TABLE 2

Centre Frequency MHz 2642.5
EIRP dBW -28.3
The Number of Channel ch 40
EIRP/ch dBW -44.3
Free Space Propagation Losses dB 95.0
Distance m 500.0
Antenna Gain dBi 0.0
Receiver Input Signal Power dBW -139.3
LNA Noise Figure dB 125
Antenna Noise Temperature K 150.0
System Noise Temperature K 269.6
System Noise Power Density dB(W/Hz) -204.3
G/T dB(K™) -24.3
Receiver C/No dBHz 65.0
Degradation due to Up-Link dB 0.1
Adjacent Channel System Interference dB 0.2
Allowance

Total C/No dBHz 64.7
Data Rate/ch kbit/s 2359
Required Eb/No dB 4.0
Implementation Losses dB 2.0
Required C/No dBHz 59.7
Link Margin dB 4.9
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TABLE 3

Example of Link Budget (Wide-Area Gap Filler Link)

Centre Frequency MHz 2642.5
EIRP dBW 30.7
The Number of Channel ch 40.0
EIRP/ch dBW 14.7
Propagation Losses in urban area dB 154.0
Transmission Antenna Height m 30.0
Distance km 30
Antenna Gain dBi 0.0
Receiver Input Signal Power dBw -1393
LNA Noise Figure dB 1.5
Antenna Noise Temperature K 150.0
System Noise Temperature K 269.6
System Noise Power Density dB(W/Hz) -204.3
G/T dB/K -24.3
Receiver C/No dBHz 65.0
Degradation due to Up-Link dB 0.1
Adjacent Channel System Interference dB 0.2
Allowance

Total C/No dBHz 64.7
Data Rate/ch kbit/s 235.9
Required Eb/No dB 3.2
Implementation Losses dB 20
Required C/No dBHz 589
Link Margin dB 5.7
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Abstract

Narrow-band ISDB-T system (NISDB-T) was deter-
mined as the draft standard for terrestrial digital sound
broadcasting in Japan in November 1998. The trans-
mission scheme of NISDB-T is the same as that of
Wide-band ISDB-T for terrestrial digital television.
The system can provide two kinds of bandwidth,
429kHz of one OFDM-segment and 1.3MHz of three
segments. The system specification is presented along
with a prototype receiver used in the preliminary ex-

periment.

1. Introduction

Digital broadcasting is expected to begin in Japan in
2000. The draft standard for digital terrestrial sound
broadcasting was approved by the Japanese Telecom-
munication and Technology Council (TTC) in No-
vember 1998. The system is a family of Terrestrial
Integrated Services Digital Broadcasting (IDSB-T)
and is temporarily called Narrow-band ISDB-T
(NISDB-T). Field trials for system confirmation will
begin in April 1999, and the technical report on the
trial results will be submitted to the TTC this summer.

In Japan, digital terrestrial sound broadcasting will be
introduced, as a new media in contrast to the introduc-

tion of digital terrestrial television broadcasting be-

* NHK (Japan Broadcasting Corporation)
**Sony Corporation

cause it is will be a complete change from the current
analog system. Broadcasts will continue to be made
using analog AM and FM signals. Digital terrestrial
sound broadcasting will use the VHF band currently
used for television broadcasting. Initially, Channel 7
will be assigned for NISDB-T.

The baseline of the NISDB-T transmission scheme is
the BST-OFDM of ISDB-T reported in the ITU-R re-
commendation for digital terrestrial television. The
transmission bandwidth is one segment of 429 kHz or
three segments totaling about 1.3 MHz for the extend-
ed scheme.

Experimental NISDB-T equipment has been tested in
preliminary field trials. Because the transmission
scheme is the same as that of Wide-band ISDB-T,
various advantages should be realized from the view-

points of receiver manufacturing and frequency usage.

2. Outline of DSB system in Japan
2.1 System features

The future broadcasting infrastructure must accom-
modate digital multi-SDTV, HDTV, and digital sound
services, along with multiplexed services via satellite
and terrestrial networks, in addition to traditional AM
and FM broadcasting. Considering these requirements,
the draft standard for NISDB-T should specify a sys-
tem with the following features:
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(a) high-quality sound broadcasting,

(b) multimedia broadcasting,

(c) stable reception during mobile operation,

(d) base-band signal elements in common with digi-
tal BS and WISDB-T,

(¢) an OFDM-segment structure for transmission that
is the same as that of the WISDB-T system so
that the segment-receivers can be used in com-
mon,

(f) the ability to effectively use frequency resources
(single-frequency networks (SFNs), etc.), and

(g) the worldwide standards for the base-band sys-
tem.

Layer A Layer B

—

Channel coding &
Segmented OFDM framing

-;E 2 Spectrum
o

{

\

Data segment

bol duration than that of the digital single-carrier
scheme. Multipath interference is suppressed by in-
serting a guard interval in the time domain, enabling
the system to operate in SFN.

A BST-OFDM channel consists of sets of frequency
blocks called OFDM-segments, which have a common
carrier usage structure. All of the segments have a
bandwidth of 6/14 MHz to facilitate frequency usage
and channel tuning. Each segment can accommodate
independently several combinations of carrier-
modulation schemes (DQPSK, QPSK, 16QAM,
64QAM) and coding rates of the inner code (1/2, 2/3,
3/4, 5/6, 1/8).
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Fig.1 NISDB-T transmission and partial reception

2.2 Transmission scheme

(1) Overview

The NISDB-T transmission scheme is based on the
band segmented transmission-OFDM (BST-OFDM),
which is the same as that of a WISDB-T system

without transmission bandwidth.

The OFDM scheme densely multiplexes many carriers
while keeping them orthogonal to each other in a

given transmission band. It uses a much longer sym-
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The NISDB-T transmission parameters are shown in
Table 1, and the concepts of NISDB-T transmission
and reception are shown in Fig.1, with an example for
Mode 1. As shown in the figure, two transmission
bandwidths are used: 429 kHz for one-segment and

1.3 MHz for three-segment transmission.

In the case of three-segment transmission, two differ-
ent transmission parameters can be set up if needed.



Table 1 Transmission Parameters of ISDB-T

Mode Mode | Mode 2 Mode 3
Number of Seg- Ns = I(One-segment transmission)
JRENES Ns = 3 (Three-segment transmission)
3000/7(kHz)xN,+250/63(kH 3000/T(kHz)xN+125/63(kH7  3000/7(kHz)xN+125/126(k
Bandwidth - ) cl
432.5---kHz (One-seg.) 430.5--kHz (One-seg.) 429.5---kHz (One-seg.)
1.286°--MHz(Three-seg.)

1.289--MHz(Three-seg.)

1.287---MHz(Three-seg.)

DQPSK segments ng=lor3
Coherent modulation n, (n4n=N,)
segments
Carrier Spacing 250/63 = 3.968 --kHz 125/63 = 1.984--kHz 125/126 =0.992---kHz
Total 108xN, + 1 = 1405 216xN, + | = 2809 432xN_+ 1 =5617
Data 96xN, = 1248 192xN, = 2496 384xN, = 4992
Num-
hel:m Sp 9xn, 18xn, 36xn,
of GP ng+1 n,+ 1 ng+1
Carri- ™CC n, + 5xn, 2xn, + 10xn, 4xn,_ + 20xn,
ers ACI N=26 4XN = 52 8xXN = 104
AC2 4xn, 9xn, 19xn,
Carrier Modulation QPSK, 16QAM. 64QAM, DQPSK
Number of Sym- 204
bols per Frame
Effeclivg symbol 252 ps 504 ps 1.008 ms
duration
63 us (1/4) 126 ps (1/4) 252 us (1/4)
Guard Interval 31.5 us(1/8) 63 us (1/8) 126 pus (1/8)
(GI) 15.75 us (1/16) 31.5 ps(1/16) 63 ps (1/16)
7.875 ps (1/32) 15.75 us (1/32) 31.5 us (1/32)
6426 ms (1/4) 128.52 ms (1/4) 257.04 ms (1/4)
Frame Duration 57.834 ms (1/8) 115.668 ms (1/8) 231.336 ms (1/8)
54.621 ms (1/16) 109.242 ms (1/16) 218.464 ms (1/16)
53.0145 ms (1/32) 106.029 ms (1/32) 212.058 ms (1/32)
Inner Code Convolutional code (1/2. 2/3, 3/4, 5/6, 7/8)
Outer Code RS (204.188)
Inter leaving Time and Frequency
One-seg.: 280.85kbps (DQPSK, Inner code = 1/2, Gl = 1/4)

Information Bit
Rates
(TS rates)

1.7873Mbps (64QAM. Inner code = 7/8, Gl = 1/32)

Three-seg.: 0.842Mbps (DQPSK. Inner code = 1/2. Gl = 1/4)

5.361Mbps (64QAM, Inner code = 7/8, Gl = 1/32)
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However, the frequency interleaving of the center
OFDM-segment must remain within itself to maintain
compatibility with one-segment receivers. This con-
straint applies to the center segment of Wide-band
ISDB-T when that segment is dedicated to partial re-
ception.

A functional block diagram of the NISDB-T trans-
mission scheme is shown in Fig. 2

Re-MUX

Outer Code

Single TS

MPEG-2 TS’s

.............. ;__r” Channel Coding

RS(204,188) —>z Splitter |

transmission parameters. Null TSPs are used only for
signal processing on a multiplex frame and are not

transmitted.

The algorithm for re-multiplexing a TS is predeter-
mined in such a way that the receiver can easily re-
generate the same TS.

Layer A

.
Channel Coding “J-’

For 3-segment

(Layer B)
—p| Interleaver o Segment Guard
Time & Freq. Frame —»{ IFFT -» Interval }—p
#{ Adaptation Insertion

Pilots, Control (TMCC), Auxiliary Channel

Fig.2 Functional block diagram of the transmission system

(2) Re-multiplexing

To achieve hierarchical transmission using the BST-
OFDM scheme, the system defines a multiplex frame
for single Transport Stream (TS) transmission within
the scope of MPEG-2. In this multiplex frame, several
input TSs are converted into a single stream of 204-
byte TSP composed of TSP and 16-byte null data.

The duration of the multiplex frame is adjusted to that
of the OFDM frame by measuring a 204-byte Trans-
port Stream Packet (TSP) sequence at a clock rate four
times faster than that of FFT sampling. Inserting null
TSPs compensates for transmission-rate differences

between the layers caused by layer properties, i.e.,
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(3) OFDM frame

For three-segment transmission, each transport stream
is divided into two layers, in which each channel cod-
ing is performed. After interleaving along the time and
frequency axes, the symbol data are formed into an
OFDM frame together with the control signals.

An OFDM frame consists of a sequence of 204 sym-
bols. The number of carriers within an OFDM seg-
ment depends on the transmission mode. There are
two Kkinds of OFDM-segment frames: differential
modulation (DQPSK) and coherent modulation
(QPSK, 16-QAM, 64-QAM). They are shown in Fig.3
for Mode 1. Continual pilot (CP), auxiliary channel |



(AC1), and auxiliary channel 2 (AC2) are mainly used
for frequency synchronization. Scattered pilot (SP) is
only in the coherent-modulation segment and is used

for channel equalization.

-t

Time (symbol)
OFDM frame

audio channels are provided by 16-bit PCM with 32-,
44.1-, and 48-kHz sampling rates. Low-bit-rate serv-
ices, such as for speech-level audio, are now being in-
vestigated. Data-coding schemes are under standardi-
zation process in the ARIB and the TTC.

Frequency (carrier)

— »

- ~ OFDM-Segment —

01234356 106 107
A0 0 O0O@®OO0OB®0 000
1 0000080 00
20000080 060
3 00000860...06©0
10000080 060
12000000@€0 060

Opata ®cp ® TMCC @ AC1 © AC2

OFDM segment for differential modulation

Fig. 3 Example of OFDM segment frame for Mode 1

Frequency (carrier)
»
<« OFDM-Segment
01 23 456 106 107
ngoOQOO@o 000
E/ 10000080 000
ﬂgzOOQOO@o 000
£'S300800080 000
@400000@0 00
1200000080 000
OData @SSP @ TMCC 8 ACI
OFDM segment for coherent modulation
4) TMCC

As shown in Table 1, some carriers are used to control
information. This control is called transmission and
multiplexing configuration control (TMCC). It con-
tains information on the carrier modulation scheme
and the coding rate for each OFDM-segment and seg-
ment configuration. The TMCC symbols are also used

for frame synchronization.

The TMCC information is encoded using shorted dif-
ference set cyclic code (184,273) and transmitted us-
ing DBPSK modulation.

3. Source-coding and mutiplexing

3.1 Source-coding scheme

The draft standard specifies MPEG-2 AAC audio
(ISO/IEC13818-7) as the coding scheme because it
generates high-quality audio signals. In addition to
baseline service providing two audio channels with

144-kbps capability, several grades of service up to 5.1

3.2 Multiplexing scheme
The standard specifies the MPEG-2 system (ISO/IEC
13818-1) as the baseline scheme for multiplexing
digital signals. A re-multiplexing scheme in which
several input transports streams are combined into a
single stream for hierarchical transmission is specified

as part of the transmission scheme.

4. Implementation considerations

Given the very congested frequency spectrum in Japan,
BST-OFDM is a promising scheme for optimizing
spectrum usage as shown in Fig.4.

The NISDB-T channels of independent broadcasters
can be transmitted together from the same transmitter
without guard bands as long as the frequency and bit
synchronization are kept the same between the chan-
nels. Most NISDB-T stations available in early stages

will likely be constructed with a 1-seg. x N configura-
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tion. Because the guard band of WISDB-T corre-
sponds to that of an OFDM segment, it can be also
used for NISDB-T when the above condition is satis-
fied.

3-seg.& 1-seg.

Use of guard band for DTTB

TV Channel TV Channel
N N+1

Fig.4 Transmission without guard band

5. Receiver
Narrow Band ISDB-T (NISDB-T) Basic Receiver

block diagram is shown in Fig.5. Blocks inside.

hatched area are needed only for 3-segment receiver.

Firstly, | segment receiver decoding process is
shown. NISDB-T signal received with Aerial Antenna

After A/D conversion of the IF signal, digital data is
fed into Quadrature Demodulator followed by OFDM
Demodulator using FFT with the Mode dependent
number of sampling data. Referring signal both before
and after FFT, synchronization recovery are executed,
that is, carrier frequency, timing and FFT window re-
covery.

FFT output is fed to Frame Detector followed by
TMCC Decoder, in which Constellation, Coding Rate
and Interleave Pattern is to be extracted, and fed to
Carrier Demodulator, in which coherent demodulation
and equalization for each sub-carrier with scattered

pilot is executed, or differential demodulation is exe-
cuted.

Demodulated data is fed to Frequency De-interleaver
followed by Time De-interleaver. In De-mapper, met-
rics to be used in Viterbi decoder are generated and
fed to Bit De-interleaver followed by De-puncturing
and Viterbi Decoder.

Viterbi decoded bit data sequence is converted to byte
data sequence and fed to Byte De-interleaver followed
by Energy Dispersal. Finally, after RS decoding, TS is

NISDB-T Basic Receiver

Synchronizer

= " - Demapper
De modulator SP Demodulator De-inteskeaver De-imerleaver 16QAM
64QAM
Frame
Detector
iz Z)
Vi B Byte Energy
/ 7 Dc-intcrleaver De-punctunng ‘ De-intericaver Dispersal ﬁ 4 TS
ficrarchy Hicrarchy Viterbt {icrarch: Hierarchy E RS TS
’ D
ﬁ Sphtter ///// / / 7 Multiple xer Decoder ? Splitter Muluiplexer Decodes Decoder l
Bit Eéé ?g Byte Encrgy
2 De-interieaver Dc—punclunng/ ] De-nterlcaver Dispersal [/
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to be fed to the MPEG-2 AAC decoder or to the dedi-
cated data decoder.

Secondly, 3-segment receiver decoding process is
shown. A receiver catches the center segment at first
the same way a l-segment receiver does. After de-
coding TMCC, IF filter of the receiver is changed to
the 3-segment filter by the information for segment
configuration.

In Frequency and Time De-interleavers, and De-
mapper, each process is of segment independent. The
output of De-mapper is fed to Hierarchy Splitter to
split input data into center segment and two sided
segments. For each hierarchy, bit de-interleaving and
de-puncturing are executed, then two hierarchical data
are multiplexed again to be decoded with only one
Viterbi decoder. After Energy Dispersal, two hierar-
chical data are re-multiplexed again to form original

TS. The prototype receiver is shown in Fig.6.

6. Conclusion

From now on, field trials are carried out for the system
confirmation of NISDB-T using a transmitter set up on
Tokyo tower. Accommodating as much common ele-
ment as possible between other media, the system is
very promising to provide multimedia broadcasting for
mobile terminals. Towards the next century, it is im-
portant to construct appropriate digital broadcasting
networks and to develop attractive data services in ad-
dition to hi-quality sound.

Fig.6 Prototype receiver
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AUDIO PROCESSING FOR DAB AND THE INTERNET: HOW AUDIO QUALITY AND
INTELLIGIBILITY CAN BE IMPROVED IN THE DATA REDUCED ENVIRONMENT,
USING DYNAMICS CONTROL

Frank Foti
Cutting Edge
Cleveland, Ohio

ABSTRACT

Digital Audio Broadcasting (DAB) and the Internet are
the latest broadcast media that exist today. Data
bandwidth capacity dictates various degrees of quality
that is possible. DAB has the potential 1o deliver ‘near
CD’ quality, while the Internet provides quality ranging
from ‘good AM’ to ‘near FM like’. In each situation,
some degree of audio data reduction must be applied.
Use of dynamics processing can be employed as a tool to
“predict” when audio conditions occur that can degrade
signal quality. Utilizing a unique analysis algorithm
that is modeled around the masking curve of a coding
application, the processing adjusts the audio signal on a
frequency dependent basis 1o reduce artifacts. This is
especially noticeable whenever very low bitrate coding is
applied.

AUDIO PROCESSING: THE “TOOL”

Is audio processing needed for the new transmission
media like DAB, DTV, and the Internet? Audio purists
will claim, that there is no need to create or clone the
sound of FM on these new mediums. In a literal sense
they are correct! But the reality is that we do, in fact,
need audio processing as a foo/ so that these new
mediums can be utilized with sonic efficiency and
maximum intelligibility. Depending upon the method or
system, onc of the above mentions items will benefit
from a processing tool.

When most people think of broadcast audio processing,
they usually imagine the method used in FM and AM
radio, where it’s employed to create a ‘dial presence.’ In

those instances it's a protection device for bandwidth
control and to guard against overmodulation. In addition,
i’'s a programming ‘statement’ that creates a sonic
signature for the listener. For this presentation however,
we will refer to processing in a different context. Here it
will be discussed as a method that will improve the
opcration of the data compression required in these new
mediums.

CODING IS PROCESSING TOO

When audio coding is discussed, it’s usually thought of
in terms of what is actually transpiring: the reduction of
audio data, using an algorithm that’s designed to operate
within a specified medium or data bandwidth. When
viewed at a bit more closely, it’s also audio processing!
Consider for a moment, in the following nutshell
overview, what is occurring in this process:

» The audio signal is divided up using a filterbank.

¢ Analysis of the audio signal is applied to create a
masking curve.

® The masker signal will be adjusted and moved over
the spread of filterbank outputs to select the most
dominant signal, and remove undesired spectrum.

* The remaining signal is then coded.

Each of thesc functions is an element of signal
processing. In some instances, there are similarities
between what transpires in a dynamics based audio
processor and an audio coder. What this discussion will
reveal is that dynamics based processing can operate in
tandem with data reduction coding and thus creatc a
transmission method that works together as a complete



coupled system. The benefits of this coupling is better
sounding audio through the coded system.

Quick Codec Review

A technique that is very popular is the use of the audio
codec with transmission systems. These devices make
use of “lossy” data reduction algorithms to compress the
bitrate down to a size that will fit within the existing
bandwidth of the system. While there are a number of
specific algorithms to choose from, most have employed
ISO/MPEG Layer-II, ISO/MPEG Layer-III, apt-x, and
Dolby AC-2, and now AAC.

The basic operation of the “lossy” data reduction system
stems from the use of a technique known as perceptual
coding. Simply stated, the basic principle relies on a
masking signal, or masker, that exists around a threshold
curve which happens to follow that of the human
auditory system. Any signal which falls below this
threshold curve is basically discarded. In the digital
domain, any audio data that would fall below the
threshold curve is data that is then discarded by the
algorithm, and thus data reduction is accomplished.

Detailed operation of the above mentioned algorithms is
not needed for this discussion, as the intent will be to
focus upon the effects that dynamics processing has
upon data reduced audio. Suffice it to say that each
system does possess many strengths and possible
weaknesses for their application. It is not the intent of
this discussion to compare audio coding algorithms.

Codec Transmissions, The Caveats

All audio coding methods have strengths and
weaknesses. In almost all cases as bitrate is reduced,
audio quality degrades due to less data bandwidth.
However, it should be pointed out that some of the most
recent demonstrations of AAC at lower bitrates is quite
impressive!

Depending upon the transmission medium DAB, DTV,
or Webcasting the audio quality of the codec will be
determined by two issues: the coding algorithm and

amount of data reduction. For DAB and DTV, the
bitrates generally are at higher levels, usually 192kbps or
greater for stereo. At these rates, the coding process
affords wide audio bandwidth (20kHz) and contains a
small amount of artifacts (near CD quality). But in the
case of webcasting, where bitrates of 28kbps might be
required, the coding artifacts and bandwidth restrictions
are quite severe (AM radio-like). Audio bandwidth is
sometimes reduced to 4kHz. At lower bitrates, coding
artifacts differ considerably with each of the data
reduction algorithms.

Given this wide range of diversity, how does processing
fit in to all of this, especially given the view that
transmission system processing for FM Stereo and codec
STL systems do not mix that well'! This can be
answered with two points:

« FM Stereo transmission processors employ hard
limiters, or clippers, to achieve absolute peak control. It
has been shown through testing and research that codecs
do not perform well when a transmission processor is
operated through the codec. The audio quality suffers
from added distortion generated by the coding method
used in the STL. Precise peak control is lost as
overshoots are generated by the lossy data compression
of the codec. This is the result of the preemphasis and
clipper functions in the processor. Thus, in most
applications of a coded STL and processor, the processor
needs to be installed after the STL system to avoid the
previous stated problems. In essence, the problems stem
from two difficulties that occur as the harmonic content
of the clipper becomes displaced by the coding algorithm
and preemphasis (50ps or 75us) hinders the masking
curve of the codec from operating in an efficient manner.
Coding algorithms were not designed to operate on
emphasized audio, as this increases the audibility of
coding artifacts. This is what contributes to lost peak
control, and adds further Total Harmonic Distortion
(THD) to the sonic quality of the signal.

* While the above comments do not bode well for
processing and coding, it must be pointed out that this is
true when the use of FM transmission processing is
employed with a codec. As with that type of system,
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where processing is designed to fulfill the specific needs
of the technology and augment its performance, the same
thing must be done for coded systems t00. Again, using
the model of traditional broadcasting, we can apply the
same thinking to coded transmission. As FM and AM
require different processing methods, the same holds true
for coded systems. Here the differences in processing
will be determined by audio bandwidth, bitrate, and
coding algorithms. Therefore the use for processing in
this environment is dictated by the support requirements
of the codec system and its attributes, just as it is in
conventional analog broadcasting. What follows are
some of the issues and features that a processor for
coded transmission must recognize.

DIGITAL TRANSMISSION LANDSCAPE

Before specifying the attributes of a processing system
for DAB, Internet, or DTV, the landscape for these
mediums need to be defined and understood, as there are
certain aspects that differ from the conventional analog
methods. These deal with algorithm, bitrate, sampling
rate, audio spectral bandwidth, digital full scale, and
metadata. Processing for the digital mediums is highly
dependent on how each of these issues are dealt with.

Algorithm

Definitely the most debatable item, and quite important,
the choice of coding algorithm will play a significant
role in the overall sonic performance of the transmission
system. In most of the digital mediums, the algorithm of
choice has already becn made. Then the issue is to
understand the usage of the specific algorithm in order to
achieve best sonic performance. For this discussion, it is
not necessary to delve into the aspects of each coding
method. What’s important is to know and understand
those aspects of the algorithm for the medium used.
Bitrate

Almost as important as the choice of algorithm is the
operating bitrate of the system. This will be determined
by the available data bandwidth. This can range from as
low as 24kbps for lower grade narrow range monophonic
audio to greater than 384kbps for full range CD-like

stereo or multichannel sound. As bitrate is reduced, the
coding algorithm must operate more aggressively in
reducing the amount of data pass-through. This will
affect the available audio bandwidth and sonic quality of
the audio. Generally speaking, as bitrate is reduced, both
bandwidth and audio quality degrade. The amount of
degradation will be different based upon the algorithm
employed. '

Spectrum

Each algorithm and bitrate will have a direct effect upon
the available amount of audio bandwidth that the system
can transport. As stated above, when bitrate is reduced,
sampling rate and bandwidth follows suit. Therefor, it is
crucial that any processing system be capable of
managing the audio bandwidth, as this will have a direct
effect on sonic performance at lower bitrates. More on
this topic is covered later in this paper.

While on this topic, an item should be pointed out:
preemphasis is not required in these systems. This alone
will provide a major sonic improvement when compared
1o analog FM systems. The digital mediums all utilize a
flat spectrum, and this negates the need for specialized
high frequency control methods that operate around the
emphasis networks.- Later however, we will see how
spcctrum management through dynamics control will
improve an encoder’s efficiency.

Full Scale

All digital transmission systems have one important
element in common. They have a specified maximum
word size. In other words, they have a peak ceiling level
that can not be exceeded! Overmodulation is not
possible; exceeding full scale (0dBfs) is a nasty sounding
type of distortion. Any signal processor for digital
mediums must perform absolute peak control, yet
eliminate the unwanted coding artifacts that would occur
if a clipper was employed, as described earlier.



Metadata

Digital delivery systems usually provide some means of
carrying ancillary information about the signal content,
or attributes of the content. This is a function that
metadata can provide. Already employed in the DTV
standard, metadata has the capability to carry
information about the dynamic content of the signal at
the transmission point, and then apply that knowledge to
corresponding functions in the receiver. In this manner,
audio processing effects can be implemented in the
system, and then each individual receiver can use this in
whatever manner they choose. By example, the
transmission may contain metadata information about
how much dynamic level compression to employ, and
then the end-user can allow that compression (o be
applied to the signal, or eliminated, and make use of the
wider dynamic range.

The Dolby Digital system for DTV2 provides numerous
functions that take advantage of metadata. These include
a dialog normalization setting for loudness control,
dynamic range compression, and emergency notification
purposes. Some of the proposed DAB systems provide
space for metadata.

From the above definitions, and functions it can be seen
why a conventional FM or AM (ransmission processor is
not applicable for the digital mediums. A simple, off-the-
shelf, compressor/limiter is not the answer either, as
these units only provide a generalized form of dynamics
control, and are usually wideband in nature. Just as these
units will not suffice in the conventional analog
transmission applications, because they lack specified
functions for the medium, the same analogy exists for
the digital systems, too.

PROCESSING FOR DIGITAL DELIVERY

What is required of an audio processor for digital
transmission are three specific items, and a possible
fourth should be considered:

¢ Precise peak control so that 0dBfs is maintained
without system distortion.

e A pcak control method that does not exaggerate
coding artifacts.
e  This also holds true for any dynamics control and

cqualization methods.

e Audio frequency response that is controlled within the
bandwidth limits of the system.

e In low bitrate systems, processing should enhance
intelligibility.

The following sections describe methods and means of
accomplishing the above requirements. These are based
upon a digital processing system that was designed
specifically for digital transmission mediums. What's
presented here is a global view of the implemented
functions, as this provides an casier understanding of the
concepls involved.

Absolute Peak Control

The simplest form of peak control is the hard limiter, or
clipper, as it’s quite often referred to. In the coded digital
environment, the use of a clipper can cause three sonic
hardships: harmonic distortion from the truncation action
of the clipper, exaggerated coding artifacts of the data
reduction algorithm, and clipper induced aliasing
distortion, aka digital grunge, that results from clipper
harmonics that try and exceed the Nyquist frequency of
the system.> Therefore, a better method must be
employed that controls peak levels with precision and
does not generate any of the three aforementioned
problems.

Look-Ahead Limiting

A Look-Ahead, or Delay-Line limiter is perfect for this
operation. Basically, this limiter creates a gain control
signal based upon the absolute peak value of the audio
signal, except that while the peak level is being
calculated, the audio signal is physically delayed by an
amount of time, equal to the time needed to calculate the
peak value. Once the control signal is ready to
implement level adjustment, the audio is then sent ahead
to the control element at the cxact moment that the
control word arrives to make the adjustment’. In this
manner, absolute peaks can be controlled without the
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need to truncate the excursion, as a clipper would do.
Figure-1 1s a block diagram of a look-ahead limiter..
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Figure-1

This results in little or no harmonic distortion generated
by the limiter function. The caveat to this method is that
instead of harmonic distortion, Intermodulation
Distortion (IMD) can result, but that amount is
dependent on the design of the look-ahead algorithm. In
addition, there will be some amount of latency as the
audio is delayed by a specified amount; it can be up to a
few milliseconds. This could make it a bit problematic
when trying to monitor oneself off-the-air, except all of
the digital mediums generate some amount of latency.
So the use of look-ahead limiting is not a problem here.

This 1s not a new concept, as this method has been
utilized before in other applications. Generally, it has
been employed in a wideband mode which can
exaggerate IMD products. That’s one of the main
reasons why it was never popular in conventional
broadcasting, along with the latency issue.

New research has revealed some fresh methods to
implement look-ahead limiting so that IMD can be
minimized, or suppressed completely. The sonic result is
absolute peak control that yields a very high degrec of
fidelity when peak control is performed.

Prediction Analysis

In addition to look-ahcad limiting, another new
processing function that will aid the operation of the
ensuing data encoder is a method known as Prediction
Analysis. Its operation, much like the aforementioned
limiter, will analyze signal information based upon peak
level and frequency content as it relates to the coding
process. The resulting analyzed information is either

added or subtracted from the control signal of the final
limiter based upon the prediction model that is designed
around coding algorithms. The prediction model takes
into consideration certain frequency and dynamics
conditions that can agitate the encoder and generate
codec artifacts. With Prediction Analysis, the limiter is
able to allow the following cncoder to operate more
etficiently as it reduces coding artifacts.

Multiband Dynamics Control

When lower bitrates are used, intelligibility and overall
quality is a problem. Some coding algorithms provide
audio quality that has been described as sounding like a
‘bad cassette’ recording. Voice is muffled, music sounds
thin and lifeless. Inserting a graphic equalizer is not the
answer, as it will provide inconsistent adjustment on a
source-to-source basis.

A multitband dynamics control section is the answer for
these situations. It provides three key functions:

e It can be setup and adjusted for consistent source-to-
source consistency in sound.

® The action of the frequency bands can be optimized to
enhance voice intelligibility.

e The upper bands can assist the final limiter, and
further improve coding efficiency.

The following block diagram, Figure-2, provides an
overview of a processing system for digital
transmissions.



X-OVER

As with the case of conventional multiband processing,
effects EQ can be inserted before the cross-over section.
Here is where a gentle boost in the midrange or presence
frequencies will assist in enhancing intelligibility in low
bitrate systems. In addition, an adjustable cut-off low
pass filter can be employed after the final limiter so that
audio bandwidth control is provided. Due to the low
harmonic content of the look-ahead limiter, the low pass
filter will not generate any system overshoots. Using a
low pass filter to remove any audio spectrum that will
not be encoded further reduces the shrillness associated
with low bitrate transmissions whenever too much high
frequency content is presented to the encoder. It is
desirable to know what the audio bandwidth limits of the
coded system are, and then set the processor low pass
filter accordingly.

It should be easily seen that each of the aforementioned
items operates in a much different manner than the
conventional FM/AM audio processor. Here is where the
system is employed as a ‘tool’ instead of an effects box
that’s trying to create the threshold of pain on the dial!
Audio processing for digital delivery will improve the
overall performance of any system. Each coding
algorithm has its own set of artifacts. Processing can be
used to minimize, or eliminate those attributes.
Additionally, in the new DTV system, it can also be used
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to write and implement metadata. Should that method
cross over into DAB, it can be done there, as well.
Here’s a case where the usc of signal processing is
expanded from the conventional model that’s employed
today in analog transmission services.

LOUDNESS WARS, AND A FINAL THOUGHT...

Speaking of loudness, will DAB and Netcasters have
loudness wars? Chances arc somc scrvices will be
concerned with competitive quality and density when
compared to another. The issue will probably never end,
as it just migrates onto other services. (Light humor
intended!) At least loudness through overmodulation is
not possible in the digital mediums! Although audio
purists may scoff at the thought of a “Hot-Rockin’
Flame-Throwin” digital signal, it should ease the mind
that processing for DAB does not involve the extreme
amounts of hard processing that’s available in FM/AM
broadcasting. The end result, even processed, will be
superior sound, as the use of preemphasis and clipping
will be eliminated.

The new digital transmission mediums create a plethora
of opportunity for content providers. Therefore, the
demands that these audio signals will put on the chosen
coding methods will put them to the test. Hence, the
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employment of audio processing that suits the medium
can only improve the overall end result. In this case, the
analogy to the conventional processing system for
FM/AM broadcasting holds true.

As DAB, DTV, and Netcasting continue growth in their
respective paths, processing will find the need to
reinvent itself as these new technologies break ground
and flourish. The model of ‘yesterday’s ideals’ in
processing must be put to rest, as these new mediums
offer a larger volume of opportunity, in both the content
and technical domains. This demands that innovative
research and design be performed today, as we finally
bring to life these mediums for the new millennium.
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GENERAL PERFORMANCE of AMPLITUDE MODULATED PDM TRANSMITTERS

for

DIGITAL BROADCASTING
using the
IBOC SYSTEM

Wendell Lonergan

Nautel Maine Inc.
Bangor, Maine

ABSTRACT

This paper describes and discusses the
results of tests carried out on two families of
PDM (Pulse Duration Modulation) AM
transmitters. A variety of tests have been
done using two tone techniques to evaluate
the transmitters for linearity. Testing was
carried out both into a 50 ohm resistive load
and into a bandpass load to simulate the
effects of a limited bandwidth antenna as
proposed by USA Digital Radio.

The paper discusses the various aspects of
PDM transmitter design and how they
contribute to its performance as a linear
amplifier. The results are compared against
current specification requirements for the
IBOC DAB (In-Band-On-Channel Digital
Audio Broadcast) system as proposed by
USA Digital Radio.

1.0 INTRODUCTION

Digital radio for the US AM radio station is
likely to become reality. All of the system
proponents for the medium wave band in the
US are proposing the addition of a digital

program signal using In-Band-On-Channel
(IBOC) for digital audio broadcasting.
Systems provide promise of higher audio
quality, more reliable reception, and
additional information channels than are
currently available from the existing analog
AM broadcasting process. At least one of
the proposed digital systems is based on
Orthogonal Frequency Division
Multiplexing (OFDM) technology and all
will use various audio compression
algorithms to encode and then deliver the
digital audio to the receiver.

All of these digital broadcasting systems are
likely to require similar transmitter
performance. The equipment used to deliver
IBOC DAB will have to meet the needs of
both Consumers and Broadcasters in the
terms -~ of cost and performance and
Government Regulatory Agencies to ensure
a useful spectrum with minimum
interference.

This paper describes the theory behind
operating a PDM transmitter to generate
high power signals efficiently. Just over a
decade ago, such signals would have been
generated using linear amplifiers. However,
today’s PDM  transmitter  provides
performance which is capable of combining
amplitude and phase information to meet the
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requirements of these digital systems while
retaining high efficiency switching modes of
operation for the RF amplitude stages.

Nautel first built transmitters using these
actual techniques, a PDM transmitter with a
Class D amplifier, eighteen years ago in
1981. This paper presents test results on
Nautel’s two types of PDM transmitter, the
ND Series and the more recent XL Series.
Test results are compared with the
requirements for an AM band IBOC DAB
system, as described by one of the IBOC
proponents in recent technical publications
(see Reference 2-3). Tests are also done to
evaluate the impact of the restricted antenna
bandwidth frequently encountered in AM
installations.

Transmitter system considerations include
those applicable during an initial hybrid
phase when IBOC and a conventional AM
transmitter signal are transmitted
simultaneously and those for the final advent
of an all digital world where the
conventional AM signal would be phased
out.

2.0 THEORETICAL BACKGROUND

A basic theoretical hypothesis is postulated
as a foundation of the technique to be
descnibed in this report. This is:

A periodic waveform conveying information
by means of a carrier and sideband (or
sidebands)  within an  encompassing
bandwidth of less than an octave, may be
fully described as the product of an envelope
(amplitude) term and a constant-amplitude,
phase-modulated carrier term. Such a
waveform requires only a definition of its
peak envelope and voltage cross-over, as

functions of time, in order to facilitate its
synthesis.

The following actual waveform examples
illustrate this:

2.1 Double Sideband AM with Carrier
E (t) = (1 + m cos at) sin bt

Where a and b are the modulation and
carrier angular frequencies respectively
(radians per second) and m is the
modulation fraction.

This describes modulation with a single tone
and the expression may be easily
manipulated, if desired, to show the carrier
and pair of sideband terms.

The envelope term in this case is just the

(1 + m cos at) term which is always real and
positive for values of m between 0 and 1.0.
There is no phase modulation of the carrier
term (sin bt) in this double sideband AM
case.

2.2 Double Sideband without Carrier
(i.e. suppressed carrier)

E (t) = (m cos at) sin bt

The envelope term in this case is
m cos at

which is conveniently expressed as
(m2 cos’ at)”

which can be reduced to

% (1 + cos 2 at)”*

This is the familiar expression for the output
of a full-wave rectifier circuit and, as with
the full wave rectifier, the envelope
frequency has doubled.



At first glance there seems to be no phase
modulation of the carrier term but the
envelope term has ignored the sign (plus or
minus) of the original cosine modulation and
this information must be transferred as
phase-reversal modulation of the carrier
term to preserve identity with the original
expression. Hence:

E(t) = 'l';‘ (1 + cos 2 at)”* x F (t) sin bt

Where F (t) 1 for cos at >0
And = -1 for cos at <0

2.3 Single Sideband with Carrier
E(t) = sinbt+msin (a+b)t.

This is a simple spectral equation showing
the addition of the carrier and sideband
terms on two RF tones. It could be
expanded for additional tones but two are
analyzed for simplicity. This may be
manipulated to a more suitable expression
for the purpose of analysis as follows:

Let
¢ = b+ a/2 radians/sec
(i.e. ¢ = centre frequency)

Then
. a ) a
E(t) = sin (c—i )t + msin (c+§)t

= sin ct (1+m) cos % t + cosct (m—1)sin % t

=r sin (ct - O)
Where
r =envelope = (1+m’+2m cos at)”

And

1-m - at
(1+m n2)

@ =phase = tan-l

4. 1-m at
O (degrees) @-=tan"! (m a tan?)
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Figure 1

Plot of Phase versus (at) for Various
Values of m

Figure 1 show plots of @ versus (at) for
various values of m. Note that whenm =1,
simple phase reversal modulation occurs
corresponding to the double-sideband, zero-
carrier case.

3. AN IDEAL PDM TRANSMITTER

The basics of a Pulse Duration Modulation
(PDM) transmitter are shown in Figure 2

The incoming audio signal is converted to a
PDM signal which is used to drive a high
power switching modulator.  This high
power switching modulator output is then
filtered to remove the unwanted PDM
frequencies and suppress them sufficiently
to meet FCC requirement -80 dB at £75
kHz. The output of this low pass filter is a

/ m=1
154 ’,/// /
/ =
// /:{/ =9t 221 (degrees)
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Pulse Duration Modulation (PDM) Transmitter

combination of DC and AC which is used to
modulate power amplifier stages, consisting
of some form of switching amplifier, which
is in turn driven with an RF drive signal at
the carmer frequency. The output of the
power amplifier consists of amplitude
modulated and any phase modulated RF at
the carner frequency of the RF drive.

Some form of harmonic filter must be used
to remove the RF harmonics, and comply
with FCC requirements, prior to applying
the signal, usually at a 50 ohm impedance
level, into the antenna system.

It has been shown in the theoretical
discussion that a signal consisting of tones
could be generated as a product function of
an appropriate envelope signal, rt and a
phase-modulated carrier signal, (@). In
practice, the envelope function would be
applied as DC plus audio modulation in a
PDM system and the phase function, (@), as
the RF switching drive to the power
amplifier.

The envelope function is subjected to a time
delay when passing through the low pass
modulator filter. Therefore, it is necessary

Basic Layout

to provide an equalizing delay in the phase
channel. In a perfect system, no amplitude
distortions occur and, therefore, time delays
in both amplitude (r) and phase (@) channel
match  exactly and there is no
intermodulation or noise.

4.0 PDM TRANSMITTER PERFORMANCE

Guidelines to the typical transmitter
performance required by a digital system are
given in Reference 3.

4.1 Transmitter Power

The amount of additional power required to
provide the IBOC digital signal is
approximately 13 dB below the carrier
power in the hybrid system. Theoretically,
the peak power requirement of the
transmitter increases significantly with
several RF tones present compared to that
required in the single-tone case. It is
suggested (see Reference 3) that in practice
the peak power requirement is not much
different than that required for the AM
signal alone and that IBOC proponent



testing has indicated that if a capability of
125% positive peak modulation index was
used, then peak power corresponding to
140% modulation index is sufficient to
accommodate the effect of the IBOC RF
tones without introducing any significant
digital error rates.

Obviously if the transmitter has insufficient
peak power rating and the desire is to
transmit the hybrid IBOC signal, then the
alternatives are to either reduce the amount
of analog amplitude modulation or reduce
the carrier power or reduce both. The
limiting factor in the transmitter will be its
peak envelope power capability. This is
particularly important in the case of solid
state transmitters since the limitation on the
peak envelope power capability will have
been defined in the initial design of the
transmitter by the number of devices and/or
amplifier modules used in the transmitter.

Tests have been done on an AMPFET NDI
transmitter and an XL12. The AMPFET
NDI1 is an older PDM design and it is
capable of 1.1 kW of carrier power with up
to 125% positive peak modulation. This
translates into a peak power capability of 5.5
kW. If the AMPFET NDl1 was to be
capable of transmitting 140% positive mod
at 1.1 kW then it would need a peak power
capability of 6.3 kW. Alternatively, it could
be used at a carrier power of 950 W and
140% mod to give a peak power of about
5.5 kW.

The XL series of transmitter was
deliberately designed with more headroom
to allow for possible future needs of the
customer if these new digital modulation
techniques were introduced. Because of this
the XLI12 has a peak envelope power
capability of 69 kW, 140% modulation at 11
kW would correspond to a peak power
rating of 63 kW.

The all-digital IBOC system will not require
transmission of a carrer. Therefore,
although the peak to average power ratio of
the digital waveform may be 2 or 3 dB
higher than a hybrid IBOC waveform, it is
starting from a lower average power point.
This could result in less expensive products
if transmitters are developed purely for a
digital IBOC signal. Currently the research
has not been done to define the necessary
peak power versus digital system error.
Transmitters will not need to accommodate
the theoretical maximum peak that would
occur corresponding to the addition of all
the RF tones.

4.2 Transmitter Linearity

A very important factor in digital
transmission is the transmitter noise floor
level. For the purpose of this paper, the noise
floor refers to noise from all sources including
intermodulation distortion (IMD), thermal
noise, incidental phase modulation (IPM)
distortion, and electromagnetic interference
(EMI). Two dominant factors affecting the
transmitter noise floor in a digital broadcast
transmitter system are incidental phase
modulation and intermodulation distortion
which are both functions of transmitter
linearity.

Transmitter linearity can be measured using a
two tone, single sideband, suppressed carrier
signal. If the two tones are spaced 1 kHz
apart, there will be spectral components
above and below the frequency of the tones
spaced 1 kHz apart. The spectral components
that are 1 kHz from the two tones are called
third order products because they are caused
by the third order curvature of the amplitude
transfer function.

In an ideal amplifier, the amplitude (r) and
phase () signals will perfectly combine in
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the power output stage of an AM transmitter
with the result being a perfect spectrum with
only the desired signal. In practical terms,
this combination has to be good enough to
allow receivers to distinguish between the
OFDM carriers and intermodulation products
as well as meet the spectral mask defining the
allowed out of band radiation of the
transmitter. The ideal spectrum of this signal
is shown in Figure 3 using an arbitrary
waveform generator in a closed loop using

equal tones at 4 kHz and 5 kHz.
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If the amplifier has a non-linear transfer
function or amplitude to phase rotation caused
by IPM, intermodulation products will be
produced. The generation of intermodulation
products due to phase errors can be better
understood by simple vector analysis. At the
point where the amplitude and phase signals
are equal and 180° out of phase, the signals
will cancel perfectly as shown in Figure 4.
Any error caused by phase rotation will create
error signals by imperfect cancellation of the
signals. Cntical alignment of the advance of
the amplitude (r) signal and low transmitter

incidental phase modulation are necessary to
optimise cancellation.
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Figure 4
Vector Analysis

4.3 Transmitter Tests

To assess compatibility of PDM broadcast
transmitters for use with digital transmission
systems, several tests were completed both
into a 50 ohm load and a band pass load to
simulate the effects of a limited bandwidth
antenna.

Tests were completed on AMPFET ND series
transmitter and XL series transmitters. In
both instances all the exciter stage audio
filtering was bypassed and the audio input
path was DC coupled. An arbitrary waveform
generator was used to generate amplitude (r)
and phase (@) signals to produce single
sideband, suppressed carrier two tone test
signals. The phase () signal was applied
directly to the transmitters at the external RF
input (stereo) BNC connector. The amplitude
(r) signal was applied to the audio input
terminals.



Adjustments were made to add the correct
time advance of the amplitude (r) signal.
Tests on the XL series transmitter were
performed at various power levels including a
carrier power of 10 kW per tone.
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Test Set-up
Preliminary  testing  highlighted  the
importance of low incidental phase
modulation.

Figure 6 shows the spectrum of a two tone test
on an AMPFET NDI1 transmitter. Equal
amplitude tones at 4 kHz and 5 kHz were
used. The IPM correction circuits were
initially disconnected. The figure shows a
high intermodulation product at -35 dB
relative to the tones due to undesired phase
rotation.
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IQM Disconnected

The IPM correction circuitry was then
adjusted to properly cancel incidental phase
modulation caused by the two tones. The
result was an improvement of 15 dB in the
level of intermodulation product as shown in
Figure 7. Due to the significance of low
incidental phase modulation, new circuitry
has been developed to maintain incidental
phase modulation at about -40 dBr across a 30
kHz RF bandwidth.
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IQOM Set-up

4.3.1 Test Results

The following test results were obtained at
1000 watts per primary tone for the AMPFET
NDI1 and 10,000 watts per primary tone for
the XL12 transmitter.  Tests were also
completed at various lower power levels
which yielded similar results.
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TEST AMPFET XL12
ND1
4 kHz and 5 kHz B
Equal tones -50.1 dB -59 dB
4 kHz and 5 kHz
5S5kHz-1dB -50.3dB -57.4dB
5 kHz and 8 kHz
8 kHz-30dB <-75dB <-75dB
6 kHz and 10 kHz
10 kHz - 30 dB N/A -73 dB
Table 1

Level of Largest Intermodulation Product

The tests utilize 4 kHz and 5 kHz tones to
assess transmitter linearity. A 5 kHz tone is
used which, as noted, requires a bandwidth of
15 kHz to 20 kHz. In order to obtain
acceptable system performance using a 32
QAM scheme, an average symbol energy to
noise energy ratio in excess of 23 dB plus 5
dB margin should be achieved (Reference 3).
The two tone single sideband suppressed
carrier tests indicate the transmitter linearity,
not the actual symbol noise floor level,
although directly related. A reasonable goal
for intermodulation products would be —45
dB relative to the modulating tones for an all
digital system based on limits of typical
transmitter harmonic distortion performance.
Table 1 shows the highest intermodulation
product relative to the highest modulating
tone.

A more realistic test relating to hybrid IBOC
systems 1s to apply two tones with the
second tone -30 dB relative to the first tone.
In a hybrid system where analogue
programme is used in conjunction with digital
carriers, we expect a limit of about —-60 dB for
the level of highest intermodulation product
should be met to ensure full performance in
fringe areas.

With tests completed into an ideal 50 ohm
resistive load, a simple bandpass network was
assembled to simulate a narrow bandwidth
antenna.

Figure 8 shows the bandpass characteristics of
the circuit used. The bandpass network which
comprised series L and C components had a 3
dB bandwidth of + 45 kHz. The 10 kHz
sideband VSWR was just over 1.3:1. The
tests were repeated using this band limited
load to analyze its effects on transmitter
linearity.
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Figure 8
Bandpass Load Characteristics

Initially tests were completed with the same
test settings used with a 50 ohm resistive load.
Close inspection showed that the time
advance for the amplitude (r) had to be
adjusted to compensate for the changes
caused by the bandpass load. A correction of
2 uS improved the level of unwanted signal
by 10 dB. In practice this may be a routine
adjustment in an IBOC exciter.



TEST XL12
4 kHz and 5 kHz
Equal Tones -57.4dB
4 kHz and 5 kHz
5kHz-1dB -53dB
5 kHz and 8 kHz
8 kHz - 30dB -71dB
6 kHz and 10 kHz
10 kHz -30 dB -73dB

Table 2

XL12 - Bandpass Load
Level of Largest Intermodulation Product

Table 2 shows

level of

the

largest

intermodulation product relative to the larger
modulating tone when using a bandpass load
with the XL12 transmitter operating at 10

kW.

> —
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Figure 9 is the spectrum display for the two
tone test using 6 kHz and 10 kHz tones with
10 kHz tone -30 dB relative to the 6 kHz
tone.

Other transmitter parameters relating to ease
of facilitating IBOC transmission are the
transmitters phase linearity or group delay
variation, amplitude response of r channel
and modulation bandwidth.

The transmitter phase linearity or group delay
curves relate to the complexity required by
the digital exciter to compensate for delay
variation. It is implied that group delay
variations less than 5uS are acceptable
without correction. Both the AMPFET ND
and the XL series transmitters meet this
requirement. However, test results have
shown a 10 dB change in intermodulation
products with a 2uS change in amplitude
channel advance.
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XL12 Transmitter
6 kHz / 10 kHz - 30 dB



70

This suggests IBOC exciters will require
delay compensation for optimum
performance especially in bandwidth limited
antenna systems.

Transmitters must have sufficient modulation
bandwidth to pass the IBOC signal of 15 kHz.
Although achieved by both series of
transmitters tested, the XL series PDM
frequency is nominally twice that used in the
AMPFET ND series. With a higher PDM
switching frequency, the XL series transmitter
is able to maintain a more linear response
through the passband. The XL series
transmitter requires a negligible amount of
delay correction.

5.0 CONCLUSIONS

The test results provided a summary of
transmitter performance specifications critical
to facilitate digital broadcasting. We believe
the XL series transmitter will be capable of
passing the digital IBOC transmission as
proposed by USA Digital Radio.

The XL series transmitter with 20%
headroom above rated power of 10,000 watts
plus 10% will not have amplitude restrictions
due to high crest factors.

IBOC exciter manufacturers must consider
delay equalization to compensate for band
limited antenna installations.
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Frequency Domain Reciprocal Modulation (FDRM) for Bandwidth-
Efficient Data Transmission Over Channels with Dynamic Multipath

Thomas H. Williams
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Longmont, CO 80503

Abstract
This paper discusses a new modulation
technique that is designed to provide
robust and bandwidth-efficient digital
communications over a signal path that
contains dynamic multipath distortion.
The modulation technique uses two blocks
of data that are sent adjacent to each other
in time so the signal path applies the same
echoes to each block. The two blocks
contain the same information, but the
second block is the reciprocal in the
frequency domain of the first block. At the
receiver, the two blocks are processed
together to find the transmitted symbols
without the linear distortion and optionally
the frequency response of the channel.
Receiver implementation issues and
system design challenges are also
discussed.

1.0 Introduction

Echoes, which are delayed versions of the
original signal, are also known as
multipath distortion or ghosts. Echoes,
like channel tilt and group delay, are linear
distortions. The transmission of digital
signals through an environment that is
contaminated by multipath is difficult
because reflections cause inter-symbol
interference (ISI). If there is a small level
of ISI, the bit error rate will increase in the
presence of random noise. If the level of

ISI is high, error-free reception will not be
possible. One solution to the echo
problem is the adaptive equalizer, which
was invented in the 1960’s. The adaptive
equalizer, which is well known by
transmission engineers, uses a structure
with delay elements, multipliers, and a
summer. If the adaptive equalizer is
programmed with the inverse of the
channel’s impulse response, the echoes
contaminating the channel can be
eliminated. In theory, the reciprocal of a
single echo’s impulse response i1s an
infinitely recursive series, requiring an
infinite number of stages or taps in the
adaptive equalizer. However, a limited
number of taps typically can provide
adequate echo cancellation.

A problem arises when the echo’s
characteristics change, rendering the
adaptive equalizer’s programming wrong.
Considerable attention has been devoted to
the problem of rapidly reprogramming the
adaptive equalizer to track a dynamic or
moving echo. Solutions include training
or reference signals, as well as blind
equalization techniques. The presence of
noise typically increases the programming
time.

Echoes may change for a variety of
reasons, such as swaying of a transmit



tower, movement of the receiver in a
multipath environment, and movement of
the echo-producing objects. In some
transmission environments, the received
signal might be comprised of only echoes,
while in other environments, the main
signal might be changing characteristics
(e.g. rapid fading).

In the 1960’s another modulation
technique was being developed that used
multiple orthogonal carriers as an alternate
digital signal transmission method. This
technique is called orthogonal frequency
division multiplexing (OFDM). The
technique was not widely used until low-
cost digital signal processing (DSP)
integrated circuits were developed that
could rapidly perform the inverse fast
Fourier transform (IFFT) and fast Fourier
transform (FFT) algorithms used by this
transmission method. Assuming

1. the received signal is noise free,

2. a guard interval (GI) is employed,

3. the longest echo is shorter than the
guard interval,

4. and the echo does not cancel the main
signal at any frequency,

the echo’s distortion can be eliminated
from the main signal. (A guard interval is
nothing more than a series of time samples
cut from the end of a data block and
appended to the front.) Echoes may still
contaminate the received OFDM burst, but
a single complex multiplication on each of
the harmonically related carriers can
cancel the effect of the echo. To assist in
the determination of the necessary
complex multiplication coefficient, some
of the harmonic carriers are given a pilot
tone
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status. A pilot signal may be viewed as a
signal of known amplitude and phase. The
sum of the pilot tones together may be
viewed as a type of a reference signal.
Another method used to counteract the
effect of echoes in OFDM is the use of
differential encoding.

2.0 Background on OFDM

OFDM may be viewed as a high-data rate
transmission system composed of many
low-data rate carriers. For example, an
OFDM burst might consist of just a single
sinewave oscillating for a number of
complete cycles. Figure 1 is a diagram
showing an OFDM burst constructed of a
linear sum of eight discrete harmonically
related carriers (or HCs), each with a
different frequency. Each of the HCs
completes an integer number of cycles
between time t; and time t;. By changing
the magnitude and phase of each individual
HC, it is possible for each HC to
independently transport data. The bottom
baseband waveform is the sum of the 8 HC
waveforms above it. This baseband
waveform may be transmitted over a
baseband channel such as a telephone line,
or linearly modulated onto a radio
frequency (RF) carrier and broadcast into
space. Reference [1] discusses modulation
of OFDM.

Only eight HCs were chosen for the sake
of illustration. In the European digital
television terrestrial transmission system,
an OFDM burst is comprised of thousands
of HC:s.

In Figure 1 the magnitude of each of the
eight HCs is allowed to be at one of two
levels and the HC’s phase is allowed to be
at one of 8 allowed angles. The magnitude
and phase state of a single HC is
frequently called a “symbol”. The number

of bits of information conveyed by each
symbol i1s 2N where N is the total number
of allowed symbol states. Figure 1 has
another feature: a guard interval has been
made by cutting a sample from the end of
each of the waveforms and pasting it on to
the beginning.

The symbols may be placed into a
constellation diagram, as shown in Figure
2, by plotting the magnitude and phase
data for each harmonic carrier as a single
point. Thus, by modifying the phase and
magnitude of each harmonic carrier, any
one of 8 possible symbol states are
reached, and 3 bits of information are
conveyed by each symbol.

8th

2nd 3-d

[7th

Figure 2 An Eight Point Normal
Constellation Diagram for an OFDM
Burst Transmission

The magnitudes and phases of the 8
harmonic carriers are pre-assigned so that
each of the possible 8 symbol states in
Figure 2 are hit. The harmonic number of
the HC that resides in each symbol state is
identified on Figure 2.
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If the burst OFDM transmission is
contaminated by random noise, the noise
energy will cause the constellation points
to be moved from their ideal positions.
When many noise-contaminated points are
superimposed on a constellation diagram,
the composite constellation points appear
to “spread out” or become larger and take
on a rough outline.

To avoid having HCs interfere with each
other they have to be created orthogonal to
each other. A measure of orthogonality is:

12
E = [ e (1) e (t)dr (1)

where E=0 if signals e;(t) and e,(t) are
orthogonal to each other over the time
interval between t, and t;. Sine and cosine
waves are functions that are orthogonal to
each other provided two conditions are
met. First, the frequencies must be integer
multiples of some fundamental frequency,
and the time for integration must be over
the period of the fundamental frequency.
For example:

E = ['A; cos(ar +,)- A cos(Sax + ¢,)dr =0
(2)

where the fourth and fifth harmonic
carriers are orthogonal, not just to each
other, but all other harmonic carriers as
well. A, and As are the respective
magnitudes of the carriers and xX*; and X,
are the respective phase angles of the
carriers. These magnitudes and phases
may take on arbitrary values and the HC’s
will still be orthogonal.

The guard interval allows the OFDM
composite burst to still maintain the
orthogonal relationship between the
individual carriers when there is a long
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echo contaminating the channel, provided
that the long echo is shorter than the
duration of the guard interval.
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Figure 3 An Eight Point Normal
Constellation Diagram for an OFDM
Burst Transmission with an Echo

Figure 3 is a constellation diagram of the
OFDM burst shown in Figure 2, but a
single echo has been added with a
magnitude of 40% of the main signal. The
echo is shorter than the guard interval.
Note that the constellation points are all
moved by error vectors created by the echo
from their nominal points to other points
located on circles. The radius of each
circle is 40% of the magnitude of its
unimpaired vector. The third harmonic is
illustrated in greater detail as an example.
To cancel the echo vector, a single
complex multiplication needs to be made
to each of the 8 harmonic carriers in the
burst transmission. If the echo is changing
rapidly, the challenge for the transmission
engineer is to find the correct complex
coefficients needed to perform the
complex multiplication.



As mentioned earlier, there are solutions
available, such as pilot HCs that can be
used to assist with finding the solution.
However pilot carriers consume bandwidth
and only reveal the exact channel
characteristics at the pilot frequency.

3.0 Using Two Blocks of Data to Cancel
Echoes

The problem with received data distorted
by unknown echoes may be viewed as a
problem with two unknowns in only one
equation. The unknowns are the symbols
and the characteristics of the echoes (delay
and attenuation). The conventional
solution is to eliminate one of the
unknowns, with a training signal or with
redundancy in the signal. Another new
direct method, called “Frequency Domain
Reciprocal Modulation” (FDRM), is
discussed below.

An assumption is being made is that
discrete time and frequency arithmetic is
being performed on blocks of sampled
data. Thus a FFT and IFFT can be used to
jump between the time and frequency
domains.

If a normal (N) transmitted signal Sn(t) 1s
sent through a channel with an impulse
response that is H(t), the received signal
Xn(1) is the convolution of the transmitted
signal with the impulse response:

Xy(t)y=H(@)*S§,(t) 3)

If these normal (N) transmitted and
received signals are viewed in the
frequency domain by performing the FFT,
the equation for the received signal
becomes:

Xy (fY=H(f) Sy (f) (4)

where H(f) is the frequency response of the
channel. Each different discrete value of
(f) is the frequency of a different HC.

If one knew H(f), the undistorted signal
could be found from:

Sy(f)=Xy(N)-H()' (5)

Now assume a second transmitted signal
Sr(f) is made with the reciprocal (R) of the
information in Sx(f)

1
Sy (f)

Sg(f)= (6)

Creating a reciprocal of a harmonic carrier
with a magnitude and an angle is an easy
calculation. The reciprocal magnitude 1s
the inverse of the original magnitude, and
the reciprocal angle is the negative of the
original angle.

If the same echo also distorts the received
second reciprocal signal, the result is:

H(f)
s =H S, =\ 7
f) (f)-S:(f) 5.(f) @)

If the received second reciprocal signal is
inverted and multiplied by the received
first normal signal the result is:

1 Sy(f)
X, (f)———=H(f) S, (f)- ===
f) X.() (f)-Sy(f) H(F)

(8)

Sy(fY

and if the square root is taken on the result,
the undistorted normal signal can be found
from:

Sy(f) =S, (f) (9)
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Likewise, if the received normal signal is
multiplied by the received reciprocal signal
at the receiver location:

H(f) _
Sv(f)
(10)

Xy () Xe(f)=H(f)-Sy(f)

so the frequency response of the echo
contaminated channel is:

H(f)=yH(f)

From an implementation point of view,
equation (6) represents a problem for a
signal block that has zero energy at some
frequency: a division by zero problem
occurs. For example, a burst of an 8-VSB
(8 level vestigial sideband) modulated
signal will likely have frequencies at
which there is very low energy. Therefore,
the reciprocal will have very large
frequency components at those frequencies
and thus be impractical for transmission
through a power amplifier with limited
dynamic range. The solution is to use a
signal that has non-zero energy at all
frequencies where the reciprocal will be
calculated. OFDM is one signal type that
meets this requirement. The energy at
each frequency for an OFDM burst signal
may be set in the transmitter to be a non-
zero value.

(11)

4.0 Square Root Transmission

Another way to implement the frequency
domain reciprocal modulation (FDRM)
system is to perform a square root function
at the transmitter and not perform it at the
receiver. That is, the transmitted normal

signal becomes /S, (f) and the

transmitted reciprocal signal becomes:

H(f)

S = ——— (12)

Sv(f)

If a received contaminated normal square
root burst is divided by a received
contaminated reciprocal square root burst
the result is:

Xu () _Se(N-H()
Xo(f) |

=== H(f)
Sy (f) /

which is the undistorted normal signal.

=S8:(f) (13)

5.0 FDRM for Adjacent HCs

Frequently echoes change rapidly in time
but they change very little between
adjacent frequencies. In this case, the
FDRM may be used between two carriers
that are close in frequency, but in the same
data block. If this technique were applied
to the example of Figure | the sequence
[IN, 2N, 3N, 4N, 5N, 6N, 7N, 8N...IR,
2R, 3R, 4R, 5R, 6R, 7R, 8R] would be
replaced by [IN, IR, 2N, 2R, 3N, 3R, 4N,
4R.... 5N, 5R, 6N, 6R, 7N, 7R, 8N, 8R].
Where two adjacent HCs, such as 2N and
2R, would be presumed to have
approximately the same echo distortion.

Thus, a two block transmission system can
be made having the properties that the
coefficient of each HC in the second block
1s the reciprocal in the frequency domain
of the corresponding HC in the first block.
This transmission system can have very
high immunity to moving echoes provided
that the same set of echoes is applied to
both blocks. On the surface, it appears
that half of the channel capacity is wasted
since it takes two blocks of data to yield
one block of information. However the
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Figure 4 A Reciprocal OFDM
Waveform Comprised of Eight
Harmonic Carriers (HCs)

noise in each block adds on a power basis
while the signal adds on a voltage basis, so
there is an improvement in the signal to
noise ratio of 3 dB. Thus the transmit
power can be reduced by half for a
comparable bit error rate performance.

Compared to other echo-tolerant
modulation techniques, such as CDMA
(code division multiple access) FDRM is
highly bandwidth efficient. A patent is
pending.

One implication of FDRM is that ghost
canceling reference signals can and should
transport data as well as provide a
reference signal to align a conventional
adaptive equalizer. Thus, the signal on
line 19 of the vertical blanking interval of
an NTSC television transmission, which is
a static reference signal, represents a lost
opportunity to provide a dynamic echo-
tolerant data service.
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Figure 5 An Eight Point Reciprocal
Constellation Diagram for an OFDM
Burst Transmission

Figure 4 is a reciprocal time domain plot,
showing a reciprocal waveform to the
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waveform of Figure 1. Note that if any
number HC in Figure 1 had a large
amplitude, it has a small amplitude in
Figure 4, and vise-versa. Likewise, if a
any number HC had a positive phase angle
in Figure 1 it has the same phase angle in
Figure 4, except negative.

Figure 5 is a R constellation plot
associated with the reciprocal block of
data. It may be compared to the N
constellation plot in Figure 2.
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Figure 6 An Example of How the Third HC
gets Deghosted Using the Third HCs from
the N and R Blocks.

6.0 An Example

Figure 6 illustrates a numerical example
that is useful to demonstrate the de-
ghosting process. The third HC was
arbitrarily chosen using the third HC from
the first N waveform and the third HC
from the second waveform. Referring
back to Figure 3, the third HC was
transmitted with a magnitude of 0.75 and
an angle of -45 deg. The 3rd N HC was
distorted with an echo that had a
magnitude of 0.4 and a delay of 12.5% of
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the time between t, and t,, which is 135
degrees for the third HC. This produced
an error vector of 0.300 at 90 deg., as
illustrated in Figure 6. The vector sum of
the 3rd HC and its echo is therefore 0.578
at -23.5 deg.

The third HC in the R waveform, being the
reciprocal of the third HC in the N
waveform, was transmitted at 1.33 at +45
deg. The same echo (0.4 at 135 deg.)
distorted it, producing an error vector of
0.533 at an angle of 180 deg. The vector
sum of the received distorted R signal is
therefore 1.03 at 66.5 deg.

The square of the unimpaired 3rd harmonic
therefore has a magnitude of 0.562 (0.578 /
1.03) at an angle of -90 deg. (-23.47 deg. -
66.53 deg.). If the square root is taken, the
correct answer for the amplitude of the
transmitted 3rd HC is 0.750 at -45 deg.
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Figure 7 Demonstration Hardware
Block Diagram

7.0 Demonstrating the Idea with
Hardware

A demonstration system was constructed
using a two-block transmission system.
See Figure 7. The two blocks of random



data are stored in a pair of PROMs
(programmable read only memories). One
PROM contained the I data and one
contained the Q data. The PROMs
together generate the normal block of data
followed by the reciprocal block without
any pause. The output of the I and Q
digital-to-analog converters are low pass
filtered before being applied to a complex
modulator. The RF output of the complex
modulator is at 70 MHz. After passing
through a signal path with an optional -3
dB echo, the inverse process is used to
demodulate at the receiver. A digital
storage oscilloscope is used as an analog-
to-digital converter, and data is passed into
a PC where it is processed to produce the
display shown in Figures 8 and 9.

In the signal processing the Gl is
discarded, the I values are used for the real
numbers in the FFT, and the Q values are
used for the imaginary values in the FFT.

TABLE 1 Transmission Parameters

OFDM Constellation Type QPSK
Transmit Frequency 70.00 MHz
Occupied Bandwidth 7.808 MHz
Number of HC’s 798

HC Frequency Separation 9.76 kHz.
TX and RX sample rate 10 M/sec.
N & R Burst Duration 102.4 Os
Guard Interval 12.8 Os
Total Burst Duration 230.4 Os
FFT / IFFT Size 1024
Low Pass Filter’s Corner 4 MHz.
Freq.

Number of Bits in A-D, D-A 8
Table 1 is a list of the transmission
parameters used by the demonstration

system.

8.0 Comments on the Display

Figure 8 is a set of plots from a signal path
without an echo and Figure 9 is a set of
plots from a burst with an echo. On both
plots, the upper two traces are the captured
I and Q time domain waveforms as they
appear on the screen of the digital
oscilloscope. The N waveform is followed
by the R waveform without break, so the
two blocks are run together. The bottom
trace is the spectral energy including the
upper and lower sidebands (USB and LSB)
of the N burst. The set of 4 uncorrected
OFDM constellations are split out by N or
R blocks, as well as upper and lower
sidebands. The N-USB harmonic carriers
are processed with the R-USB harmonic
carriers to produce the FIXED-USB
constellation, and the N-LSB is processed
with the R-LSB to produce the FIXED-
LSB constellation.

Note that Figure 8 is supposed to be an
echo-free constellation, but several
impairments are evident in the spectral plot
and uncorrected constellation plots. In
particular, the frequency response and
group delay of the low-pass filters of
Figure 7 are evident. Also, the uncorrected
constellation plots are rotated. Note that
the FDRM modulation system corrects
linear impairments from the transmission
equipment. One harmonic carrier in the
USB has been identified by a line
connecting the constellation point to the
origin. The roughness of the spectral plot
is caused by IQ magnitude and phase
imbalance in the complex demodulator.
The LO in the receiver is free-running
relative to the LO in the transmitter in
Figure 8.

In Figure 9 the echo causes the ripple in
the spectral plot, and some interesting
patterns in the uncorrected constellations.
Note that the 2 local oscillators are locked.
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9.0 System Design Considerations

There are a number of interesting
characteristics about this novel system that
should be discussed so that an engineer
can evaluate the system.

9.1 Phase Locking

It is not necessary to phase lock the
transmitter and receiver local oscillators.
If they are not phase locked and there is a
frequency difference, the corrected
received constellation will still be tight,
but have a rotational skew. This angular
skew can be measured and used for a
receiver local oscillator frequency
correction. This characteristic makes this
transmission system well suited for
infrequent transmissions of a single or a
few bursts, such as IP (internet protocol)
datagrams, as well as for continuous
transmissions. It is highly desirable to
sample the N and R bursts with a
continuous clock.

9.2 Sampling Start Error

If the start of sampling in the analog-to-
digital converter has a timing error that is
less than the guard interval, the recovered
constellation will appear to be correct in
all cases. It will actually be correct in the
“square root at the transmitter” case. In
the *“square root at the receiver case”,
typically many of the symbols will be
located in the wrong quadrant. This is
because a HC with an unknown start time
will have a 180 degree rotational
uncertainty. This can be corrected by
computing a “split” angle between the N
and R HCs. If the “split” angle changes
between adjacent frequency HCs, the rate
of angular change will be the sampling
delay error which can be corrected.

9.3 Randomizing

The *“‘square root at the transmitter”
constellation has a DC component because
all of the constellation points are in the
right half of the constellation diagram. An
impulse will be created by the IFFT which
may cause clipping in a transmitter. This
can easily be corrected by randomization
at the transmitter before performing the
IFFT and de-randomization it after
performing the FFT at the receiver.

9.4 Spectral Suck-Outs

It is probable that a set of multiple echoes
on terrestrial channels may produce a deep
frequency suck-out at some frequency. If
the energy is low at some HC’s frequency,
the resulting symbol will be excessively
corrupted by random noise. Conventional
OFDM shares this problem. One solution
is to use an error-correcting code, such as
a linear Reed Solomon code, to provide
robust error-free performance under these
adverse channel conditions.

9.5 Hardware Implementation Techniques
The modulation approach that was taken
in the hardware illustrated in Figure 7 is
the “traditional IQ complex modulator”
and is not generally advised. It was taken
in this case because of the memory
limitations in the digital oscilloscope. It is
better to use the “modern approach” which
is to generate the QAM modulation by
direct synthesis of the carrier at a low
frequency, such as S MHz, and up-convert
to an IF frequency using a single mixer.

At the receiver, sampling can be done with
a single analog-to-digital converter. The
resultant samples are multiplied by sin(*t)
to recover the Q time samples and cos(*t)
to recover the I time samples.
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9.6 Doppler Shift

Doppler shift caused by receiver motion
looks like a frequency shift, and will
rotate the received corrected constellation.
Reference [2] discusses the problem in a
mobile environment.

9.7 Partial Use of FDRM

FDRM may be used part of the time to
provide channel characterization for the
case where echoes change infrequently or
slowly. Another use of FDRM is to
replace the static pilot tones used by
conventional OFDM. The pilot tone
frequencies can be made to yield channel
characterization information by putting
them into a reciprocal relationship with
the pilot tone frequencies in the next data
block. In other words, FDRM modulation
can be applied only on the HC frequencies
that were formerly static pilot carriers.
Likewise a pair of adjacent frequency
HCs, as discussed in section 5.0, may be
used as information bearing pilots.

9.8 Selection of Constellations
Constellations that have points near the
origin make poor choices for FDRM
because the reciprocal point has a large
magnitude. In OFDM, a constellation
point on the origin indicates that the
magnitude of that HC is zero. Circular
constellations such as 8-PSK are good.
16-QAM would be a relatively poor
choice because the four points nearest the
origin would have a large amplitude in the
reciprocal constellation. Star shaped
constellations, such as illustrated in Figure
2, can also be used.

9.9 Block Length vs. Echo Rate of Change
The underlying idea of using two blocks to
cancel echoes is that approximately the
same echo distorts both blocks. If
changing echoes are caused by vehicle

motion the echoes will change quicker as
the wavelength of the RF carrier shrinks
for a give vehicle speed. Therefore for
rapid motion at very high (e.g. microwave)
frequencies the block length should be
short duration. The blocks can be made
with a wider bandwidth to carry the same
data.

10.0 Conclusion

This paper presented a novel transmission
method called Frequency Domain
Reciprocal Modulation (FDRM). Its
characteristics should allow data
transmissions that are highly resistant to
dynamic multipath and other linear
distortions. After explaining the theory of
operation, a numerical example was
presented, followed results from test
hardware. Finally a number of
implementation details were discussed.
The demonstration hardware shows that
FDRM works. This system should find
applications where the linear distortion is
dynamic.
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High Performance Networking for Professional Video Applications

Peter Owen,
Quantel Ltd
Newbury, UK

Abstract

Networking technologies are finding their
way into post production and broadcast
facilities. The range of technologies is vast
and the choice complex for broadcast
applications where data file sizes exceed
those of traditional information technology
applications by factors of hundreds or
thousands. Keeping the traditional values
of speed is one essential attribute when
incorporating networking in broadcast
applications. On the other hand keeping
the openness of the computer world is
equally essential when interfacing between
high speed broadcast dedicated discs and
processors and the more general computer
platforms and disc arrays.

This paper describes the attributes required
for such a solution and the investigation
and choices which led to the adoption of
Gigabit Ethernet as the connection
technology to support Clipnet™.

1.0 Introduction

Fast and efficient interchange information
is the key to programme making for
broadcast. We have long since mastered
the vagaries of PAL and NTSC.
Component analogue was a natural
evolution which led the way to digital

coding culminating in ITU-R 601. But now
we face a new set of challenges. .

Video compression is commonplace, both
16x9 and 4x3 aspect ratios co-exist.
Multiple new digital high definition
formats are competing for air-time and our
ever

closer working relationship with the
computer industry has brought with 1t a
plethora of different file formats,
interchange protocols, physical
connections together with square pixels
and a demand for progressive scanning.
Digitisation also brings with it the ability
for interchange with allied disciplines in
film, print and the world wide web. Re-
purposing and therefore inter technology
connectivity is no longer just an option, it
is becoming increasingly essential in our
never ending quest for ~maximum
efficiency.

Key issues with regard to the interchange
of data between systems and choices made
by Quantel in the development of a new
high  performance  network  called
CliipnetTM for interchange of audio, video
ard metadata over a standard computer
network. are explored in this paper.

2.0 Streaming and File Transfer

Video streaming techniques rely on point-
to-point connections, with guaranteed
bandwidth, little or no latency and no
mezans of communication between source
device and destination device. The latest
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combined efforts of the EBU and SMPTE
have brought us SDTI (Serial Digital
Transport Interface), a new method of
streaming data over a standard SDI
infrastructure. SDTI brings the added
benefit of faster than real-time transfer of
compressed video data in its native format,
thus avoiding the need for multiple codecs.
Because SDTI is point to point it offers
guaranteed Quality Of Service (QOS)
provided the connection is maintained. The
signal routing is most often set up
manually.

In contrast, the computer industry has
introduced us to file transfer techniques
whereby data files in their native format
are interchanged via standard computer
networks. File transfer enables
communication between multiple devices
on a common network. Video file transfer
is possible both faster than and slower than
real-time but in either case the ability is
there to deliver identical files with no
degradation whatsoever provided the
network is maintained. In this case routing
1s automatic, source and destination
addresses being part of the information
encapsulating the data. The Quality Of
Service varies according to the type of
network in use, the available bandwidth
and the ability of the connected devices to
sustain the transfer rate.

Whilst it is reasonable to expect both
streaming and file transfer techniques to
co-exist in the broadcast chain for some
time, the use of file transfer is currently on
the increase and nowhere more evident
than in the post-production community.
The greatest problem facing users and
manufacturers alike is the sheer variety of
file formats and network technologies. The
fact remains however that the driving
forces behind such development resides
not in the professional video industry, but
in the field of computing and networking.

3.0 Networking video, audio and
metadata

The requirement exists for a high
performance  network  capable  of
transporting  both  compressed and
uncompressed video at many resolutions,
together with its associated audio
information and metadata at rates
comparable with today’s point-to-point
SDI interface, or faster, but with all of the
benefits of multi-point networking.

The ability to search for information can
also come with the adoption of computer
technologies. This attribute is key to the so
called openness of networks and should
operate in a familiar manner even though
video file sizes are large.

The solution lies in the selection and
integration of four key layers of technology
to provide the highest level of
performance, interoperability; network
infrastructure, transfer protocol,
application and file format.

3.1 Network

Crucially, the chosen network must satisfy
several criteria. It must provide at least the
same, or better, transfer rate provided by
current 601 SDI connections. It is essential
that the chosen technology be entirely
open, subject to industry scrutiny and
standardisation. Given that there are
already a variety of available networks,
many with their own particular benefits for
certain applications, it is vital that the
chosen technology should provide a high
level of interoperability with other popular
networks. Finally, it is essential that the
chosen technology should enjoy a high
level of popular support in the computer
industry, thereby ensuring the highest level
of availability and therefore enjoy a
continuing downward price trend.



Five  network technologies were

considered for Clipnet.

e ATM (Asynchronous Transmission
Mode)

e [EEE - 1394 (Firewire)

e Senal HiPPI (High Performance

Parallel Interface)
o FibreChannel
e Gigabit Ethernet

Firewire is well specified but unsuitable
for LAN and wider professional
applications. Firewire data transfer rates
are on the increase but the physical

interfaces and somewhat closed
architecture eliminated it from the
discussion.

FibreChannel technology had already

gained a good level of recognition in the
industry and therefore became the first
candidate for study., With experience
however came doubts. FibreChannel is
undoubtedly well suited as a means of
interconnecting storage components such
as fast disks or tape drives, but was never
envisaged as a true network and this
quickly became apparent when researching
various hardware and software products on
the market. Perhaps of greatest concern
was that, despite the relatively small
selection of available products, the vast
majority relied on manufacturer-specific
components and platforms. Several
flavours of Fiber Channel exist therefore
interoperability may be compromised.

Attention turned to Gigabit Ethernet.
Although not a standard at the time of
initial evaluation, the technology was
already beginning to enjoy a high level of
interest from several of the most influential
players in the computing and network
community. This led to standardisation in
July 1998 (IEEE 803.2z) followed by
widespread support and a fast growth in
available products. Indeed a recent
computer press survey revealed no less

than twelve different Gigabit Ethernet
switches. Experience thus far indicates a
high level of interoperability with other
popular networks notably ATM and
100Base T (Fast Ethernet) and already the
market has witnessed a keen competitive
pricing trend.

While the network itself is the core
technology, the bulk of the integration
work was found to be concentrated in the
three other layers.

3.2 Transfer protocol

The choice of transfer protocol for use
over an open (public) network interface is
easier, the ubiquitous TCP/IP being the
front runner. While TCP/IP brings with it a
huge following of willing users, it also
carries a large overhead - particularly
when considering the high performance
network solution required in this case. The
major problem faced was the ability to
react to the individual IP packets within
the specified time - just 12 microseconds
in the case of Gigabit Ethernet. In this
short interval the destination device must
respond to the interrupt, interrogate the
packet to determine its validity for that
particular device, verify the check-sum,
respond if appropriate, route the data to the
appropriate application before preparing to
respond to the next data packet.

Alternative solutions included specialised
forms of the protocol such as FTP+ and
XTP as well as dedicated hardware
accelerators, but all impacted on
interoperability to a greater or lesser
degree. This problem has to be solved
ultimately by the computer industry and
the widespread support enjoyed by Gigabit
Ethernet provided the solution. Second
generation high speed chip-sets from
Alteon Inc. were found to provide all that
was required (respond to the interrupt,
interrogate the packet to determine its
validity for that particular device, verify
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the check-sum, respond if appropriate,
route the data to the appropriate
application ) - and more. Indeed the
manufacturer has reported transfer rates as
high as 960 Mbps, as close to the
maximum theoretical limit of the network
itself as anyone is likely to get!

3.3 Application

The choice of application (access method)
was largely driven by our customers.
Experience with industry-standard FTP for
our stills network (Picturenet Plus) was
good and it provided the impetus to avoid
any form of propnetary access method,
even at the expense of performance. The
vast majonty of our customers demanded
standard NFS (Network File System) as
their preferred method of access. Being by
far the most open method, the sheer
simplicity and elegance of mounting a file
system on Henry™ or Editbox™ and the
ability to ‘drag and drop’ files to it
somehow  outweighed any  minor
disadvantages of this virtually ubiquitous
technology.

3.4 File formats

The choice of file formats to be supported
initially has been driven from both the
professional video and the computer
graphics end of the market. Given the
strong desire to maintain an open interface
to the Quantel world, it was decided to
support the Targa file format for video data
in the RGB (4:4:4) domain. Targa is
widely understood in computer graphics
circles and is supported by most leading
applications. For video data in the YUV
(4:2:2) domain we naturally maintain
support for the VPB format which is both
entirely open and inextricably linked with
the Quantel product range. The VPB
format is fully compliant with ITU-R 601
and 1s both colour space and resolution
independent.

The selection of file format(s) for the
transfer of audio and metadata remains a
subject for debate. Quantel wholly
endorses the work of the recent
EBU/SMPTE task force (Harmonized
standards for exchange of programme
matenial as bitstreams) in the area of
metadata. Indeed Quantel have had
considerable experience in handling
metadata. Each new frame or clip
generated using any Quantel machine
manufactured in the last seven years
carries with it a unique identifier - much
like the UMID (Unique Material ID)
proposed by the joint EBU taskforce. In
this regard Quantel are keen to follow
steps toward agreed standards for metadata
and actively encourage industry dialogue
on this most important aspect.

4.0 Features & Benefits

The implementation of Clipnet within the
Quantel platform is designed for simplicity
of operation. Network transfers are
initiated  directly via the Quantel
man/machine interface and run as a
background task, leaving the operator free
to concentrate on the primary application.

The network interface itself incorporates
dedicated hardware capable of formatting
files to suit the nature of the target
platform. For example, an uncompressed
video file from Editbox transferred to a
Cachebox configured for DVCPRO-50
will  be  automatically compressed.
Likewise for files containing material of
different aspect ratio or video resolution.
By  automatically  converting files
according to their source and destination,
Clipnet ensures a high level of resolution
independence while minimising operator
intervention, and SO maximising
productivity.

5.0 Conclusion



Both streaming and file transfer techniques
have a vital role to play in the professional
video industry. SDTI offers several
advantages and will certainly be widely
adopted - particularly for transport of
compressed video data over existing SDI
infrastructure. In addition, the use of file
transfer is poised to expand considerably
both in broadcast and the post-production
community. Quantel are committed to the
provision of a high performance open
network interface for video, audio and
metadata and are in the process of
developing Clipnet™ based on a selection
of industry standard technologies including
Gigabit Ethernet, TCP/IP and NFS.
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540 Mb/s Serial Digital Interface Pioneering New
Standardisation Approach at SMPTE

Dan Turow,
Product Manager,
Gennum Corporation
Burlington, Ontario, Canada

ABSTRACT

Today's broadcast and professional video market is undergoing tremendous change. Pressures to adopt
ATV/HDTV, improve video quality, reduce costs and shorten time to air are driving studios to adopt new
technologies and business models. In response to these, and other pressures, a 540 Mb/s serial digital interface
has been adopted to address several new applications and capabilities. With these new applications becoming
increasingly important, the need for a 540 Mb/s SMPTE standard was identified. This standard is currently being
developed at SMPTE utilising the new “horizontal standards" structure recommended by the recent
SMPTE/EBU Task Force. This paper will explore the applications and benefits of a 540 Mb/s serial digital
interface and outline how several applications can take advantage of the horizontal standards currently being

written at SMPTE.

INTRODUCTION

The broadcast and professional video industry is
undergoing dramatic change. Pressures to adopt
ATV/HDTV, improve video quality, reduce costs
and shorten time to air are driving studios to adopt
new technologies and business models. No one
technology is optimal for all applications and all
business models. Technologies are being
evaluated and selected based on their fit with the
particular application being considered. A 540 Mb/s
extension of SMPTE 259M has arisen as one of the
key technologies useful in meeting the needs of
several distinct applications and user groups. A
540 Mb/s serial digital interface;

a) Enables
Systems,

Optimised  525p(480p) Based

b) Enables Optimised 750p(720p) @ 24 Hz Based
Systems,

c) Enabies
Systems,

Optimised 625p (576p) Based

d) Enabies Effective Integration of Broadcast and
Computer Video Equipment,

e) Provides a Higher Speed Data Pipe for SDTI
Applications, and

fy Eliminates the Need for Complicated Dual Link
(2x 270Mb/s) Interconnect Schemes.

With a 540 Mb/s seriai digital interface useful in
such a wide variety of applications, it became clear
to SMPTE that this new interface needed to be
standardised. Following on the recommendation of
the recent SMPTE/EBU Task Force, a “horizontal
standards” structure was adopted for this 540 Mb/s
serial digital interface. With this new structure,
interoperability, scalabilty and extensibility is
ensured for 540 Mb/s enabled equipment.

MEETING THE NEEDS OF BROADCAST &
PROFESSIONAL VIDEO WITH 540 Mb/s

The adoption of a 540 Mb/s serial digital interface
offers a wide variety of benefits to the broadcast
and professional video marketplace.

A) Optimising 525p (480p) Based Systems

Within North America, recent FCC mandates have
spurred large North American broadcasters to
adopt ATV in some form or other. Some
broadcasters have selected a 1080i based system.
Other broadcasters have chosen a 720p based
system and/or a 480p based system. Adoption of
the 1080i or 720p formats, and the required 1.485
Gb/s infrastructure, will require significant capital
expenditures in the future. Although these
expenditures are undesirable, most large broadcast
networks will be able to support the required
investment.



As the need to address ATV migrates down to
second and third tier broadcasters, the ability to
choose between a wide range of formats and
pieces of equipment will become increasingly
important. Knowing that many of these second and
third tier stations are struggling to remain profitable,
it is clear that cost will become a very large portion
of the equation. The option of working with a 480-
line progressive scan video format has arisen as a
very attractive way to optimise this trade-off. In
addition to defining a system that enables low cost
ATV video equipment, the 480p format provides a
system that helps avoid some of the drawbacks
associated with interlaced video signals. The 480p
format provides better quality images in fast moving
pictures and acts as a good “base format” from
which to derive other interlaced formats with either
higher or lower vertical resolution.

Mapping the 480p signal format onto a 540 Mb/s
serial digital interface is a very simple process. With
this mapping, 480p systems can take advantage of
the increased performance and lower cost that a
540 Mb/s serial digital interface provides. Although
the 480p signal format could also be mapped into a
1.485 Gb/s serial data stream, the costs associated
with this make it unpalatable and sub-optimal for
several reasons:

e Compatibility with Installed Infrastructure:

In facilities today, coaxial cable is the main
method of interconnecting equipment. It is
typical to see run lengths in excess of 200m.
With a 540 Mb/s serial interface, such cable
length performance can easily be achieved.
SMPTE 292M interfaces do not have such
cable length capabilities and as a result would
require re-wiring and/or re-designing existing
facilities. The costs associated with this are
enormous and should not be underestimated.

e Added Expense For HDTV Spigots

Today, there is a large premium on an HDTV
interface when compared to an SDTV interface.
These costs are primarily driven by the fact that
completely new design techniques are utilised
when dealing with 1.485 Gb/s interface signals
as defined in SMPTE 292M. In some cases,
additional costs are introduced Dbecause
designers may be forced to migrate to high cost,
high power Fabry-Perot lasers used in HDTV
fibre optic interfaces.

e Added Latency and Memory Requirements

When investigating the mapping of 480p
signals onto a SMPTE 292M HDTV serial
interface, potential issues regarding latency
arise. Although analysis is continuing, it
appears that substantial amounts of memory
(framestores?) may be required at each and
every interface where the 480p mapping takes
place. As a result, the cost associated with
using a SMPTE 292M physical layer for 480p
transport may be much higher than expected,
making it even more inappropriate for cost
sensitive 480p applications.

Today, a 540 Mb/s serial interface is the same cost
as a 270 Mb/s serial interface. Since 540 Mb/s
capabilities are embedded within chipsets that
support all SMPTE 259M data rates (143 Mb/s, 177
Mb/s, 270 Mb/s, 360 Mb/s), the cost of a 540 Mb/s
serial interface will follow a more attractive price
curve.

Notwithstanding the above, it is clear that several
facilities will pursue the installation of 1.485 Gb/s
infrastructure for their 1080i or 720p based
systems. In these cases, it does not make sense to
invest in a completely separate infrastructure for the
small amount of 480p material that may be used in
the facility. In these circumstances, it is logical to
re-use the 1.485 Gb/s infrastructure to carry 480p
signals. Defining a mapping of 480p onto SMPTE
292M is clearly advantageous in this situation.

B) Optimising 750 (720p) @ 24 Hz Based
Systems

In addition to enabling 480p based systems, a 540
Mb/s serial interface enables another low cost ATV
format with even higher vertical resolution.
Specifically, a 540 Mb/s capable serial digital
interface can support low cost 720p @ 24 Hz based
systems. This format may be interesting to facilities
that have a heavy focus on film. To understand the
importance of this format, one must be aware of the
fact that television receivers perform 3:2 pull-down
on 720p @ 24 Hz signals that they receive. This
means that 720p @ 24 Hz signals would be
presented at 60 Hz even though the distribution
iormat was running at 24 Hz. Recognising and
taking advantage of this means that 24 Hz signals
could be broadcast with relatively low levels of
compression. Lower levels of compression means
higher quality video. At the same time, 720p @ 24
Hz can be mapped onto a lower cost, high
performance 540 Mb/s serial interface. Once again,
the benefits of operating with a 540 Mb/s serial
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interface cannot be ignored. It is a low cost, high
performance and complementary alternative to
SMPTE 292M that enables broadcasters and
equipment manufacturers the flexibility to select the
optimal technology for their particular application.

C) Optimising 625p (576p) Based Systems

Market dynamics within Europe are significantly
ditferent than those in North America. Right now,
there are no plans within Europe to migrate to a
SMPTE 292M-based HDTV system. However,
there have been discussions within the EBU about
potential applications for a 625-line progressive
scan video format. The 625p (576p) video format
has >80% of the vertical resolution of some HDTV
formats widely being adopted within North America.
As such, the 625p format provides a high quality,
progressive scan video format for ATV in Europe.
This format also provides an excellent base video
format which would enable the distribution of high
quality ATV European content into the North
American HDTV broadcast environment. A quick
analysis of the 625p format reveais that it is a
simple process to map 625p data onto a 540 Mb/s
serial digital interface. This mapping enables a low
cost physical layer transport mechanism for the
625p signals that is compatible with the installed
base of coax, has superior cable length
performance and is easy to integrate into existing
tacilities.

D) Enabling Effective Integration of Broadcast
and Computer Video Equipment

In addition to being excellent broadcast video
formats, the 525p (480p) and 625p (576p) formats
ensure that compatibility with computer based video
equipment is maintained. Computers are inherently
progressive scan. As a result, compatibility issues
often arise when computer based video equipment
is interfaced with interlaced video signals. With a
540 Mb/s serial interface, the 625p and 525p video
formats can be simply and easily transported into
and out of computer video equipment. Although
these signals may be carried over a SMPTE 292M
serial digital interface, the dynamics of the NLE
market demand that interfaces be cost effective
and easy to implement. A 540 Mb/s serial interface
provides this ideal physical transport mechanism.
As previously mentioned, a 540 Mb/s serial
interface is the same cost as a "mainstream" 270
Mb/s serial interface since such capabilities are
embedded with SMPTE 259M compatible chipsets.
In addition to this, a 540 Mb/s serial interface avoids
the introduction of unnecessary cost, latency and
data buftering that may be required with mapping

480p signals onto SMPTE 292M serial interfaces.
Finally, a lower speed and more robust 540 Mb/s
serial interface is more conducive to integration and
operation in the high density, high noise
environments typically generated in PCl based
computer video boards.

E) Providing a Higher Speed Data Pipe for SDTI

Although the current SMPTE 305M SDTI standard
currently operates only for 270 Mb/s and 360 Mb/s
systems, there is clearly a trend towards migrating
SDTI to higher speed applications. Reducing file
transfer times increases productivity, optimises
equipment utilisation and reduces time to air. A 540
Mb/s serial interface, in conjunction with a natural
extension of SMPTE 305M, significantly increases
the speed at which compressed or uncompressed
tile transfers can be accomplished. With a 540 Mb/s
serial interface, over 400 Mb/s of SDTI payload can
be transterred. This capability proves extremely
interesting for transporting very lightly compressed
("Mezzanine Level") HDTV signals. For DV based
compression, a 540 Mb/s serial digital interface
enables 8x transfers of 25 Mb/s, 4x transters of 50
Mb/s or 2x transfers of 100 DV data.

Data Rate SDTI Payload  Application

270 Mb/s 200 Mb/s 4x/2x @ 25/50 Mb/s
360 Mb/s 270 Mb/s 6x/3x @ 25/50 Mb/s
540 Mb/s 400 Mb/s 8x/4x @ 25/50 Mb/s

F) Eliminating the Need for Complicated Dual
Link (2 x 270Mb/s) Interconnect Schemes

Less related to ATV is the application ot 540 Mb/s
to bandwidth intensive SDTV applications. These
include, amongst others, the transmission and
reception of 4:4:4:4 signals typically used in post-
production and high-end compositing/effects
applications. To date, transmission and reception
of these signals has required dual link systems (2 x
270 Mb/s) tor basic connectivity. Such systems
comply with SMPTE RP175. With a 540 Mb/s serial
interface, connection of this equipment can be done
much more effectively utilising SMPTE RP174.
SMPTE RP174 defines a single link variation of
SMTPE RP175. With  this single link
interconnection scheme running at 540 Mb/s,
unnecessary cabling cost and complexity can be
avoided. Additional cost savings can be realised by
eliminating the need to "autophase” two incoming
serial data streams and by eliminating the need to
have two chipsets on a board each and every time
a signal is transmitted or received.



In addition to enabling low cost Single Link 4:4:4:4
applications, a 540 Mb/s serial interface enables a
cost effective way of doing 2x real time transfers of
standard 270 Mb/s signals. In an environment
where time to market is key, the increased
productivity offered by faster than real time data
transfers over a lower cost and higher speed 540
Mb/s serial interface is difficult to pass-up. A simple
twist on this application would also enable the
transmission and reception of two independent 270
Mb/s video over one wire. Such capabilities can
prove extremely useful in a variety of applications
including inter-studio or inter-facility links where
cabling issues can be significant hurdies to
overcome.

ADOPTING A NEW "HORIZONTAL
STANDARD" STRUCTURE AT SMPTE

The recent SMPTE/EBU Taskforce has identified
the need to transition from what may be called
“vertical standards" to "horizontal standards". A
“vertical standard" describes within a single
document all of the features necessary to make a
particular application operable. Vertical standards
make it possible to use one source to know
everything necessary to interconnect a system.

The main drawback of using vertical standards
relates to the fact that vertical standards do not
permit the flexibility to mix and match solutions to
meet the needs of specific applications. Scalability
and extensibility are severely hampered when
utilising vertical standards’.

Horizontal standards are inherently designed to
stack on top of each other so that a suite of
horizontal standards are used to satisfy the needs
of a particular application. Horizontal standards may
be mixed and matched to optimise any one
particular application.  System scalability and
extensibility is enhanced in systems that use
horizontal standards’.

When deciding on how to standardise the 540 Mb/s
serial digital interface, it became clear that the large
number of applications for 540 Mb/s made the use
of vertical standards completely inappropriate. Only
by using horizontal standards could the number of
existing and future 540 Mb/s applications be
accommodated.

After considering the trade-offs of various
approaches it was decided that the introduction of
“mapping documents" was appropriate. These
mapping documents would essentially map specific
application information onto another SMPTE

standard that strictly defines the 540 Mb/s physical
layer interface. This approach is analogous to the
OSI model used in the data communications.
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Figure 1 - New Physical Layer and Mapping
Document structure.

In this structure, the Source Format document
specifies key parameters like the frame rate, the
sampling structure, the colorimetry and other items
necessary to define the base video format.

The mapping documents then define how to
generate an appropriate 54 MHz multiplex that can
be serialised in accordance with the physical and
fink layer document. These mapping documents
reference key source format parameters like the
frame rate, the number of lines per frame, the
number of samples per line and legal word values
when defining how to properly create an appropriate
54 MHz data multiplex.

Finally, the physical and link layer parameters are
specified with the lowest layer document.
Parameters like signal data rates, signal
amplitudes, rise times, fall times and other key
parameters like return loss are specified in the
document. In addition to this, specific requirements
for synchronisation characters (TRS sequences)
are included in the physical and link layer
document. Without including these synchronisation
words in the physical and link layer document, a
540 Mb/s SDi receiver would be unable to properly
synchronise and word align a parallel
representation of the incoming serial data.

With this structure, it is easy to see that any
particular source format may be mapped to a
number of different physical and link layers. This
provides the flexibility to select the optimal physical
layer transport on an application by application
basis. Historically, vertical standards have forced
end users to select only the physical transport
mechanism specified in the original vertical
standard. Having the ability to select a lower cost,
higher performance 540 Mb/s serial digital interface
for the 480p video format is a perfect example of
the benefits derived from this new structure.
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In addition to this, new applications for the physical
and link layer can quickly and easily be added by
simply defining a new mapping document. For
example, the available bandwidth in an SDTI
system can easily be expanded by simply defining a
mapping document on the 540 Mb/s physical and
link layer document.

As the number of applications for 540 Mb/s grow,
additional mapping documents will be defined.
These new capabilities will be easily integrated into
540 Mb/s capable equipment and enable the
interoperability, scalability and extensibility long
sought by both end users and equipment
manufacturers.

CONCLUSIONS

In response to several key market needs, a 540
Mb/s serial digital interface has been adopted as a
piece of technology that is key to the future of
broadcast and professional video. A number of
applications will benefit from the capabilities of a
cost effective and high performance 540 Mb/s serial
digital interface. These include 525p(480p),
625p(576p), 750p(720p) based systems as well
Single Link 4:4:4:4 and high bandwidth SDTI
applications. The "horizontal standard" approach
taken in standardising the 540 Mb/s serial interface
will  enable interoperability, scalabilty and
extensibility in equipment designed to support these
new capabilities and standards.

REFERENCES:

1. Weiss, Merrill, Turning Television Standards on
Their Heads, DV Business, November 1998.



ASSET MANAGEMENT ACROSS YOUR FACILITY
A CASE STUDY OF THE LUCASFILM DIGITAL MEDIA MANAGEMENT
INFRASTRUCTURE

Timothy Campos and Beth Rogozinski
Silicon Graphics
Mountain View, California

Contributors:

Paul Stevens, Technical Lead for StudioCentral, Silicon Graphics
Ken Fischer, Technical Lead for StudioCentral, Silicon Graphics
Tony Behen, Director of Operations, Information Technologies, Lucasfilm Ltd.
Charlie Ledogar, Lead Software Engineer, Lucasfilm Ltd.

ABSTRACT

This paper documents the continuing implemen-
tation of an asset management system at
Lucasfilm. The Lucasfilm environment is an
integration of heterogeneous systems and appli-
cations moving towards a common media man-
agement framework. The solutions put in place
include media servers from Silicon Graphics,
database servers from Oracle, workstations, and
RAID arrays tied together underneath a media
management operating environment,
StudioCentral. In examination of this environ-
ment, we will investigate the imperatives that
spurred this company to move to a digital asset
management system (DAMS) and the issues that
arose while implementing the digital asset man-
agement environment — execution, technology,
training and support, as well as the solutions.

Overview

The need for broadcast and media production
facilities to incorporate asset management Sys-
tems has increased rapidly in the past several
years. By tracking versions of media through the
creation process, accessing archived media, and
moving media through the production process in
a more efficient way, asset management systems

cut costs, increase productivity, and forge new
potential revenue streams via media asset resale.
To be effective, an asset management environ-
ment must work with all existing computer and
visualization technology platforms. It must be
able to seamlessly manage all media files and
formats. It must be flexible enough to use desk-
top systems, servers, RAID storage systems, tape
robot archives, and all other currently employed
and to-be-implemented storage systems. It must
be able to access, file, and archive into and out of
legacy file systems. And, it must work on the
fastest available networking protocols.

Needs Analysis of DAMS at Lucasfilm

As Lucasfilm began to embark on their Star
Wars prequel series of films, they determined
that they needed to devise a more efficient
mechanism for tracking their media assets. They
desired a system that could store, catalog, sort,
and retrieve all of the digitally created assets as
well as analog tilm assets and props. This unitied
digital system would allow various internal de-
partments at Lucasfilm to access, manipulate,
and distribute their assets more readily. With this
system, time and money would be saved in the
reuse of digital assets on related media produc-
tions. In addition, the media management system
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would allow them to streamline the approval
process for licensing and allow their catalog of
assets to be browsed directly by clients via a CD-
ROM based “catalog,” or potentially a secure
connection into their asset repository.

The digital asset management system needed to
be flexible, scalable, customizable and robust.
The specific needs of each of multiple identified
groups of primary users needed to be met while
the DAMS remained flexible enough to scale to
future needs of Lucasfilm. Additionally, the
system needed to integrate into existing multi-
platform servers and workstations and be acces-
sible via a cross-platform interface.

At the initial phases of researching such a sys-
tem, a number of digital asset management solu-
tions existed from various sofiware and hardware
vendors. However, none matched closely enough
to their requirements. The option of building a
DAMS from scratch was considered, but was
rejected because this approach is not the primary
business focus of Lucasfilm. A proposal was
made in the fall of 1997 to build upon and cus-
tomize the StudioCentral asset management en-
vironment from Silicon Graphics. It was deter-
mined that the StudioCentral API provided much
of the total solution required and the remainder
could be created in house.

An important aspect of the StudioCentral
environment was its openness and flexibility.
No commercially available media management
product provided an out-of-box solution that
could be tailored to the workflow and data
management needs of Lucasfilm. A customized
StudioCentral environment could be matched to
the asset management needs of Lucasfilm and
their internal groups. This approach minimizes
direct capital costs and development expenses.
The project to implement this customized digital
asset management system was given the code
name "Chess."

Implementation in Phased Approach

The Chess project was originally conceived to be
a large system that would be able to manage all
the digital assets from the new Star Wars prequel
series. The original goal was for Chess to man-
age all existing assets, input assets directly from
the post-production and art departments'
work flow, and access assets across all the Lucas
Companies  (which  include:  LucasArts
Entertainment, Lucasfilm, Lucas Licensing,
Skywalker Sound, Industrial Light and Magic,

and Lucas Learning). Lucasfilm’s IT department
was to lead the effort.

A common pitfall when implementing a DAMS
is to attempt to completely overhaul an existing
infrastructure and integrate all processes with the
DAMS. The main reasons that overhaul ap-
proaches typically don't work can be broken
down into three key issues: budget and schedule
constraints, user buy-in and workflow issues, and
technology ramp-up issues. The IT team was
aware of these concerns, and understood the
multi-platform, multi-application, and diverse
user group environment that the system would
need to accommodate. After careful evaluation
of the goals, expectations, technology, and hu-
man implementation demands such a project
would entail, they decided to abridge their sys-
tem to one that could provide return on invest-
ment in a realistic and responsive timeframe, but
that laid a flexible back-end foundation for ex-
tensions to the system.

System Users

The users (both present and future) of the Chess
DAMS at Lucasfilm represent several diverse
groups, each with different requirements: the Art
Department, the Production Department, the
Library, the Archives, Licensing, Marketing, the
Internet Group, and Finance.

The general requirements for the DAMS repre-
sent the overlapping needs of these principal user
groups. These include: seamless transition of
media through various worktlows, performance,
simplified cataloging, customizable metadata
fields, powerful search and replace features,
managing collections of assets, multiple file
format support, multiple resolution support,
transcoding of assets, revision/version control,
storage management, rights management, sup-
port for wide area networks (WANSs), and off-
line browsing/catalog capabilities.

In addition to these general requirements, many
of the user groups had system requirements that
were specific to their area of expertise. This was
especially true of the metadata that users wanted
to associate with the media stored in the DAMS.
The metadata requirements of each department
were different, and the IT department strove to
encourage buy-in by providing a system in
which each department could define its own set
of metadata. Another major challenge was to
understand and formalize the paper- and tele-



phone-based media workflows that exist within
and between each of the departments.

The Lucasfilm IT Infrastructure

To meet the needs of such a diverse user group,
the IT team required a development environment
that could rapidly evolve to meet new require-
ments from each of the many teams that would
use the DAMS. Furthermore, Lucasfilm is a het-
erogeneous environment that includes Silicon
Graphics, Macintosh, Windows 95, Windows
NT, Sun, and LINUX client platforms. This led
the IT team to implement their client applications
using an intranet architecture that standardized
on Netscape/JavaScript clients and an Apache
server running on an Origin 2000 using modPerl
CGI components. The components include mod-
ules for workflow, database information re-
trieval, and user access control. The
StudioCentral DAMS environment is integrated
into this system via StudioCentral’s Perl
interface. The layered architecture that Lucasfilm
devised for all their applications enabled rapid
application development (RAD), minimized
deployment cost, and provided a cross-platform
client solution with minimal development cost.

Lucasfilm Chess Architecture
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Distributed Architecture

Lucasfilm’'s goal for their DAMS is an infra-
structure that provides access to media regardless
of its geographic location or the type of system it
is stored in. One of the advantages that
Lucasfilm gained using StudioCentral is the dis-
tributed nature of the product. A StudioCentral
Repository is made up of a database system and
one or more content storage systems. Distributed
content is managed using StudioCentral content

servers that abstract the interfaces to the under-
lying storage systems. The database is used to
persistently store metadata information that de-
scribes the media, including its location as well
as user-defined metadata. The StudioCentral
software provides the integration between the
database system and the content servers and
maintains the integrity between the two. It also
provides a set of services that facilitates man-
agement of the media under StudioCentral
control.

When building Chess, Lucasfilm chose to
configure StudioCentral to use their existing
DBMS, allowing them to fully leverage their
investment in that infrastructure. Rather than
building interfaces to all of the various systems
that would house content for Lucasfilm, the ab-
stracted content management architecture al-
lowed Lucasfilm to focus on interfacing
StudioCentral into Chess, and later integrate with
other products such as video streaming systems.
This implementation also allows Lucasfilm to
consider implementations where distributed
content is managed over a wide area network
while providing a centralized point of access for
locating media.

Datamodel Design and Implementation

Chess leveraged the metadata capabilities pro-
vided by StudioCentral, which provide a frame-
work for defining dynamically extensible meta-
data attributes using entities known as
"datamodels." A datamode! defines a set of
metadata attributes: names, types (integer, string,
vector, structure, and so forth), and optionally
their allowed and default values. Subject to cer-
tain constraints, the datamodels can be extended,
removed, or modified after they have been
loaded.

StudioCentral internally maps the datamodel
attributes into database tables in the underlying
DBMS. If not specified by the datamodel de-
signer, StudioCentral provides default mappings
of datamodel types into type-specific tables.
However, it is also possible to perform a "direct
mapping" whereby the attributes are mapped into
tables created independently by the system de-
signer. When the metadata for an asset is read or
written via the StudioCentral tools and APIs, the
datamode! tables are located, and all the meta-
data associated with that asset is retrieved or
stored without having to understand how it was
mapped in the underlying database.
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Using StudioCentral's metadata framework in
Chess did not initially require customization
other than the definition of the datamodels.
However, Lucasfilm's integration of
StudioCentral was not trouble-free. The fact that
StudioCentral retrieves all the metadata from
various database tables whenever the metadata is
accessed was soon recognized as a performance
bottleneck. In some instances, only a few attrib-
utes need to be read or written to implement a
given user interface, but StudioCentral provided
only an all-or-nothing API for reading or storing
attributes. Fortunately, the ability to define a
direct mapping of these attributes to specific
database tables that were defined by Lucasfilm
provided a solution. Once their application be-
came aware of how these tables would be di-
rectly mapped, it could access the tables directly
when performance was a concern.

Media File Typing, Transcoding, and
Versioning

Lucasfilm required that their DAMS be capable
of dealing with at least 26 various file formats,
including formats of still images, video and film
files, audio files, and text and other documents.
The Chess system had to be able to transcode
files from one format to another so that they
might be used across the facility without users
having to launch software transcoding applica-
tions and manually change the file of each asset
prior to use. In addition, the system had to be
able to produce and associate various resolutions
of media. Lastly, the system had to be able to
support the tracking of changes to an asset’s me-
dia and metadata so that an audit trail of modifi-
cations could be maintained.

The Chess system, using the StudioCentral digi-
tal asset management environment, supports all
types of digital assets. The StudioCentral frame-
work provides fundamental support for integrat-
ing format conversion or transcoding software,
creation of assets with multiple resolutions, as
well as the capability to logically group together
all formats and resolutions of the same asset. The
development environment also lends itself well
to integrating format conversion software
through its plug-in architecture that allows the
Chess DAMS to manage any file type. As ver-
sioning is a native feature of StudioCentral,
tracking of multiple versions of the same asset in
Chess was relatively simple. The Chess DAMS
also supports automated creation of thumbnails

and low-resolution proxy images via the IRIX
Digital Media Libraries.

Storage Management

Though the cost of hard drive storage continues
to drop, on-line storage capacity continues to be
a major issue for digital media systems. The IT
department is evaluating the use of near-line or
off-line tape archives managed by a hierarchical
storage manager (HSM). The HSM will interface
with the Chess DAMS via StudioCentral's ability
to manage media simultaneously in a variety of
different types of storage locations.

Another future need for Chess is the ability to
manage media stored in separate distributed
systems. StudioCentral’s ability to associate
multiple distributed content stores will provide
them with the flexibility they need to grow their
DAMS to fit their distributed environment. This
will allow Lucasfilm to share media with remote
subsidiaries while maintaining centralized
control.

User Rights Management

Lucasfilm's IT organization supports many dif-
ferent applications in addition to their DAMS
applications, including a request tracking appli-
cation, accounting systems, and licensee man-
agement. Lucasfilm desired centralized user
rights management across all these applications,
and determined that the permissions structure
that is built into StudioCentral was not appropri-
ate. Therefore, the IT team implemented a cus-
tom security and rights management module at
the application layer.

Flexible Dynamic Configuration in
Distributed Environment

During the development process, Lucasfilm
made good use of StudioCentral's distributed
architecture, in which the content server, data-
base, repository server, and client application are
separate objects that communicate via CORBA
services. By changing configuration files, Chess
clients could quickly switch to different media
repositories. This allowed Lucasfilm to separate
their production system from development and
demonstration systems in a logical fashion, and
simplified changes to the system environment
such as porting, mirroring, and upgrades. More
importantly, it provides scalability for future de-
mands on the system, particularly WAN-based
media management.



PARIS: THE FIRST APPLICATION
OF CHESS

The IT department chose to build their first
Chess application for the licensing, library, and
marketing departments. This application, named
Paris, is the first of several planned applications
that will build on the Chess environment. The
Paris application was designed to replace the
laborious task of managing the approval process
of releasing still images of sets, props, movie
frames, and so forth, to external parties. Prior to
Paris, this was achieved using a standalone mini-
database and paper forms. Images were stored on
CD-ROM systems, and could not be retrieved
over a network, making accurate audit trails im-
possible. The IT department looked to resolve
these issues using the Chess DAMS environ-
ment.

Developing Paris with End-User Feedback
Lucasfilm, as with any facility that would be
installing a new system infrastructure, had a
central requirement that the system not have a
negative impact on current workflow practices or
the performance of users and groups during tran-
sition and full implementation phases. This is a
difficult requirement, because any new system or
tool put in place requires training and ramp-up
time. But, by allowing the user groups to have
influence in the design of the system, they had an
understanding of and an enthusiasm for what the
system would provide. In this way, the IT group
was able to make the user groups more receptive
to the transition process. Furthermore, the RAD
nature of Chess allowed the IT group to
incorporate additional feedback from the user
groups during the test process quickly, which
made them more accepting of new tools and
have a smaller leamning curve in mastering the
new tools.

Automated Cataloging and Customizable
Metadata

Paris is built to automatically capture simple
asset information such as file format and file
type. In addition, Paris provides a cataloging
interface that allows the user to add additional
metadata in a structured fashion. While devel-
oping this cataloging interface, the IT department
was faced with a challenge. StudioCentral's abil-
ity to dynamically modify the datamodel defini-
tions throughout the prototyping and develop-
ment process provided great benefit. However,
the open-ended nature of the metadata infra-

structure soon became a daunting disadvantage;
there were just t00 many requirements coming
from end users. Lucasfilm found they had to
limit themselves initially to not get bogged down
in endless iterations on possible datamodels. In a
valuable lesson for future developments, the IT
team chose to use a single unstructured data-
mode! and implemented a process of soliciting
but limiting end user input. As Chess becomes
more central to the Lucasfilm environment, and
as users become more familiar with the system, a
structured approach to metadata will be more
easily implemented.

Managing Content Storage and Access

Paris centralizes storage for Lucasfilm’s stills
using StudioCentral’s managed filesystems. The
Chess architecture allows users to browse this
content on their desktop over the network using a
web client. Most of the images are stored in
PhotoCD format which allows the users to select
the resolution that they'd like to see, from post-
age size thumbnails to full resolution 6144x4096
images. The cost savings achieved by this are
substantial as users no longer need to physically
go to a Librarian to request access to the
PhotoCD files in order to fulfill requests from
external parties.

Workflow in Paris

Equal in benefit to centralized content manage-
ment in Paris will be integrated workflow.
Users deal with groups of images through a
folder-like metaphor called a portfolio. An
example of a typical workflow event is the
licensing approval process. A requestor would
search and place one or more images within the
portfolio and submit it for approval. Users within
the Marketing department would automatically
"see” portfolios waiting for their review and
could approve or reject individual images as well
as add comments to justify their actions. Afier
review, portfolios would automatically be routed
back to the submitter..

Portfolios are implemented as assets within the
StudioCentral environment. An asset is the basic
building block for media objects within
StudioCentral. Portfolios are assets that contain
only references to other assets instead of directly
containing the content. The state of a portfolio is
managed by metadata stored in a StudioCentral
“portfolio” datamodel. As a user reviews a port-
folio, Paris determines the proper values for the
attributes of the datamodel and sets them in
StudioCentral when the review is complete.
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When StudioCentral assets are created, they can
be instructed to track their revision history.
Since the portfolios are created as versioned ob-
jects within StudioCentral, the revision history
acts as an audit trail that can be reviewed to see
what elements of a portfolio were approved and
rejected, by whom, when and why. A downside
of the StudioCentral versioning implementation,
however, is that even minor changes to portfolios
create new versions within the system. To
eliminate clutter in the version tree for portfolios,
Lucastilm can use StudioCentral's pruning
feature to remove older versions of portfolios
that do not contain important change history.

Present and Future of Chess

Chess’s architectural approach to digital asset
management has been well received throughout
the organization. While Paris was designed to
manage still images, the flexibility of the Chess
architecture and StudioCentral have allowed the
Lucastilm IT department to easily extend the
Paris interface to demonstrate management of
MPEG and MJPEG video content. This includes
support for transcoding video files, managing
them via vaults and portfolios, generating
thumbnails, and sphcmg together simple video
sequences, and viewing content by streammg it
out of the StudioCentral content store via one of
two video-streaming applications.

By proving asset management solutions through
Paris, Lucasfilm's IT department is confident on
implementing and deploying future production
DAMS environments. This success has raised
awareness with other groups within the company
that a DAMS system can be used to streamline
workflow and provide valuable cost savings.
Lucasfilm has already started to design a new
application for the Art and Production
departments that will also use the Chess
infrastructure.

CONCLUSION

Just as relational databases revolutionized infor-
mation management in the 80s and early 90s,

digital asset management systems provide op-
portunities for substantial cost savings, and en-
able new revenue streams for companies whose
business is media. While there are a number of
excellent DAMS available on the market today,
and these will continue to improve to meet the
varying needs of broadcast and media production
facilities, many who are beginning to implement
asset management plans are looking to have a
system that they can mold and manipulate them-
selves. The Chess DAMS in place at Lucastilm
is an excellent example of asset management that
was designed to meet established and evolving
needs. For a relatively small amount of work,
StudioCentral allowed the IT team at Lucasfilm
to develop an open solution that meets their
specific needs. The Chess system in use at
Lucasfilm is not yet in its final iteration, and this
system will continue to grow and change. Chess
has been a productive addition to the work
environment and is expected to dramatically
increase asset value, increase user productivity,
and decrease time to market of future
productions and products.

In the increasingly competitive world of media
production and distribution, managing assets,
saving time and money, and delivering products
more quickly to market will demarcate success-
tul organizations. The key element to achieve all
these ends will be a flourishing, flexible, main-
tainable and scalable digital media asset man-
agement system.
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OLD EARTH STATION IFL CABLES AND NEW DTV DOWNLINK PERFORMANCE
Peter C. Zilliox
Andrew Corporation
Richardson, Texas USA 75082

INTRODUCTION

Existing earth stations, used to receiving network
TV program material via satellite, were designed
to receive analog FM modulated RF signals. This
paper presents an analysis of the suitability of the
interfacility link (IFL) cabling used in these
installations between the antenna and the indoor
equipment for use in distributing the new
broadcast TV network digitally modulated RF
signals. These IFL subsystems usually transported
broadband L-Band analog FM TV signals from
the Low Noise Block Converter (LNB) to either
active or passive power splitter assemblies for
distribution to multiple receivers. Therefore, the
old designs, the implementation techniques
employed at the time, and the cable aging
processes associated with these IFL cable runs
may result in an unacceptable level of
performance degradation when passing digitally
modulated signals. This paper addresses the
impact of the potential signal quality (E,/N,)
degradation that these cables may have, and
specifically, it examines the effects of the IFL
cable’s  termination  mismatches.  Poorly
terminated coaxial transmission lines may produce
echo distortion of significant enough level to
distort the digital signal and cause an increase in
the downlink’s bit error rate (BER).

This paper presents an detailed analysis of the
transmission channel model. The model suggests
certain performance figures of merit needed for
acceptable performance. A recommended
procedure is offered to characterize the
performance of an existing L-Band downlink
chain. Recommended L-Band IFL designs for
various requirements and/or distances are
suggested. Finally, a summary of the findings of
this paper are presented.

TRANSMISSION LINE MISMATCHES
Transmission line mismatches within the L-Band
coaxial cable distribution network produce echo
distortion that distorts the downlink signal. This
type of distortion degrades the reception
performance of both analog FM and phase-
modulated digital transmissions. However, certain
forms of digital modulation may be more severely
degraded, depending on the data rate and
modulation type.

The magnitude of the amplitude and group delay
distortion produced in the IFL by the echo
mechanism is primarily a function of the return
loss (VSWR) at each interface point, the loss of
the cable, and the cable’s electrical length. For
example, the VSWR presented at each cable
connector and every active or passive
component’s input and output port determines the
system’s overall performance. In most simple
terms, reflections, due to imperfect VSWR at the
interfaces, generate a series of reflected
waveforms that echo through the transmission
line. Numerous such discontinuities exist for the
signal as it makes its way from the LNB to the
Integrated Receiver Decoder (IRD). Signal
reflections bounce between discontinuities and
produce interfering signals (or echos) that are
delayed from the main signal. In an actual
downlink  chain, there are numerous
discontinuities and multiple echo paths. The
resulting composite echo signal is a complex
waveform consisting of a summation of all of the
individual echo pairs. The interaction of this
composite echo waveform with the dcsired
waveform produces a degradation to the detection
and decoding processes of the network signal. The
echo composite signal produces group delay (with
the resulting phase nonlinearity) and amplitude
distortion in the earth station’s downlink chain.
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GROUP DELAY DUE TO ECHO
DISTORTION

The group delay produced by an echo between a
single pair of discontinuities on an ideal
transmission line can be characterized by the
following idealized approximation (assuming a
perfect transmission line with a constant VSWR
versus frequency at each discontinuity):

2
T (@) = 20T p p,cos (2T w)  (Eqnl)

Where: t(w) is the group delay function of
frequency

o 1s  the

" transmission

one-way
coefficient (loss factor)

T, is the one-way propagation time
between discontinuities

p, 1s the reflection coefficient of the
first discontinuity

p, 1s the reflection coefficient of the

second discontinuity

L
i ne 8
p ‘CVf (Eqn 2)
Where: L is the physical length of the

transmission line

C 1s the speed of light

Viis the velocity factor for the
transmission line

The non-idealized (real world) group delay
function is more complex than depicted in
Equation 1, but this model will serve to help us
calculate some expected values for group delay
distortion for given typical component VSWRs
for various downlink cable configurations.

Equation 1 1s based on an intuitive deduction of’
how the signal echo levels (due to reflection
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coefficients, p, and p,) combine with the desired
signal at various signal frequencies as a function
of the total round trip propagation time between a
pair of transmission line discontinuities. Field and
laboratory group delay measurement data has
good correlation with group delay values
predicted by Equation 1.

PHASE NONLINEARITY DUE TO GROUP
DELAY

By definition, the group delay function is the
derivative (rate of change of the phase versus
frequency) of the phase transfer function with
respect to the radian frequency:

3
T(w) = -(S(Tw) (Eqn 3)

Or conversely, the phase transfer function is the
integral of the group delay function as follows:

d(w) = [,T()ow (Eqn 9)

The phase nonlinearity (variation from linear
phase) is the important component in determining
how the digital signal will be degraded due the
echo distortion. The deviation in phase from a
linear response (over the channel bandwidth) is
the phase nonlinearity. Digital satellite modem
manufacturers sometimes specify the maximum
Root Mecan Square (RMS) value for the
transmission channel’s phase nonlinearity when
guaranteeing operational bit error rate (BER)
performance for their modem through the channel.
Alternately, modem manufacturers specify the
peak-to-peak (P-P) variation in the channel’s
group delay performance when guaranteeing
operational BER performance. Either or both can
be specified, but channel group delay limits are
specified more often.



The phase nonlinearity can be expressed by
substituting an expression for group delay
variation into Equation 4, as follows:

P(w) = J‘me_)]aw _ J‘ZwAmAI_ ()0
Oow %

(Eqn 5)

In Equation 5, we see that the magnitude of the
phase nonlinearity is a function of the rate of
change of the group delay over the channel’s
bandwidth. Therefore, a channel that exhibits a
slowly varying group delay function versus
frequency (such as a parabolic or linear
component across the channel) produces the
largest phase nonlinearity, as seen when the group
delay function is integrated over the channel
bandwidth. A group delay function that rapidly
varies throughout the channel bandwidth may
integrate to produce less of an effect on the phase
nonlinearity and therefore contributes to less
signal degradation (some laboratory work
confirms this; however, this work and analysis is
incomplete at this time).

TYPICAL EARTH STATION EXAMPLE
Consider an IFL cable installation found in a
typical TV network receive earth station. This
cable would likely consist of a 150-foot run of 75
ohm 1/2" diameter low loss coaxial cable running
between the LNB output and the input of a L-
Band splitter/divider with an 8-foot jumper cable
on each end. The typical jumper cable is likely to
be a 75 ohm 1/4" diameter cable. The VSWR
interface characteristics for the LNB and splitter
are both typically 2.5:1. The group delay expected,
due only to this simple cable run, can be estimated
using the equations presented above.

The echo magnitude on the IFL is proportional to
the product of the reflection coefficients (p)
associated with the VSWR at each end of the

transmission line. Referring to Equation 1, the
magnitude of the group delay on the long cable, in
this example, is as follows:

|GD Level| =

worst possible case
21'p o, 0P Py =
27.48 nsec or, 54.97 nsec P-P

Where:

p, (reflection coefficient)
0.43, due to a typical LNC output VSWR =
2.5:1

p, (retlection coefficient) -
0.43, due to a typical input VSWR of the
4-way signal divider = 2.5:1

0%, =
0.66 (3.65 dB), the |-way propagation
transmission line loss coefficient for LDF4-
75A 1/2" HELIAX® cable run for 150 ft
between the LNC and the 4-way divider

t =

’ 173.18 nsec, the 1-way propagation delay

time for a LDF4-75A 1/2" HELIAX cable
run for 150 ft

The actual expected group delay performance is
between 1/3 to 1/2 of that calculated using the
above method. In actual practice, the reflection
coefficients are not all at their worst-case values at
every frequency. Therefore, the group delay will
be well below 54 nsec P-P calculated. The
expected group delay in this actual system will be
typically 18 nsec P-P.

In this idealized model (i.e., a perfect transmission
line with only two discontinuities having constant
VSWR versus frequency), the group delay
variation function can be mathematically
expressed in the following manner:

At (w) =4 cos(2rpu)) (Eqn 6)
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Therefore, from Equation 35, the phase
nonlinearity is:
Ap(w) = [ At (w) dw
Ap(w) = [ 4 cos(27 w)dw (Eqn 7)
4! sin(2t w)
21, N

Substituting values into Equation 7, the

magnitude for the phase nonlinearity is:

Ap(w)] - 2i
p

. 9.07x10°
2(173.2x10°%)

0.0262 Peak Radians

The RMS value of the phase nonlinearity is:

1
Ad)(u)),WS = — (0.0262)
W
0.0185 Radians

Understanding how the calculated RMS phase
nonlinearity value, the amplitude distortion, or the
P-P level of the group delay distortion may
contribute to intersymbol interference, reducing
the Euclidean distance in the detection process, or
other negative factors affecting the downlink’s
BER performance, is beyond the scope of this
paper. But some guidelines can be established for
amplitude and group delay distortion limits based
on a set limit for a tolerable BER performance
degradation.

DISTORTION SPECIFICATION LIMITS

In order to limit the signal impairment in the earth
station downlink chain, the following channel
amplitude versus frequency performance is
recommended from LLNB input to demodulator
Input:

Gain vs Frequency Response
< 0.5 dB P-P over the channel bandwidth

In a “soon to be published” article about the
degradation of digital satellite signals due to
group delay, the researchers (Steve Back,
Globecomm Systems, Inc., and Mark Weigel,
EFData) report the results of data collected on
modems for various levels of channel group delay.
They report that with Nyquist filtering in
accordance with DVB, a modem performance
degradation of 0.5 dB or less is realized when the
total SR x GD (Symbol Rate times Group Delay
Product) for the entire link— including uplink,
transponder and downlink— does not exceed the
values presented in the Table below over the
symbol rate bandwidth:

End-to-End Group Delay Channel

Recommendations
IForm of Digital (Symbol Rate)*(Group
Modulation Delay)
QPSK <0.62
8PSK <0.58
16QAM <0.41

It is necessary to keep track how much group
delay is apportioned to the uplink, the satellite,
and the downlink earth station. When the amount
of group delay is excessive, then corrective action
is necessary. An amplitude/group delay equalizer
can predistort the uplink signal to compensate for
linear and parabolic amplitude and group delay



components encountered in the uplink earth
station and the satellite input and output
filter/diplexers. However, amplitude and group
delay ripple components can only be treated by
better terminating the transmission lines in the
system at the VSWR sources and loads.

If we consider designing the downlink system to
operate 8PSK with a transmission symbol rate of
30 Msym/sec (a full 36 MHz transponder signal),
then the end-to-end group delay is recommended
to be:

Total Group Delay Response
< (0.58)*(30 x 10°' nsec P-P, over the
channel bandwidth
< 193 mnsec P-P, over the channel
bandwidth

Because the uplink and the satellite are likely to
produce similar parabolic group delay, it is not
reasonable to root sum square the allocations for
distortion among the three contributors.
Therefore, it may be prudent to suggest an equal
sharing of allocation. Thus, the earth station
downlink group delay might be best specified
within 7 nsec P-P over the transponder bandwidth
for this example.

RECOMMENDED L-BAND IFL DESIGNS

L-Band hardware, designed specifically for digital
TV distribution, is universally designed using a 75
ohm characteristic impedance. LNB output ports,
coaxial cables, line driver amplifiers, signal
splitters, bias tees, polarization/routing switches,
and integrated receiver decoders (IRDs) all
operate at a 75 ohm impedance and thus require a
source and/or termination with a 75 ohm
impedance. Without proper source and
termination impedance matching, the system
generates higher levels of echo distortion, as
described earlier. Therefore, it is important that
the L-Band IFL cable run be presented a good

match at each end of the link. This does not mean
that the IFL must operate with a characteristic 75
ohm impedance. On the contrary, it may consist of
any type of transmission line, as long as the IFL
presents a matched impedance at its interfaces. As
we will see, it is desirable to use 75 ohm
transmission lines in some applications and 50
ohm lines in other applications with an
appropriate impedance transformation to 75 ohms
at the IFL interfaces.

IFL Runs 200 Feet or Less

When the required L-Band IFL cable distance is
200 feet or less, the installation of a 1/4" small
diameter, low VSWR, 75 ohm cable 1is
recommended. The 1/4" diameter cable exhibits a
relatively high attenuation factor (loss/foot),
therefore, it presents a significant attenuation to
the echo signal’s round trip path. The high
attenuation reduces the echo signal level to a point
where it has little detrimental effect on the desired
digital signal'. Additionally, to ensure a low
VSWR at the interfaces, the 1/4" 75 ohm cables
should be connectorized with quality 75 ohm type
F male connectors. Type N 75 ohm connectors
should be avoided because their small, fragile pins
fall prey to being broken by the larger pins used
on the common 50 ohm Type N connectors found
on test cables and test equipment! If it is necessary
to interface to BNC, use quality 75 ohm
impedance BNC connectors. Figure 1 illustrates in
block form the IFL configuration and the graph
presents the expected IFL performance versus
frequency. Note the G/T degradation and gain
slope illustrated in Figure 1 are within the criteria
that was set as part of the IFL design requirement.
IFL Runs Between 200 Feet and 350 Feet

If the IFL cable length must be extended beyond
200 feet, a 1/4" IFL link becomes excessively
lossy. When this happens, the system G/T is

' Estimated Group Delay Ripple to be
less than 6 nsec P-P
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degraded’, the downlink’s “gain slope®” becomes

excessive, and the absolute signal level is
lowered. Therefore, a lower loss (larger diameter)
cable is required for runs exceeding 200 feet.
Andrew Corporation recommends a low VSWR,
low loss 50 ohm coaxial transmission line (such
as HELIAX 1/2" diameter LDF4-50A cable) for
IFL cable runs between 200 feet and 350 feet in
length. An Andrew Transformer/Pad (ATP)
should be placed at each end of the cable run. This
device 1s a simple, passive, minimum loss (5.7
dB) matching pad. It provides two very important
functions. First, it transforms the 50 ohm
transmission line impedance to the 75 ohm source
and/or load impedance. Second, it introduces an
additional 11.4 dB return loss to reflections
resulting from very poor source or load VSWR
interfaces. Figure 2 shows the schematic
representation of the ATP. Note that the ATP has
an internal dc shunt choke that allows LNB supply
voltage (if present) to pass through the ATP
without being subjected to the minimum loss pad
resistors. The ATP’s Type N male 50 ohm
connector terminates directly to the IFL cable’s
mating female Type N (Figure 3). This mating
connector configuration provides the necessary
low VSWR interface at each end of the long 50
ohm IFL cable. However, the ATP’s Type F
precision 75 ohm female connector is terminated
with the aid of a short 1/4" 75 ohm jumper cable
to the downlink chain hardware (LNB or IF
splitter, etc). Figure 3 graphically illustrates the
expected G/T performance of this length IFL
design and presents a block diagram of the

* System G/T degradation less than 0.3
dB for 60 dB gain LNB/LNAs

Gain Slope should be no more than
0.25dB/36 MHz

recommended configuration.

IFL Runs Between 350 Feet and 700 Feet
Andrew recommends an IFL configuration as
presented in Figure 4 for IFL runs exceeding 350
feet but less than 700 feet. The recommended
configuration consists of 7/8" cable, 50/75 ohm
transitions, and 1/4" jumper cables with precision
type F connectors.

Summary of Findings

Existing IFL installations should be examined and
their amplitude and group delay characteristics
should be characterized. Cable impedances should
be matched with their source and termination
impedances as closely as possible in order
minimize the amplitude and phase distortions that
impair the digital reception process. Generally, if
the group delay can be limited to under 10 nsec
P-P, and the amplitude variation can be limited to
0.5 dB P-P over a 36 MHz channel, the resulting
impairment to digital signal reception should be
within acceptable boundaries.

If it is determined that new IFL cable installations
are necessary, the recommended IFL cable designs
are as follows:

1. When IFL runs are under 200 feet, use 1/4", 75
ohm cable (Andrew HELIAX FSJ1-75A cable
with Type F 75 ohm connectors).

2. For IFL cable lengths exceeding 200 feet and
but less than 350 feet, convert to 50 ohm 1/2"
transmission line (Andrew HELIAX LDF4-50
with LANF Type N female connectors).

3. For IFL runs up to 700 feet, use 7/8” Andrew
HELIAX LDF5-50.

4. Any IFL run exceeding 600-700 feet, use a
low cost L-Band fiber optic system.

HELIAX is a registered trademark of Andrew Corporation.



Figure 1 Recommendation for IFL Cable runs under 200 feet
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Figure 3 Recommendation for IFL Cable runs between 200 and 350 Feet
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Figure 4 Recommendation for I[FL Cable runs over 350 and below 700 feet
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UNDERSTANDING ATSC DATACASTING-A DRIVER FOR
DIGITAL TELEVISION

By Giri Venkat
Philips Semiconductors, Digital Television Product Group
Sunnyvale, CA

Abstract

In this paper, I will show how the ATSC
(Advanced Television Systems Committee)
digital television standard capability to support
data content (datacasting) may be a more
important factor in its adoption by consumers
than the digital standard’s stunning high
definition video and multi-channel audio. This
paper will focus primarily on Enhanced
Television applications, datacasting content that
is synchronized with video program content.

Introduction

Because of the excitement about wide-screen,
high definition video and muiti-channel audio,
the significance of the new ATSC broadcast
standard’s ability to simultaneously transmit
huge amounts of digital data has been
overlooked by many broadcasters. One reason is
that broadcasters often assumed that viewers
would have to attach a PC or similar device to
their ATSC receiver in order to use the data
content. When in fact, at least six leading
consumer electronics manufacturers are planning
intelligent ATSC DTV receivers capable of
processing datacasting content.

Another reason is that many broadcasters are
uncertain how to use this new capability. One
important application is for advertising. A
combination of new technologies including new
digital recording and time shifting technologies
may make datacasting vital to support
advertising revenue. Recently announced digital
recording devices (Replay TV and TiVo are two
examples) allow consumers to easily record
programs for later viewing, or to simultaneously
record and replay a program shifting the viewing
time up to 45 minutes. The result is that viewers
will easily be able to skip conventional television
advertising. Fortunately a new generation of
intelligent receivers, combined with innovative
uses of datacasting and seamless integration with
the Web or Internet-like services offer the
potential for new advertising and revenue
generating services.

Types of Datacasting
The industry has defined two major categories of
datacasting:

1. Enhanced Television — data content
related to and synchronized with the
video program content. For example, a
viewer watching a home improvement
program might be able to push a button
on the remote to find more information
about the product being used or where
to buy it. A viewer watching a cooking
program might be able to obtain a
recipe with the push of a button, even
order the ingredients from a local
market. A news broadcast could
include transcripts and related news
information that a viewer could display,
save, or print on demand.

2. Data Broadcast — data services not
related to program content. An example
would be current traffic conditions,
stock market activity, or even
subscription services that utilize ATSC
conditional access capabilities. Data
broadcast bandwidth could also be sold
to third parties for a wide range of
applications not related to broadcast
television.

The distinction between Enhanced Television
datacasting and Data Broadcast could be a
significant issue pertaining to how the FCC
applies “must carry” rules to local cable
operators. The FCC could consider Enhance
Television datacasting part of the program
content and force the cable operators to include it
in their signal, but not require the cable operator
to carry data that is not directly linked to the
program content.

Enhanced Television Examples

First, let’s review a range of applications that are
being considered and the ATSC receiver
standards that will support them. These examples
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demonstrate how ATSC datacasting could be
used to enhance program content based on the
receiver and transmission standards that the
ATSC is currently developing, and the
capabilities of intelligent ATSC receivers (both
complete television sets, and set-top converter
boxes) that leading consumer electronics
companies are developing.

Icon Indicating Data Content

Our viewer is watching a travel program. When
there is datacasting content related to the
program, an icon could appear on the screen in
an unobtrusive manor (Figure 1). If interested in
seeing more information, the viewer could push
a button on the remote.

Figure 2.

The next level of information, also unobtrusive,
could identify the types of content available
(Figure 2).

If the topics look interesting, the viewer could
select the category —let’s say “travel”, then
choose whether to view the information
immediately or book mark it and retrieve it later.
Bookmarking would instruct the receiver to store
the data in local memory for later use.

If our viewer decided to look at the datacasting
content immediately, the moving video image
could shrink, revealing the additional menus and

levels of information (Figure 3). Again our
viewer could bookmark, view on screen, or even
print this information.

ey STV R e ARy 4

ure 3

Another feature being developed by many
receiver manufacturers is a built-in reverse
communications channel (such as a modem) and
an Internet browser. The ATSC Digital TV
Application Software Environment (DASE)
standard, the specification for digital receivers to
handle datacasting, will likely support links to
related Web sites allowing receivers with Web
browsers to automatically connect to a Web site
to support interactive applications and ordering
goods and services.

In this example, if there’s a reverse
communications channel, our viewer could
request additional information, generate an
automatic e-mail or transparently link to an
Internet site to make a reservation at the hotel
advertised on screen.

Keeping the Viewer’s Attention

Producers, broadcasters, and most importantly
advertisers have voiced concerns about
distracting a viewer with data content during the
program, and the possibility of moving a
viewer’s attention away from the television
program to the Internet. Advertisers are
particularly concerned about loosing the viewer’s
attention. Several of the major networks, the
Corporation for Public Broadcasting, advertising
agencies, and consumer products manufacturers
are conducting focus groups and user tests to
determine effective techniques for using
datacasting content to enhance program content
and advertising. Among the techniques being
developed:

Intermission — Specific times in the program
when the viewer is given the opportunity to



chose from a menu of possible options. Menu
items might include music or news clips related
to the program content. The viewer might even
be able to buy CDs of the music and other
products.

Product Placements — At any time during a
program, a viewer might be able to obtain more
information about anything in the program.
Perhaps the viewer wants to know more about
the BMW that the hero is driving in a drama or
the jewelry the heroine is wearing. Or, the
viewer may be interested in the furniture, the art,
or location. At any time a viewer could request
additional information about anything included
in the program. The value to advertisers of
product placements would increase significantly
if a viewer could obtain more information about
the product and where to purchase it.

Figure 4.
Multilevel Advertising — With datacasting, the
audio/video content could be designed to appeal
to the appropriate market segment. In this
example, bicycling enthusiasts. But the single
video stream could support multiple advertising
messages. In this example (Figure 4.) the
advertisement could support biking events,
helmets, clothing, and bicycles as well as where-
to-buy information.

There’s enough data-carrying capacity in the
ATSC standard to download information to
support multiple menus. Of course the receiver
would have to be equipped with enough memory
or storage to save the various options. The
proposed DASE standard will likely have a
provision to carousel data, that is broadcast the
same data multiple times in a short period of
time, making it available to support a viewer’s
selection within seconds even if the receiver
doesn’t have sufficient memory to store all menu
options. There’s also enough broadcast data
capacity to send pictures and multimedia content

— video and audio — and use new techniques such
as immersive photography and JAV A applets.

Datacastin

g in the News
T NEWS+

CURNENT nTOANS

wl by the ysar

Datacasting can also enhance news programs in
many ways. For this example (Figure 5.), the
video content is in a 4:3 aspect ratio allowing the
news program to be simultaneously broadcast for
NTSC and ATSC viewers. But the ATSC
viewers would see additional menus providing
immediate access to information such as
transcripts, still images, and related stories. A
digital viewer could also access local
information such as weather, traffic, and more.

DASE -Digital television Application
Scftware Environment

The ATSC DASE specialist group defining the
software application environment for digital
receivers is moving toward a specification that
addresses the following issues:

1. Open Architecture — Receiver
manufacturers want independence from any
particular vendor of hardware or software
subsystems, freeing them from the PC
industry model where a small number of
companies dictate product specifications.

2. JAVA — The standard will likely support
JAVA.

3. Wide Range of Datacasting Services —
Receiver manufacturers want to be able to
offer products that support different levels of
datacasting and browsing features. The core
functions can be supported with a memory
footprint of 500 kb (or less), making it
possible to design low-cost receivers that
can still process and display some
datacasting content. A basic receiver with
limited memory might be able to process
and display unidirectional content, while a
more sophisticated receiver might include
more memory and storage plus support bi-
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directional communications with a complete
Internet browser.

4. Use of Existing WEB Authoring Tools —
The standard will be based on HTML
(HyperText Mark-up Language), the
programming language used for the Internet.
Consequently ATSC datacasting services
will be able to make use of the pool of
experienced authors already creating content
for the Web, as well as support reuse of
existing Web content.

5. Use of Existing Web Transaction and
Order Fulfillment Services — The proposed
standard will allow ATSC datacasting
services to use existing services developed
to support the Web.

6. Web Links - The datacasting content will
be able to automatically link to a Web site if
the receiver is equipped with an Internet
browser. In addition, the standard will allow
the broadcaster or advertiser to limit a
viewer to predefined sites from that
connection, minimizing the chance of losing
the viewer to the Internet. The DASE
standard would require to viewer to return to
the program content.

7. Synchronize Data to Program Content —
The datacasting standard will provide
techniques to synchronize data content to
specific segments of a video stream and
provide precise layout control for the data
content to co-exist with the video image.

8. Extensible — The standard will support new
media types by using content decoders that
are extensible with downloadable software
code.

Summary

ATSC datacasting may be a more important
factor in driving consumers to acquire digital
receivers than high definition video and multi-
channel audio. Effective use of datacasting
could have far reaching effects on advertising
and commercial broadcasters’ business models.
A new generation of intelligent ATSC receivers
with built in Internet browsers and reverse
communications channels will integrate Internet
services with broadcast television. Broadcasters
and producers have an exciting new dimension to
add to television.
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THE EVOLUTION OF FRONT ENDS FOR DIGITAL TV

Simon Wegerif
Philips Semiconductors
Sunnyvale, CA, USA

ABSTRACT

This paper describes the evolution of hybrid analog digital
front ends for receiving ATSC (VSB) and existing NTSC
signals from the perspectives of component count
(increasing integration & cost reduction), flexibility
(decoding platform independence) and performance.

INTRODUCTION

After a decade of standard setting, digital TV has moved
into the implementation phase, and progress, both at the
transmission and receiver side has already been rapid. For
the front end of the digital TV receiver, it is both digital
and mixed signal IC technology which has allowed
substantial increases in performance, flexibility and a
reduction in parts count — all of which are necessary if
DTV is to hit mass market consumer price points and
levels of reliability in the near future. Some of the major
drivers & opportunities for these trends will be explored in
the following sections.

COMPONENT COUNT

A typical first generation VSB front end employs separate
IC based modules for the tuner, IF, digitization (A/D) and
demodulator / decoder. Much of this functionality is
replicated in order to acquire existing NTSC cable or off

v
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Tuner IF A/D Demod
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Fig. 1. Typical first generation DTV front end

air signals.

An analysis of the requirements of different receiver types
identifies some common needs, which can be implemented
using a very few ICs. The core architecture of NTSC and
ATSC decoding can be extended in a modular fashion to
encompass other modulation schemes in a cost-effective
way.

A4
Multi std. Multistd. [ ITU656
g Tuner IF + NTSC
decoder I’S
L VSB VSB
Digitized L decoder [P TS
IF
il QAM QAM
» decoder > TS

Fig, 2. Second generation hybrid DTV front end

Here, a multi standard tuner, capable of tuning to digital
VSB, cable (QAM) and NTSC signals throughout the 50-
860 MHz band is connected to a new mixed signal IC".
This IC combines the functions of NTSC IF, picture and
sound demodulation with VSB / QAM down conversion.
The NTSC signals are digitized and output as ITU-R 656
and Inter IC Sound ready for processing in a digital
receiver architecture. Analog component (YUV, S-Video)
inputs are also provided, allowing the IC to act as a source
selection and format conversion center for the many legacy
inputs required on a digital hybrid receiver.

When VSB or QAM signals are being received, the IC
outputs a digitized representation of the IF, for glueless
interfacing with VSB & QAM demodulators. The VSB
demodulator can also act as a Transport Stream switcher,
to eliminate glue logic where more than one digital
demodulator is required to interface with a source decoder
having only a single input. Other component reduction
measures include the provision of a sample rate converter
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at the input of the VSB demodulator, removing the need
for an external VCXO regulating the synchronous
sampling of the IF input.

PERFORMANCE

The first generation design has been optimized with
respect to certain performance parameters. It has been
tested extensively in the Lab (including the facilities at the
Advanced Television Technology Center in Arlington,
VA), and also in the field at several different locations,
using both indoor & outdoor antennas. Feedback from
these tests is incorporated into the second generation,
without adversely affecting the achievable price point.

First generation receivers have typically been designed to
perform similarly to the Grand Alliance reference system
(known affectionately as the ‘Blue rack’). During 1998 a
number of new transmitters have come on line, allowing
testing in reception environments that were not included in
the original Grand Alliance program. Some of the most
notable impairment mechanisms resulting are dealt with in
the following sections.

Short delay (dynamic) multipath

This is perhaps the most severe problem that VSB has to
cope with. It is caused principally by two phenomena:

1. Urban canyons with high rise walls. Modern steel &
(metallized) glass buildings can reflect incident radio
waves in the VHF/UHF range with very high
efficiency. The overall effect when trying to receive
signals in an urban environment is an ‘urban clutter’
effect, characterized by many close together high
energy, short duration echoes.

2. The use of indoor antennas. Indoor reception
conditions represent an additional challenge, as often
there may be no line of sight reception, the signal
instead having to travel via doors & windows which
do not absorb or reflect the signal. Additional
reflections can be caused by people / other moving
objects in the vicinity. Indoor antennas are typically
not very directional, so most reflected / delayed
energy has to be rejected using intelligent techniques
in the VSB decoder.

Some parameters in the receiver have to be optimized to
cope with dynamic multipath:

1. The Decision Feedback Equalizer (DFE) has to be

updated rapidly to cope with echoes whose strength
and delay is continually changing. The training
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sequence built in to VSB transmissions repeats every
24ms - a rate which is too slow to compensate for
indoor reception changes e.g. people moving around
the living room, or vehicles moving outside. An extra
blind update path has been added which can update
the equalizer at VSB symbol rate continuously, in
addition to the trained path. The use of an equalizer
with the fewest number of taps needed also helps
improve the inherent tradeoff between equalizer
introduced white noise and adaptation time. In
addition to the measures deployed in the equalizer, a
four stage AGC circuit allows a fast response to
changes in signal level, whilst preserving headroom &
resolution at each stage in the chain from antenna to
transport stream output.

2. Synchronizer enhancement in the demodulator front
end. No matter how good the equalizer and its update
algorithms, the VSB decoder cannot operate without
reliable front end lock. A complex equalizer placed
before the main adaptive equalizer decreases the
apparent Inter Symbol Interference (ISI) by
compensating for certain types of e.g. group delay
related channel distortions. This circuit aids in the
recovery of the ATSC synchronization symbols,
yielding a robust lock in the presence of interference.

Long static ghosts

Evidence has appeared that certain man made & natural
geographic features can cause long static echoes at
particular reception sites. Examples of this occur at a
particular site in Washington DC where a discrete echo of
37us has been measured and several sites in Chicago
where strong 26us echoes have been found, in this case
caused by signal reflections from the City’s three tall
skyscrapers.

In order to cope with field test findings, and with possibly
even more difficult conditions in the future, a DFE
architecture has been implemented which can cope with
discrete echoes of up to 80us duration. The architecture is
chosen so as not to compromise unduly the desirable
adaptation time, equalizer introduced white noise and chip
area / power dissipation characteristics of a shorter
equalizer.

NTSC adjacent & co-channel interference

It has been known for some time that, due to the FCC
channel allocations for DTV having to occupy the same
spectrum as that for analog during the transition period,
some problems are likely with strong NTSC signals
causing interference with their (typically 12dB) less



powerful DTV counterparts on the same, or adjacent
channels.

The Grand Alliance decoder used a single tap comb filter
generating regularly spaced notches and placed before the
equalizer in the VSB receiver to remove energy around the
NTSC picture, chroma sub carrier and sound carrier
frequencies. The problem with this relatively simple
implementation is that it degrades the basic S/N
performance of the receiver by approximately 3dB when
switched in.

Much improved performance can be obtained by using a
multiple tap, adaptive FIR filter placed between the output
of the equalizer and the input of the trellis decoder. The
NTSC co-channel interference filter operates in a trained
mode, using the field sync segment synchronization signal
as a training sequence. Unlike the Grand Alliance scheme,
this filter is left permanently in circuit and adaptively
tracks & removes interference with little or no loss of
AWGN performance.
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Fig. 4. Simplified TV front end architecture

PC

As CPUs and graphics controllers become more powerful
itis fast becoming a realistic proposition to add DTV tuner
cepabilities to the Multimedia PC. This can be achievec
using the same basic front end block as for the TV, but this
time interfacing to a PCI bridge designed especially for
video & data handling. As can be seen, the PCI bridge
needs to handle the MPEG Transport Stream and ITU-656
inputs, and the provision of Inter IC Sound & Control
ports greatly simplifies interfacing.

PLATFORM

It is hoped and expected that users of TVs, STBs and PCs
will all benefit from DTV transmissions, however these
devices have distinctly different architectures. Interfacing,
together with other hardware and software requirements,
focussing on the differences between the three architecture
types, will be explored in the following section.

TV

The basic multi function front end block in Fig. 2 feeds a
TS de-multiplexer / source decoder block which can be
either dedicated hardware or, for improved flexibility and
future proofing can be a software based media processor,
such as the Philips TriMedia. In either of these situations,
the VSB decoder can be used as a routing / switching
device for the 656 and an additional MPEG-2 transport
stream.

PCI
Bridge
\E Multi std k Multistd [—— IS
Tuner IF + NTSC
decoder P ITU
656
. VSB TS
Digitized -’ decoder in
IF {
T <> I'C
2 QAM
» decoder

Fig. 5. Simplified PC DTV front end architecture

Fig. 6. shows how the ATSC Transport Stream and
digitized NTSC signals are handled once they have been
carried over the PCI bus to the host. The MPEG-2 HL
assist block may or may not be required, depending on the
capabilities of the CPU and graphics device, and the
display resolution required.
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Modular home appliance

The advent of the 1394 ‘Fire wire’ bus and the Device Bay
physical / electrical format allow the possibility of creating
front end modules for access to different distribution
media and service providers.

A Device Bay module for digital satellite TV, for instance,
would contain the required tuner, QPSK demodulator and
a service provider specific CA slot in a box sealed to make
it ‘tamper evident’. To prevent content piracy over the host
link, the signal could be encrypted using a standard copy
protection mechanism, before being sent according to the
1394 Trade Association’s AV/C protocol.

Fig. 7. Prototype ATSC Device Bay receiver
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It is foreseen that 1394 could become a standard
interconnection mechanism for tuner peripherals on both
advanced CE appliances and home multimedia PCs. A
Device Bay tuner unit for ATSC terrestrial reception has
been designed & built, as shown in the photograph in Fig.
7.

The provision of reference design information, such as
schematics, parts list and detailed PCB layouts enables
platform providers to concentrate on aspects of the system
such as user interface and applications which allow them
to differentiate themselves from their competitors.

NEXT STEPS

Finally, some thoughts on where front end architectures
for DTV can go next.

Front end modules are a logical extension of the reference
design concept, where all of the tuner and channel decode
functions are contained in a ready to use module, most
likely a shielded can to start with. Where the specific
channel format requires sophisticated software for control,
it may make sense for this to be contained in an embedded
microcontroller within the front end module also,
simplifying the software interface with the rest of the
system.

The trend towards higher levels of integration will also
continue. Even in the limit though, it is likely that two
silicon die will be required, since RF amplification, mixing
and A/D conversion require IC process characteristics
substantially different from deep sub-micron CMOS
needed for ever increasing amounts of DSP. Architectures,
partitioning and novel signal processing techniques, both
in the analog and digital domains will be the future sources
of competitive advantage for IC vendors.
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Television Home Server for Digital HDTV Broadcasting
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ABSTRACT

In the age of digital broadcasting, demand will
increase for a television Home Server that
automatically records a viewer’s favorite programs
for subsequent viewing at any time. We propose a
hierarchical storage management system (HSMS) as
the architecture for developing a high-speed Home
Server with very large capacity. Using this HSMS,
we have developed a prototype Home Server. This
Home Server, using video hard disk technology that
we have developed, can play back a recorded HDTV
program while recording another digital HDTV
program on a single hard disk. The development of
a hierarchical storage management method will also
enable it to record over 4 hours of HDTV programs
and play them back without having to wait. The
hardware of this Home Server will be sufficiently
compact to be built into a wall-mounted television
set such as a plasma display panel.

1. Introduction

Digital broadcasting has significantly widened the
scope of program selection, hence there is an even
greater chance of viewers missing programs they
want to watch. To reduce such missed
opportunities, home storage devices will become
increasingly important. Future storage devices for
the home should provide not only large recording
capacity, but also many other useful functions not
provided by conventional home VCRs. The most
important function is an "anytime function" that will
allow viewers to watch favorite programs at any
time, rather than the time at which such programs
are broadcast. Such home storage systems with the
"anytime function" we call Home Servers ''\.

Integrated services digital broadcasting (ISDB'*)
offers a variety of broadcasting services including
high-quality digital HDTV programs, an electronic
program guide (EPG), program-related information,

and multimedia news, as shown in Fig. 1. A
television set installing a Home Server can provide
up-to-date news and weather forecasts at any time of
the day, enabling viewers to interactively enjoy
broadcasting programs 24 hours a day, free from the
set-time broadcasting hours. We conducted viewer
questionnaire surveys on two occasions, in May
1996 and March 1997, conceming installing Home
Servers in television sets. The results showed that
99 percent of those surveyed supported the idea.
About 80 percent said that 7 hours would be
adequate as the recording capacity of a Home
Server. As for the question when they would like to
have Home Servers installed in their television sets,
61 percent said within 3 years, and 93 percent within
4 years. These answers reflect the high demand for
the early appearance of Home Servers.

This paper first describes the required specifications
and functions of Home Servers for digital TV
broadcasting, and then proposes a new HSMS
consisting of several storage devices, such as
semiconductor memory, hard disk, optical disk and

Broadcasting

News bulietins - H
& [ Weather forecasts —* 2 =~
o = -
S [TV newspaper 1= S Automatic o
8 Programs - 2 Package Reception §
| © Automatic 3
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© Text information = E Aotomatic s
[ Audio information [~ ] Personalized Selectlo o
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Thanks to the advanced compressed transmission system,
it will become technicalty possible to transmit an hour-long
program in a few minutes.

Fig. 1 Storage and Home-delivery of
Broadcasting Services
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tape, as the architecture for developing a high-speed,
large-capacity and compact Home Server.
Furthermore, it describes the element technologies,
such as the video hard disk, hierarchical storage
management method, storage agent, recording data
format, new user interface, etc., and outlines the
prototype Home Server and results of performance
tests.

2. Required Specifications and Functions

Home Servers must be able to provide not only large
recording capacity, but also many other convenient
functions not available on conventional VCRs, as
shown in Table 1. These functions include
simultaneous recording and playback of several
programs, high-speed retrieval, and interactive
playback.  Further, it should be compact and
available at low price.

Home Servers must also provide two contrasting
functions at the same time: the processing of news
and other programs that are constantly updated, and
that of movies and other programs kept in a video
library. The storage devices of Home Servers must
have a high-speed random access capability for the
former function (primary memory), while possessing
a large recording capacity for the latter (secondary
memory), as shown in Table 2. To satisfy these
requirements, we propose a new HSMS (hierarchical
storage management system) consisting of several
storage devices, such as semiconductor memory,
hard disk, optical disk and tape, as the architecture
of a Home Server !,

This architecture allows step-wise expansion of
memory configurations in the Home Server
depending on the types of broadcasting services
desired by viewers. Table 3 shows the grades of a
Home Server ranked by available services and
memory configurations.

3. Prototype Home Server

Digital HDTV programs (MPEG-2 MP@HL) are to
be provided at the data transfer rate of about 23Mbps
in BS digital broadcasting in Japan. To offer
"anytime services”, the Home Server must be able to
play back a stored program while recording another
one on the air. It should also be possible to play
back a program while it is being recorded. This

Table 1 Specifications of Home Server

Home Server Home VCR
(tuture) (conventional)

Digital Broadcasting Analog
Recording (MPEG2-TS, data), Broadcasting
signals CATV services, (NTSC)

internet

Simultaneous Recording or
Operation mode | recording and playing back

playing back (not both together)
Muiti-program )
recording/ o] X (1 program onty)
playback

Delayed viewing| O

X

Digest viewing

QO (nonlinear playback | X
within a program)

Zapping viewing

O (nonlinear playback | X
between programs)

Program search

Intelligent, fast

Manual, slow

Table 2 Memory Construction of Home Server

Primary memory
(temporary memory)

Secondary memory
(archive memory)

Functions

 Temporary storage
of programs

* Multi-task
processing

» Playing back
while recording

* Program storage
as a private library

* Recording of many
programs

» Long-term program
storage

» High-speed  Large memory
. random access capacity
Requirements |, pocording/playback |« Inexpensive
at high bit rate * Compact
« Easy to handle
Examples RAM, HDD Optical Disk, Tape

Table 3 Grades of Home Server

Home '

Safvec Memory Service

Grade | Semiconductor | Information-based programs,
1 only still pictures

Grade | Semiconductor | Temporary moving pictures
2 |+ hard disk in addition to Grade 1

Semiconductor | Private library for

Grade |+ hard disk large-capacity moving pictures

3 |+tapeor in addition to Grade 2
optical disk

requires a Home Server to transfer data at SOMbps
or faster. Also, the recording capacity should be at




least 40Gbyte in order to store HDTV programs for
up to 4 hours.

Fig. 2 compares the recording capacity and data
transfer rate of storage devices that are expected
around the year 2000. DVD as a removable storage
device will be attractive, but currently does not have
sufficient data recording rate for real-time
processing of HDTV programs. It will take some
time before we will be able to transfer data at a bit
rate high enough for simultaneous recording and
playing back of several programs. In this paper, the
following storage devices were studied as an
example of the Home Server 4 as shown in Fig. 3.

- Primary memory : semiconductor memory and

hard disk
- Secondary memory : tape

The overview of the prototype Home Server that we
have developed is shown in Fig. 4. Although based
on a personal computer, the storage device controller
for the hard disk and the tape drive has been newly
developed. The hardware is compact enough to be
built into a PDP (plasma display panel) and other
wall-mounted television sets. Fig. S shows the block
structure of the Home Server. The input/output
signal of the Home Server is MPEG-2 Transport
Stream (TS). The hard disk and the tape drive are
connected by a single bus of Ultra-Wide SCSI for
recording and playback control. Fig. 6 shows the
software structure of the Home Server. To realize a
HSMS that utilizes the respective strengths of each
storage device, we developed storage device drivers
for the hard disk and the tape drive each and also a
storage agent for controlling several storage devices
at the same time.
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Fig. 2 Comparison of Storage Devices

The semiconductor memory (RAM) generates basic
data blocks for recording on the hard disk or tape
and also reproduces MPEG TS streams when
playing back from the hard disk or tape. The hard

+ Automatic selection of
programs a viewer
wants

» Simuitaneous
recording/playback
of several programs

////////

/
Digital Broadcasting // /
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Fig. 3 An Example of the Home Server
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Fig. 5 Block Structure of the Home Server
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disk is used for storing and playing back update-type
programs (news, etc.) and supports multi-channel
recording onto the tape. The tape stores programs
that the viewer wants to keep in the private library.
In addition to this conventional function, the tape in
the Home Server lets the viewer retrieve a program
much faster and offers such interactive services as
zapping playback and digest playback.

4. New Element Technologies

The main element technologies newly developed for
the Home Server are as follows.

4.1 Input/Output TS Processing

We developed a technology to identify event IDs

User Interface
I

Home Server Application

— = I
P ! ‘ - \ 1 (o 1 C d
ey Storage Agen S dcemyte
I —= '4‘ - — 1 T

input/Output TS

Processing Driver

(=)

Control Command
Procassmg Driver

Control Command

and other program information multiplexed over the
MPEG-2 TS. This allows the viewer to select and
record the desired programs. Fig. 7 outlines the
operation of the input/output TS processing board
that we have developed. The Home Server input
signal is the 28.305Mbps TS. The input TS
processing leaves only those data packets related to
programs to be recorded, subjecting the remainder
packets to null-data packets of partial TS. During
this processing, all of the RS error-correction codes
attached to the data packets are removed. When a
recording stream is produced, the null-data packets
are also removed, and 4-byte inter-packet time
information is attached to each data packet for the
number of removed null-data packets can be counted
later. The output TS processing inserts the null-data
packets based on the inter-packet time information,
and the 28.305Mbps partial TS, the same as the

input TS processing, is reconstructed to be used as
the Home Server output signal.

As the result of this processing, the recording stream
for digital HDTV programs is handled at about
23.31Mbps, thus reducing the recording/playback
data rate by 18% as well as allowing long-hour
recording to make use of the recording capacity of
the storage devices. As this input TS processing can

InputOutput also identify program IDs over the MPEG-2 TS, the
prototype Home Server can accommodate
Fig. 6 Software Structure of the Home Server
RS Code
TS+RS 188byte Tobyte
Home Server Input I"spyy TT°sp2 [T 'sp1 [] sp2 F] D71 ] D1 | sD2 F] sbi |
Partial TS | SD1 SD1 SD1 SD1
Insert Time InfOrmatron betWeen Recordiﬁg f}aﬂckets(zlt;):%é?)‘ S
Recording Stream I‘I D1TTSD |‘| SD1 |ll
.' InsertNuh Packets ~~~~~~~ - e
Home Server Output 1 |3 } ;7 -
Partial TS SD 1: SD1 SD1 | SD1 | ¢

(RS Code , On/Off Available)

Fig. 7 Operation of the input/output TS processing



broadcasting services combining HDTV and SDTV
(standard-definition television) programs.  The
hardware, including both input and output TS
processing, is sufficiently compact and is the same
size as a standard board of the PCI bus.

4.2 Video Hard Disk

A hard disk plays an important role as the primary
memory in the HSMS. This is an essential storage
device for quickly accessing television programs
stored on tape or optical disk used as the secondary
memory in the HSMS. However, a hard disk is
basically designed to record computer data, and it
has some problems to effectively record video data
as a primary memory of the Home Server. Although
a hard disk can transfer video data at the maximum
burst rate in an instant, its continuous data transfer
rate is quite slow so that zero-failure processing of a
certain amount of data within a fixed time is
required. We have developed a video hard disk
technology ' capable of recording and playing back
the data with the same block size as the basic video
data size, while guaranteeing continuous data
transfer at high speed. With this technology, we can
significantly reduce the seek frequency during
simultaneous recording/playback of hard disk data,
thus fully exploiting the advantages of hard disks in
video applications.

In the prototype Home Server, we measured the
read/write performance of the hard disk. The results
are shown in Fig. 8. This measurement can be used
to evaluate the multi-channel access capability of the
hard disk, providing a basic design guideline for the
Home Server. In order to realize simultaneous
recording and playback on a hard disk, a bandwidth
for 2 channels (46.62Mbps for this system) is needed
as the data transfer rate of the hard disk. Fig. 8
indicates that the data can be processed without
problem up to 50 seeks per second. If the same data
are processed using an OS filing system in the
ordinary computer environment, at least 100 seeks
per second would be required for the hard disk, thus
causing data processing to fail. Our video hard disk
technology enables the size of the recording data
block of the hard disk to be set to IMbyte with the
original video filing system. As a result, only 9
seeks per second would be required for the hard
disk, and the hard disk uses just 56 percent of its
maximum capability in this data processing. The
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Fig. 8 Multi-channel Access Characteristics
of the Hard Disk

prototype Home Server, using a video hard disk
technology, can simultaneously record and play back
digital HDTV programs on only a single hard disk,
which contributes to the compactness of the Home
Server.

4.3 Hierarchical Storage Management Method

The prototype Home Server uses three different
storage devices: a semiconductor memory, a hard
disk and a tape. This is not just a simple
combination of three types of storage devices; rather,
the features of each of these devices are finely
adjusted to record and play back television
programs, which makes this system unique. The
Home Server can dynamically access several storage
devices at the same time, which conventional
computers cannot do. We thus achieved quick
program retrieval, digest playback, simultaneous
recording of several programs, and synchronized
interactive playback from the tape, as explained
below.
4.3.1 Quick Program Retrieval from Tape

A conventional VCR usually takes several minutes
before the beginning of a program recorded toward
the end of the tape can be accessed. The Home
Server stores the beginning of each program on the
hard disk, instantly picking up any server program
from the tape. It can seamlessly switch from the
hard disk to the tape for playback after searching for
the program on the tape is completed. Viewers can
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thus watch a program recorded on the tape without
waiting for searching of the program.

4.3.2 Interactive Playback from Tape

A tape is a storage device that cannot be accessed
randomly at high speed because it is mechanically
driven. Its high-speed data transferring, however,
enables a program to be recorded and played back
faster than real time. If a search for the next
playback scene can be completed by utilizing this
time difference, we can realize seamless, nonlinear
playback, as shown in Fig. 9. This method improves
the search capability of the tape by utilizing the
high-speed data transfer rate, thus achieving
interactive playback from the tape.

In the prototype Home Server, we measured the
nonlinear access (seamless playback) characteristics
from the tape. The result is shown in Fig. 10. The
curve shows that, with the playback time set at 30
seconds per scene, it is able to play back scenes up
to 20 minutes ahead in seamless non-linear
playback.

4.4 Storage Agent

In this Home Server, tasks are divided among three
storage devices to record and play back a television
program. It is important, therefore, to control these
storage devices in an intelligent manner,
automatically managing stored programs and
information. A storage agent performs this function.
It intelligently selects and controls
recording/playback devices and their operations.

The prototype Home Server, for instance, has six
operation modes as shown in Table 4, which are
selectively controlled by the storage agent. In this
way, viewers perceive that what they are watching
comes from a single storage device so that they are
unaware of the tape, disk and other storage devices.
They simply select a program and specify the form
of its program presentation. With the storage agent
switching these six operating modes while managing
their operation time, the Home Server can
simultaneous record and play back several programs
in real time.

Dramatic improvements in many different storage
devices are expected over the next few years. The
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Table 4 Operation Modes
Modes Recording Playback
Program Reception,
Mode 1 | Racarging on DD No Playback
Mode 2 E;%%;ng gcr:\e'gg%n, Playback from HDD
Mode 3 g;%%:zmg g;eﬂg%" Playback from Tape
Program Reception,
Mode 4 | Recording on HDD & Tape | No Playback
Program Reception,
Mode 5 Rec%rdlng on ﬂDD & Tape Playback from HDD
Program Reception,
Mode 6 Rec%rdlng on gDD & Tape | Playback from Tape

storage agent technology will play a greater role as it
does not limit the types of storage devices used in
Home Servers.

4.5 User Interface



A user-friendly interface is important for viewers to
make use of the functions of Home Servers. Fig. 11
shows the user interface that we have developed.
The viewer can move to a desired interface screen
simply by selecting the icon in the menu. Thanks to
the storage agent technology mentioned earlier, the
viewer can operate the Home Server without being
aware of the existence of storage devices such as
tape and disk. The Home Server provides the
"anytime services" as well as new viewing control
functions not provided by conventional storage
devices.

The "anytime services" allow viewers to directly
choose the most up-to-date news and weather
information at any time of day. Among the new
viewing control functions, viewers can choose one
from "Mark / Play from Mark," "Beginning,"
"Digest," and "Zapping." The first two allow truly
time-free program viewing so that the viewer can

temporarily stop watching a program on the air or
watch a program from the beginning of the program
on the air. "Digest" allows the viewer to watch only
the highlight scenes of a program. "Zapping" allows
the viewer to freely choose more than one program
while enjoying television.

5. Summary

There is strong demand for early implementation of
the television Home Server, which is a future video
storage system for interactive TV. We proposed a
new HSMS consisting of several storage devices,
such as semiconductor memory, hard disk, optical
disk and tape, as the architecture for developing a
high-speed, large-capacity and compact Home
Server. This architecture enables viewers to upgrade
the memory configurations in the Home Server
depending on the grade of the necessary services,
from using a simple semiconductor memory to a
hard disk and a tape.
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Fig. 11 User Interface of the Home Server
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We have developed a prototype Home Server,
compact enough to be built into a wall-mounted
television set, with an "anytime function" for digital
HDTV broadcasting. Our video hard disk
technology enables the Home Server to play back a
stored HDTV program while recording another
digital HDTV program on only a single hard disk.
The development of the new HSMS also enables the
Home Server to record over 4 hours of HDTV
programs and play them back without having to
wait, even though the device uses a tape. In this
HSMS, the storage agent automatically controls the
recording and playback of programs and related
information.  Viewers can thus enjoy programs
without being conscious of the storage device on
which the programs are recorded, with new viewing
control functions not provided by conventional
home VCRs.

References

{1} T. Kurioka, "Digital Broadcasting and Home
Server,” ITE Annual Conference, S1-4, pp.438-
441, July 1998

(2] T. Isobe, A. Ohya, K. Usui, M. Ueno, A.
Yanagimachi and T. Nishizawa, "Interactivity in
Broadcasting and Its " Application to ISDB
Services,” IEEE Transactions on Broadcasting,
Vol.42, No.3, pp.179-186, September 1996

(3] T. Kurioka, H. Minami, H. Okuda, J. Numazawa,
A.  Yanagimachi and H. Ohshima, "A
Hierarchical = Storage Management System
Toward the Realization of ISDB Anytime
Services,” ITE Technical Report Vol.21, No.31,
pp.33-38, May 1997

[4] T. Kurioka, H. Minami, H. Okuda, J. Numazawa
and A. Yanagimachi, "Television Home Server
for Integrated Services," IEEE Transactions on
Consumer Electronics, Vol.44, No.d, pp.1195-
1200, November 1998

(5] T. Kurioka, H. Minami, H. Okuda and H.
Ohshima, "A New Video Hard Disk System for
Multimedia  Program  Production,” IEEE
Transactions on Broadcasting, Vol.42, No.3,
pp-222-228, September 1996



Radio: The Computer Connection
Monday, April 19, 1999
10:30 am - 12:00 pm

Chairperson: Barry Thomas
KCMG-FM, Los Angeles, CA

10:30 am SAN Enabled Standard Network File System
Doug Anderson

Transoft Networks

Santa Barbara, CA

*11:00 am Averting Obsolescence: How an Open-
Platform Architecture Can Foster Compatibility and
Greater Development

Mike Palmer

Associated Press Broadcast

Washington, DC

*11:30 am From On Air to On Line: The Internet
Provides New Revenues for Radio Stations
Steve Carley

On Radio

Scotts Valley, CA

*Papers not available at the time of publication

131



132




SAN Enabled Standard Network File System

Douglas B. Anderson
Transoft Networks, Inc.
Santa Barbara, CA

ABSTRACT

Data sharing solutions for digital imaging
markets have come of age. Third generation
SAN solutions are available today, and they
are suitable for a wide array of data-intensive
applications with diverse workflows. The SAN
Enabled Standard Network File System is a
prime example of this state-of—the-art
technology and a harbinger of things to come.

1.0 INTRODUCTION

There are numerous and compelling reasons
for sharing data in the broadcast and post-
production industries. When sharing is done
efficiently multiple editors and artists can
complete pieces faster, easily incorporate
existing material, utilize expensive equipment
better, and move work between different work
centers with ease.

Digital non-linear editing for broadcast and
post-production not only provides faster
turnaround and higher quality productions, but
also places tremendous demands on the
workstations, interconnect, and  storage
devices. Large files and real-time streaming
required for on-air systems also preclude all
but the highest performance networking
solutions.

Conventional networks based on common
Local Area Network (LAN) technology like

Ethernet may seem enticing, but today they
cannot deliver the performance the broadcast
and post-production industry demands. To
overcome these limitations, the industry has
gravitated toward Storage Area Networks
(SAN) for data sharing.

Fibre Channel technology has quickly become
the underlying technology of choice for data
sharing SAN solutions; but more is required
than just this core technology. In order to
obtain the true benefits of shared storage
networks a complete solution is needed which
includes software for file sharing and storage
management.

2.0 SHARING APPROACHES

Two distinct approaches have evolved to
create data sharing environments: conventional
corporate networking, and the SAN. The
fundamental difference  between  the
approaches is where the network resides
relative to file system. In conventional
corporate networks the shared file systems
reside on servers that are separated from
applications by the LAN or Wide Area
Network (WAN). With SANs the applications
and file system reside on the same machine
(e.g. the user’s workstation) and the storage
devices are directly attached via a high-speed
network.
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2.1 Conventional Networks

Conventional corporate networks share data
though the use of file servers interconnected to
user workstations (clients) via LANs or
WANs. Network security and file system
protocols like NFS and SMB/CIFS provide the
transactional semantics for data sharing. While
this approach provides the connectivity and
ensures file system coherency, performance is
limited.

The vast majority of corporate network
infrastructure connecting to user workstations
is only capable of supporting 10/100BaseT
Ethernet or similar speed communications
technologies. With a maximum bit rate of 100
Mb/Sec, only two users streaming data
concurrently from a server at 3 MB/sec can be
supported. When real-time performance counts
or more users are required, it’s just is not
enough!

Clearly, a higher speed connection must be
installed for demanding digital video
applications. The question is what kind of
connection. Proponents of Gigabit Ethernet
suggest that it is the solution for high-speed
networking. Though the bit rate of Gigabit
Ethernet rivals the 1,062 Mb/sec rate of Fibre
Channel, there are fundamental issues that
hinder Ethernet performance scaling.

These factors include the 1,500 byte Ethernet
frame size and the transport control protocols
like TCP that must be layered on top of
connectionless network protocols like IP to
provide guaranteed data delivery. The
resulting “network protocol stack” and small
frame size imposes a significant burden on the
client and server central processing units
(CPU). This overhead includes packet
sequencing, error detection, and recovery
mechanisms. Combine the Ethernet limitations
with server system bottlenecks, and the result
is throughput rates that are approximately half
of what can be achieved using a Fibre Channel
based SAN.
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2.2 Storage Area Network (SAN)

Storage attached to a dedicated high-speed
network, like Fibre Channel (FC), is the basis
for a SAN. When combined with management
software, it becomes a network where many
computer systems can share the storage.

SANs go straight to the heart of the
performance issues that plague conventional
networks. In SAN implementations the user
workstations are connected directly to storage
devices via a high speed interconnect like
Fibre Channel, completely eliminating the file
server. Performance is dramatically improved
because the SAN eliminates server data path
bottlenecks and reduces network protocol
overhead. This reduction in CPU overhead is
attributed to the relatively large 64,000 byte
FC frame size and the thinner network
protocol stack resulting from the guaranteed
network data delivery mechanisms handled by
the FC host bus adapters.

3.0 SOFTWARE SOLUTION

As computer operating systems evolved along
with conventional networking technology, file
systems were developed to meet the demands
of the client/server paradigm. The result was
network operating systems (NOS), like Novell
NetWare, Windows NT, UNIX, etc. In this
environment, file system integrity is only
guaranteed if one computer is directly
accessing and managing a disk volume. If
more than one computer running a standard
NOS directly accesses the same volume,
corruption results; each computer assumes it
owns the volume and uses the data blocks as
needed. Since none of the computers are aware
that another may also have direct access to a
disk volume, the computers inadvertently
overwrite each other’s information, commonly
known as the cache coherency problem.



3.1 Software Options

Though the SAN hardware provides the
physical paths for computers to directly access
disks, it does not enable multiple computers
running a standard NOS to share disk volumes,
because the hardware does not solve the cache
coherency problem. In order to share the data
on a disk volume, additional software must be
provided to manage access. This software may
take the form of a distributed lock manager,
replacement file system, or standard file
systems with extensions.

First/second generation SAN data sharing
solutions predominately use the distributed
lock manager approach to achieve volume
level sharing. More recent solutions either
provide a replacement file system or add
extensions to a standard file system, to achieve
a finer level sharing granularity and a more
dynamic sharing environment. This evolution
represents another step towards the goal of
delivering a data sharing solution with the ease
of use associated with conventional networks
without any of the LAN/WAN performance
limitations.

3.2 Decision Factors

Each software design approach has positive
features and limitations or drawbacks, so the
key is selecting one that maximizes
reliability/availability, performance, and ease
of use. Developers must also consider what
approach will bring the technology to market
in a timely manner without compromising the
primary objectives.

For example, before Transoft Networks
selected the software architecture for their 3™
generation data sharing solution they
considered many factors. The distributed lock
manager approach was not chosen, because
experience suggested that it would be more
challenging to extend that approach than to
select another method that already had
provisions for finer granularity access and
dynamic control. The replacement file system

approach was not selected, because any
potential benefits were heavily out-weighed by
the onerous task of trying to create a new non-
standard file system (historically it has taken
years to stabilize and refine a new file system).
Instead, Transoft Networks chose to
implement their 3 generation by extending a
standard network file system.

4.0 SAN FILE SYSTEM

Transoft Networks 3™ generation data-sharing
solution adds extensions to Microsoft’s® New
Technology File System (NTFS) that maintain
file system coherency for the SAN attached
storage. By choosing to add extensions to
NTEFS, the basic file system mechanisms for
file locking and access privileges are
preserved, Windows NT network security is
maintained, standard protocols like SMB/CIFS
are available to facilitate heterogeneous
platform support, and storage network adapter
drivers can be used without modifications. The
result is a “SAN Enabled Standard Network
File System”.

To understand how the SAN Enabled Standard
Network File System works, it is necessary to
understand the terminology and architecture
for what is known technically as an
asymmetric clustered file system with
distributed I/O.

4.1 Terminology
What is a Cluster?

A Cluster is a type of parallel or distributed
system that consists of a collection of
interconnected nodes (computers) used as a
single, unified computing resource.

What is a Clustered File System?

A clustered file system distributes
command (metadata) and data transfer
operations to the nodes within the cluster,
allowing these operations to occur in
parallel on multiple nodes.
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What is an asymmetric file system?

An asymmetric file system is one in which
critical file system on-disk structures,
security, and range locking are centralized
in a coherent unit that may be separated
from the nodes performing data transfer
operations.

What is an asymmetric clustered file system?

Asymmetric clustered file system acts as a
single, unified computing resource to
present a file system among nodes
connected to the clustered file system. The
file system input/output (/O) operations are
split into metadata and data transfer
portions, enabling each node accessing the
file system to perform direct /O data
transfers with network attached storage,
thereby distributing the I/O and acting as a
cluster.

4.2 Metadata portion of an /O

The metadata portion of an /O concems itself
with what is known as file system metadata
operations. File system metadata is used to
maintain the on disk structure of the file
system. All operations on the file system, such
as range locking, directory services, and
managing file attributes, need to be
coordinated so that the integrity of the file
system is maintained. The SAN node
responsible for handling the metadata portions
of VO for a file system is known as the
Metadata Server for that file system.

4.3 Data Transfer portion of an I/O

The data transfer portion of an /O concerns
itself with the movement of data between SAN
nodes and storage devices. When a logical file
IO request enters the shared file system it is
split into metadata and data transfer portions.
The /O request is forwarded to the Metadata
Server if the desired data is not already in the
node’s disk cache. The Metadata Server
converts logical file /O operation into a
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physical block list and returns it to the
originating node. The physical block list is
used to manage the direct data transfers
to/from storage, without further Metadata
Server interaction. (See figure 1.)

Request Il“ PR SN

—
Work- Metadata
station - 0" megly - Server

- ==-] Block =
-==| List

Metadata

Storage

Figure 1: Direct I/O Operation

5.0 FS FEATURES & BENEFITS

Storage Area Networks with clustered (shared)
file systems create an ideal environment for
data-intensive applications such as non-linear
video editing, audio, animation, graphics,
medical imaging, and geo-sciences. By
combining the high-throughput capabilities of
interconnect technology like Fibre Channel
with the ability to share storage across
multiple  heterogeneous machines, SAN
Enabled Standard Network File Systems create
the possibility for entirely new applications
and work flow models.

5.1 Features

Though there are many different approaches to
data sharing, a robust 3" generation solution
should have a feature set like the one provided
by Transoft Networks’ SAN Enabled Standard
Network File System.

* Globally shared file systems
e Multiple readers/writers per file system

e Dynamic file and byte-range locking
e Direct data I/O from storage to DS nodes



e Heterogeneous system support

e Cross platform data sharing

e Standard file privileges and security

e On-line storage & file system management

e Journaling, integrity checks, and mirrored
metadata

Not all solutions are created equal, though it
may not be apparent when comparing a basic
feature list to the one presented above.
Judicious use of existing technology,
adherence to industry standards, and careful
attention to network adapter, protocol, and
media independence provides additional
benefits.

These principles were applied to the SAN
Enabled Standard Network File System to
ensure that the solution would be compatible
with existing network infrastructure, to
insulate it from changes in the base file
system, and so an exceptionally robust
solution would be available to address today’s
data sharing needs.

5.2 Benefits

The jury is in! The benefits of SAN data
sharing solutions have been proven in the
digital imaging markets. Only two years ago
data sharing appeared to be a novel solution
promoted by a handful of entrepreneurs.
Today SAN technology has advanced and
blossomed into a mainstream component of
the industry. The fundamental reasons that
production managers and editors have been
eager to adopt this technology are:

e Increased productivity

e Higher data availability

¢ Cost saving from better storage utilization
e Ability to stream data at higher rates

e Seamless integration into workflow

In particular, SANs are helping news-rooms
meet critical deadlines by enabling editing to
occur in parallel with digitization, and work to
be passed rapidly from one suite of tools to
another in process. Sharing reduces production
time by providing the workgroup with instant
access to libraries of archival footage and new
material from locally digitized clips or from
satellite feeds. Once a job is completed, it is
ready for immediate access, because it is not
necessary to copy the master to tape and carry
the tape over to the on-air system.

6.0 Y2K - A VERY GOOD YEAR

Despite all the gloom and doom forecasted for
the year 2000, it should be a very good year
for the SAN industry. The benefits accrued
from continuing industry wide emphasis on
Fibre Channel interoperability testing and
anticipated deployment of next generation
SAN software solutions is something to really
be looking forward to.

The technology underlying the SAN Enabled
Standard Network File system is providing a
spring board that Transoft Networks is using
to develop a data sharing solution with more
even more flexibility and higher availability
than any solution available today. This year
2000 deliverable is called FibreNet™ H/A.

FibreNet™ H/A will provide continuous
distributed clustered file system services
despite availability changes of system servers.
FibreNet™ H/A network policies will allow
relationships between nodes and file system
resources to be defined for diverse sets of
circumstances, including transparent client YO
recovery and load balancing. Policies will be
enforced transparently, so scaling will
continue gracefully as more nodes and storage
are added to the SAN, offering an increase in
availability as well as throughput. Hence, the
SAN Enabled Standard File System is just the
beginning!
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MPEG SPLICING

Mike Knowles, Nigel Dallard, Alois Bock

NDS Broadcast,
Southampton

ABSTRACT

Traditional analog network and affiliate broadcasters re-
broadcast  contributed content  (e.g. network
programming), and switch in locally sourced news,
advertisements or other content. These sources are edited
and switched into a program stream according to a
schedule. The switching is easily achieved as the program
material is all in the same format and the picture frames,
making up the material, are easily identified and labeled.

In the digital world the production requirements are the
same. However, the content will now be delivered to the
affiliate in a pre-coded state. The broadcaster will need to
pass through the High Definition content through the
transmission network without decode/recode or editing,
and insert the local material including news,
advertisements and other content into the digital feed.
This is an extremely complex process, which requires the
use of MPEG splicing. It will inevitably lead to
compromises in program production, but is a very cost-
effective alternative to the network affiliates budgeting
large capital expenditures to equip their transmission
studios with expensive High Definition equipment.

This paper will examine the challenge of MPEG splicing,
discussing the principles behind MPEG splicing and the
developments being made to provide simple, cost-
effective systems to allow the broadcasters to address the
needs of digital broadcasting.

INTRODUCTION

Bitstream splicing is the process by which MPEG
compressed programs are switched, concatenated edited,
etc. in the compressed domain, i.e. without the need for
decoding and re-encoding. It involves joining each of the
component elementary streams of one program with the
corresponding streams of another. Due to the complexity
of the encoding and decoding algorithms, attention has so
far concentrated mainly on splicing issues of the
compressed video signal itself'>* with little consideration
given to other constituents of MPEG transport streams.

Therefore, the techniques for splicing MPEG video
elementary streams are well understood and need not be
considered in detail in this paper, although a brief
overview will be given. Instead, this paper concentrates on
the implications of transport stream splicing for
broadcasters and aims to clarify some of issues concerning
the application of MPEG transport stream splicers in a real
broadcast environment.

Applications

There are many potential applications for MPEG transport
stream splicing, including but not limited to

e local insertion of pre-compressed sources (€.g.
advertisements) from video servers into a live feed;

¢ live-to-air local program insertion (€.g. news) into a
national network feed;

e insertion of pre-compressed network feeds into local
broadcasts;

» switching of other (non-network) content into the
program.
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Advantages of transport stream splicing

Transport stream splicing, compared with decoding and
re-encoding solutions, has a number of benefits for
broadcasters in cases where frame accurate switching is
not required, such as

¢ low cost;

e compact solution;

® possibility to concatenate sequences with different
resolutions;

e low processing latency, typically less than 1 ms;

* no loss of picture quality;

¢ interoperability through the proposed SMPTE-312
standard;

e seamless or near-seamless transitions.

MPEG VIDEO SPLICING

Probably the most important aspect of MPEG video
splicing is the management of the decoder buffer fill level
during and after the splicing operation. In an MPEG
bitstream, there is a constant delay from the input of the
encoder to the output of the decoder, but the relative fill-
level of the encoder and decoder buffers varies greatly
over time, depending on the type of video frame being
transmitted, or on the complexity of the scene, among
other factors. Thus, it may be required to splice from a
bitstream with a full decoder buffer to one with the
occupancy close to emply. This is almost certain to cause
a decoder buffer overflow after the splice if no measures
are taken during the splice to reduce the decoder buffer
occupancy.

Video elementary stream constraints

To make continuous decoding possible, the first picture in
the bitstream after the splice has to be intra coded. This is
fairly easy to arrange if you are splicing to a program
coming off a server, or 10 a co-sited local encoder. If,
however, the two bitstreams are coming from remote sites,
or there is no control over them for other reasons, the
splicer has to manage the transition between the out point
of one stream and the in point of the other. This can be
done in a number of ways as shown in the next section.

If B-picturcs are used, it is necessary to ensure that the
first Group of Pictures (GOP) after the splice is “closed”,
that is, there are no B-pictures dependent on I or P
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pictures from the preceding GOP. This would result in bad
block distortion because the previous I or P picture in the
receiver came from a different bitstream.

In 60Hz environments, where 3:2 pull-down is used, it is
necessary to ensure that the field-parity sequence is
maintained over the splice-point. SMPTE-312 specifies
“out-points” after a bottom-field and “in-points" before a
top-field.

Video splicing types
MPEG defines two types of splicing.

* Seamless splicing, where the decoder video buffers
are carefully equalised before the splice takes place
and

* non-seamless splicing, where the decoder buffer is
aliowed to underflow and decoding restarts on the new
bitstream.

As is implied by the names, seamless splicing results in a
much cleaner join of the two video sequences — in fact the
Join is invisible. Non-seamless splicing will normally
result in a short freeze-frame at the decoder whilst the
bufter re-fills and decoding restarts. Alternatively, it is
possible to inject a black I frame during the splice
transition if a freeze-frame of the video signal is
considered undesirable.

In addition to the splice types defined by MPEG it is
possible to perform what has become known as near-
seamless splicing whereby the freeze-frame or black
period is reduced to a minimum - usually just a few video
frames. In this method the decoder buffers are not allowed
1o empty nor are they required to be exactly equal at the
splice point, but are deliberately managed during the
transition across the splice. This method combines the
advantages of non-seamless splicing in so far as the two
butfer occupancies are not equalised ( and hence the video
coding algorithm does not have to be constrained) and
seamless splicing because the transition is often fast
enough not to be noticed.

Therefore, with only a small amount of processing power
in the splicer it is possible to avoid sacrificing encoding
efficiency for bitstream splicability. This can be achieved
with the following measures.



e Decoder buffer management during the splicing
operation;
o GOP closure in the splicer rather than in the encoder.

Video bit rate constraints

When splicing between programs compressed to different
data rates it is necessary to make sure that there is enough
capacity in the output multiplex to cope with the higher of
the two bitrates. Since multiplexed transport streams are
usually running to full capacity this means that spliced-in
streams have to be of the same or lower bitrate.

The much bigger problem is statistically multiplexed
bitstreams. More and more broadcasters are looking to
utilise such systems to improve the efficiency of the
encoding. In such systems, the bit-rate of the video
component of any one program is continuously varying
over a wide range. To splice into such a bitstream, you
either need to ensure that the program you are splicing (0
is coded at the lowest bit-rate utilised by the program you
are replacing, or the program in question is taken out of
the statistical multiplexing algorithm for the duration of
the insert. The use of multiple logical groups of
statistically multiplexed programs, with real-time
allocation of programs to those groups, enables the
broadcaster to combine the advantages of statistical
multiplexing with the flexibility of bitstream splicing.

CLOCK REFERENCES AND TIME STAMPS

The chances of any two independently encoded programs
to be spliced together having the same clock reference
(PCR) values are extremely remote. Therefore the splicer
has to either

e change all PCR, PTS and DTS values of the 2"
bitstream to match those of the first, such that the
decoder does not see any discontinuity or

e signal a system timebase discontinuity at the splice

point and leave the decoder to recover according to the
MPEG standard.

The second of these two options has a number of
disadvantages.

e The MPEG-2 standard does not allow the presence of
PTS or DTS fields referring to the "old" PCR after
the first occurrence of the “new" PCR. This can
potentially cause problems with audio and other non-

video streams due (o the transmission delay between
video and audio (and other) frames with the same
PTS.

¢ Timebase discontinuities in the transmitted bitstream
may enable "commercial killers” to be built.

e«  Commercial decoders/IRDs on the market today will
not have been tested against a spliced bitstream, and
may misbehave when presented with a timebase
discontinuity (despite the MPEG-2 Conformance
specification requiring that they cope).

It is therefore better for the splicer to alter the PCR, PTS
and DTS fields in the 2™ stream to make it adhere to the
same timebase as the 1*.

PIDs

An MPEG-2 decoder determines the relevant PIDs for
each of the elementary streams of a program from the
Program Specific Information (PSI). This information is
only transmitted every few hundred milliseconds and the
response time to changes is specific to decoder
implementation. Therefore, the splicer must re-map the
PIDs of the second bitstream to match those of the first to
ensure there is no delay in starting to decode the second
bitstream.

Furthermore, consideration has to be given to the
possibility that the programs being spliced have different
numbers of elementary streams. For example, a network
feed may have a second-language audio component, whilst
the advertisement to be inserted only has one. For a
combination of technical and commercial reasons,
including the reaction time of decoders to changes in PSI
and to defeat "commercial killers”, it is necessary to
define the number of elementary streams being transmittec
as fixed and either drop or duplicate streams as
appropriate.

A couple of examples may help to explain. First, consider
a local affiliate station receiving a network feed which
always has English and Spanish language audic
components. If the local affiliate station produces
programmes and advertisements which only have Englisk
language audio, then it may be best for the splicer to drop
the Spanish audio stream, and modify the PSI accordingly
when the network feed is spliced in. Now consider a
Canadian local station which usually produces bilingual
English/French programming, but the incoming network
feed only has English audio. In this case, it may be best for
the splicer to duplicate the English audio on the French
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audio PID whenever the network feed is spliced in, to
ensure that the French speaking listener is never left
without audio for a few seconds whilst the decoder detects
and responds to the PSI change indicating the loss of
French audio.

OTHER SERVICES
ATSC Closed Captions

ATSC systems carry Closed Captions in the user_data of
the video elementary stream, according to EIA-708. They
will therefore automatically be spliced along with the
video. If there are different numbers of closed caption
streams, e.g. for different languages, then similar problems
are encountered to those described for audio above, and
either the PSIP has to be adjusted at the time of splice, or
the closed caption stream inside the video bitstream has to
be processed by the splicer. A more pragmatic solution
when the closed caption stream contains more languages
than required is to simply not describe the “extra"
languages in the PSIP.

DVB Subtitles

DVB systems carry subtitles as a separate packetised
elementary stream, according to ETS 300 743. This means
that the splicer can easily drop or duplicate subtitle
streams, however, a single PID stream can carry multiple
language subtitle streams, and thus similar problems and
solutions exist to those described for ATSC above.

DVB subtitles streams need some simple processing at the
splice point to ensure that the subtitle decoder is cleanly
"reset” at the splice point and does not continue to use
regions and objects defined prior to the splice point.

DVB Teletext

World System Teletext is conveyed in DVB bitstreams
according to ETS 300 472. This specification defines that
Teletext is conveyed in PES packets that are exact
multiples of Transport Packets. There is no retained
“state” between PES packets, so the actual splicing is very
straightforward. The issues are similar to that for audio -
what to do if the old and new transport streams have
different numbers of Teletext streams defined.

DSM-CC Carousels

DSM-CC Data and/or Object Carousels arc now being
designed in to systems to convey programme-related data

for Interactive TV applications. There are two splicing-
related issues that need to be considered when
implementing such systems.

e The splicer needs to be DSM-CC aware and splice the
carousel in such a way that the decoder does not
receive partial or corrupted data.

e The splicer needs to take in to account the PCR-
related time-base information associated with/carried
in the carousel to tell the decoder when to render the
data.

Because DSM-CC carousels are conveyed in Sections, not

PES packets, conventional PTS/DTS fields cannot be
used.

DSM-CC defines the concept of Normal Play Time
(NPT), which is used to describe all "stream events" and
uses NPT Reference Descriptors to lock NPT to the PCR.
If the splicer re-stamps PCRs and PTS/DTSs, then it also
needs to restamp NPT Reference Descriptors if this
method of synchronisation is used.

The draft ATSC data broadcasting specification carries
PTS/DTS for the data objects in a header in the carousel.
In this case, if the splicer re-stamps PCRs and PTS/DTSs,
then it needs to also be capable of re-stamping those in the
DSM-CC carousel.

ENCRYPTED BITSTREAMS

Bitstreams which are scrambled at the transport layer have
the entire PES packet including PES header scrambled. It
is thus not possible to read or change any of the content.
This means that only non-seamless splicing, with timebase
discontinuities, is possible with scrambled bitstreams. For
either seamless or ncar-seamless splicing, the bitstream
needs to be in the clear, i.e. if conditional access is
required, scrambling takes place after splicing.
REAL-TIME CONTROL

Unlike uncompressed signals, video, audio and data
signals which are to be presented simultaneously occur in
the compressed bitstream at very different times. For
example, compressed video is transmitted well ahead of
the associated compressed audio due to the longer
decoding delays.

Thus, manual control of splicing is becoming extremely
difficult unless the operator can see the program prior to



compression. Even then the actual splicing point has to be
delayed in line with the encoder delay which is variable. If
the operator only has access to the decoded program, there
will be a variable delay between the time when the ‘splice’
button was pressed and the point where the splice actually
occurs, depending on decoder buffer occupancy at the
splice point. For these reasons work is concentrating on
automated splicing according to predetermined schedules.

Figure 1| shows a block diagram of a possible
configuration of a local station. In this diagram the
transport stream splicer switches between live-to-air local
programs 1 and 2, pre-compressed files from the server
and MPEG-2 network feeds. The splicer is controlied by a
local control computer with scheduling information.

Network feed

T
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Figure 1 Block diagram of local station with
transport stream splicer and scheduling

control.

The proposed SMPTE splicing standard, SMPTE-312
defines a means for a network to download local opt-outs
schedules using splice_info_sections that are carried as
part of the program and defined as such in the PMT. This
data is then extracted from the network feed by the splicer
and fed to the local control computer. The splicer then
modifies the PMT to remove any reference to the
splice_info PID, and also deletes the PID from the
outgoing transport stream to defeat "commercial killers".

The local station staff then define which of the scheduled
spice-points in the network feed they want to use, and
what source the splicer should splice to when the splice-
point occurs. This data is then uploaded to the splicer.

On the same PID as the splice schedule, the network can
send "pre-roll" and “"execute" commands that inform the
splicer when the various splices in the network feed are

approaching. This is a digital version of audio cue-tones
used by many (cable) networks in today's analogue world.

CONCLUSIONS

Issues concemning MPEG real-time splicing have been
discussed. It has been demonstrated that there is more to
MPEG splicing than solving video buffer management
problems. In particular, the requirement to splice streams
other than video and audio puts more demands on the
splicer, and broadcasters should ensure that the splicer they
purchase has the required functionality. Also the question of
real-time splicer control will need careful attention of
system designers and new ways to operate (local) broadcast
stations. Nevertheless, transport stream splicing, properly
integrated into the rest of the digital broadcast chain, can
provide compact and cost-effective solutions for today’s
broadcasters.
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ABSTRACT

Content-based access of digital video is possible
through recent advances in image and audio
understanding technology. Automatic indexing and
retrieval of digital video allows users to process vast
collections of data in a short time and with less
manual effort. In the broadcast industry, the ability
to search and retrieve content and information will
be required to reuse and resell content that would
otherwise remain locked in storage. Broadcasters
will leverage new gains in content-based access to
better affect their bottom line.

1.0 INTRODUCTION

Image understanding technology provides robust
systems for identifying important video content,
such as, scene changes, camera motion, video
captions and the presence of human faces. Advances
in audio understanding technology enable users to
verbally annotate video segments and provide an
accurate and efficient means for converting audio
into textural transcripts. There are many practical
applications as well as limitations for this
technology in the broadcast industry. Content-based
retrieval techniques will be utilized to establish large
and extremely valuable archives of information that
can be used for information retrieval, data mining
and content reuse. We will describe the current state
of the art for automated extraction of image and
audio content from video, as well as current research
in this area.

2.0 MOTIVATION
Unlike text or images, video must be encoded,
cataloged and indexed so that lengthy analog tapes

can be broken down into a small “clips” searchable

by the following:

e Image (drag a picture of a tree into a window
and the software will find video containing
similar trees),

¢ Text (enter a name, subject or phrase - similar to
the search method on search engines such as
Yahoo or Lycos)

¢ Fielded search (pick choices from a list, such as:
subject, description, lighting, angle, format.
time. date, reporter, or location).

Video Indexing - The ubiquity of the Internet and
corporate Intranets have offered us multiple
pathways to disseminate information in addition to
the network broadcast and cable television channels.
The main difference between the two is the notion of
broadcast video (fixed time 30 to 60 minutes) and
on-demand video (specific information regardless of
time and location). In order to serve the on-demand
users, we need to quickly find and deliver the most
relevant portion of the video and not a 30 or 60
minute program. Therefore. it is necessary to
consider effective ways and means to index and
store video so that it can be retrieved instantly on-
demand and shared.

The effort and frustration involved in locating video
information is enormous today. The onslaught of
new tools and technologies to create and share even
more information makes the magnitude of this data
management problem even more difficult. The
information architects of the future have to also
focus on providing tools and methodologies to
efficiently navigate the video information. Proper
indexing is the core ingredient of this effort.



Feature Film Production - One of the largest
expenses in the feature production industry is the
cost of processing film. The ratio of footage shot to
footage used in final production is typically between
10:1 and 40:1. With such a wide shooting ratio,
many financial and labor resources could be saved if
production houses could print only the footage that
will actually be used in the feature.

But because they lack an effective system for
logging, managing, sorting, and proofing footage
before it is printed. most production houses spend
resources processing all of the footage shot in a
day—even bad takes.

In addition to managing daily footage, production
houses are also challenged with the problem of
storing footage from past shoots. This problem
drains resources as well. For example, production
houses often spend money and man-hours
reshooting scenes, sometimes in expensive, remote
locations, simply because previously shot footage
with similar content cannot be located. Without a
system to archive and index past footage and make it
accessible, there is no return on work invested in
past projects.

Currently, production houses lack an inexpensive
and efficient mechanism for sorting and tracking
daily footage as well as an effective means of
searching archives to repurpose previously
processed footage. Without such a system,
production houses will continue to incur costs
needlessly.

Stock Footage Delivery - Today, when customers
need stock footage, they typically contact a house
that offers the type of footage they are looking for.
Stock footage researchers then look through their
collections and send a preview tape (also called
window dub) to the customer via mail. A day (or
several days later) the customer receives and reviews
the tape. If they like any of the content, they order a
high-resolution version (again via mail). If not, the
process repeats itself. In a deadline driven business,
this process is tedious and cumbersome.

Cataloging. search, and retrieval of stock footage via
Intranets, Extranets or the Internet saves significant
time and increases productivity. Users can search
thousands of hours of video content and instantly

receive video clips. For example. users can type in
keywords or select visual criteria, such as image.
color or camera angle to return the exact content
they are looking for. Depending upon the format or
resolution chosen, digital or analog versions of the
purchased clips are instantly viewed, downloaded or
sent to the user.

Broadcast News - The current amount of stored
video footage in the news industry amounts to over
an astounding 10 million hours. Simply managing
the physical inventory of that video is an enormous
task. And, the amount of video continues to grow. as
stations broadcast up to 20 hours daily and receive
incoming video feeds which can amount to over 300
hours per day. While all broadcasters manage these
video assets in some way, the requirement for on-
time, up-to-the-minute news has put considerable
strain on today's outdated management systems. To
remain competitive and offer viewers the most in-
depth coverage possible, news organizations must
have immediate access to both live, incoming video
as well as archived video from previous stories.

With the advent of networked computers, faster PCs
and greater storage capacity, news broadcasters now
have the capability to easily and inexpensively
convert archived and incoming analog video to a
digital format searchable over standard PCs or the
World Wide Web.

Internet Video Delivery - Today, finding and
delivering video content over the Internet is
problematic, with no way to search or preview video
content without downloading entire files. With
segmented video, you can preview video clips,
easily navigating through search results and
downloading only the video you want.

3.0 IMAGE TECHNOLOGY

Certain image-based features may be extracted
without rigorous analysis of the actual content
from the video. These features include such
analytical features as scene changes. motion flow
and known production structure in such formats
as news video.

In addition to analytical methods, many image

processing systems approximate the actual
content of an image or video. For many users, the
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query of interest is text based, and therefore, the
content is essential. The desired result has less to
do with analytical features such as color, or
texture, and more with the actual objects within
the image or video.

3.1 SCENE SEGMENTATION

Scene changes are used to separate visual content
in video. The most fundamental scene change is
the video cut. For most cuts, the static difference
between image frames is so distinct that accurate
detection is not difficult. Cuts between similar
scenes, however, may be missed when using only
static properties. There are a variety of more
complex scene changes used in video production,
but the basic premise is a change in visual
content. The video cut, as well as other scene
change procedures are discussed below.

Dissolves and Fades - Dynamic imaging effects
are often used to change from one scene to
another. A common effect in all types of video is
the Fade. A Fade occurs when a scene changes
over time from its original color scheme to a
black background. This procedure is commonly
used as a transition from one topic to another.
Another dynamic effect is the Dissolve. Similar to
the Fade, this effect occurs when a scene changes
over time and morphs into a separate scene. This
transition is less intrusive and is used when subtle

change is needed.

Wipes and Blends - These effects are most often
used in news video. The actual format of each
may change from one show to the next. A wipe
usually consists of the last frame of a scene being
folded like a page in a book. A blend may be
shown as pieces of two separate scenes
combining in some artistic manner. Like the fade
and dissolve, wipes and blends are usually used
for transition to a separate topic, therefore
detection is extremely important.

Several research groups have developed working
techniques for detecting scene changes
[Arman94), [Zhang93), [Hampapur95]. Several
survey publications for image and video access
methods will be available in the near future.

A histogram difference is less sensitive to subtle
motion, and is an effective measure for detecting
scene cuts and gradual transitions [Arman94],
[Zhang93]. By detecting significant changes in
the weighted color histogram of each successive
frame, video sequences can be separated into
scenes. In the difference, D(1), peaks are detected
and an empirically set threshold is used to select
scene breaks. This technique is simple, and yet
robust enough to maintain high levels of accuracy
for our purpose. Using this technique, many
researchers have achieved high accuracy in scene

N
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Figure 1, Histogram Scene Segmentation
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segmentation. Figure | is an example of
histogram-based segmentation, with the image
divided into sub-regions. Sub-region analysis
provides segmentation that is less sensitive to
motion.

Edge Based Segmentation

An alternative form of scene segmentation
involves the use of traditional edge detection
characteristics. Edges in images are useful
information about the changes in background and
object distribution between scenes. An effective
algorithm for detecting cuts and gradual
transitions was developed using edge detection
technology [Zabih95].

Motion Based Segmentation

An analysis of the global motion of a video
sequence may also be used to detect changes in
scenery. When the error in optical flow is about
some threshold, this is usually attributed to its
inability to track a majority of the motion vectors
from one frame to the next. Such errors can be
used to signify scene changes. A motion-
controlled temporal filter may also be used to
detect dissolves and fades.

3.2 MOTION ANALYSIS

An analysis of optical flow in video sequences
can serve as an additional feature for retrieval.
There are many algorithms with different levels
of emphasis, such as, processing speed, and pixel
accuracy. Most of these algorithms require some
computation, and more often, researchers are
exploring methods to extract optical flow from
video compressed with some form of motion
compensation. Section 4 describes the benefits of
using compressed video for optical flow and other
image features. Optical flow fields may be
interpreted in many ways to estimate the imagery
in video. Two such interpretations are the action
of camera and object motion.

Camera Motion

One important aspect of video characterization is
based on interpreting camera  motion
[Akutsu94b]. Many scenes have beautiful visual
effects, but offer little in the description of a
particular segment. Static scenes, such as
interviews and still poses, contain essentially

identical video frames. Since the skim must
congregate large amounts of visual information
into a short sequence, we avoid video with excess
camera motion or visual redundancy.

Knowing the precise location of camera motion
will provide another tool for video segmentation.
Fast camera shots often appear as scene breaks
when only the intensity distribution is measured.
The quality of the camera motion estimate is used
to detect video with extreme motion.

Object Motion

An important kind of video characterization is
defined not just by motion of the camera, but also
by motion or action of the objects being viewed.
The global distribution of motion vectors
distinguishes between object and camera motion.
Object motion typically exhibits flow fields in
specific regions of an image, while camera
motion is characterized by flow throughout the
entire image.

3.3 OBJECT RECOGNITION

Identifying significant objects that appear in the
video frames is one of the key components for
video characterization. Several working systems
have generated reasonable results for the
detection of a particular object, such as human
faces, text, or automobile. These limited domain
systems have much greater accuracy than do
broad domain systems that attempt to identify any
object in the image.

Human Faces

The “talking head” image is common in
interviews and news clips, and illustrates a clear
example of video production focusing on an
individual of interest. A human interacting within
an environment is also a common theme in video.
The detection of humans in video is possible
using a number of algorithms. Most techniques
are dependent on the face size, and rely heavily
on lighting conditions, limited occlusion, and
limited facial rotation. Current research has
shown promise in the ability to detect faces of
different orientation, scale, position [Rowley95].
An example of the results from the Neural
Network face detection system by Rowley is
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shown in Figure 2. Companies such as Visionics
have produced products that offer face matching
and detection functionality.

Captions

Text and graphics are used in a variety of ways to
convey content to the viewer. They are most
commonly used in news broadcast, where
information must be absorbed in a short time.
Examples of text and graphics in video are
discussed below. An example of an image with
captioned text and graphics is shown in Figure 2.

Figure 2, Video Captions and Face Detection

Video Captions - Text in video provides
significant information as to the content of a
scene. For example, statistical numbers and titles
are not usually spoken but are included in
captions for viewer inspection. Moreover, this
information does not always appear in closed
captions.

In news video, captions of the broadcasting
company are often shown at low opacity in a
corner without obstructing the actual video. A
ticker-tape is widely used in news broadcast to
display information such as the weather, sports
scores, or the stock market. In some news
broadcast, graphics such as weather forecast are
displayed in a ticker-tape format with the news
logo in the lower right corner at full opacity.
Captions that appear in the lower third portion of
a frame are almost always used to describe a
location. person of interest, title, or event in news
video. In Figure 2, the subject’s names and
affiliations are listed.
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Captions are used less frequently in video
domains other than broadcast news. In sports, a
score or some information about an ensuing play
is often shown in a corner or border at low
opacity. Captions are sometimes used in
documentaries to describe a location, person of
interest, title, or event. Almost all commercials
use some form of captions to describe a product
or institution, because their time is limited to only
30 to 50 seconds.

Most captions use high contrast text such as the
black and white chyron commonly found in news
video. Consistent detection of the same text
region over a period of time is probable since text
regions remain at an exact position for many
video frames. This may also correct for the false
detection of text regions that move or fade in and
out when captions are placed in a scene.

For some fonts a generic optical character
recognition (OCR) package may accurately
recognize video captions. For most OCR systems,
the input is an individual character. This presents
a problem in digital video since most of the
characters show some degradation during
recording, digitization and compression. For a
simple font. we can search for blank spaces
between characters and assume a fixed width for
each letter [Sato98].

Graphics

A graphic is usually a recognizable symbol, which
may contain text. Graphic illustrations or symbolic
logos are used to represent many institutions,
locations, and organizations. They are used
extensively in news video, where it is important to
describe the subject matter as efficiently as possible.
A logo representing the subject is often placed in a
comer next to an anchorperson during dialogue.
Detection of graphics is a useful method for finding
changes in semantic content. In this sense, its
appearance may serve as a scene break. Recognition
of corner regions for graphics detection may be
possible through an extension of the scene change
technology. Histogram analysis of isolated image
regions instead of the entire image can provide a
simple method for detecting corner graphics.



Articulated Objects

A particular object is usually the emphasis of a
query in image and video retrieval. Recognition
of articulated objects poses a great challenge, and
represents a significant step in content based
feature extraction. Many working systems have
demonstrated accurate recognition of animal
objects, segmented objects, and rigid objects such
as planes or automobiles. Research at the
University of California at Berkeley, University
of California Santa Barbara, and the University of
Kentucky has shown promising results in the
recognition of complex objects.

The recognition of a single object is only one
potential use of image based recognition systems.
Discrimination of  synthetic and  natural
backgrounds, or an animated or mechanical
motion would yield a significant improvement in
content based feature extraction.

3.4 IMAGE STATISTICS

A variety of image statistics may be used without
extensive processing of the image content. An
analysis of the shape and contours of an image
can provide useful information to the content.
This is particularly the case in video with rigid
object models, such as military footage.
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align and translate these words into text. For many
video editors, audio selection is made on a frame by
frame basis, so it is important to achieve the highest
possible accuracy. At a sampling rate of 8Khz, one
frame corresponds to 267 samples of audio.
Techniques in language understanding may then be
used for selecting the most significant words and
phrases.

4.1 SPEECH RECOGNITION

An important element in video indexing creation is
the audio track. Audio is an enormous source for
describing video content. Words specific to the
actual content, or “Keywords” can be extracted
using a number of language processing techniques
[Mauldin91], [Salton83]. Keywords may be used to
reduce indexing and provide abstraction for video
sequences [Wactlar96], [Smith98). There are many
possibilities for language processing in video, but
the audio track must first exist as an ASCII
document or speech recognition is necessary.

In order to use the audio track, we must isolate each
individual word. To transcribe the content of the
video material, we recognize spoken words using a
speech recognition system. Speaker independent
(any user) and speaker dependent (single user)
recognition systems have made great strides as of
late and offer promise for application in video
indexing [Frowein91], [Hauptmann97). Speech
recognition works best when closed-captioned data
is available. Captions usually occur in broadcast
material, such as sitcoms, sports, and news.
Documentaries and movies may not necessarily
contain captions. Closed-captions have become more
common in video material throughout the United
States since 1985 and most televisions provide
standard caption display.

4.2 LANGUAGE ANALYSIS

Natural language processing is applied to understand
and expand the user's query and to associate it with
correct but inexact matches from the library's
content to go beyond limited keyword matching in
the search [TREC93}, [Salton83}), [Mauldin91].
Natural language processing is applied to both query
processing and during library creation — spoken and
typed free-form query processing, ranked retrieval
and summarization for use in title generation and
video abstract. Many retrieval engines implement a
probabilistic matching to return a rank-ordered result

list.  Varying relative thresholds enables either
precision or recall to be adjusted by the user. It also
enables multiple types of similarity matching and
tolerates errors in speech recognition of the spoken
query and generated transcripts.

5.0 VIDEO META-DATA

Sections 3 and 4 describe methods for creating
image and audio meta-data through automated
techniques in image, language and speech
processing. An example of the types of meta-data
that may be extracted with this technology is
shown in figure 3. In this section we discuss
alternative forms of meta-data that do not require
extensive processing. In many cases, the data
described in this section may be extracted from
previously derived manual data, such as geo-
spatial information, and video production
structure and standards.

Global Position Systems (GPS)

The incorporation of explicit or implied geo-
references is a useful form of meta-data for video
indexing and retrieval. In its simplest form this
means the inclusion of the corresponding GPS
location data as an additional dimension and
modality of information search. This "location data"
corresponding to each video segment is represented
as a single, set or range of values. The user can
include a named location or location coordinates in
the query and search for events at that location or
within some “distance” of that location. The
distance and location may also be expressed as a
region, and refer synonymously, or hierarchically, to
political or geographically defined boundaries that
determine a region (e.g. queries about Tuzla also
optionally refer to the Balkan region or Yugoslavia
(historically)).

The geo-spatial location information can be captured
through alternate means:

e GPS data captured concurrently with the audio
and video content and embedded within.

¢ Human annotations added to the video
information as named locations or coordinates.

Production Standards
Video production manuals provide insight into the
procedures used during video editing and creation



[Bordwell93], [Pryluck82). One of the most
common elements in video production is the
ability to convey climax or suspense. Producers
use a variety of different effects; ranging from
camera positioning, lighting, and special effects to
convey this mood to an audience. Detection of
these procedures is beyond the realm of present
image and language understanding technology.
However, the previous sections describe
technology that represents a subset of basic
editing techniques.

Video Structure from Content

Structural information as to the content of a video
is a useful tool for indexing video. For example,
the type of video being used (documentaries,
news footage, movies and sports) and its duration
may offer suggestions to assist in object
recognition.

There are also many visual effects introduced
during video editing and creation that may
provide information for video content. The scenes
prior to the introduction of a person usually
describe their accomplishments and often precede
scenes with large views of the person’s face. A
person’s name is generally spoken and then
followed by supportive material. Afterwards, the
person’s actual face is shown.

6.0 Content Based Matching

Content matching as opposed to feature matching
attempts to correlate actual objects with a given
query. In news footage, the anchorperson will
generally appear in the same pose and
background at different times. The exact locations
of the anchorperson can then be used to delineate
story breaks. In documentaries, a person of
expertise will appear at various points throughout
the story when topical changes take place.

Several Working systems have demonstrated the
potential of content based matching for
identifying specific objects and stories. Three of
the more interesting systems are discussed below.

e Name-It, is a system for matching a human
face to a name in news video [Satoh97]. It
approximates the likelihood of a particular

face belonging to a name in close proximity
within the transcript. Integrated language and
image understanding technology make the
automation of this system possible.

e Spot-it, is a topological system that attempts
to identify known characteristics in news
video for indexing and classification
[Nakamura97]. It has reasonable success in
identifying common video themes such as
interviews, group discussions, and conference
room meetings.

e Pictorial Transcripts, a working system at
AT&T Research Laboratories has shown
promising results in video summarization
when closed-captions are used with statistical
visual attributes [Shahraray95]. CNN video is
digitized and displayed in an HTML
environment with text for audio and a static
image for every paragraph.

Queries: Image or Text

For most image and video retrieval systems, the
query is an image. When the comparison is based
on analytical features, the results can often be
ambiguous. Content based features provide a
more accurate match to the given query, but the
results are based on image processing technology
which is currently capable of recognizing a
specific type of object.

Text queries eliminate ambiguity in the query,
and work only with content based features. There
is still a dependence on content based feature
extraction, but there is limited uncertainty in the
query. This type of the query may also be used to
match the title of the image or the transcript of the
video.

Video Access and Browsing

With the size of the video collections growing to
thousands of hours, technology is needed to
effectively browse segments in a short time
without losing the content of the video. Simplistic
browsing techniques, such as increased playback
speed and skipping video frames at fixed
intervals, reduce video viewing time. However,
increased video rates eliminate the majority of the
audio information and distort much of the image
information; and displaying video sections at
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fixed intervals merely gives a random estimate of
the overall content. An ideal browser would
display only the video pertaining to a segment’s
content, suppressing irrelevant data.

A multimedia abstraction ideally preserves and
communicates the essential content of a video
segment via a compact representation. Examples
of multimedia abstractions include short text titles
and single thumbnail images. Another commonly
used abstraction presents an ordered set of
representative, “thumbnail” images
simultaneously on a computer screen [Arman94),
[Mills92], [Taniguchi95], [Rorvig93], [Zhang94],
(Zhang95a). Image statistics, such as histogram
analysis and texture, camera structure and scene
changes are the dominant factors in these systems.
While these abstractions have proven useful in
various contexts, their static nature ignores
video's temporal dimension.

Recently, researchers have proposed browsing
representations based on information within the
video [Tonomura94], [Zhang95b}. These systems
rely on the motion in a scene, placement of scenes
breaks, but not on integrated image and language
understanding.

In addition, these abstractions often concentrate
exclusively on the image content and neglect the
audio information carried in a video segment.
There are a number of efforts that combine
language and image understanding as of late. The
application of technology integration is different
for these systems, however, they all demonstrate
the advantages of using multiple modalities in
video characterization and summarization.
Examples of these systems are discussed below:

* Video Skimming - The video skim was the
first system to integrate technology in image,
language, and audio understanding for
browsing and summarization [Smith97]. It
identifies significant image and audio regions
in the video and produces a compact
representation  without apparent loss in
content. The results of this work were tested
with several user studies.

* Browsing through Clustering - This system
was designed to cluster image regions for

browsing digital video [ Yeung95). It uses
many of the image statistics mentioned
earlier, but it attempts to process scene
transitions rather than just process individual
frames.

e High Rate Keyframe Browsing - The Digital
Library Research Group at the University of
Maryland, College Park, MD, has conducted
a user study to test optimal frame rates for
keyframe based browsing. They use many of
the same image analysis techniques
mentioned earlier to extract keyframes, and
they quantify their research through studies of
a video slide show interface at various frame
rates.

¢ Video Abstracts - The Movie Content
Analysis (MoCA) group in Mannheim,
Germany has created a system for movie
abstraction based on the occurrence of image
statistics and audio frequency analysis to
detect dialogue scenes [Pfeiffer96).

Video Library Case Studies

There are many researchers working in the area of
image matching. A few systems with unique
characteristics are listed below.

e UC Berkeley - Object extraction and
recognition system.

¢ UC Santa Barbara -Image matching system
based on region segmentation.

* Camnegie Mellon University - The Informedia
digital video library project Wactlar96] has
established a large, on-line digital video
library by developing intelligent, automatic
mechanisms to populate the library and allow
for full-content and knowledge-based search
and retrieval via desktop computer over local,
metropolitan, and wide-area networks. Their
approach utilizes several techniques for
content-based searching and video sequence
retrieval. Content is conveyed in both the
narrative (speech and language) and the
image. The collaborative interaction of image,
speech and natural language understanding
technology allows for successful population,
segmentation, indexing, and search of diverse



video collections with satisfactory recall and
precision.

IBM - One of the first well-known image
matching system, Query by Image Content, or
QBIC. This provides fast indexing through
condensed hierarchical tree structure.
VIRAGE - Image and video retrieval
company from research at the University
California, San Diego.

ISLIP Media - Multimedia Data indexing and
content retrieval through mass storage
systems and Internet distribution. Primary
technology licensed from Camegie Mellon
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7.0 COMPRESSED DOMAIN FEATURES
In typical applications of multimedia databases,
the video is compressed. To process this video, a
straightforward approach is to decompress all the
data, and utilize the same features as mentioned in
previous sections.  This has certain important
disadvantages.  First, the decompression, and
subsequent recompression require extra
computation. Second, the process of decompression
and re-compression, often referred to as "recoding,”
results in lost of image quality. Finally, since the
size of decompression data is much larger than the
compressed form, most operations become much
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Figure 4, Video Retrieval User Interface

University Informedia Project. An example of
the interface is shown in Figure 4.

heavier when applied to the decompressed data.

The solution to these problems is to extract features
directly from the compressed data [Chang95]. We
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call these the compressed-domain features.
Commonly used compressed-domain features
include:

e The motion vectors that are available in all video
data compressed using standards such
H.261/H.263 and MPEG-1/2 are very useful.
They can be used to detect scene changes and
other special effects such as dissolve, fade in and
fade out. They can be used to detect moving
objects and track their positions. They can also
be used to derive camera motion such as zoom
and pan [Akutsu94a], [Tse9).

* DCT (Discrete Cosine Transform) provides a
decomposition of the original image in the
frequency domain. Therefore, DCT coefficients
form a natural representation of texture in the
original image. In addition to texture analysis,
DCT coefficients can also be used to match
images and to detect scene changes.

The compressed-domain approach does not solve all
problems. Each compression technique poses
additional constrains, e.g., non-linear process, rigid
data structure syntax, resolution reduction. The
compressed-domain approach provides significant
advantages but also brings new challenges.

8.0 VIDEO STANDARDS

MPEG-7, is an ongoing effort by the Moving Picture
Experts Group towards the standardization of meta-
data for multimedia indexing and retrieval. MPEG-7
is an activity that is triggered by the growth of
digital audiovisual information. The group strives to
define a “Multimedia Content Description Interface”
to standardize the description of various types of
multimedia content, including still pictures,
graphics, 3D models, audio, speech, video, and
composition information. It may also deal with
special cases such as facial expressions and personal
characteristics.

The goal of MPEG-7 is to enable efficient search
and retrieval of multimedia content. Once finalized,
it will transform the text-based search and retrieval
(e.g., keywords) as is done by most of the
multimedia databases today, into a content-based
approach, e.g., using color, motion, or shape
information. MPEG-7 can also be thought of as a
solution to describing multimedia content. If one
looks at PDF (Portable Document Format) as a

standard language to describe text and graphic
documents, then MPEG-7 will be a standard
description for all types of multimedia data,
including audio, images, and video. There is also a
video meta-data standard being developed by the
Society of Motion Picture and Television Engineers
(SMPTE), which addresses many of the same
concerns as MPEG-7.
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10 CONCLUSION

Digital library systems have traditionally used
statistical analysis of textual descriptors to access
relevant data. Video provides a medium with
image, language and audio content, in which
advances in content-based analysis may be used.
With an increase in feature-based analysis and
extraction, image and audio understanding
systems are becoming usable and efficient in
retrieving perceptual content. Powerful feature-

based indexing and retrieval tools can be
developed for image/video archives,
complementing  the traditional text-based

techniques. In the future, these technologies will
allow for more advanced systems such as
searchable television and content-based video-on-
demand.

11 REFERENCES

[Akutsu94a]  A. Akutsu, et al, “Video Indexing
Using Motion Vectors,” SPIE Visual
Communications and Image Processing 1992, Vol.
1818, pp. 1522-1530.

[Akutsu94b]  Akutsu, A. and Tonomura, Y.
“Video Tomography: An efficient method for
Camerawork Extraction and Motion Analysis,”
Proc. of ACM Multimedia ‘94, Oct., 1994, San
Francisco, CA, pp. 349-356.

[Arman94] F. Arman, R. Depommier, A. Hsu,
and M. Y. Chiu. “Content-based browsing of video



sequences,” Proc. of ACM Multimedia *94 ,
October, 1994, San Francisco, CA pp. 97-103.

(Bordwell93] Bordwell,D., Thompson, K., “Film
Art: An Introduction,” 4th Ed., McGraw Hill,
Englewood Cliffs, NJ, 1993.

[Chang95] S.-F. Chang, "Exploring
Functionalities in the Image/Video Compressed
Domain,"” ACM Computing Surveys, Vol. 27, No. 4,
Dec. 1995.

{Frowein91] Frowein, et. al, “Improved speech
recognition through videotelephony: experiments
with the hard of hearing,” IEEE Journal on Selected
Area in Communication, vol. 9, no, 4, May 1991.

[Hampapur95] Hampapur, A., Jain, R., and
Weymouth, T. Production Model Based Digital
Video Segmentation. Multimedia Tools and
Applications, | (March 1995), 9-46.

[Hauptmann97] Hauptmann, A.G., and Witbrock,
M.J. Informedia: News-on-Demand Muitimedia
Information Acquisition and Retrieval. In Intelligent
Multimedia Information Retrieval, M. Maybury, Ed.
1997, AAAI Press/MIT Press: Menlo Park, CA.

(Mauldin91]  Mauidin, M. “Information Retrieval
by Text Skimming,” PhD Thesis, Camegie Mellon
University. August 1989. Revised edition published
as “Conceptual Information Retrieval: A Case Study
in Adaptive Partial Parsing, Kluwer Press,
September 1991.

[Milis92] Mills, M., Cohen, J., and Wong,
Y.Y. A Magnifier Tool for Video Data. In
Proceedings of the ACM CHI'92 Conference on
Human Factors in Computing Systems. (Monterey,
CA, May 1992), 93-98.

[Nakamura97] Y. Nakamura. ...”Spot-It,
Association of Objects and Text” Proceedings of
ACM Multimedia 1997, October, 1997, Seattle, WA.

{Pfeiffer96] Pfeiffer, S. Lienhart. R., Fischer, S.,
Effelsberg, W., “Abstracting Digital Movies
Automatically,” Journal of Visual Communication
and Image Representation, Vol. 7, No. 4, pp. 345-
353, December 1996.

[Pryluck82] Pryluck, C., Teddlie, C., Sands, R.,
“Meaning in Film/Video: Order, Time and
Ambiguity,” Journal of Broadcasting 26, pp. 685-
695, 1982.

[Rorvig93] Rorvig, M.E., “A Method for
Automatically Abstracting Visual Documentaries,”
Journal for the American Society of Information
Science 44, 1, 1993.

[Rowley95] Rowley, H.. Baluja, S. and Kanade,
T. Human Face Detection in Visual Scenes.
Camegie Mellon University, School of Computer
Science Technical Report CMU-CS-95-158
(Pittsburgh, PA, 1995).

[Sato98] Sato, T., Kanade, T., Hughes, E., Smith,
M., IEEE Workshop on Content-Based Access of Image
and Video Databases (CAIVD98), Bombay, India,
January, 1998.

{Satoh97] “NAME-IT: Association of Face and
Name in Video." Sato, S., Kanade, T., In Proceedings of
IEEE Computer Society Conference on Computer Vision
and Pattern Recognition, San Juan, Puerto Rico, 17-19
June, 1997.

{Salton83] Saiton, G., and McGill, M.J.
“Introduction to Modern Information Retrieval,”
McGraw-Hill, New York, McGraw-Hill Computer
Science Series, 1983.

{Shahraray95] Shahraray, B., Gibbon, D.,
“Authoring of Hypermedia Documents of Video
Programs,” Proceedings of the Third ACM
Conference on Multimedia, pp. 401-409, San
Francisco, CA, November, 1995.

[Smith97) Smith, M., Kanade, T. Video
Skimming and Characterization through the
Combination of Image and Language Understanding
Techniques. In Computer Vision and Pattern
Recognition. (San Juan, PR, 1997).

[Taniguchi95) Taniguchi, Y., et al. An Intuitive
and Efficient Access Interface to Real-Time
Incoming Video Based on Automatic Indexing. In
Proceedings of the ACM Multimedia Conference.
(San Francisco, CA. November 1995), 25-33.

157



158

[Tonomura94] Tonomura, Y., Akutsu, A.,
Tonomura, Y., Hamada, H., “Structured Video
Compting,” IEEE Multimedia Magazine 1, pp. 34-
43, 1994.

[Tse91] Y.T. Tse, and R. L. Baker, “Global
Zoom/Pan Estimation and Compensation For Video
Compression™ Proceedings of ICASSP 1991,
pp-2725-2728.

[TREC93] “TREC 93,” Proceedings of the
Second Text Retrieval Conference, D. Harmon,
editor, sponsored by ARPA/SISTO, August 1993.

[Wactlar96]) Wactlar, H.D., Kanade, T., Smith,
M.A., and Stevens, S.M. “Intelligent Access to
Digital Video: Informedia Project,” IEEE
Computer, 29, 5 (May 1996), 46-52.

[Yeung95] Yeung, M,, Yeo, B., Wolf. W., and
Liu, B. Video Browsing Using Clustering and
Scene Transitions on Compressed Sequences.
Proceedings IS&T/SPIE Multimedia Computing and
Networking, February, 1995.

[Zhang93] Zhang, H., Kankanhalli, A., and
Smoliar, S. “Automatic partitioning of full-motion
video,” Multimedia Systems 1993 1, pp. 10-28.

[Zabih95] Zabih, R., Miller, J., Mai, K., “A
Feature-Based Algorithm for Detecting and
Classifying Scene Breaks,” Proceedings of the ACM
International Conference on Multimedia, San
Francisco, CA, November, 1995.

(Zhang95a] Zhang, H.J., Smoliar, S., and Wu,
J.H., “Content-Based Video Browsing Tools,”
Multimedia Computing and Net<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>