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ABSTRACT
The purpose of this tutorial is to provide an introduction to
electronic warfare microwave receivers. The sophistication of the
radar and weapons guidance systems requires quick detection of
possible threats at the earliest stage of a military mission.
Frequency, angle of arrival, amplitude, pulse width, and polarization
may be measured on each received radar pulse. Collection of multiple

pulses allows determination of pulse PRI and radar scan rates which

leads to platform identification.

This tutorial is divided into 2 parts: a review of the
characteristics of the five basic EW receiver architectures and a
review of the basic analysis equations and calculations used by the EW

receiver designer.

The material in this tutorial is from the presentor’s experience,
many technical articles, and James Baw-Yen Tsui’s book Microwave

Receivers With Electronic Warfare Application published by Wiley -

Interscience.

The tutorial outline and a reproduction of the viewgraphs follows.
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RECEIVER ARCHITECTURE COMPARISON SUMMARY

1.1

1.2

1.3

SUPERHETRODYNE RECEIVERS

o O O o O o o o o

PRINCIPLE OF OPERATION

MIXER INTERMODULATION PRODUCTS
DOWNCOVERSION MIXER SPUR CHART
MIXER THIRD ORDER TWO TONE INTERMODULATION

PRESELECTION

MIXER TYPES

AM NOISE REJECTION OF MIXERS
HOMODYNE RECEIVER

ADVANTAGES AND DISADVANTAGES

CRYSTAL VIDEO RECEIVERS

o O O O o

PRINCIPLE OF OPERATION

CVR CHARACTERISTICS
COMPRESSION TYPES

TRF CVR

ADVANTAGES AND DISADVANTAGES

[FM RECEIVERS

0

o O O o

PRINCIPLE OF OPERATION
SINGLE CORRELATOR

MULTIPLE CORRELATOR

CW SIGNAL PROBLEM
SIMULTANEOUS SIGNAL PROBLEM
ADVANTAGES AND DISADVANTAGES

1.4

1.5

2.0

CHANNELIZED RECEIVERS

PRINCIPLE OF OPERATION

DESIGN CONSIDERATIONS

SINGLE LEVEL CHANNELIZED RECEIVER
THREE LEVEL CHANNELIZED RECEIVER
ADVANTAGES AND DISADVANTAGES
COMPRESSIVE RECEIVERS

o O o o o

0 PRINCIPLE OF OPERATION

0 CHIRP AND COMPRESSIVE FILTER RELATIONSHIP

0 DESIGN PARAMETERS AND TRADEOFFS

0 ADVANTAGES AND DISADVANTAGES

RECEIVER ANALYSIS EQUATIONS

THERMAL NOISE AND NOISE FIGURE

OUTPUT S/N OF LIMITER

TANGENTIAL SENSITIVITY

FALSE ALARM RATE AND PROBABILITY OF DETECTION
EXAMPLE OF RECEIVER SENSITIVITY CALCULATION
THEORETICAL CALCULATION OF POST DETECTION FALSE ALARM RATE

o O O O o o o

TWO TONE SPUR-FREE DYNAMIC RANGE AND THIRD ORDER

INTERMODULATION.

0 SECOND AND THIRD ORDER INTERCEPT POINTS FOR A CASCADE CHAIN
OF AMPLIFIERS

0 REVIEW OF MEAN VALUE, RMS, AND STANDARD DEVIATION




MISC/MISC/RECEIVER DESIGN TUTORIAL 1

RECEIVER ARCHITECTURE COMPARISON SUMMARY
SUPERHETRODYNE RECEIVER

0 HIGH SENSITIVITY

0 WIDE DYNAMIC RANGE

o SELECTIVITY IMPROVES SIMULTANEOUS SIGNAL PROCESSING
o LOW POI TO LOW DUTY CYCLE SIGNALS

CRYSTAL VIDEQ RECEIVER

0 SIMPLE STRUCTURE

0 SENSITIVITY AND DYNAMIC RANGE IS LOW

0 WIDE INSTANTANEOUS BANDWIDTH

o DOES NOT PROVIDE FREQUENCY INFORMATION (UNLESS TRF IS ADDED)
0 CANNOT SEPARATE SIMULTANEQUS SIGNALS

0 HIGH POI

o DETERMINE AOA THROUGH AMPLITUDE COMPARISON SCHEME

MISC/MISC/RECEIVER DESIGN TUTORIAL 2

ANTA FREQUE M

o SIMPLE STRUCTURE

0 SENSITIVITY AND DYNAMIC RANGE IS LOW

0 WIDE INSTANTANEOUS BANDWIDTH

o CAN MEASURE SHORT PULSES AND HIGH FREQUENCY RESOLUTION

0 PROBLEMS WITH CW CAPTURE AND SIMULTANEOUS SIGNAL PROCESSING
CHANNELTZED RECEIVER

0 VERY COMPLICATED STRUCTURE - MANY PARALLEL QUTPUTS

0 SENSITIVITY AND DYNAMIC RANGE IS HIGH

0 WIDE INSTANTANEOUS BANDWIDTH

0 SELECTIVITY ALLOWS PROCESSING OF SIMULTANEQUS SIGNALS

0 CAN MEASURE SHORT PULSES WITH HIGH TO MEDIUM FREQUENCY RESOLUTION



MISC/MISC/RECEIVER DESIGN TUTORIAL 3

0 VERY HIGH SPEED ANALOG AND DIGITAL PROCESSING REQUIRED

0 WIDE INSTANTANEOUS BANDWIDTH

o CAN PROCESS SIMULTANEOUS SIGNALS, CW, AND CHIRP

ACOUSTO-OPTIC
0 VERY COMPLICATED STRUCTURE

o FURTHER DEVELOPMENT IS REQUIRED FOR EW APPLICATIONS

MISC/MISC/RECEIVER DESIGN TUTORIAL 4

1.1  SUPERHETRODYNE RECEIVER

R AT

0 DOWN CONVERSION Fqg - F) = F3 AND Fp - Fg = F3

DOWNCONVERTER
WITH HIGH
SIDE LO
RFIN = F;
- I F3
> R XI FILTER
IMAGE RF=F,
(¥V)
Lo =]
=
F, =
L4 2

FREQ

g
~n
<N
o

0 UP CONVERSION
- Fi + Fq = F3
- IMAGE OF Fy

(Fy + Fg) + Fq = Fp
2 Fg+F



MISC/MISC/RECEIVER DESIGN TUTORIAL S

) THE MIXER IS A NON-LINEAR DEVICE, THEREFORE Vo IS REPRESENTED AS A POWER
SERIES = ajV] + agvy2 + agvy3 . .
fo = MFy + Nf2 o M AND N ARE INTEGERS (ANY SIGN).
o fo MUST BE POSITIVE.

0 M AND N ARE +1 OR -1 FOR NORMAL MIXING.

0 THE SUM OF M AND N IDENTIFIES SPURIOUS ORDER

MISC/MISC/RECEIVER DESIGN TUTORIAL 6

0 PREDICTING INTERMODULATION SUPPRESSION IN DOUBLE BALANCED MIXERS FOR RF
INPUT LEVEL OTHER THAN O AND -10 dBm REF 3

(LO) (RF) SUPPRESSION (Lo) (RF) SUPPRESSION
N M — (dBc) N M —(dBe)

1 1 0 3 3 2pP-18

1 2 P-41 4 1 -35

1 3 2p-28 4 2 P-39

2 1 -35 5 1 -14

2 2 P-39 5 3 2pP-14

2 3 2pP-44 6 1 =35

3 1 -10 6 2 P-39

3 2 P-32 7 1 -17

7 3 2P-11

FORMULAS FOR APPROXIMATING SUPPRESSION OF CERTAIN IM PRODUCTS:
P = PRr (dBm) - PLg (dBm)
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DOWNCONVERSION MIXER SPUR CHART

0 PREDICT SPURIOUS FREQUENCIES AND ORDER THAT FALL IN IF PASSBAND

fir = f2 - f; SPUR CHART
0 fr = fIf = Mf; + Nfp

%I = M%l +N 6 x 6 ORDER NORMALIZED TO RF INPUT FREQ
2 2

0 FOR DOWNCONVERSION EXAMPLE
M=-1, N=1 Fp=-f] +fp
F1 = LOCAL OSCILLATOR  rp = RF INPUT
DOWNCONVERSION EXAMPLE WITH

LOW SIDE LOCAL OSCILLATOR

BOUNDARY CONDITIONS

FOR f) > 0
1 31
0<ff<l 1-f = f2
f2
AND
0<f)<1 dr = -4+ =)
f2 f2 fa ASSUMES f; < fo H=f)

MISC/MISC/RECEIVER DESIGN TUTORIAL 8

0 THE REGIONS ON THE OUTPUT LINE (H-L) WHERE THERE ARE NO LINES INTERSECTING
ARE PREFERABLE SINCE THERE IS NO SPUR IN THIS REGION.

0 THE HIGHER THE ORDER OF SPURS, THE SMALLER THEIR AMPLITUDE.

0 EXAMPLE: INPUT = 450 - 550 MHz
IF = 100 MHz
BW = 10 MHz
Lo = LOW SIDE, 350 ---> 450

TO FIND SPURS AT CENTER OF IF PASSBAND FOR 500 MHz INPUT:

.L = .4.Q.Q = 0, i = M = .

H 500 8 HI 500 0.2

SH - 6L 4L - 3H

===ss== sEsS=sS== FOR LO L +7 dBm
75 dBc 55 dBc RF = 0 dBm
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M
I IF
> RXT | FILTER [
L :
Lo
[¥9)
(=]
p=1
E w
oy =
z 5
% zn—rlz 2F2-FI
FI Fz FREQ e Fe FREQ

0 THIRD ORDER MODULATION TERMS (2F;-Fp; 2Fp-F;) ARE UPCONVERTED TO
THE IF FREQUENCY.

0 GIVEN AN INPUT THIRD ORDER INTERCEPT POINT OF O dBm AND TWO INPUT
SIGNALS (BOTH AT -10 dBm) THE RESULTING OUTPUT INTERMODULATION
RATIO IS 20 oB.

0 WITH A 10 oB INCREASE IN THE INPUT THIRD ORDER INTERCEPT POINT
9 THE RESULTING INTERMODULATION RATIO IS 40 oB

MISC/MISC/RECEIVER DESIGN TUTORIAL 10

PRESELECTION
0 REQUIRED TO REJECT IMAGE FREQ AND MINIMIZE THE CREATION OF TWO
TONE MIXER SPURIOUS SIGNALS
0 USE SWITCHED BPFs AND SWITCHED LOCAL OSCILLATOR FREQUENCIES
0 USE YIG BPFs (ALSO ACT AS FRONT END LIMITERS)

- OPEN LOOP TUNING: + 10 MHz LO TRACKING (FILTER AND OSC INDEPENDENTLY TUNED)
- CLOSED LOOP TUNING: + 1 MHz LO TRACKING (FILTER AND OSC TUNED WITH COMMON MAGNET)

TUNABLE ' iF
FILTER G FILTER

OSCILLATOR

CONTROL VOLTAGE

FREQ

TUNING
CONTROL

-7

TUNING HYSTERESIS/NONLINEARITY
10
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0 SINGLE DIODE MIXER

/AN A UYAN
0 RF INPUT T
o L0 SIGNAL Onaoanr

L u ULl
o ouTPut A~ N\ 4 N
0 QUTPUT
N
LO - RF ———

11
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SINGLE DIODE MIXER SINGLE BALANCED MIXER

LOW-PASS |

,—N—‘ FILTER |—

RF INPUT —__|
RF INPUT | LOu-PASS | o et
>—H'—[__ FILTER Lo HYBRID

LOW-PASS
Lo —— FiLer

0 DOWNCONVERSION APPLICATION ONLY 0 LOW INPUT SIGNAL VSWR - REFLECTED RF
SIGNAL WILL EMERGE FROM LO PORT
o HIGH LO POWER REQUIRED TO OVERCOME

COUPLER LOSS 0 POOR LO.TO RF ISOLATION
0 NO CIRCUITRY TO NULL SPURIOUS 0  HARMONICS AND INTERMODULATION OF RF
RESPONSES AND LO ARE SUPPRESSED

0 THIS CONFIGURATION IS SELDOM USED

12
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BLE BAL D

0 THE SYMMETRY PROVIDED BY THE FOUR
DIODE ARRAY WILL:

- SUPPRESS SPURIOUS RESPONSES
- ENSURE GOOD ISOLATION BETWEEN *F <
RF, LO, AND IF PORTS

0 HIGH LEVEL MIXERS ALLOW MUCH HIGHER
RF DYNAMIC RANGE BUT REQUIRE
LO POWER LEVELS UP TO +27 dBm:
= ADD 2 OR 3 DIODES IN SERIES
- COMBINE 2 DIODE RINGS
- USE 2 DBMs, 2 90° HYBRIDs, AND ONE
1800 HYBRID AS SHOWN

13
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0 DOUBLES INSTANTANEOUS RF BW OF RECEIVER
UTILIZING DUAL IF CHANNELS.

0 PROVIDES 20 dB REJECTION OF IMAGE FREQ
WITHOUT RF FILTERING.

— L0

900 ‘
R INPUT —{ Bleri | Z 1o

900
HYBRID

I~ USB

—— LSB

14

IfF
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DECREASES MIXER CONVERSION LOSS 1 TO
2 dB (BY RECONVERSION OF THE REFLECTED
IMAGE) WITH NO DEGRADATION TO DYNAMIC
RANGE (RGH'S QUIET MIXER).

RF
INPUT

1L

LolO
L0L %0

1

900
HYBRID [ IF OUTPUT

|

R

MIXING Fp WITH 2F o PRODUCES ENERGY AT THE INPUT IMAGE FREQUENCY:
2FL0 - FR = 2FL - (FLo * FIF) = FL  FIF

THEORY OF OPERATION:

- THE IMAGE FREQUENCIES GENERATED IN THE MIXERS REFLECTED TOWARD THE RF

SOURCE ARE 180° QUT OF PHASE.

- THE MAXIMUM IMAGE CURRENT AT THE RF INPUT PORT IS EQUIVALENT TO A SHORT
CIRCUIT CONDITION FOR THE IMAGE CURRENT THUS REFLECTING THE POWER BACK
TO THE MIXERS TO ENHANCE THE DESIRED OUTPUT.

15

MISC/MISC/RECEIVER DESIGN TUTORIAL 16

USE FOR UP CONVERSION APPLICATIONS.

CARRIER (LO) SUPPRESSION IS DETERMINED
BY THE LO TO RF ISOLATION OF MIXERS.

THE UNWANTED SIDEBAND SUPPRESSION
DEPENDS UPON THE GAIN AND PHASE
BALANCE OF THE TWO CHANNELS.

ACHIEVEMENT OF CONSTANT 90° PHASE
SHIFT AT MOD FREQ IS DIFFICULT TO
IMPLEMENT. SOLUTION IS TO DIGITIZE
MOD WAVEFORMS THEN USE D/A.

16

10

MODULATING

WAVEFORM

|
900 PHASE |
SHIFT I

CARRIER —

900
HYBRID

MODULATED
CARRIER

J-N
1800 — USB
HYBRID |£ LsB
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17

SUBHARMONICALLY PUMPED MIXER

USE FOR MILLIMETER WAVE MIXER APPLICATIONS.

BEST PERFORMANCE ALTERNATIVE WHEN COMPARED WITH
FUNDAMENTAL MIXER WITH INADEQUATE LO LEVEL.

MIX RF WITH SECOND OR FOURTH HARMONIC OF LO.

FEATURES:
- LO NOISE AT FUNDAMENTAL IS BALANCED OUT. LO NOISE AT SECOND

HARMONIC IS LOW.
- REJECTS SPURIOUS RESPONSES ASSOCIATED WITH THE ODD HARMONICS

OF THE LO WITH EVEN HARMONICS OF RF.

MISC/MISC/RECEIVER DESIGN TUTORIAL 18

18

LOCAL OSCILLATOR AM NOISE RESULTS FROM:

- OSCILLATOR RESONATOR Q

- POST OSCILLATOR RF AMPLIFIER
SELF NOISE

AMPLITUDE

LO AM NOISE INCREASES MIXER NOISE
TEMPERATURE RESULTING FROM IF NOISE Z FREQ
FEEDTHROUGH PLUS CONVERSION OF RF IF Lo REND

BAND
NOISE TO THE IF.

A DOUBLE BALANCED MIXER WILL PROVIDE 10 TO 20 dB OF LO AM NOISE REJECTION. REF 4

ADDITIONAL LO AM NOISE REJECTION CAN BE OBTAINED WITH USE OF A BPF IN THE LO
OUTPUT.

11
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A SUPERHETRODYNE RECEIVER WHICH DERIVES
ITS LO FROM THE RECEIVED SIGNAL

DOES NOT PROVIDE FREQUENCY INFORMATION

DOES PROVIDE DETECTION OF CHIRP AND
SPREAD SPECTRUM SIGNALS

THE CHIRP SIGNAL IS DETECTED AS AN ORDINARY PULSED SIGNAL WITH A FIXED
FREQUENCY CARRIER.

IF ’1
INPUT | FILTER
LIMITING
AMP
|l/ IF osC |
L.
SSB MIXER
19
MISC/MISC/RECEIVER DESIGH TUTORIAL 20
MM A A

SUPERHETRODYNE RECEIVER

FEATURES LIMITATIONS
FREQUENCY RESOLUTION o SIGNAL ACQUISITION TIME
SENSITIVITY 0 INSTANTANEQUS ANALYSIS BANDWIDTH
WIDE DYNAMIC RANGE o CANNOT PROCESS FREQUENCY CHIRP
SIGNALS

RETENTION OF SIGNAL CHARACTERISTICS
SIMULTANEOUS SIGNAL CAPABILITY

(EXCEPT HOMODYNE CONFIGURATION)

IMMUNITY FROM JAMMING

20
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1.2

21

CRYSTAL VIDEO RECEIVERS

F_OPERA

™~
RF INPUT Pt
\/

o

RF  AMPLIFIER VIDEO AMP

~—~AAA~

DETECTION OCCURS WHEN THE INPUT SIGNAL EXCEEDS THE COMPARATOR
THRESHOLD.

WISC/MISC/RECEIVER DESIGN TUTORIAL 22

22

0o ©0 © 0 © 0 © o ©o

CVR CHARACTERISTICS

WIDE RF INPUT BANDWIDTH

HIGH PROBABILITY OF SIGNAL INTERCEPTION

DYNAMIC RANGE TYPICALLY 50 dB

POOR SENSITIVITY WITHOUT RF PREAMPLIFIER

SIMPLE; SMALL SIZE, LOW POWER, HIGH RELIABILITY, LOW COST
COMPRESSION TRANSFER CHARACTERISTIC

CONSISTS OF DETECTOR AND VIDEO AMPLIFIER (TYPICALLY)

DYNAMIC RANGE LIMITED TO THAT OF DETECTOR(S)

LOW END OF DYNAMIC RANGE SET BY TANGENTIAL SIGNAL SENSITIVITY (TsS)
OF DETECTOR AND VIDEO AMPLIFIER.

TSS CAN BE IMPROVED BY ADDING A RF AMPLIFIER IN FRONT OF DETECTOR,
PROVIDED THAT THE RF AMPLIFIER HAS A GOOD ENOUGH NOISE FIGURE.

EFFECTIVE NOISE BANDWIDTH IS APPROXIMATELY ./2ByBpf

13
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23

COMPRESSION TYPES
AR I MPR
Egur = A + B (P - PR)
P = RF POWER IN dBm
PR = A REFERENCE LEVEL IN dBm
WITH LOG COMPRESSION, A PAIR OF SIGNALS WHICH ARE A GIVEN NUMBER OF dB APART
WILL HAVE A CONSTANT DIFFERENCE OF THEIR CVR QUTPUT VOLTAGES (ANYWHERE IN THE
DYNAMIC RANGE).
P R MPR
Equr = ER 10K(P-PR)
P = RF POWER IN dBm
PR = A REFERENCE LEVEL IN dBm
ER = A REFERENCE OUTPUT LEVEL
K = COMPRESSION FACTOR
WITH POWER COMPRESSION, A PAIR OF SIGNALS WHICH ARE A GIVEN NUMBER OF dB APART
WILL HAVE A CONSTANT RATIQ OF THEIR DVCA OUTPUT VOLTAGES (ANYWHERE IN THE
DYNAMIC RANGE).
FOR K = .05, LINEAR OPERATION RESULTS
FOR K > .05, EXPANSION INSTEAD OF COMPRESSION
FOR K = .1, SQUARE-LAW EXPANSION OCCURS; dB QUTPUT CHANGE IS TWICE THE d8
INPUT CHANGE
MISC/MISC/RECEIVER DESIGN TUTORIAL 24
COMPRESSION TYPES
4
3 L.
LOG COMPRESSION ——
3 2f
ks
=] POWER COMPRESSION ——
5
/ L
———— DETECTOR WITH
LINEAR AMPLIFIER
NO COMPRESSION;
EXPANSION
0 L1 gy —1"" 1 t 1 1 3

24

1
~40 ~35 -30 ~25 -20 /5 -/0 - & O +8& 4/0 46
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O

O

PROVIDES SELECTIVITY
TO REJECT CW

YIG FILTER

REDUCES NOISE BW OF VIDEO AMP
PREAMP

0 TUNABLE BPF ---> FREQUENCY MEASUREMENT CAPABILITY

0 RF AMP + BPF ---> IMPROVED SENSITIVITY

0 A SWEPT YIG FILTER WILL PRODUCE A PULSE OUTPUT FOR EACH CW SIGNAL DETECTED.

25
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MMA F

CRYSTAL VIDEO RECEIVER

FEATURES

LIMITATIONS

0  INSTANTANEOUS ANALYSIS BANDWIDTH
0 SIGNAL ACQUISITION SPEED

0  SMALL SIZE

o LOW CoST

26

o FREQUENCY RESOLUTION
o SENSITIVITY
o SIMULTANEOUS SIGNAL CAPABILITY

o IMMUNITY FROM JAMMING

15
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1.3

27

IFM RECEIVERS

PRINCIPLE OF OPERATION

INPUT SIGNAL PROCESSING

SIGNAL
PRESENCE

- THRESHOLD FOR SIGNAL PRESENT — massuom! -
- WIDEBAND DISCRIMINATOR

RF INPUT
BAND
WIDEBAND DISCRIMINATOR PROCESSING — | pss Y
- DELAY PATH FILTER

- UNDELAYED PATH l —
WIDE BAND }.}
DISCRI PROCESSOR

CALCULATE UNAMBIGUOUS PHASE FROM I
AND Q OUTPUTS l

CALCULATE FREQUENCY AS SHOWN (PW >7) -
LIMITER | DELAY T

FREQUENCY

I=s5cC0so

20T PHASE v

>—~D L 188! piscri
il

MISC/MISC/RECEIVER DESIGN TUTORIAL 28

20

(=

(

GAIN OF LIMITER SHOULD BE SUFFICIENT TO LIMIT ON WEAKEST SIGNAL.

s =(§ 1+ 2(S/N)1
Noutpur (N In | 8/7 + (S/N)]

MORE THAN 2 dB IMPROVEMENT IN (S/N) OUTPUT IS POSSIBLE.

THE LIMITING AMPLIFIER IS DESIGNED TO PRODUCE A CONSTANT OUTPUT LEVEL
AFTER SATURATION. A STANDARD LINEAR AMPLIFIER'S OUTPUT MAY DROP SLIGHTLY
AFTER SATURATION. A TRUE LIMITER MAKES THE WIDEBAND DISCRIMINATOR

OUTPUT INDEPENDENT OF INPUT RF LEVEL.

LONG LEADING AND TRAILING EDGES ON THE INPUT PULSE WILL BE SHORTER AT THE
OUTPUT ---> PW INCREASE.

THE OUTPUT IS RICH IN HARMONICS. A LOW PASS FILTER IS REQUIRED TO
RESTORE SINUSOIDAL WAVE.

16
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0 FOR SIMULTANEOUS INPUTS - THE LIMITING
AMPLIFIER CAPTURE EFFECT WILL CAUSE
SUPPRESSION OF THE WEAKER SIGNALS UP TO 6 dB.

0 CAPTURE EFFECT REDUCES PROBABILITY
OF GENERATING ERRONEOUS FREQUENCIES.

0 IF LIMITER CONFIGURATIONS:

BROADBAND DIODE LIMITER

29
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PHASE ATOR

0 PROVIDES FOUR DETECTED RF OUTPUTS
WHICH ARE USED TO DETERMINE THE
PHASE DIFFERENCE BY INTERFEROMETRY

BETWEEN THE TWO RF INPUT SIGNALS. Aza »—2 1g00

YIG SPHERE

NARROWBAND YIG LIMITER

Vy 4

A%

900

HYBRID

900

HYBRID

5 HYBRID

0 POLAR DISPLAY:

- G} = PHASE DIFFERENCE BETWEEN
RF INPUTS

- LENGTH OF AB REPRESENTS SIGNAL
STRENGTH

v3 - V4
|

1 [

< BLS

900
HYBRID

M

Vi Vo
0=: La- /(5

V] = (A2 + B2) +
Vo = (A2 + B2Z) -
V3 = (A2 + BZ) +
Vg = (AZ + B2) -

MICROWAVE NETWORK IMPLEMENTATION

fz Vi - V2

@ - N (360%) + RESIDUAL PHASE

THE PHASE ENCODER OUTPUTS RESIDUAL PHASE

30
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ALTERNATE CONFIGURATION

RF] — PHASE
1 4 00 SIN (Wt)

DIV

we —| o A
2 vagm boé oS (Wt)

THE MIXER I PORT IS DC COUPLED AND PROVIDES SIN/COS OUTPUTS.
NO VIDEO SUBTRACTION IS REQUIRED.

31
-]
*-—
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SIMULTANEQUS SIGNAL PROBLEM
‘o AP Max -
T SIN =1 (s5/51)
50
2
&
2 *
=)
. R s\
£ 3 g
(<4
g ANGULAR ERROR
%
3
(L]
4
<
io 1
° L
o 3 o q REF 5
STRONGER SIGNAL POWER 4B

32

WEAKER SIGNAL POWER
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0 ONE CW SIGNAL MAY RESULT IN SIMULTANEOUS SIGNAL FREQUENCY ERRORS ON ALL PULSES.

0 USE AC COUPLED VIDEO CIRCUITRY TO REMOVE BIAS RESULTING FROM WEAK CW TO ALLOW

ACCURATE ENCODING OF STRONGER PULSE SIGNALS.

0 STRUNG CW INTERFERENCE PROBLEM SOLUTIONS:

—
[}

i3

CHOP CW WITH RF SWITCH AHEAD OF LIMITER

MEASURE FREQUENCY OF CW SIGNAL

TUNE YIG NOTCH FILTER (AHEAD OF LIMITER) TO REJECT CW SIGNAL

USE SCANNING NARROWBAND FILTER TO CONVERT CW SIGNALS TO PULSE

SIGNALS FOR FREQUENCY MEASUREMENT

TUNE YIG NOTCH FILTER TO SAME FREQUERNCY TO REJECT CW SIGNAL

MISC/MISC/RECEIVER DESIGN TUTORIAL 32

LIMITED RF
INPUT

GIVEN - RF INPUT FREQ RANGE

L RR

I— DELAY T

PHASE
DISC

NZ

SIN (Wt)

v3

vy

COS (Wt)

3 70 4 GHz

DETERMINF I TO ALLOW UNAMBIGUOUS FREQ ENCODING (DESIGN FOR +50 MHz FREQ
EXTENSION) AND MIN RF PULSE WIDTH THAN CAN BE PROPERLY ENCODED. DESIGN
FOR MORE THAN 180° PHASE CHANGE AS FREQUENCY IS INCREASED FROM 3 TO 4 GHz.

34
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SOLUTION

f=A0 gy = 2,950 MHz, fuax = 4,050 MHz
2T

0 IF ONE LIMITS THE MAX PHASE DELTA TO 27 THEN T'= _27 = 0.24 NSEC

Tfmax
T= 0.24 NSEC = 0.85 NSEC 7 = 0.51 NSEC
EREQ PHASE A PHASE O PHASE A

2,950 261 926 = 720 + 206 556 = 360 + 196

3,000 265 942 = 720 + 222 565 = 360 + 205

3,500 309 1,099 = 1,080 + 19 659 = 360 + 299

4,000 354 1,256 = 1,080 + 176 753 = 720 + 33

4,050 360 1,271 = 1,080 + 191 763 = 720 + 43

PHASE DELTA PHASE MARGIN = 150 PHASE MARGIN = 153°
3,000 --> 4,000 890 3140 188°

0 CHOOSE

0 FOR

35

= 0.51 NSEC - OFFERS HIGHEST MARGIN FOR AMBIGUITY RESOLUTION
AND MIN PULSE PROCESSING CAPABILITY.

= 0.51 NSEC - THE MINIMUM PULSE WIDTH IS 0.51 NSEC (FOR DELAY
LINE) + 1/2.5 BV = 0.51 + 1/(2.5)(10 MHz) = 40,51 NSEC

MISC/MISC/RECEIVER DESIGN TUTORIAL 36

36

- USE SCANNING NARROWBAND FILTER TO CONVERT CW SIGNALS TO
PULSE SIGNAL FOR PROPER FREQUENCY ENCODING

- TUNE YIG NOTCH FILTERS TO APPROPRIATE FREQUENCIES TO REJECT
MULTIPLE CW SIGNALS

20
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SUMMARY OF FEATURES AND LIMITATIONS

INSTANTANEQUS FREQUENCY MEASUREMENT RECEIVER

FEATURES LIMITATIONS
0o  INSTANTANEOUS ANALYSIS BANDWIDTH o SENSITIVITY
o  FREQUENCY RESOLUTION o RETENTION OF SIGNAL CHARACTERISTICS
o DYNAMIC RANGE o SIMULTANEQUS SIGNAL CAPABILITY
o SIGNAL ACQUISITION SPEED o IMMUNITY FROM JAMMING

37
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1.4  CHANNELIZED RECEIVER

PRINCIPLE OF OPERATION

0 USES A LARGE NUMBER OF CONTIGUOUS FILTERS TO SORT THE INPUT SIGNALS.

0 SAMPLE FILTER OUTPUTS TO DETERMINE SIGNAL FREQUENCY.

0 PROVIDES 100% POI WHEN ALL CHANNELS ARE PROCESSED IN PARALLEL.

0 TO REDUCE VOLUME OF RECEIVER TWO SOLUTIONS ARE:

- TIME SHARING - WILL REDUCE POI UNLESS CHANNEL SAMPLING IS
SYNCHRONIZED WITH EMITTER'S PULSE ARRIVAL TIME.

- BAND FOLDING - WILL REDUCE SENSITIVITY AND ABILITY TO

CORRECTLY IDENTIFY EMITTER FREQUENCY IN A DENSE SIGNAL
ENVIRONMENT.

38
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TIME MULTIPLEXING

FREQUENCY
MULTIPLEXER

2-8 >

FREQUENCY
MULTIPLEXER

%

BPF

BPF

K

DETECTOR
FOR BAND

INDICATION

E:

SENSITIVITY LOSS DUE TO BANDFOLDING

OUTPUT TO CVR TO MEASURE PULSE AMPLITUOE ANO WIOTH

OUTPUT TO FREQ CONVERTER WHICH ORIVES IFM TO MEASURE PULSE FREQ

39
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0 TWO CONFLICTING REQUIREMENTS - SELECTIVITY ANDO TRANSIENT RESPONSE

0 FILTER SELECTIVITY SHOULD BE SUFFICIENT TO ENSURE THAT A STRONG
SIGNAL DOES NOT INTERFERE WITH THE SIMULTANEOUS MEASUREMENT OF A

WEAK SIGNAL IN AN ADJACENT FILTER.

0 FILTER TRANSIENT RESPONSE SHOULD BE MINIMIZED - FEWER FILTER
SECTIONS AND WIDER BANDWIDTH.

40
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0 BAND OF CONTIGUOUS FILTERS PROVIDE

100% POI OVER INPUT BANDWIDTH. — FILTER 1 |——
0 SENSITIVITY IS POORER THAN A SINGLE — FiLTER 2 —PH P
CHANNEL SUPERHET WITH SAME SLOT s
[
BANDWIDTH. N Z | rrers | ¢
- SUPERHET :
PpET = 90%, PFp = 1076 ---> /N | = 13 dB ¢ o
RF . R
- 100 SLOT CHANNELIZER .
= 10-8
EACH CHANNEL MUST HAVE Ppp = 10 | FruTER _”7
THEREFORE, S/N = 14.3 d8B
RF
0 SLOT BANDWIDTH > 3.2 100 NSEC PW REQUIRES 32 MHz SLOT BW

MIN PULSE WIDTH

0 TO MINIMIZE FILTER TRANSIENT RESPONSE - USE GAUSSIAN RESPONSE WITH MINIMUM
NUMBER OF SECTIONS.

41
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H HANNE
TIME-SEQUENCING OR TIME-SEQUENCING OR
BAND FOLDED BAND FOLDED
[+
M o M
e L v 10 CONTIGUOUS | P
= ° L :(F) MHz WIDE 2
T
RFINPUT glcgulxslljggs . 10 CONTIGUOUS | I sLors ¢
P
> FILTER L ) b LU 0 o
BANDS E CHANNELS E s
X X o
° E ° E ° R
L3 R
o o
e o

FIXED FIXED
L0’S Lo’s

0 EACH MULTIPLEXER INPUT HAS A CVR TO RESOLVE FREQ AMBIGUITIES WHEN BAND
FOLDING IS SELECTED.

42
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SUMMARY OF FEATURES AND LIMITATIONS

CHANNELIZED RECEIVER

FEATURES

LIMITATIONS

o  INSTANTANEOUS ANALYSIS BANDWIDTH

0o  SENSITIVITY

o DYNAMIC RANGE

o SIGNAL ACQUISITION SPEED

0 RETENTION OF SIGNAL CHARACTERISTICS
0o SIMULTANEOUS SIGNAL CAPABILITY

o IMMUNITY FROM JAMMING

43

MISC/MISC/RECEIVER DESIGN TUTORIAL 44

o COST
o SIZE

o POWER REQUIREMENTS

1.5 COMPRESSIVE RECEIVER /LINEAR FM PULSE COMPRESSION RECEIVER

COMPRESSION
FILTER

WIDEBAND FREQ
—DETECTOR |—>1  ANALOG —>> AP
PROCESSOR

2

(N

FREQ

Veo

LOW SIDE LOCAL OSCILLATOR

LINEAR FREQ SWEEP

250
NSEC

1————> t

24

f £
A
IF IF
PASSBAND PASSBAND
| t —>1 t

N

m /\/ /\ DELAY
IF OUTPUT PULSE . COMPRESSION
FILTER
FM CHIRPED IF SIGNAL

*— 250 NSEC ““l

COMPRESSED

44
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0 WITH NO SIDELOBE WEIGHTING FILTER -

MAIN LOBE
OUTPUT IS SINX/X WITH FIRST SIDELOBE © SIDELOBES ~
DOWN 13 dB -
[=]
=
2
z
TIME
VIDEO RESPONSE
0 WITH HAMMING WEIGHTING FILTER - FIRST
SIDELOBE DOWN 43 dB
S
=
SIDELOBE g =
DELO| S
oot MEIGHTING =
ILTER gz
I vaavaara
TIME
COMPRESSION FILTER
45
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DESIGN PARAMETERS AND TRADEQFFS
FREQUENCY RESOLUTION
0 SENSITIVITY @ /oM Ha 1MH3 o 1MHz
g -5
=
= FOR SIGNAL POWER = NOISE POWER = P
= W S p
~114 dBm/MHz + NF + 10 LOG (1/T) & -95 l
T = DDL DIFFERENTIAL DELAY TIME IN uSEC § /s
w AJ,
g = Lse
- IF INPUT PULSE IS LESS THAN T, -5 RECEIVER NF = 9 oB
SENSITIVITY WILL BE DEGRADED BY 10 LOG OF loons lus 1045
THE RATIO. SCAN TIME = COMPRESSIVE FILTER

INTEGRATION TIME

- INCREASING THE DDL DIFFERENTIAL DISPERSION DELAY WILL IMPROVE CW
SENSITIVITY AND FREQUENCY RESOLUTION AND ACCURACY BUT REQUIRES LONGER
INPUT PULSES TO OBTAIN THE BENEFITS OF RECEIVER COMPRESSIVE GAIN.

46
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o  BANDWIDTH DDL
- SAW DDL PRACTICAL LIMIT IS 1,000 MHz
- OUTPUT PULSE WIDTH = K/Bpp
- MAXIMUM OUTPUT PULSE RATE = BppL/K
o  BANDWIDTH RECEIVER
- FOR BR = By, MAXIMUM POI AND FULL SENSITIVITY
-- L0 SCAN TIME = 2T
-~ LO TUNING RANGE = 2Bj
--  MINIMUM INPUT PULSE WIDTH = 2T
- FOR B # By THEN

-~ L0 SCAN TIME = [Bre8jyB[]T
--  LO TUNING RANGE = BR+B|

47
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PAR R

0 PULSE WIDTH RANGE

COMPRESSIVE FILTER BANDWIDTH
B = 500 MHz = BI

2 T - 0.2us— T = 2us~

—> UNITY POl

ACQUISITIDN BANDWIDTH (GHz) = BR

{
[}
ol 0.4 Lo 20 %0 g0
AT — mSEC

PULSE WIDTH

FOR UNITY POI AT FULL SENSITIVITY DELTA T > LO SCAN TIME
> TppL [1+Bg/Bj]

48
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49

FREQUENCY RESOLUTION
THEORETICAL LIMIT (WITHOUT WEIGHING FACTOR) = 1/TppL
PERCENTAGE RESOLUTION = 1/BjTppL - 0.1% PRACTICAL
ACCURACY
FUNCTION OF LO TUNING LINARITY AND SIGNAL PROCESSING CIRCUITS
PROBABILITY OF INTERCEPT - POI

LIMITED BY INPUT SIGNAL PULSE

PULSES < TppL[1 + Bp/By] WILL STILL BE DETECTED AT NEAR 100% POI BUT AT
REDUCED SENSITIVITY

MISC/MISC/RECEIVER DESIGN TUTORIAL 50

o

50

ARA F

DYNAMIC RANGE
LIMITED BY CHARACTERISTIC OF THE COMPRESSIVE FILTER

IF BPF IS RECTANGULAR THE OUTPUT PULSE (FOURIER TRANSFORM OF BPF) HAS
SIDELOBES.

UNWEIGHTED SIDELOBES HAVE SINX/X RESPONSE - FIRST SIDELOBE IS 13 dB DOWN

WITH HAMMING OR TRUNCATED GAUSSIAN WEIGHTING FUNCTION - SIDELOBES ARE 40
TO 50 dB DOWN

27
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SUMMARY OF FEATURES AND LIMITATIONS

COMPRESSIVE RECEIVER

FEATURES

LIMITATIONS

51

INSTANTANEOUS ANALYSIS BANDWIDTH
SENSITIVITY

SIGNAL ACQUISITION SPEED
FREQUENCY RESOLUTION
SIMULTANEQUS SIGNAL CAPABILITY
IMMUNITY FROM JAMMING

MISC/MISC/RECEIVER DESIGN TUTORIAL 52

2.0

52

RECEIVER ANALYSIS EQUATIONS

o RETENTION OF SIGNAL CHARACTERISTICS
0 PROCESSING COMPLEXITY

THERMAL NOISE

KTB NOISE POWER

- X =2
-t
" [}

TEMP OF RESISTOR IN 0K
BANDWIDTH IN HERTZ

Pdem = 10 LOG (P IN MILLIWATTS)

BOLTZMANN'S CONSTANT = 1.38 (10723) J/9K

FOR T = ROOM TEMP = 290°K and B = 1 Hz

INPUT THERMAL NOISE = -174 dBm/Hz
= -114 dBm/MHz

IF RECEIVER INPUT IS AN ANTENNA FACING A COLD SKY, T COULD BE MUCH LESS

THAN 2900K,

THERMAL NOISE GOES TO ZERO AS T GOES TO 0.

28
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F = ___NOISE OUTPUT OF PRACTICAL RECEIVER
NOISE OUTPUT OF IDEAL RECEIVER AT TEMP = 2900K

= No_ = _MNo_ G = GAIN OF RECEIVER

GN; KTB

6 =20 F= il
S;  THEREFORE So/No

KT8
Frey = F1 + Ep-1 + E3-1 G! (=)
Eél G162
] F2
53
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(S/N) OUTPUT OF RF LIMITER AMP

So\ =[S 1+ (Si/Ni) 2
No| (N3) | a7+ $3/N
ASSUMES AMPLIFIER IS LIMITING ON Nj

EXAMPLE -
(S/N) inpuT = 5.42 dB (3.483)
CALCULATE Sqo/Ng

So/No = 3.483 _1+ 3,483 . 5.833 7.7 dB
/¢ + 3.483
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TANGENTIAL TIVITY
OSCILLOSCOPE METHOD - APPROXIMATELY 8 dB S/N with G¢™ = 0.4 dB

RMS VOLTMETER METHOD -~ Vgp = 2.5 Vy

Vsp = PEAK AMPLITUDE OF SIGNAL . )
v —= } =
Vh = RMS NOISE VOLTAGE ]
1—-0‘-‘44(‘,%> 2 P YO

FOR 4 = t/T = DUTY CYCLE, THE dB CHANGE ON THE RMS VOLTMETER FROM THE NOISE
LEVEL TO THE TANGENTIAL CONDITION IS

/\ dB = 10 LOG (1+6.25<f (1-4))
FOR 10% DUTY CYCLE -

A dB = 10 LOG (1.5625) = 1.94 dB
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56

DETECTOR OUTPUT AT TANGENTIAL SENSITIVITY
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TSS IS FUNCTION OF Bg, By = RCV NF, CHARACTERISTICS OF DETECTOR
TSS OF VIDEO DETECTOR AND VIDEO AMPLIFIER
TSS = -110 + 10 LOG / ABy | (UNITS ARE dBm)
A = f (DIODE, VIDEQ AMP)

A= _4 Fy_(1076)

KTM
M = DIODE FIGURE OF MERIT = DET SENSITIVITY (VOLTS/WATT)
J~ DYNAWIC R OF DET
57
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ADD A RF AMPLIFIER AHEAD OF THE DETECTOR THEN

TSS = -114 + 10 LOG Fy + 10 LOG tms BR + 2.5\/’2 BRBy - By2 + ABy/(GTFT)2

FOR By < Bp < 2By

TSS = -114 + 10 LOG Fy + 10 LOG [6.31 By+2.5 [2 BBy - ByZ + Aev/(GTFT){]
FOR BR > 2By

Gy AND Fy ARE OVERALL GAIN AND NF FROM RCV INPUT TO DETECTOR

Br AND By ARE IN MHz
Fr AND GT ARE LINEAR NOT LOG VALUES

58
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VIDEO S/N CALCULATION BASED ON RF S/N
FOR OPERATION IN SQUARE LAW REGION OF DETECTOR (ASSUMES Bgf 2 28y)

SQ LAW
(S/N) g2

* 2 By/Bg - (By/BRIZ + 4 (By/BR) (S/NIRF
VIDEO

S/N

FOR OPERATION IN LINEAR REGION OF DETECTOR

LIN SQ LAW
S/N = TWICE S/N
VIDEO VIDEO

60
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0 DETERMINE RECEIVER RF GAIN REQUIRED TO MAKE THE RECEIVER SENSITIVITY NOISE
LIMITED.

Gr > Tq - (114 + 10 LOG Fy + 10 LOG /7B3By-By2) )

Tq = TSS OF DETECTOR

BRINGS NOISE FLOOR OF RECEIVER TO T4
THEN THE TSS OF THE RECEIVER CAN BE CALCULATED WITH LESS THAN 0.4 dB ERROR AS SHOWN -

o FOR BR > 2By

TS = -114 + 10 LOG Fy + 10 L0G (6.31 By + 2.5 /ZBRBy-By
o IF Bg >> By THEN (FOR Bg > 1000 By, ERROR IS LESS THAN 1 oB )
TSS = -114 + 10 LOG Fy + 4 + 10 LOG [2BgB
T J__?YXT\

THE TERM /7ZBgBy  CAN BE REFERRED TO AS EFFECTIVE BW.

59
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FOR A SQ LAW DETECTOR GIVEN THE (S/N) VIDEO IS -

%l er z[(ev/BR)(S/N)V +/ (By/BRIZ(S/N)y2 - 174 (By/BRI2(S/N)y + 1/2 (By/BR) (S/N)y"

ASSUMES Bgr > 2 By

61
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FALSE ALARM AND PROBABILITY OF DETECTION

o ASSUME RF GAIN AHEAD OF THE DETECTOR IS SUFFICIENT TO BRING THE NOISE
FLOOR UP TO THE TSS LEVEL OF THE DETECTOR (NOISE LIMITED CASE).

o FIGURES 2.11 TO 2.35 SHOW THE PROBABILITY OF DETECTION FOR A SINE WAVE
IN NOISE AS A FUNCTION OF S/N|gfp AT THE DETECTOR INPUT FOR RATIOS
OF BR/By FROM 1 THROUGH 3000. REF |
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EXAMPLE OF RECEIVER SENSITIVITY CALCULATION

IFM RECEIVER WITH BR = 2000 MHz, By = 1 MHz, Gt = 51 dB, Fy = 10 dB (10)

1. DETERMINE TSS - INPUT RF POWER WHICH PRODUCES B oB VIDEO S/N
DETERMINE IF RF GAIN IS SUFFICIENT TO MAKE RECEIVER SENSITIVITY NOISE
LIMITED

NOISE FLOOR = -114 + 10 LOG Bg + FT = ~71 dBm
THE GAIN (51 dB) WILL AMPLIFY NOISE FLOOR TO -20 dBm WHICH IS >Tq.

SINCE BR IS >> By

TSS = -114 + 10 LOG Fy + 4 + 10 LOG / 2BgBy
= -114 + 10 + 4 + 10 LOG 63.2

= -82 dBm
2. DETERMINE SENSITIVITY ASSUMING Pp = 99% AND Tpp = 100 SEC
PFA = 1 = 1 = 5 (10712)
TFABRF (100) (2000) (10°)

TFA = TIME BETWEEN NOISE CROSSING OF THRESHOLD

63
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THE REQUIRED PREDETECTION S/N FROM FIG 2.34 IS - 5.6 dB, REF 1.
THE CORRESPONDING SIGNAL LEVEL AT THE RECEIVER INPUT IS

-114 + 10 LOG B + Fy + (-5.6) = -76.6 dBm

WHICH IS 5.4 dB ABOVE RECEIVER TSS.

64
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WHEN STRONG INPUT SIGNALS DRIVE RECEIVER COMPONENTS INTO THE NONLINEAR
REGION, THE RELATIONSHIP BETWEEN INPUT AND OUTPUT CAN BE WRITTEN AS

Vo = a1V + a2v12 + a3V13 .....

THIRD ORDER INTERMOD PRODUCTS ARE PRODUCED BY TWO SIMULTANEOUS INPUT
SIGNALS OF DIFFERENT FREQUENCIES.

Vi = cos (wyt) + cos (wat)
THE THIRD TERM OF V, (a3Vi3) GENERATES TERMS CONTAINING

cos (2wt - wat) AND cos (2wat - wyt)

65
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SPECTRUM L
ANALYZER
DISPLAY IM3 RATIO
OUTPUT dBm 5|[
_ l FREQ
(2F] - Fp) F1 F2 (2F2 - F))
Qe
, IDEAL TRANSFER CURVE
OUTPUT dBm L,
SAT LEVEL OF AMP
T
[
INPUT/QUTPUT
TRANSFER
3 CURVE
! 1
!
INPUT - dBm

SECOND AND THIRD ORDER INTERCEPT POINTS
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0 LEVEL OF SECOND ORDER TERM

IMp = 2 (Pj + G) - Q2 dBm

P; = INPUT POWER IN dBm

G = GAIN OF AMPLIFIER IN LINEAR REGION

Q2 = SECOND ORDER INTERCEPT PQINT REFERENCED TO THE OUTPUT

0 LEVEL OF THIRD ORDER TERM
IM3 = 3(P; + G) - 2Q3 dBm

0 ONE COULD DEFINE THE MAXIMUM INPUT LEVEL FOR TWO TONES WHICH
PRODUCE IM3 PRODUCTS EQUAL TO THE NOISE LEVEL OF THE RECEIVER

N;G = IM3 = 3(Pj + G) - 2Q3 dBm

THEN P; = 1/3(Nj - 2G + 2Q3) dBm

67
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AND DYNAMIC RANGE = Pj - Nj

= 2/3(Q3 - G - Nj) dB (IM3) TWO TONE THIRD ORDER SPUR FREE DYNAMIC RANGE
= 1/2(Q2 - N1 - 26) dB (IM2)  TWo TONE SECOND ORDER SPUR FREE DYNAMIC RANGE

ACTUAL RECEIVER DYNAMIC RANGE IS ALWAYS LESS SINCE THE RECEIVER
THRESHOLD IS SET HIGHER THAN THE NOISE FLOOR.

68
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TWO-TONE THIRD ORDER INTERMOD LEVELS FOR UNEQUAL INPUTS

Fp ---> Py dBm F2 ---> P2 dBm

2P; + Pp - 2 Q3 + 3G dBm (2F;-fp SPUR)

IM3

2Pp + P; - 2 Q3 + 36 dBm (2f2-f; SPUR)

IM3

69
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— > o>
Q3! Q32 @33
NOTE Q3xj = Q3x - Gy = THIRD ORDER INTERCEPT POINT REF TQ INPUT

=\ | \
’1/0217 = i 1/Q241 +\\G1/inz +16162/Q2i3

AND

1/Q3i1 = 1/Q341 *+ 61/Q3i2 + G162/Q3i3

70
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RESOLUT RA E
0 RESOLUTION # ACCURACY; RESOLUTION = PARAMETER LSB

0 ACCURACY IS THE DIFFERENCE BETWEEN MEASURED VALUE AND ACTUAL VALUE

0 HISTOGRAM OF MEASUREMENT ERROR

X = ACTUAL VALUE

Xj = MEASURED VALUE

44 MEASUREMENTS

NUMBER OF MEASUREMENTS

0 12 14 16 18 QUANTIZED VALUE OF Xj

1
o  RMS OF DATA = ‘L E(x{)2  RMS OF ERROR j; S (x5 - x)2
N N

M1SC/MISC/RECEIVER DESIGN TUTORIAL 72

72

0 AVE VALUE OF MEASUREMENT DATA = MEAN VALUE
X=3=1 i Xj = MEASURED VALUE

0 AVE ERROR OF MEASUREMENT DATA = MEAN VALUE OF ERROR

- % (x.- X)
&f =ji=1 3 X = ACTUAL VALUE
N Xj = MEASURED VALUE

STD DEVIATION OF THE DATA = 1@~ VALUE

\
g =(i\i£=-1 (Xi - X)2
N)
STD DEVIATION OF THE ERROR = lg~ VALUE
% -\
i1 (Xig - X2)2 e
ag (%)1 1 (Xig= X2 Xig = Xi = X

STDZ = RMSZ - (MEAN VALUE)Z
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AMP

DATA = 2, 2, 3, 4, 4

o

73

AL VA = 5

RMS DATA = 3,13

X=15=3
5

STD DEV OF DATA = 1Q~

0.89
5

CHECK EQUALITY

STDZ = RMSZ - X2

(0.89)2 = (3.13)2 - (3)2
0.8=9.8-9

0.8 =0.8
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DATA

o

74

=2,2,3,4,4

MEASUREMENTS MADE

.

RMSOFERROR=JI/5(l+l+0+l+l)=

i‘, = (2-3 + (2-3) + (3-3) + (4-3) + (4-3)
5

X€=0

STD DEV OF ERROR = 1 G~

= ((1+1+0+1+1) = 0.89

CHECK EQUALITY

2 = 2 - (X.)2
STDg RMS{ (XC)

(0.89)2 = (0.89)2 - 0

5 MEASUREMENTS MADE

RMS, 7, STD DEV OF DATA IS SAME AS EXAMPLE NUMBER 1

RMS OF ERROR = J(T/N75(x,- -X) = \[(4 +4+9+16+16)/5 = 3.13

‘x£=(z+z+3+4+4)/5=15/5=3

STD DEV OF ERROR (la ) =ﬁ/~f(xi{ - X)2 =/(1 +1+0+1+1)/5=0.89

FOR _EQUA

STD2 = RMS2 - "xEZ
(0.89)2 = (3.13)2 - (3)2
0.8 = 0.8

0.89
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STANDARD DEVIATION OF COMMON DISTRIBUTIONS

DISTRI1BUTION STANDARD

DEVIATION
l:. b-a QUANTIZING ERROR
a b 3.5

A SMALLO™ VALUE ---> CONSISTENT MEASUREMENTS

b b-a
o b 4.2 LARGE @~ VALUE
i\_\ 0 Xj HAS WIDE VARIATION OR
b hz:gi 0 MOST OF THE DATA IS CONSISTENT WITH A FEW

POINTS WELL OUTSIDE THE MAJORITY WINDOW

b GAUSSIAN (NORMAL) DISTRIBUTION FOR 100%
OF DATA AND SMALL SAMPLE SIZE USE THE
FOLLOWING: O~ = RANGE/Cp

n | 2 3 4 5 10 20 30 50 100
Cn | 1.13 1.69 2.06 2.33 3.08 3.73 4.09 4.50 5.02
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VSWR PERFORMANCE OF TRANSISTOR RF POWER AMPLIFIERS
by

Richard W. Brounley, P.E., RF Engineering Consultant
10341 Nicaron Court, Largo, Florida 34648 U.S.A.
1-813-393-8177

Introduction

The operation of high power RF solid-state power amplifiers
under mismatched conditions is one of the most important and
difficult parts of amplifier design. A design which is too
conservative can be overly expensive and complex, while one
which is overstressed can have an excessive rate of failure.
The object of this paper is to explore the various factors
which must be considered when specifying the mismatched per-
formance of an amplifier. The test data and conclusions are
primarily for power levels of 500 watts and higher, operated
as saturated Class B amplifiers below 100 mhz. Other frequen-
cies and classes of operation may have similar characteristics

but are not specifically addressed.

I. Basic Characteristics of a Mismatched Transmission Line

A transmission line which has a matched source impedance but
a mismatched load impedance will have a constant developed out-
put power versus the phase angle of the reflection coefficient
Fz The output power will be:

P, = P(1 -/>’) where P = 50 ohms power

While this is well documented, it can be demonstrated using
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the simple equivalent circuit shown in Figure 1. Here the
power output has been chosen to be 500 watts and the mismatched
load to have a VSWR of 5.9:1. The value of zL can be found
for 20° steps of 0, for/>= .71L.0 using a Smith Chart. The
output power, current and power dissipated in the source impe-
dance can then be calculated. Figures 2, 3, and 4 display

these three parameters.

In similar fashion, the source impedance can be lowered and
the parameters recalculated. Figures 2, 3, and 4 display

the output power, current and power dissipated for a source
impedance of 21.53 ohms. This is more representative of a
saturated power amplifier whose collector or drain efficiency
is nearer 70% rather than the 50% of the 50 ohm source impe-

dance example.

Figure 2 demonstrates the variation in power developed as

the phase angle of/> is varied over a range of + 180 degrees
for these two cases. The highest power for the lower impedance
case is near 500 watts while the lowest is only about 160
watts. In contrast, the 50 ohm source delivers a constant

250 watts.

Figure 4 is important since it displays the power dissipation

in the source versus the phase angle of/>. The maximum allow-



able junction temperature of the RF transistors will determine

the range over which mismatched performance can be specified.

Included in Figures 2 through 4 is the mismatched performance
of a 500 watt bipolar amplifier using four transistors in
the final. The offset phase from the models is a function
of the amplifier’'s output matching circuits. It can be con-
cluded that the source impedance of the amplifier is lower
than 50 ohms but higher than the 21.53 ohm model. It has

been estimated to be about 28 ohms.

This amplifier is used to drive a laser which has a VSWR of
5.9:1 before it strikes. In order to strike the laser effec-
tively, the amplifier is phased with the laser's reflection
coefficient before striking so as to generate maximum power.
This results in the maximum DC input current being drawn as
well as the maximum power being dissipated in the transistors.
Figures 2 through 4 illustrate these parameters at a phase

angle of about -60 degrees.

In the case of lasers, it is not possible to protect the tran-
sistors by reducing the B+ voltage through fast-acting current
limiting or by reducing the drive to the final transistors
because ineffective striking will result due to the reduced
peak power. Reduced B+ voltage, coupled with additional

transistors to achieve the same power rating, is not a
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practical solution either due to both cost and size limitations.

With the heatsink and temperature specifications, the power
dissipation for the four transistors is limited to about 400
watts. The dissipation into the mismatch at 0 = -60° is about
950 watts. The 28v B+ voltage would then have to be reduced

to about 18 volts to keep the dissipation below 400 watts.

The matched power would then be reduced to about 200 watts,
thereby requiring an additional 6 transistors to be added

to regain the 500 watts of matched output power. In general,
this is not a practical means of mismatch protection for ampli-

fiers of this power level and higher.

In lieu of the above, a pulsed format is used which delivers
full peak power into the mismatch until striking occurs at

which time normal pulsed or CW operation commences. This

pulsed format must have both a limited pulse length and duty
cycle to adequately protect the transistor against excessive
power dissipation. A pulse length of 2 msec and a duty cycle
of 20% has proven to provide reliable operation for the tran-

sistors as well as striking the laser effectively.

II. VSWR Characterization

In order to characterize the VSWR performance of an amplifier,
a family of curves is plotted as shown in Figures 5 through
7. The amplifier used here is a 4 transistor FET design using

broadband transformers for both matching and the combining

e ——



of the two push-pull pairs. The tests are conducted at a

low duty cycle in order to protect the amplifier. The real
power developed is measured directly rather than by using

the forward and reflected power on the transmission line.

A series of VSWR loads is constructed by locating on the Smith
Chart appropriate reactances in parallel with 50 ohms which
provide the desired VSWR. The phase is then varied through
180 degrees by means of calibrated coaxial cables. These
curves can then be used to analyze the mismatch capabilities

of the amplifier.

Figures 8 through 10 characaterize the amplifier with 90°

delay networks placed in series with the input of one push-
pull pair and in series with the output of the other pair.
These 90° networks have a major effect upon the VSWR characteri-
zation and basically make the amplifier appear to have an
output source impedance closer to 50 ohms. Isolation is also
provided to a driver stage thereby resulting in easier cascade-
ability. The power dissipation curve in Figure 10 is mislead-
ing, however, because the two push-pull pairs see reflection
coefficients 180 degrees apart and, while one is delivering
maximum power, the other is delivering minimum power. VSWR
derating must take this into account; otherwise, one pair

can be overstressed while the other dissipates only low power,

The condition can then reverse when 0 changes by 180 degrees.
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In addition, less maximum peak power is generated than when

the 90 degree networks are not used and laser striking may

not be as effective. The characteristics have value, however,

for some applications since they offer a relatively flat devel-
oped power versus phase angle as well as a relatively constant

current demand from the DC power supply.

These tests also demonstrate the stability of the amplifier
under mismatched conditions. Spurious oscillations can be
observed on an oscilloscope and should be corrected since
they can increase the failure rate and inhibit protection
methods. 1In general, FET amplifiers give superior mismatched
stability performance over those using bi-polar transistors.
Also, the 90 degree delay networks enhance stability and can
make a significant improvement, particularly for bi-polar

designs.

III. Matched Power Characterization

In order to use the VSWR curves to evaluate the amplifier's
mismatched performance, it is necessary to determine the matched
power capability of the amplifier. This depends on a number

of factors such as the type of heatsinks, the amplifier effi-
ciency, the maximum allowable junction temperature, etc.

The performance of the FET amplifier is shown below and is

used as an example. This is a pulsed amplifier whose average




output power is determined by the duty cycle. The heatsink As an example, Figure 5 shows a developed power that varies

is liquid cooled in combination with forced air. The thermal from a minimum of 760 watts peak to a maximum of 1080 watts

resistance from the heatsink coolant connection to the transis- peak for a VSWR of 1.5:1. Figure 7 shows a dissipation of
tors’ junction has been measured to be .8° ¢/W. Also, the 550 watts peak for 0 = +120 degrees. At a 708 duty cycle,
system is duty cycle limited at U this would be 385 watts average and would raise the junction

temperatures to about 120° ¢. If a maximum of 140° C. is

Table 1 used for reliabiltiy purposes, this amplifier would be operating
— safely under these conditions. For VSWR's in excess of 1.5:1,
Duty Po P, Py PD/TranSJA;ff inlet| T 3 however, the dissipation quickly exceeds the safe dissipation
Cycle | wpk WA LCRA w avg ® °c °c level and protection methods should be employed. For instance,
I at a VSWR of 2.7:1, the dissipation is 1025 watts peak and
10 970 97 48 12 67 27 37
the duty cycle would have to be limited to about 38% or the
25 958 240 116 29 67 27 50
dissipation reduced by some other means.
50 911 456 240 60 66 27 75
70 860 602 324 81 65 27 92
Iv. Protection Methods
70 819 573 ‘ 352 88 62 40 110
| ‘ l The goal in the design of high power amplifiers is to achieve

as much power per transistor as possible without sacrificing

It is observed that both the peak output power and efficiency reliability. The VSWR performance, in conjunction with protec-
drop as the transistor junction temperature is increased. tion techniques, is important in achieving this goal. 1In

This should be considered when using the VSWR curves since the example discussed, a maximum operating VSWR of 1.5:1 is
these tests are conducted at a low duty cycle. The VSWR curves specified and the amplifier is capable of 600 watts of average
are valuable in estimating the power developed versus the power under this and the thermal conditions descsribed. The
phase angle of the reflection coefficient as well as the maxi- amplifier must be able to survive VSWR's in excess of 50:1,

mum dissipation. Tests under average power conditions should however. There are two techniques used to achieve this require-
then be conducted to verify performances by measuring transis- ment which are discussed below.

tor dissipation and estimating junction temperature.
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1. VSWR Detection

In this method the forward and reflected voltages on

the transmission line are detected and a voltage compar-
ator is used to shut down the amplifier when the ratio
indicates an excessive VSWR. Periodic resetting is used
to determine if the VSWR is still present. If it has
been removed, the amplifier is automatically restored

to normal operation. 1If not, the cycle of shut down

and reset continues with a duty cycle low enough to pro-
vide protection under any mismatched condition.

2. Current Limit

Figure 5 demonstrates that the power developed from 0

= +20° to 170° is actually higher than the matched power.
If the DC power supply is set to current limit at about
35 amps peak, or 24.5 amps average for 70% duty cycle,
protection for VSWR's in excess of 1.5:1 will be achieved.
For the protection to be effective, the response time

of the current limiter should be less than 2 msec; other-
wise, the junctions of the transistors can rise to an
excessive temperature before the current limiter can
reduce the dissipation. The current limiter combined
with the VSWR detection method is particularly effective
because settting the VSWR activation point too close

to the operating VSWR can result in a critically perform-
ing system. A VSWR setting of 3:1 with reliance on the

current limiter for protection up to that point has been
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10.

a reliable combination.

SUMMARY

The preceding has been an effort to explore the various
factors contributing to power amplifier design under
mismatched conditions. The methods developed maximize
the power output per transistor while retaining reliable
operation. While the examples used are for a particular
design, the principles should be appropriate for designs

with different requirements and classes of operation.



FIGURE 1 MISMATCHED TRANSMISSION LINE EQUIVALENT CIRCUIT MODEL

50 ohm Source 21.53 ohm Source

R5 = 50 ohms Eo R5 = 21.53 ohms Eo

Y

3.16a

Ein /'\ VSWR = 5.9:1 Ein
316.5v @ I m 226v

3.16a

Po = 500w for 2. = 50 + jo ohms P, = 500w for 2p 50 + jo ohms

L

Efficiency = 50% Efficiency = 70%

P = 1000w P

in = 714.3w

in

= 500w in Rs s 2143w

P
Dissipated PDissipated
2, plotted from Smith Chart for p = .71 L8 in 20° steps

Figure 2 Power Developed vs Phase Angle
for Various Sources
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Figure 3 Current vs Phase Angle

for Various Sources
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Figure 5 Power Developed vs Phase Angle Figure 7 Power Dissipated vs Phase Angle

for Various VSWR's for Various VSWR's
1100 2200
—
1000 I ,1/ mﬁ-ll.s:ll 2000 / P e i, \
500 Power s ~
- A }/¢ QM
a0 \ - /,« T 1800 VSWR's /
=271
B o e / 5 £ e —— 151 ote |
2 N d 4 2 —— 271 /
.é 700 ‘\ A .é 1400 A\ 6.1:1
- ™ / 5 X\ —— 1611 /
o e < < 3 1200 284
[ O~ 3 —— :
g 500 ~] ] Van as g 1000 \’ & 66:1 I/ L ~
- ~——1" VW =611 - \\ // kd
& . - A e . \\\.\ //
o1 e
200 i VSWR = 167 e - 5 el L — 1
[ N
o« o ~
00 B\_\\- T+ vwn=2s1 0 500 Power Dissipated
o — -
, . p— \/!§WR-‘66.1 | . 1 [
-180 180 -140 -120 -100 -60 -80 40 20 [} 20 40 680 80 100 120 140 180 180 -180 -160 -140 -120 100 80 80 -40 -20 0 20 40 80 80 100 120 140 180 180
Reflection Coefficient Phase - Degrees Reflection Coefficient Phase - Degrees
Figure 6 Peak DC Input Current vs Phase Angle Figure 8 Power Developed vs Phase Angie
for Various VSWR's for Various VSWR's with 90° Delays
60 l 1100 '
55 1000 Jﬂ Power
s _\ 50 - — — VSWR = 1.5:1
3 a5 3
s K g- 800
. 40 4% —~y . ] +
E . ""’\” b 700 —//—r
= 500 Current A & ol ~ I~ VSWR - 2.7:1
g 0 AR F ®
- ' 2
2 N / /f VSWR's a ™
£ N A / —— 151 o |
%) 20 A . H] 400 =
Q ~ -7 271 S . ™~ VSWR = 6.1:1
15 _= =" 6 00
N — vt - 1 ~
2004 i
* B s —o— 284 ] ' SWh - 28:1 N
s —=— 661 107 " T 1 1 o
. == . L (O ST ST [ (e ¢
-180 -160 -140 -120 -100 8¢ 80 -40 -20 ] 20 40 60 80 ‘I;O 150 ‘I:O 160 180 -180 -180 -140 -120 -100 -80 80 ~4I0 -20 ; 2'0 40 62’ 80 150 120 ‘I;O 160 ‘IjBo
Reflection Coefficient Phase - Degrees 47 Reflection Coefficient Phase - Degrees

Worid Radio Histo



Figure 10 Power Dissipated vs Phase Angle
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A Novel Technique for Analyzing High
Efficiency Switched Mode Amplifiers

Kazimierz (Kai) siwiak
Motorola, Inc., Paging Division, Boynton Beach, FL.

Introduction

A novel circuit analysis technique was developed for
investigating the efficiency performance of high efficiency
amplifiers operating in the switched mode. The approximate
technique is based on a simple but realistic model of a non-ideal
switch. Within the limits of the approximation, the optimum
operating parameters for several circuit configurations are
derived in terms of the switch damping factor D (analogous to Q
in resonant circuits). The efficiency performance of a current
driven switch terminated in a fundamentally resonant tuned load
(of which the class E mode amplifier [1) is a particular example)
is contrasted with that of the switch terminated with harmoni-
cally tuned 1loads (of which the class F amplifiers (2] are
particular examples).

It is shown that, neglecting switching transient losses, the
losses in switched mode amplifiers having a non-ideal switch are
proportional to circuit configuration dependent constants divided
by the switch damping factor D. The constants depend on the
particular form of the reactive load, and will be derived for the
cases of a fundamentally resonant and for harmonically tuned
loads. Voltages across and currents through the switch are
derived and voltages are shown for the different 1load
configurations. The resulting analysis gives insight into the
practical implementations of high efficiency RF amplifiers, par-
ticularly at high frequencies. Different modes of switching
amplifier operation can easily be compared with respect to
efficiency, switch device capability requirements, voltage and
current wave forms and load mismatch effects.
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There are several necessary conditions that must be satisfied for
100% efficient conversion of DC to RF power. These include:
i) voltage and current may not appear across the switch
simultaneously,
ii] the time derivative of the voltage wave form must be
zero at each switch transition.
Condition [i] implies that the switch resistance is zero when
conducting and infinite when off, while condition [ii] implies a
particular value of switch capacitance or tuned load. It has
been shown that [ii) can not be satisfied simultaneously for both
switch transitions [3]. This analysis ignores the switching
transient, that effect is studied in [4) and [5], and assumes
that the desired switch duty cycle actually exists. The effect
on efficiency of the non-ideal switch, that is, the switch
resistance and capacitance is then studied.

This analysis was motivated by observing that the capacitances
for some practical high power devices used as switches at VHF and
UHF often exceed the optimum capacitance value [6] required for
class E mode operation. The analysis explores, then, the 1limit
of the optimum efficiency under those circumstances.

Curren ive itch terminated i fundamentall uned load
Amplifier devices operating in the switched mode can be
represented by a periodically operated ideal switch S, as shown
in Figure 1, having a parallel capacitance Cg and switch
resistances Rg and R.. The switch-leg series resistance Rg and
the common series resistance R, are ignored for the moment.
Since the voltage source Vo supplies a constant current I,
through the choke coil Lo, and the load R; passes only a
fundamental frequency current because of the (high Q) series
combination C; and L,;, the switch/capacitor current must be:

i(t) = Io + Ip cos wot + Ig sin wot (1)




where w, = 2xf, is the radian frequency. A 50 percent duty cycle
for the switch is chosen for convenience. The switch is open
from t = -x/2 to «x/2. The average DC current through the switch
must be I, so the integral of i(t) over the conducting interval
of the switch gives Ip = -%xI5/2. The average voltage across the
switch in a period must be V., so:

“’O /20,
V, = = v(t) dt (2)

~T/20,

where the switch voltage:

1 3
v(t) = ¢ i(t') dat!
s
-x/2w,
I I
[e) T . B
= ;;E; [wot - 3 sin wot| - ;;E; cos wyt (3)
which, with equation (2) gives Ip = =%V, 0w Cg. The switch voltage

v(t) normalized by the source voltage is:

x 5
(wot - 5 sin w t)
v(t) _ o 2 o
v, = 5 + T COS wot, (4)

over the interval -x/2 =< wgt =< x/2 when the switch is open, and
zero with the switch conducting, and where x = Vow,Cg/I,. The
switch current, normalized to the DC current, is continuous,

i)

T :
I, = (1 - 3 cos wot) - x ¥ sin wot (5)

and flows either through the switch S when the switch conducts

or, otherwise, through the capacitor Cg. The power delivered to
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the load resistor R; must equal VI, and the r.m.s. current
through the load is (IA2 + 132)/2 so substituting for I, and Ig,
the load resistance is written in terms of the source voltage and
current (hence DC power) and the switch capacitance Cg:

Vo 8 1
R = Io 2 [1 + (2x)2] (e)

Given a source voltage V, and a current I, the required load
resistance can be found once the parallel capacitance of the non-
ideal switch is known.

If we set the derivative of the voltage to zero when the switch
closes t=%/(2wy), then differentiating (4), we get x=xg=(1/7%)
and, hence, the required switch capacitance for that case must
be, Cgp = I,/ (Vowo¥), which is the condition for the class E mode
switching amplifier. Cg, of course, can be realized by adding
parallel capacitance to Cg if Cg is smaller than Cg. Now using
equation (6), w,CgR;, = 0.1836, which is the value for class E
operation (7] when the Q of the load circuit filter (L, C;) is
assumed to be infinite.

The expression for efficiency can be found by perturbing the
above results, letting Rg and R. take on small (with respect to
R;) non-zero values. The power lost in Rg and R, is found by
integrating the square of the current i(t) flowing in the
respective resistors over a complete period (current flows in Rg
only when the switch conducts), and multiplying by the resistance
in which the current flows. The fraction of total power lost in
resistors Rg and R, after integration and sufficient algebraic
manipulation is:

as ac
P = RgwoC |5 + Xbg| + RowoC |5 + xbg (7)

where the circuit constants are,




ag = (3/2 + x2/16) ac = (1 + x2/8)

by = x2/4 b, = %2/2
For convenience we let the damping factor D of the switch be, in
turn, Ds=1/(woRsCs), and Dc=1/(woRcCs).
written as:

Efficiency is now

u=1-p (8)

for which an optimized value of x can obviously be found for best
efficiency by minimizing p with respect to x in (7). That
optimized efficiency in terms of the circuit constants and the
switch damping factors is:

Uopt = 1 - 24[(ag/Dg + ac/Dg) (bg/Dg + bo/Dg) - (9)

The value of x for optimizing efficiency is:

(ag/Dg + a./De)
Xopt = BT E 75 (10)
op (bg/Dg + bc/Dc)
Note that the optimum efficiency and the optimum value of x
differ from those found above for the class E mode. This is

because we have not imposed conditions on the wave forms at the
switching transitions.

Since x is proportional to the DC load resistance of the
harmonically operated switch, it fixes the optimum relationship
between the power and the source voltage. 1In other words, for a
given source voltage Vo, and a given switch damping factor D,
there is an optimum power level for maximum efficiency.

t iv swi terminated j ical uned
Harmonic tuning of the load is an effective method of achieving
enhanced efficiency operation, particularly at frequencies in the

several GHz range [8). The analysis of this paper is readily ex-
tended to harmonically tuned load circuits such as shown in
Figure 2. Compared with Figure 1, in Figure 2 there is an
additional inductor L, and capacitor C, chosen to series resonate
at the second harmonic of the operating frequency fo In
addition, the ratio of L, to C, is chosen, in this example, to
g at the third
harmonic of fo L, and C, have a zero a 2f,, while L,, C, and Cg

parallel resonate with switch capacitance C

have a pole at 3f,. Thus the circuit is representative of a
class F circuit in which the second and third harmonics are
tuned. The switch is again operated with a 50% duty cycle at
frequency fo- As in Figure 1, only fundamental frequency
currents flow in the load Ry, and only DC flows through choke Lo,
hence the total switch current is again given by equation (1).
Now, however, capacitor Cg current is i;(t), and the Ly, C, leg
current is i,(t), both of which include DC and fundamental
frequency currents (forcing functions) as well as third harmonic
components (transient solution) when the switch is open because
L,, ¢, and Cg are a series resonant loop at the third harmonic:

i) = I, + Ic cos wot + Ip sin wot ...
+ Ig cos 3wyt + I sin 3wt (11)

and

iy (t) Iz + 1Ip cos wot + Ip sin wot ...

+ Iz cos 3wyt + Iy sin 3wt (12)

The two current expressions include unknowns Ip through Ij. Wwhen
the switch is closed, i3 (t) flows through the switch leg. DC and
fundamental frequency currents are again the forcing functions,
while the second harmonic zero allows a second harmonic transient
solution, so:

iz(t) = Ipn + Igt (I + Ip) cos wot + ...
+ (Ig + Ip) sin wgt + Ig cos 2wyt + Ip sin 2wt (13)




and two additional unknowns Ig and I}, are introduced. The DC
terms I, + I of ij(t) add up to I,. Additional conditions such
as the average voltage across the switch is V5 and i(t) = i;(t) +
ij(t) + ijz(t) along with some very dense algebra yields the
expression for the normalized switch voltage as:

4wt
v(t) _ o 3r . 57 . 1
v, = ) - 1¢ Sin wot + 1ag Sin 3wot x*t -
27x 15%
+ 33 cos wot -~ 35 Ccos 3wot (14)

during the switch open interval and zero otherwise. The switch
current is continuous,

i(t T 9 R
—é;l =1 - 3 cos wot - 2 X sin wot (15)

for all t. Efficiency is again calculated using equations (7)
and (8), using the new circuit coefficients ag, bg, a. and bg
found for this circuit configuration. Oomitting the tedious
integrations and algebra, the new circuit coefficients are:

a

2.3939
19.1272

s = 2.3792 a
bg = 12.4912 b

[+]

(o
The optimum efficiency is given by equation (9), and the optimum
value of x is from (10), both with the above coefficients.

The efficiencies of switched mode circuits

It is interesting to look at the efficiency of these circuits
under the conditions that the losses are due to either the switch
leg resistance Rg or the combined path resistance R.. With those
simplifications, the efficiency expression (9) is:

uw=1--"9p (16)
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where D is Dg or D, as appropriate. In Table 1 six cases are

compared with respect to efficiency and peak switch voltage:

ie n wi V. es for Six Cases.

Case: | 24/ab ] Vpeak | Vpeak'VQ
a. Fig 1., opt, R.=0 | 4.57 [ 3.200 | 3.08
b. Fig 1., opt, Rg=0 | 6.64 | 3.250 |  2.67
c. Fig 1., class E, R_=0 | 7.44 | 3.562 | 2.01
d. Fig 1., class E, Rg=0 | 8.59 | 3.562 | 2.01
e. Fig 2., class F, R_=0 | 10.90 | 3.016 | 1.99
f. Fig 2., class F, Rg=0 | 13.53 | 3.027 | 1.80

Losses for each case are proportional to the number in the second
column. Evidently, as shown by cases (a) and (b), the simplest
circuit configurations having the simplest conditions give the
best efficiency according to (16) when only the switch damping
factor D is considered. Cases (c) and (d) show that imposing a
condition on the voltage at the switch transition (reducing a
transient loss not considered here) results in slightly sub-
optimum efficiency when compared to cases (a) and (b). Figure 3
shows the voltage wave forms of the switch voltage for case (a)
with the optimum value of x (solid line) and for case (c), the
class E mode (dotted line) of the circuit in Figure 1 with R =0.
only slight differences are seen, chiefly that the class E mode
results in a slightly higher peak voltage for a fixed source
voltage V,, and that the slope of the class E mode voltage is
zero when the switch closes.

Finally, attempting to shape the switch peak voltage with a class
F circuit costs additional efficiency degradation as shown by
cases (e) and (f), but slightly lowers the switch peak voltages
for a given source voltage. Figure 4 shows the voltage wave form
for the class F case (e). We note that output power is equal to
Vozwocs/x, so the peak of the voltage wave form must be
multiplied by the square root of x to compare voltages at the




same output power for a given device capacitance. When the peak
voltage is normalized to a constant output power (by multiplying
by the square root of x), the lower peak voltage advantage of
class F largely vanishes as seen in the last column of Table 1%
while the optimum efficiency cases (a) and (b) have the highest
peak voltages. This is reasonable, since for a constant power
output the current, and hence switch losses, go down as voltage
increases. The peak voltages were obtained numerically from

equations (4) and (14) using the MathCaDp (9] analysis program.

An "ideal" class F circuit can be modelled as an ideal switch
driven by a voltage source through a quarter wave transmission
line and has a perfect square wave voltage across the switch.
The peak value of the switch voltage is equal to twice the source
voltage ([10].
controlled to approach the "ideal" class F square wave, however,

Clearly, more than two harmonics must be

the overshoot, evident in Figure 4, giving rise to Gibbs [11]
phenomenon must be controlled.

e isma conditions
Let's examine the peak voltage when the load Ry, is disconnected.
For the circuit of Figure 1, we then have a capacitor Cg charged
periodically by a constant current source. The charge is dumped
when the switch S conducts. The capacitor voltage wave form in
that case is a ramp when the switch is open. Since the average
voltage must still be Vor it follows that the peak voltage is
av,. A practical switching device needs to survive that open
circuit condition. This is not necessarily the worst peak

voltage condition, simply one that is likely with an open load.

The circuit of Figure 2 is not as readily amenable to an open
load peak voltage analysis when L, and C, are present, but with
the load open, the switch-open impedance can be shown to be:

(17)

compared with 1/(jwCg) for the Figure 1 case. To first order,
the load circuit looks like a somewhat larger capacitor than in
Figure 1. The pole at the third harmonic will simply introduce a
slight third harmonic ripple onto a ramp shaped voltage wave
form. The peak open load voltage will thus again be in the

neighborhood of 4V, as before.

The efficiency of RF switched mode amplifiers compared

The efficiency versus source voltage of four RF amplifiers
operated as switches is shown in Figure 5. The DC input power is
chosen as 2 watts and the operating frequency is 900 MHz. Fixing
the power at 2 watts and varying the source voltage means that
the RF load resistance must be varied with source voltage
Two switch

a GaAs FET represented by Cg=5pF and

according to equation (6) since x changes with Voo
devices are modelled:
Rg=0.36 ohms having a Dg=100, and a silicon BJT represented by
Cg=5pF and Rg=0.72 ohms for a Dg=50.
circuit of Figure 1 (solid curves) the optimum efficiency design

Figure 5 shows that for the

voltage for the D =100 device as well as for the Dg=50 device is
about 8.1 volts.
requires that the design voltage be 4.75 volts as marked by the

In both cases, operating in the class E mode
X's on the solid curves.

The dotted curves of Figure 5 show the efficiency performance
versus source voltage for the circuit of Figure 2 with Dg=100 and
Dg=50 devices. It is seen that the highest efficiency for a
given device is achieved with the circuit of Figure 1.
Additionally, operating in the class E mode does not necessarily
result in the optimum efficiency when a non-ideal switch is

considered.



Conclusions

A novel analysis was developed to study the efficiency
performance of amplifiers operating in the switched mode. Losses
were demonstrated to depend on circuit dependent constants and on
the inverse of the switch damping factor D. When switching
transients are not considered, it was shown that the optimum
efficiency is achieved with a class E-type circuit. The class E
mode operating point, however, resulted in degraded performance.
Harmonic tuning in the case studied resulted in further
degradation of performance when compared with both the optimum
and class E mode operating points for a given switch damping
factor D. Open load switch voltages were shown to be similar at

four times the source voltage for both circuits.
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(solid) and for the class E mode case (b) (dotted) of
Table 1.
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Voltage waveform on the switch for the class F case (e)

of Table 1.
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Fig. 5. Efficiency as a function of source voltage, circuits of

Fig. 1 (solid) and Fig. 2 (dotted) for D=100 and D=50
and the DC input power set to 2 watts. The class E mode
operating point is marked (x).
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RF-POWER TRANSISTORS FOR 200W MULTI-C

by

Korné Vennema
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The Netherlands

INTRODUCTION

Today's market for mobile telephone systems is increasing very
rapidly. System designs require active devices for the
transmitter portions of handheld units, mobile equipment (car
radio's), and the base-stations. This paper addresses the
design and application of several new 900MHz base-station
transistors, having linear power output capabilities up to
120W PEP. Main emphasis will be on the design of the internal
matching configuration of a transistor and its influence on
the total RF performance of an amplifier. A complete
description of a 50W broadband amplifier is given, first along
with measured data, followed by the design of a 120W PEP
broadband amplifier. The results of linearity measurements are
given for this amplifier, since multi-channel operation is a

key performance issue for new generation base-stations.

E-STATIONS
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DESIGN PARAMETERS FOR A BIPOLAR CHIP

In a bipolar transistor, the resistivity and thickness of the
epitaxial layer have a large influence on most electrical
parameters such as frequency band, operating voltage, power
gain, efficiency, ruggedness and maximum power handling. The
layout of U.H.F. transistors, is an interdigitated structure
with an emitter pitch of 8 - 10 um and emitter width of 1.5
sm. The layout is designed to minimize parasitic capacitance
while allowing the required current to be handled safely.
Emitter and base regions are formed by shallow implantations
of arsenic and boren, which results in a narrow basewidth and
therefore high transition frequency. Depending on the
transistor, diffused or poly-silicon emitter ballasting
resistors are used to be sure of an excellent current
distribution. The negative feedback, provided by those
resistors, takes care of a uniform heat distribution over the
chip. Infrared scans in practical situations (under nominal
and mismatch conditions) have been done for each transistor to
optimize the Re value. All PHILIPS base-station transistor
dies utilize titanium-platinum-gold top metallization to
ensure long lifetime and an excellent reliability. In this
metallization system, the gold layer serves as a conductive
layer with a high electromigration resistance. The platinum
and titanium layers provide adhesion and an efficient barrier
layer to prevent Au-Si eutectic formation. Reliability tests,
extrapolated to standard D.C. adjustments and temperatures,

predict a lifetime over 15 years. A silicon nitride sealing on



the active die area prevents moisture penetration and improves
the resistance ag_ai-nst electro-migration. The use of gold
bonding wires in combination with the TiPtAu-metallization is
required to deter the on-set of the purple plaque phenomena,

which strongly influences MTBF performance.

MATCHING CONFIGURATIONS INSIDE THE TRANSISTOR PACKAGE

Every design of a bipolar transistor starts with a selection
of the active element. The choice of a package is the next
step. Factors which should be taken into account are: - should
it be a single ended or push-pull transistor; what is the
dimension of the silicon inside; is the package able to take
care of the dissipated power (thermal resistance); is any kind
of internal matching required and so on. In practice, a high
power transistor is fabricated by incorporating more than one
active die in a given package. Paralleling dies will
irrevocably introduce losses inside the transistor, i.e. one
cannot expect the same RF performance at the double output
power by paralleling two equal dies. One of the problems
inside a transistor package is to offer each area on the die
the same load. Figure 1 shows the schematic diagram of a
common emitter transistor with 5 active areas. L1 - L5
represent the emitter bonding wires, L6 - L8 represent the
inductances caused by the metallized emitter bridge of the
package. Assuming L6, L7 and L8 are equal, it is clear that

the voltage drop at the center of the
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internal bridge has the highest value. So, the allowed voltage
swing over active area 3 is the lowest, followed by the active
areas 2/4 and 1/5. A direct influence on parameters such as
lower saturated power and decreased collector efficiency can
be noticed. This results in a higher junction temperature and
less linearity. An emitter bridge with through metallized
holes to the flange of the package is a good solution and
provides an excellent and equal grounding for every active
area. Through metallized holes also imply a 1low emitter
inductance, resulting in a high power gain. Besides unequally
Joaded active areas on a chip, paralleling dies will cause
unacceptably low transistor input and output impedances. Low

transistor impedances will result in large losses in the



matching network outside the transistor (see section “LOSSES
IN EXTERNAL MATCHING NETWORKS"). To increase the transistor

impedances, a matching network inside the package is required.
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Lbo Lo
el e
-
f
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<
FIGURE 2

The most familiar internal matching configuration is the one
with a low-pass characteristic at the input side of the
transistor, created by means of a MOS capacitor C1 and the
base bonding wires Lb (see figure 2). Besides taking care of a
higher input impedance, input match (or pre-matching) also
effects the power gain of the transistor. Normally the power
gain roll-off is 6dB/octave (see figure 3, dashed line).

Pre-matching provides a more constant power gain in the
operating frequency band. Resonance occurs, but in case of a

well behaved match, this resonance is far above the
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operating band. Pre-matching effects also parameters such as

efficiency and stability.

At the output side of a transistor, internal matching

configurations can also be used. Losses in the external

matching network, due to a 1low output impedance of the

transistor, will decrease powergain and efficiency of an
amplifier. This can be improved by internally matching at the
outputside of the transistor, which in principle can be
achieved by using a low-pass or a high pass matching circuit.
Using internal output matching with a low pass characteristic
in a common emitter device is in most cases not the correct
way. This can be explained as follows: Looking to the output
side of a conventional transistor, the 1load impedance
(conjugate of the output impedance) has an inductive imaginary
part (the imaginary part of the

output impedance is



capacitive). It is only useful to use low-pass output matching
when the load impedance at the connecting point of this output
matching already has a capacitive imaginary part. This
condition can only be created by means of bonding wires inside
the transistor package. In most cases there is not sufficient
space inside the transistor package to transform the load
impedance from a inductive to a capacitive imaginary part, by
means of the inductance of the collector bonding wires. So, in
this case, a matching configuration with a high-pass
characteric is the solution. At the output of the transistor,
a shunt inductor is created by means of bonding wires. To
prevent a short circuit of the supply voltage to ground, a DC-
blocking capacitor with a large value is used. In this way,
the output capacitance of the active dies is tuned out
(parallel resonance), resulting in a higher real part of the
output impedance' of the device. The shunt inductor reduces
losses caused by the device output capacitance as well.
Reduced internal and external matching losses result in an
overall efficiency improvement of 10 - 15%. The high-pass
configuration is formed by the combination of the shunt
inductor and the feedback capacitor of the active dies. 1In
figure 4, the schematic diagram of the base-station transistor
BLV10l1 is given. At the input, two 1low pass pré-matching
sections are present, and at the output the high pass section
(Ccb in combination with Ls). The design of such a
complicated transistor is only allowed when full automatic
bonding wire equipment can be used, to be sure of a minimum

spread in transistor impedances and RF performance.
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FIGURE 4

LOSSES IN EXTERNAL MATCHING NETWORKS

Losses in the matching networks outside a transistor are
related to the impedances of a device. These network losses
can directly be translated into a decrease of power gain and
efficiency. For instance higher transistor impedances will
cause lower network losses. This can be explained as follows.

Figure 5 shows a schematic diagram of a transistor impedance

Icirc

T

TRANSISTOR

FIGURE 5



in combination with the first section of a matching network.
R, is the real part and X, is the imaginary part of the
transistor impedance. X, is the impedance of the matching

capacitor. Series to parallel conversion gives figure 6.

Pin i
—_— t
p-va
4 l
Iin l |
Xc r
T X | Ao
| u
l Icirc ,
& |
»
!
FIGURE 6

In case of resonance the loaded Q is equal to:

&
X

.2
X, X

I,, can be derived from the formula:

QL=

i

pin

R,

Iin =
The loaded Q of the network gives the relationship between I,
and I.,.:

Ieue = QL L Iin

The matching capacitor introduces introduces losses which are

equal to:

2
Pass = I%re * R
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in which Rc is the loss resistance of the capacitor (see

figure 7). Rc can be determined form the formula:

xc
chpqcu.or =
R,
Pin i
¢
Pl 1
Iin !
=
xXc |
Xg Ro
Rc Icirc
'
&
i

FIGURE 7

So, the total required input power, assuming no losses in X,,
is equal to the addition of the power dissipated in R, and the

transistor input power (P..uisor = I’cisc * Rig) -

Rc + Rin
Py, = pumumr e (in Watt)
Rin
So, the dissipation loss in the matching capacitor, due to R,
is equal to:
R, + Ry,
Pioee = 10 log,y ——— (in dB)
in
From the formula above, it can be concluded that a transistor

with a higher impedance will cause less losses in your

matching network.



PRACTICAL AMPLIFIER EXAMPLES INCLUDING MEASUREMENT RESULTS

PHILIPS offers a wide range of 900MHz base-station transistors
for analog as well as digital systems. Our knowledge and
experience with linear TV transistors was used to design new
devices for the next generation multi-channel base-stations.
This section describes two practical wideband base-station
designed in close

applications. Both amplifiers are

cooperation with the German company SSB-Electronic.

W wideban ifier wi t V10

The BLV101 is a 50W single ended common emitter transistor
with double input and output matching.. The internal matching
networks provide high input and output impedances, resulting
in high power gain and collector efficiency. The BLV101 is
available in two versions: - the BLV101A, optimized for 850-
900MHz and the BLV101B for the 935-960MHz band. The BLV101A,
intended for the USA market, has a 50W (continuous wave)
output power capability (Vce=26V). A load mismatch of VSWR=5
(0-360°) is allowed at the same output power. Due to the high
input and output impedances, it was very easy to match the
transistor to 50f. A wide stripline (Zo=90a) together with a
trimming capacitor is the only thing needed to run into the
5011 system.

In figure 8 the schematic diagram of the amplifier is given.
The great advantage of this kind of matching configurations is

that it is no longer necessary to use external matching

capacitors near the edge of the device. So, no mechanical
forces are excerted on the capacitors when the transistor is
heating up and cooling down. Looking to the application in
which the transistor is used this will improve the reliability
and the number of field rejects. In addition, system costs

will be reduced.

+ Vbias hd %SV

O.1u
i
47u

10onm/1wf‘| 100nm/ 1W[]
AFC

U U + AFC

470p | ,4709

' \ i
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) 2Z 3mm
2Z 3mm )
SLV101A g L1

ouT
L1 L

=0 onn é_jl?%u : 5 50 one
[

| - |
2

l 1-10p0F 7
-

L1 = microstripline 20mm wide: 10mm long
L2 = microstripline 3.%mm wide:; 4.5mm long

Printed circuit bosrd: Er=2.2, d=0.7Smm.

FIGURE 8



Figure 9 shows the RF performance at full output power.

Gp (dB) Eff. (%)
12 ————T1 60
i
10 - | | Efficiency 50
Gain ‘
88— — T *‘40
6 — T 30
‘ |
| |
4 — ‘ 120
Conditions:
V,.=26V,
I.~385ma, 2 — o * 110
P,..=50W,
T,=50"C. o\ | =g
860 870 880 890 900 910

f (MHz)

FIGURE 9

A _120W PEP wideband amplifier with the BLV102A

Looking into the future, multi-channel amplifiers with output
power levels up to 200W PEP and intermodulation products below
~30dBc will be needed. PHILIPS designed a new class-AB die
with a good linear performance, especially for high power and
high frequency. These dies are used in the BLV102A. Emitter
ballasting resistors and epi-material are selected, to
optimize power capability, power gain, linearity, thermal
behaviour and ruggedness. The BLV102A is a push-pull
transistor, intended for the 865-900MHz band. Internal input
and output matching, resulting in high input and output
impedances, allow a simple external matching configuration.
The schematic diagram of the amplifier is given in figure 10,
and the layout of the printed circuit board in figure 11. The
simple matching networks provide less field rejects. At an
output power of 120W PEP (two tones: f,=880MHz and f,=880.1MHz)
and a supply voltage of 28V, all intermodulation distortion
products are below -35dBc (see figure 12). The quiescent
current in this case is 5mA per transistor section which is an
advantage as regards the current consumption of the amplifier
in the standby situation. Power gain under the conditions
mentioned above is 9dB (!). Of course a higher quiescent
current will result in an increase in power gain. Line-up
proposals for a 200W PEP multi-carrier amplifier will be given

during the presentation.
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CONCLUSIONS

Today's generation 900MHz base-stations requires linear
Class-AB RF-power amplifiers with high peak power capability.
High transistor impedances will be helpful to improve the
overall amplifier performance,. i.e. powergain, efficiency,
linearity, MTBF figures etc., since high impedances allow the
application engineer to design rather simple and low loss
external matching networks. Complicated matching
configurations inside the transistor, as applied in PHILIPS'
base-station transistors BLV101 and BLV102, create those high

impedance levels which guarantee an optimum RF performance.
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THE “APPROXIMATION METHOD" OF FREQUENCY SYNTHESIS

Albert Helfrick
CONSULTING ENGINEER

5 BANTA ROAD
KINNELON, N.J. 87465

Probably the most widely used form of frequency synthesis is
the phase locked loop. One of the more significant problems
associated with the phase locked loop arises when this method of
fregquency synthesis is called upon to provide narrow frequency
resolution. This is when the loop suffers from a number of
problems.

Usually, a narrow frequency resolution implies the
synthesizer is used for a narrow band application where phase
noise and discrete sideband energy are of importance. For a
simple, single-loop synthesizer, the freguency step is equal to
the reference frequency of the loop. The reference frequency, on
the other hand, is an indication of the phase locked loop's
ability to reduce phase noise. The digital phase detector is,
essentially, a sampled system and the more often a waveform is
sampled the more is known about that waveform. As with any
sampled system, the frequency range of the sampled waveform is
directly proportional to the sampling rate and, thus, the higher

this rate, the more phase noise may be reduced. This sampling
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results in sidebands to the carrier which are reduced with the
loop filter. The amount of sideband energy can be reduced by
simply increasing the amount of loop filtering with the
undesirable result of slowing of the loop and thus increasing the
lock-up time between frequency changes. In addition, reducing the
bandwidth of the loop reduces the ability of the phase locked
loop to reduce the phase noise of the VCO.

To insure adequate frequency resolution without increasing
the phase noise or the lock-up time to an unacceptable amount,
various multiple loop and hybrid systems have been generated.
Some systems use several phase locked loops where one loop
provides a coarse frequency control with a second loop providing
a fine frequency resolution. Other techniques involve a mix of
direct and indirect frequency synthesis where the advantages of
both are exploited to provide a broad frequency range with narrow
resolution.

The technique described in this paper is a combination of

multiple loops and a simple form of direct frequency synthesis.

Figure 1 shows a simple single-loop synthesizer with a
variable reference frequency. By changing the value of N, the
output frequency varies by NFref' I1f, by some method, the
reference frequency could be changed by a small amount,[}Fref
the output frequency would change, due to this reference
frequency change by N 13 Frefe Therefore, the output freguency
is a function of N, AsFref and F .ege The ability of the phase

locked loop to reduce phase noise is a function of F while

ref’

the frequency of the output is mostly a function of N. The change



in reference frequency, lkpref could be small so that additional
frequency steps could be provided between those provided by
changes of N. Several small changes of the reference frequency
could provide increased frequency resolution and "fill in" the
space between the nominal frequency steps provided by changes in
N. There is no limit to how small the output frequency resolution

may be set by simply choosing a small AF The disadvantage

ref-
of this method is that the change of output frequency as a
function of[& F.of is proportional to N, which is not a constant.
This may require some clever manipulations of l&Fref'

However, if the variation of N were restricted to be small,
the change in the output frequency as a function of [3 Fref could
be made to be nearly constant.

To give an example of how this technique can provide a phase
locked loop with narrow frequency resolution yet with a
relatively high reference frequency, consider a 100 to 101 MHz
phase locked loop with a nominal Fref of 10 kHz. Therefore, the
range of N is from 10000 to 10100. Consider that the loop is to
provide a frequency resolution of 250 Hz. Therefore if a nominal
lxpref of 250/10000 = .025 Hz is provided, at 100 MHz the actual
frequency resolution is exactly 250 Hz. However, when the loop
division is set to 10100 the actual frequency resolution is (.025
X 10100) or 252.5 Hz, which is 2,5 Hz too large. The obvious
choice in this case is a[&?ref of 250 Hz divided by the mean
value of N or 250/10050 = 0,024875622 Hz. When N is at a minimum,
the frequency resolution at the output is 248.7565 Hz which is
slightly short of the desired 250 Hz and is 251.25 Hz or slightly

greater than the desired when N is at it's maximum,
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Due to these small errors I have called the technique the

"approximation” method.

The frequency change error for the example is only about 1
Hz for each frequency step. However, each frequency step provided
by a variation of the reference frequency is in error and the
error accumulates and thus after several steps provides a much
larger absolute frequency error,

In this example, to provide 250 Hz resolution, an additional
39 frequency steps are required between the nominal 10 kHz steps
provided by a change in the value of N. To caclculate the total
frequency error due to the application of reference frequency
shifting, the actual values of the example are inserted into the
equation and the error calculated.

The frequency of the VCO is

(Fref * MA Freg) N = Fouq 1.1

where M is an integer and lies between -19 and +240.

I1f the value of A Fref is chosen to provide the correct
frequency step at the mean value of N, 10050, the worst case
frequency error will occur when both M and N are at either their
maximum or minimum values. Thus, the worst case errors are when M
= -19 and N is 10000 and when N = +20 and N = 10099,
Numerically, the lower frequency is 100.00052732 MHz and
100.9950244 MHz. The frequency error at the lower frequency is
23.2 Hz and at the upper frequency is 24.4 Hz, This represents an

error of less than 1/4 parts permillion.



A serious disadvantage of this technique is the need to
generate an accurate but very small change in the reference
frequency. If this were achieved with a phase locked loop, we
would have the very same problems we set out to solve. These
small changes in Flef Must be generated with a form of direct
digital synthesis.

A very simple technique of direct digital synthesis is shown
in fig. 2. In this method of direct synthesis, a relatively high
frequency is divided both by a fixed amount, Q and a variable
amount, M. The value of Q is chosen to be considerably less than
P, The two divided frequencies are mixed and the sum frequency is
chosen and divided by a factor of X which is fixed.

The frequency of Fref is

\

F

(L L
. P Q

X\jﬂ

ref = j
/
Because the value of P is to be changed by only a small

amount, set P = K - M, where K is much greater than M. Therefore

1.2 becomes
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To determine the frequency change of Fref as a function of

changes in M, the partial derivative is taken

3
.bg:f?f- ~ —_%_ _,_l_.‘
ﬁ - X k-M 1.4

Since K is set to be much greater than M, only the first two
terms of the binary expansion of equation 1.4 may be used as in

equation 1.5 7

\2
B;Y‘PF ~ S'}i{‘l’_élﬂ__’_g(_f(ij
| >

» M X J

Thus the change in the reference frequency is approximately
directly proportional to changes in M. This is the second
approximation of this method of frequency synthesis.

Just how do these approximations affect the freguency
accuracy of a frequency synthesizer? Returning to the exmaple
synthesizer, using the described method reference frequency
generation values are provided for K, M, Q, and X as shown on the

following page.



K = 2000

M =0 to 39
Q =10

X = 1005

A spread-sheet program was used to calculate the frequency
error for these parameters and is shown in fig. 3. As this figure
shows, the error is quite respectable being a maximum of only 1.5
parts per million. This synthesizer has a frequency resolution of
250 Hz with a nominal reference frequency of 10 kHz. This would
be an approximate 40-fold improvement in performance over a
phase locked loop using a 250 Hz reference frequency.

What is evident from the error frequency plot is the
discontinuities at those frequencies where the value of M changes
from 39 to @ and N is incremented by one. In the example the
error is ~15@0 Hz just before N is incremented and exact at the
next frequency giving rise to a 400 Hz step rather than a 250 Hz
step. It must be understood the frequency accuracy is 1.5 parts
per million but the frequency step is in error by 60%

These discontinuities can be reduced by choosing a different
range for N or some other parameter. To have a zero discontinuity
the frequency error for M = 39 must be equal to the frequency

error at M = 0. The frequency error is given by

N/
F..e% evvor = [0 Al+3S0M~ \k—:,q"’
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Using the parameters given, the error is zero for M = @ and
thus equation 1.6 is set to zero with M = 39 and solved for N.

y o'y [ 1
/0 A/+;450)(3’? /005 2000 -39 ) o

N = ?PS—O

Thus, a frequency range from 98.¢ MHz to 99.0 MHz would
provide a reduction in discontinuity when the value of N changes.
Fig. 4 shows the spread-sheet graph of the error for this
frequency range. As it can be seen, the frequency discontinuity
is essentially non-existent in the mid-frequency range and has
been reduced to less than 58 Hz at the upper and lower extremes.
The maximum frequency error as shown in the figure is 0.8 parts
per million.

The frequency error of the "approximation" synthesizer can
be reduced even further by the application of a microprocessor-
controlled error reduction system. The frequency error due to the
approximations in this synthesizer may be calculated. Therefore,
corrections to the master reference oscillator may be provided to
further reduce the frequency error. Since the errors in this
example synthesizer are only on the order of 0.5 parts per
million, only small corrections are required and thus the overall
stability of the synthesizer is not compromised.

To give one example of an application for the 98-99 MHz
synthesizer described, figure 5 shows the example synthesizer

used for an ACSB transceiver in the 380 - 50 MHz frequency range.



Two phase locked loops are used in this application. The wide
band loop has a 1 MHz reference frequency and would add very

little phase noise to the system.

SOME NOTES ON THE HARDWARE

At first glance it may appear that some of the hardware shown
in figure 2 is difficult to find or expensive. This is not the
case,

The 190 MHz oscillator should be a TCX0 if the accuracy of
the synthesizer is to be realized. Without correction, the
synthesizer is capable of better than one part per million and
this necessitates a TCXO. If correction is to be employed, a
voltage controlled TCX0O would be required. These are both readily
available items,

The two frequency dividers operating with the 10@ MHz
frequency, P and Q are implemented simply with common ECL. The
mixer can be any common balanced mixer. The sum frequency filter
must be a quartz crystal filter as the image frequency is removed
by only 100 kHz. This may appear to be a major stumbling block
for this technique. Not at all. The total frequency variation of
the 10.05 MHz sum is only 1 Hz, Therefore, a simple one pole-one
zero filter using two quartz crystals is more than adequate.

The remaining circuits, the divide by N, divide by 1805 and

the associated phase detector is implemented with one LSI chip.

Note: Some of the specific techniques outlined in this paper are
covered by a recent U,S., Patent. Basic reference pulling

techniques are not new and are not covered under this patent,
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A _TEN-BIT 350MHz_DAC FQB_DLRECT_QJQLI&Q_§1§THF§L§

Perry Jordan
Analog Devices, Inc.
7910 Triad Center Drive
Greensboro. NC 27409

INTRODUCTION

In recent years the field of DDS (direct digital synthesis) has
expanded greatly due to faster integrated circuit processes. It is now
possible to digitally generate signals well into the RF signal range. A
signal generator can be implemented with a fast phase accumulator, sufficient
RAM to store 360 degrees of phase information, an invert circuit, and a DAC
(digital to analog converter).

There are several key parameters that the system designer must
understand and utilize to design an efficient DDS system. The DAC is the
critical component in any DDS system. If the DAC is less than optimum, a
clean spectrum is impossible to generate even with an “ideal phase
accumulator” and an ideal RAM. This paper will outline a new 350Mhz DAC.
This DAC, the AD9720 (or the AD972%1 TTL version of this DAC) has been

optimized for high speed, low glitch, and 90 degree phase data.

AN EFFICIENT DDS SYSTEM

A DDS system can be implemented by noticing the repetitive nature of a
360 degree cycle of a sine wave. The first 90 degrees of a sine wave
contains all of the important phase information of the signal. The portion
of the sine wave from 90 to 180 degrees is nothing more than a mirror image
of the wave from O to 90 degrees. Finally, the portion of the wave from 180
to 360 degrees is no more than the negative of the signal from O to 180

degrees phase shifted by 180 degrees. If the proper counter is utilized, and
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(2)

the proper logic is implemented, the RAM size can be reduced by 75% of the
original required RAM. For this reason specialized DDS counters have been
designed. One example is the 350 Mhz AD9950 phase accumulator (figure 1).
This phase accumulator has 32 inputs which provide (2e32)-1 possible phase
increments. The output frequency is determined by equation 1.
Fout = Fclock(M)/2e32 (1)

Fout = output frequency

Fclock = update frequency of the AD9950

M = step size from 2e0 to (2e32)-1

The AD9950’s output consists of 12 data bits. The 10 LSB’s can be
used to access RAM locations which have 90 degrees of sine wave phase
information. With the AD9950 in the quad enable mode, the output will count
from O to 2el0. At this point, bit 11 goes high and the DDS chip counts down
to 0. This allows the system to generate 180 degrees of digital phase data
from 90 degrees of phase data stored in the RAM.

At this point it would be advantageous to be able to generate the
negative of this data but 180 degrees out of phase. If we feed the first 180
degrees of phase information into a DAC from mid-scale to full scale (IE the
DAC’s MSB is on), we can generate one half of a sine wave. If we invert the
data into the DAC, and we use the DAC's mid-scale to zero scale (IE the DAC’s
MSB is off), we can generate the final 180 degrees of the sine wave. Bit 12
(MSB) of the phase accumulator is high for the first count up and count down
For the next

cycle of the 10 LSB’s. At this point the MSB is set to zero.

count up and down cycle of the 10 LSB's, the MSB is low. By inverting the
phase information into the DAC, a complete sine wave can now be generated.

The circuit that will accomplish this inversion is shown in figure 2. This

WaorldDadio Hictory]



(3)

one’s complement circuit is placed between the RAM and the DAC (as in figure

3).

IMPORTANT _DAC SPECIFICATIONS

There are many important specifications that must be met to generate
high frequency DDS sine waves. A clean frequency spectrum up to the Nyquist
frequency is the required result. However understanding the parameters that

effect the DAC’s performance can aid in the choice of a correct DAC.

PAC _ARCHITECTURE

There are three basic high speed DAC architectures. The R-2R DAC,

current weighted DAC, and the segmented DAC. The current weighted DAC is
potentially the fastest of the three DAC types. However this DAC usually has
high glitch (due to the binary switching of the current sources) and it is
hard to match the current sources above about three or four bits without
doubling the number of current sources with each additional bit (figure 4).
The R-2R is difficult to match integrated resistors above about 6 bits
without expensive laser trimming (figure 5). The final major architecture is
a segmented architecture. It consists of turning on an additional current
source each time another data bit turns on. This type of DAC is limited to
lower order DACs. A 10 bit segmented DAC requires 2el0 current switches and
requires a 10 to 2el0 decode section. The DAC’s output capacitance would be
excessive (IE (Cjs+Cjc)x2el0). For a good high speed process the DAC’s
output capacitance could vary from 20pf to SOpf. This would limit the slew

rate of any high speed DAC.
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Aab9720

Due to the strong points and weak points of each architecture, a
hybrid architecture for the AD9720 was chosen (see fig 6). This architecture
has the advantage of a much reduced decode section, a reduced number of
latches, and fewer current switches than a segmented DAC. The resistor
matching requirements are reduced versus a 10 bit R-2R DAC, and a fewer
number of current sinks than would be required by a current weighted DAC.

One advantage of the segmented DAC is its glitch performance. The
“thermometer code” of the segmented DAC activates one LSB for each binary
input code. Since only one “LSBs worth” of current is switched with each
binary input step, the glitch performance of a well designed segmented DAC
will be good. Large glitches at data transitions add to the AC nonlinearity
(and degrade the spurious free dynamic range) of a DAC’s output.

Using the hybrid architecture of the AD9720, a compromise was made. A
maximum of six LSB’s current are switched at one time (versus one half scale
current in the current weighted DAC). Careful consideration was given to the

speed at which the R-2R can switch. If the R-2R switches slowly, there will

be a large glitch every 64 codes. Due to a modern process with a four micron
metal pitch, low diffusion capacitances, an optimized R-2R ladder, and
differential logic the AD9720 has impressive glitch performance (see figure
7). These measures also aide the output slew rate and settling time of the
DAC to 10 bits (less than 800ps and 10ns respectively).

Measuring settling time and low levels of glitch impulse is an art in
itself. The AD9720 specifies glitch and settling time by measurement. To
Standard high

measure levels this low, specialized equipment must be used.

speed scope probes are fine for measuring fast edges. However, probe



(s)

capacitances and reflections in most probes distort measurements. A Data
Precision 6100 digitizing oscilloscope with its electronics in the probe tip
(thus eliminating the reflections from its coaxial cable) was used to measure
the output performance of the AD9720 DAC. This measurement technique gives
accurate settling data. Specifying the settling time of a DAC by the output
slew rate and a simple R-C time constant ignores the reality of the wire bond
inductance and package inductance. This adds an L-C ringing which adds to
the output settling time. Using the AD9720°’s output slew rate and
calculating the settling time would yield a settling time of 2ns instead of

the measured 10ns.

V = Vfs(l1-e™(Ts/t)) equation 2
Ts = settling time
t = Rout.x Cout = 40.740hms x 6.S5pf

v

90% of full-scale

Tr = AD9720 rise time into SO ohm load

V/Vfs = 1-(2e-11) = 0.9995 (10 bit settling)

substitute into equation 2

Ts=7.6t equation 3
Tr/t = 0.8ns/(40.740hms x 6.Spf) = 3.02

Tr/3.02 = t

substitute into equation 3

Ts = (7.6/3.02)0.8ns = 2ns

The AD9720 can be used as a standard DAC. Also, by using the one’'s
complement inputs which have been included on the DAC (figure 2), the DAC can

be used to generate sine waves with an appropriate phase accumulator and
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enough RAM (room for 90 degrees of a digitized sine wave data). This gives
the system of figure 3 without the one’s complement circuit.

Another important feature of any high quality signal is phase noise.
There are several things that the circuit designer can do to improve the
switching characteristics in a DAC. Differential logic versus single ended
logic effectively doubles the slew rate and the noise margin of the AD9720.
When the output current switches of the DAC switch, there is a very fast
transition through the “linear region” of the DAC switches. This improves
the signal quality (phase noise) of the output signal. Glitch performance,
and the maximum speed of the DAC is also improved. IC layout is also
important. The placement of the DAC, data latches, logic circuits, current
reference circuits, and substrate contacts are important. Substrate contacts
must be placed in strategic locations. They should be placed to remove
substrate noise but not increase the noise on the DAC outputs. Thermal
gradients from the logic circuits must be accounted for. If one portion of
the DAC is “hotter"” than another, the DAC’s linearity will degrade.

Figures 8, 9, 10, and 11 demonstrate the output response of the AD9720
at selected different outputs. as the figures show, the AD9720’s output
harmonics and spurious response is degraded at higher clock rates and higher
output frequencies. The DAC’s nonlinearities become a larger portion of the
output signal at higher speeds. These plots show the importance of the DAC
specifications at higher clock rates. Even with the settling time, output
slew rate, glitch performance, and linearity of the AD9720, the output
performance will degrade at higher update rates and output frequencies.

At higher output frequencies the DAC will use less codes per cycle. Thus the

DAC’s non linearities such as glitch settling time, and slew rate become a



(7)

larger portion of the output waveform. A lower frequency signal with a fixed
clock rate usually will give a cleaner signal than a higher output signal
with the same clock rate. The more steps that are used in the output signal,
the less slew rate is a factor. Also, if every code is used, the next step
will start at almost the same point each time. This helps to negate the

effects of the settling time on the output waveform.

CONCLUSION

A DDS system capable of 350Mhz update rates with a minimum of external
components has been explained. DAC specifications that are important to DDS
were discussed. Also, the design of the AD9720 and how its performance

specifications were geared to the high speed DDS market were also discussed.
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A Comparison of Techniques for Phase Stability Measurement

Lisa Moder
Erbtec Engineering
2760 29th St
Boulder, CO. 80301

INTRODUCTION:

Measuring phase drift across a RF pulse in an amplifier can sometimes be very
difficult to accomplish due to all of the different factors involved. This paper intends
to show three of the possible techniques for measuring this drift in an amplifier.

Phase stability as discussed in this paper is different from phase noise. Phase
noise is measured over a very short period of time, whereas phase stability as
discussed in this paper is the long term drift across a RF pulse. This paper deals
with the long term drift in an amplifier over a 10 to 20 minute period.

The reasons for measuring phase stability in an amplifier are different for each
specific application. One reason that is common to all projects is amplifier stability.
Phase stability is just one of the factors in making sure that the system being built is
a stable one.

At Erbtec Engineering, we are concerned with the stability of our amplifier
because our amplifier is used in the medical field for Magnetic Resonance Imaging
(MRI). MRI is based on the ability to flip an atom 180°. The atoms need to be
flipped exactly 180° for the image to be created. If any part of the MRI system has
phase instability, the atom does not flip exactly 180° and the image is not accurate.

Three methods for the measurement of phase drift across a RF pulse will be
described, along with a discussion of the relative advantages and disadvantages of

each technique.
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SINGLE RF MIXER METHOD:

Fig. 1 shows a block diagram of a single mixer arrangement for measuring phase
drift across a RF pulse in an amplifier. This particular technique utilizes a double
balanced mixer and samples one point on the®RF pulse. For single mixer
measurements it is first necessary to determine the sensitivity of the system through

calibration.

PULSE
GENERATOR AMPLIFIER PHASE
ATIN  DELAY
REF

O_

TEST
CFM MODULATED>

Fig. 1 Block Diagram of Single Mixer arrangement

Kd is measured using an oscilloscope to measure the slope of the beat frequency
(See Fig. 2). The frequency is adjusted so that there is about a 1kHz beat frequency.
EQ(1) shows how to determine Kd once the system is set up as shown in Fig 3. The
phase delay line is adjusted before Kd is determined, to achieve quadrature at the

input.

\

\
. V
div k
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P —

Fig. 2 Scope trace of 1klIz beat frequency.
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Fig. 3 Set up for calibration of single mixer method.

_ __volts 100 div
Kd = Rum div * 2+ Y1000 EQ(1)

The phase drift can now be measured over time using Kd as the reference value.
Using the oscilloscope, or a spectrum analyzer, it can be determined what the voltage
change is over time. Thus using Kd, the designer can determine the resultant phase
change. For example, if Kd = 0.83 volts/rad is the sensitivity factor, and after 10
minutes the voltage changed by 2 volts, by simple arithmetic it would be concluded
that the phase drifted by 1.67 radians (0.26 deg).

A simple computer program can be written to collect the phase data into an
array. This array could then be graphed versus time to show how the phase has
drifted. An example of this is shown in Fig. 4.

14,0328 mv'-dep STROLITY TEST

PHIZE
2| MA¥ DEVIATLON .22
HAX, .@4 MIM -3
1.5
1
.5

“ »WV'WM'WWMNWM-h\Mvan».-wwM,w,m,.wmme

05

-1 1 2 3 4 3 € ? 8 3
Fig. 4 Single mixer phase drift of an amplifier.
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One of the major advantages of this method is cost. It only requires one signal
source and has only one mixer. It also is much easier to implement than the dual
mixer method discussed below. A disadvantage of the single mixer technique is that
it is extremely sensitive to outside noise. For example, it does not permit the
filtering of stray RF, which may degrade the measurement.

Another problem encountered with single mixer methods is that they need to be
calibrated before each use to account for the differences in cable length and possible
equipment changes. Also, when adjusting the phase delay for quadrature and in
determining Kd, it is up to the operator's discretion as to where the measurement lies

on the scope grid.

DUAL MIXER METHOD:

The dual mixer method takes a reference and a test signal from 2 signal sources
and applies each one to a mixer. These mixer signals are then downconverted to a
reference frequency which can be measured on an oscilloscope. This measurement
technique is similar to the single RF mixer method except that there is no need for a
phase delay adjustment. Fig.5isa block diagram of the system.

As in the single mixer approach, Kd needs to be determined for the system.
After Kd has been determined, the amplifier is placed into the circuit between the
reference signal and the attenuation. The reference signal is set to about 100Hz away
from the test signal. Each signal is passed through a set of mixers and
downconverted to 100Hz (see Fig. 5).

The dual mixer method digitizes the data using a digital oscilloscope. To
convert this data back into meaningful analog phase data, it is necessary to extract
the amplitude and phase out of each pair of data points. Fig. 6 and 7 show the
output of the mixers across the RF pulse. Since the data is digitized it is preferable
to sample the data in the manner shown in Fig. 6, rather than in Fig. 7. If the data
points are sampled too close together, there will be a lot of noisy data present. The
oscilloscope has certain points on the screen that it takes measurements from and if

the designer wishes to sample at points 1 and 2 on Fig. 7, the worst case is that the



scope could measure at 3 and 4 or 5 and 6 on the same figure.

If the data points

were spread out as in Fig. 6, there is less room for error.
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Fig. 5 Block Diagram of Dual Mixer Calibration
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Fig. 6 Samples across the RF pulsc.
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Fig. 7 Samples across the RF pulse.
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This technique samples 1000 data points on the oscilloscope and stores them into
an array. These 1000 data points are sampled on the RF pulse. Each pair has an
amplitude and a phase that need to be extracted using EQ(2).

Y= = Asin(wt: + ¢) + 8 EQ(2)

For each pair of data points we have a time (ty) and a y-axis value (yx) where x
is the data point number. Assuming that w is some constant frequency and S is
some constant, the 8 term falls out when all of the data points are added up and B is
subtracted as a whole. With 2 data points there are 2 equations and 2 unknowns (see
EQ(3) & EQ(4)). It is clear that if EQ(4) is subtracted from EQ(3), EQ(5) results.
Taking the sine of each side of EQ(5) and doing some mathematics results in EQ(6).

sm‘*(%) =wt + ¢ EQ(3)
Sin"(%') =wty + ¢ EQ(4)
sm“(%) S sm'*(.yi) = w(t, - ty) EQ(5)

sin(Sin'l(%))tcos(Sin’l(yf)) - sin(snr‘(’f)).cos(sm(%)) = sin(w(t, - t3))

X—tcos(Sm'l(y"')) tcos(Sm'l(y')) = sin(w(t;-t,)) EQ(6)

This is a 4th order equation. The mathematics are shown in the APPENDIX.
The result of the mathematics for the first pair of data points is shown in EQ(7).

Any root finder program can solve this problem for A and consequently ¢.



sin

4[”("1"‘2)]’\8 -

{2(y,? + y22)sin?[w(ty-t2))JA®
+ {22 4 ¥22)? + 4%y sin?[w(ty-t)] - 4y, 7y2 JAY

- {40722 4 2 - By vl IA?

+ {40ty - %%} = 0 EQ(7)

If each of the 500 pairs is averaged in this manner and put into yet another

array, the result is noise of about 5 degrees or so. If every 20 points is averaged,

there tends to be only 2-3 degrees of noise. This is accomplished with a least squares

fit.

To do this, a computer program is necessary to solve for the values of A, w, and

é. Fig. 8 shows a typical graph of phase drift using the dual mixer approach.
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Fig. 8 Phase drift using the dual mixer method.
Aside from the obvious physical differences, the one major difference between
this technique and the previous on is that there is no necd for a phase delay circuit.

It is not necessary to have the dependance on the phase coherence in this method.

One disadvantage of this melhod is that the sources are not phase locked and

they should be for the best performance. Also if the system setup is changed a
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recalibration must be done. Another pitfall of this technique is that a person must

take the data, increasing the chance for operator error.

NETWORK ANALYZER METHOD:

The network analyzer method is the easiest method discussed in this paper and
probably the most accurate in terms of less operator error. The network analyzer
eliminates the need for much of the setup required by the previously discussed
methods. For instance, the network analyzer has a 4kllz sampling frequency and is
limited to a 3kHz bandwidth, whereas in the dual mixer method mentioned above it
is up to the designer to determine these parameters. The network analyzer also has
an internal source, so the need for external signal sources is gone. EQ(7) from the
dual mixer method is calculated by the network analyzer, which displays the
amplitude in dBm and the phase in degrees.

Erbtec has written a computer program to utilize the network analyzer method
to determine both the magnitude and phase stability of a RF pulse in an amplifier.
This program is available upon request. The program configures the network
analyzer and the pulse generator, collects the data into arrays, does some statistical
analysis on the data, and then stores the data into files.

The network analyzer setup is shown in Fig. 9. Port 1 is the frequency source,
and also supplies the RF power to the amplifier. The pulse generator is used to
generate the RF pulse at an apparent duty cycle. This particular application uses a
3ms pulse with a 5% duty cycle. This means that about every 60ms or so a 3ms RF
pulse is generated to the amplifier. We wish to measure the drift across a 3ms pulse
over a 10 minute time span.

The pulses are sampled for a 10 minute timed test, 6 data points per pulse.
These 6 data points are spaced approx. 0.52ms apart on the 3ms pulse (See Fig. 10).
Each of these data points goes into a separate data file, for a total of 6 files. These

measurements are taken at port 2 of the network analyzer.



Attenuation is included in the path to protect the network analyzer from the
high power out of the amplifier. The attenuation is accounted for in the calibration
procedure.

The configuration of the network analyzer is as follows: A Smith Chart format

NETHORK is used to get both phase and magnitude data. The frequency is set to a
ANALYZER

)

predetermined CW value, 64MHz for this application. The power at port 1 is set

such that the amplifier is at maximum power out to make the stability

&

measurements. The network analyzer is triggered externally via the pulse generator.

The smallest distance that can be achieved between markers in this application is

ATTN
II\ 0.52ms, so in order to get 6 data points across the pulse and keep the duty cycle the
puLse AMPLIFIER same a sweep time of 13ms is required.
The data is collected for 10 minutes into 6 data files. These files are then
graphed and analyzed. Fig. 11 shows a typical 10 min phase stability run on an
Fig. 9 Block Diagram of network analyzer method. amplifier set up to operate at 64MIlz.
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Fig. 11 Phasc drift of 64Mhz amplifier.
Fig. 10 3ms RF pulse with markers.

The chances of error are reduced with the computer taking all of the data. Also,

the network analyzer permits the designer to coliect both magnitude and phase data
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which can be beneficial in determining the stability of the system.

The network analyzer also has its limitations, most of which are internal and
thus cannot be changed. For instance, the sampling frequency is set to 4kHz in a
3kIIz bandwidth. This means that the smallest distance that is obtainable between
markers is approximately 0.50ms. Ideally it would be nice to have as many points
across the pulse as possible. The 3kHz bandwidth means that any fast phase changes
will not be detected. Fast phase changes are typically on the order of less than
0.20ms.

CONCLUSIONS:

Three techniques for phase stability measurement of a RF pulse in an amplifier
have been described. These are only a sample of the many different techniques for
measuring phase drift across a pulse over an extended period of time.

There are numerous reasons for measuring phase drift. Most reasons are
application specific, but all realize that characterization of phase drift is necessary in

determining phase stability.

APPENDIX

Substitutions:

x=y C=y,"+v,’
Y=Y

tg =t -ty D = sin(w(t, - t3))
B = Y12YZ2

x = Asin(wt, + ¢)
y = Asin(wty + @)

Sinl(¥) = wty + ¢
Sin'l(%) =wt, + ¢
sin'(}) - Sin"(%) = wty

sin[Sin” (%) - Sin-‘(LA)] = sin(wt,)

sin[Sin'l(i)] cos[Sin'l(%)] - sin[Sin'l(%)] cos[Sin'l(ﬁ)] = sin(wtg)

% cos[Sin'l(%)] = %cos[Sin'l(i)] = sin(wty)

E27) 4055 - s

A

l:x IA’ Sy? -y A% x’]’ = [A’sin(wt:,)]’

x’\lA2 -y? - 2xy\[A2 SyHAT-x? 4 yHAZ-x? = A'sin'(wty)



x?A? - 2x?y? 4 yIA? . Alsin(wty) = 2nyA2 - y’JA2 -x?
[CA?-2B-D%A*)? = [2xy,]A’ -y AZ- x’] e

C?A*- 2CBA% CD?A%. 2CBA?+ 4B%+ 2BD?A*- CD?A%+ 2BD?A*
+ D*A® = 4B(A%-y?)(A?-x?)

D*A%- (CD?+ CD?)A%+ (C%+ 2BD?+ 2BD?)A*- (2CB + 2CB)A?
+4B? = 4B(A*- 2BA’+ B?Y)

D*A®- 2CD?A®+ (C?+ 4BD?)A*- 4CBA? + 4B% = 4BA*- 8B?A? + 4B°
Replacing all variables:
[sin*[w(ts- t2)]] A® - [2(y,%+ y,?)sin?(w(t,-to)] jac

+ E(}’x"f' ¥2") 2+ 4y yy? sin?[w(ty-ty)) - 4}’12)’22] Al

- [an%a? (22427 - 8y, vy sinu(e,- ta)] ] A?

+ [ - 4955 =0
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System Design Considerations for
Line of Sight Microwave Radio Transmission

George Kizer

Network Transmission Systems Division
Rockwell International
P. O. Box 568842
Mail Stop 406-158
Dalias, Texas 75356-8842

INTRODUCTION

Microwave system design is a tradeoff of many factors. Some of those are a function of state of
the art equipment parameters. Other factors are independent of equipment design. Considerable
attention is placed on transmission bandwidth and system gain. However, it is often the equipment
independent factors which dominate overall system performance. Those factors are overviewed in
this paper.

SYSTEM DESIGN

Detailed radio system design is done on the basis of interference noise limits and transmission path
loss objectives. The data necessary to estimate terrestrial microwave interference is listed in Table
1. Based on this data, carrier to interference objectives are established. The estimation of
interference noise requires a knowledge of the desired signal (carrier) power, C, and the undesired
interfering signal power, I. If the desired signal originates at station A, transmitting toward station
B, and the interfering signal originates at station C, transmitting toward D, then the C/I observed at
station B is given by

C/I(dB) =P(dB) + G(dB) + L(dB) + D(dB)

P(dB) = transmitter power differential

G(dB)

L(dB)

D(dB)

Pc

Li

dc

=Pc(dBm) - Pi(dBm) - Lc(dB) + Li(dB)

= antenna gain differential

= Gc(dB) - Gi(dB)

= free space loss differential

=20 log (di/dc)

= antenna discrimination

= Dc(dB) + Di(dB)

= transmitter power of desired signal

= transmitter power of undesired signal

= power loss of desired signal between transmitter and
transmit antenna

= power loss of undesired signal between transmitter and
transmit antenna

= gain of transmit antenna at site A toward site B

= gain of transmit antenna at site C toward site D

= discrimination (relative to main lobe power) of
receive antenna at site B toward site C

= discrimination (relative to main lobe power) of
transmit antenna at site C toward site B

= distance from site A to site B



di = distance from site C to site B

For adjacent channel interference noise calculations on a multiline parallel route system, the C/I
equation reduces to the combined cross-polarization discrimination (XPD) of the transmit and
receive antennas. The combined XPD is never better than the worse of the two antennas. Based on
a calculated C/1, an estimate is made of interference noise. The interference depends on both the
desired signal as well as the interfering signal. Figures 1 and 2 show examples of noise produced
in an FM radio from FM or digital signal interference. The preceding formula assumed free space
transmission. Some interference cases may require calculation of obstruction or rain scatter loss.
Adjacent channel interference requires an estimate of relative fading of the C and I signals.
Obviously antenna and transmission path performance is crucial to optimizing the C to [ objectives.
Tables 2 and 3 list typical ranges of C/1 for interfering signals which have the same (cochannel) or
slightly different (adjacent channel) interfering frequency. These tables are based on Interference
Objective Tables, Issue 7, revised August 1989, of Working Group 5 of the National Spectrum
Managers Association. The FM or SSB system objectives are based on a foreign system
interference allocation of 4 dBrnCO (5 pwC0) per exposure for carrier-sideband interference and 17
dBrnCO (50 pwC0) per exposure for carrier-beat interference (with an assumed 10 dB burble
factor). Digital C/I objectives are based on a allocation of 30 dB C/I per exposure for foreign
system interference. Paths below 10 Ghz have an assumed 40 dB (multipath) fade margin while
those above 10 GHz have a 50 to 55 dB (multipath plus rain) fade margin. Objectives are to be
met when the desired signal is in a deep fade and the foreign interference is experiencing an
correlated 10 dB fade.

ANTENNA RADIATION PATTERNS

Frequency reutilization and int. ‘erence reduction is directly related to antenna radiation pattern
performance. An antenna is a device for transmitting or receiving electromagnetic signals through
space. In discussions of antenna gain, the concept of an isotropic radiator (isotrope) is
fundamental. Essentially an isotrope is an antenna that radiates uniformly in all directions of space.
Its pattern is a perfect spherical surface in space; that is, if the electric intensity of the field radiated
by an isotrope is measured at all points on an imaginary spherical surface with the isotrope at the
center (in free space), the same value will be measured everywhere.

A nonisotropic antenna will radiate more power in some directions than in others and therefore has
a directional pattern. Any directional antenna will radiate more power in its direction (or directions)
of maximum radiation than would an isotrope (with both radiating the same total power). The
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directive gain of an antenna is defined, in a particular direction, as the ratio of the power density
radiated in that direction, at a given distance, to the power density that would be radiated at the
same distance by an isotrope radiating the same total power.

At microwave frequencies, the main type of antenna for transmission is a large parabolic reflector
feeding or feed by a small horn antenna. The horn is constructed and placed in such a way that the
energy field across the parabolic reflector is greatest at the center of the reflector and tapers to a
lower value (typically -10 dB) at the reflector edge. Although this illumination tapering reduces
antenna efficiency, it also reduces the side lobe level (spurious responses) which make frequency
reuse more difficult. Passive flat plane reflectors, either elliptical or rectangular shaped, may be
used in the path to change direction of transmission. The field across the passive reflector is
uniform. This causes the reflector to have high efficiency but poor side lobe performance.
Sometimes the relatively inefficient parabolic antennas are used back to back as a passive repeater
to avoid this side lobe (frequency reuse) problem.

The far field relative radiation pattern of a circular parabolic antenna (circular aperture) is a
function of the illumination of the circular reflector. Sciambi [29] used Silver's [30) uniform and
fully tapered parabolic illumination results to develop field patterns for arbitrarily tapered
illuminations. The circular antenna patterns are given in Fig. 3. The 10dB tapered pattern is
typical of commercial parabolic antennas.

Go = normalized power intensity
D = diameter of the circular aperture
A = free space wavelength
= 1/[1.0167 f(GHz)] in feet
= 1/[3.3356 f(GHz)] in meters
f = radio frequency of operation
8 = azimuth of measurement relative to path of maximum

transmission



The far field relative radiation pattern for a circular reflector can be obtained directly from the
results for a parabolic antenna with uniform illumination. The far field relative radiation pattern of a
rectangular passive reflector can be obtained from Silver's results [30]. The far field radiation
patterns for circular and square passive reflectors (uniformly illuminated apertures of projection)
are plotted in Figs. 4 and 5.

L width of the reflector

rotation of the passive reflector in the plane orthogonal to
the direction of wave propagation (¢ =0 when the width dimension is parallel to
the earth)

$

Note in Figure 5 as the rectangular reflector is rotated from the parallel to the earth position, the
nulls move to the right and the side lobe peak levels are reduced. The side lobe reduction is a
complicated function of the amount of rotation. If ¢ is zero, the pattern is not a function of the
height/width ratio. As noted in Fig. 6, for ¢ of 45 degrees, the pattern is only mildly sensitive to
the passive height/width ratio R. Fig. 4 shows that for ¢ = 0, the far field radiation pattern of a
rectangular reflector is significantly worse than that of a circular reflector antenna. However,
comparison of Figs. 4 and 5 shows that if the rectangular reflector is rotated, its far field radiation
pattern (in one plane) can be significantly better than a similarly sized circular reflector antenna.

The preceding antenna far field radiation patterns were based on assumed field amplitude
distributions across the antenna aperture. For a passive reflector, the radiation patterns for uniform
illumination are generally accurate since the reflectors are usually in a far field condition. These
patterns can be distorted by secondar reflections due to terrain as well as moving the reflector into
the near field of the illuminating antenna. For center-fed parabolic antennas, these patterns are
never quite achieved. The aperture illumination distribution is complicated by the feedhorn design
necessary to achieve that distribution. In addition, the near side lobe level (as well as overall gain)
is affected adversely by blockage of the aperture by the feedhorn mechanical assembly. The low
level wide-angle side lobe level is generally dominated by feedhorn spillover, rim diffraction, and
reradiation and diffraction by the feedhorn support structure.

The results for the passive reflectors were developed assuming the passives to be oriented directly
orthogonal to the path of transmission (uniform phase illumination). If the passive is rotated in a
plane which includes the line of maximum power transmission, a linear phase error is introduced
onto the aperture illumination. This causes the main beam to rotate and broaden relative to the
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uniform phase case. From the point of view of an observer, the result is exactly the same as a
passive reflector oriented directly orthogonal to the path of transmission but which has the area of
the projection of the original passive into that orthogonal plane of reference.

FREE SPACE TRANSMISSION LOSS

An isotropic source is a hypothetical radiator which transmits or receives power equally in all
directions. In an infinite homogeneous lossless medium, the power density P at a distance d from
an isotropic source is the total power transmitted Wt divided by the surface area of a sphere with
radius d. The power received Wr, by a receiving antenna with effective area Ar, is the product of
Arand P. The free space loss is defined as Wr/Wt.

L(dB) = 10 Log (Wr/Wy)
The formula is more commonly expressed in decibels in one of the following ways:
L(dB) = -74.3 + 20 log f(GHz) - 20 log d(miles)
+ 10 log At(ft2) + 10 log Ar(ft2) - Ti(dB) - Tr(dB)
= -49.5 + 20 log f(GHz) - 20 log d(km)
+ 10 log At(m2) + 10 log Ar (m2) -Tt(dB) - Tr(dB)
Transmission line losses are significant at microwave frequencies and must be accounted for. Ttis
the transmission line loss between transmitter and transmit antenna and Tr is the transmission line
loss between receive antenna and the receiver. Ax is the effective area of projection of the antenna
aperture in the direction of ransmission and & be the antenna efficiency. If the transmit antenna
has axial gain (relative to an isotropic radiator) Gt and effective area At and the receiving antenna
has axial gain Gr (relative to an isotropic radiator) and effective area Ar, the free space transmission
loss formula [10] becomes

L(dB) = -96.6 - 20 log f(GHz) - 20 log d(miles)

- Tt(dB) + Gt(dB) + Gr(dB) - Tr(dB)



= -92.4 - 20 log f(GHz) - 20 log d(km)
- Tu(dB) + Gt(dB) + Gr(dB) - Tr(dB)
where antenna gain is given by

Gx(dB) +11.1 + 20 log f(GHz) + 10 log A(ft2) + 10 log (8)

+21.5 + 20 log f(GHz) + 10 log A(m2) + 10 log (8)

The typical value of & varies from 0.45 to 0.55 for commercial parabolic antennas and 0.90 to 1.0
for passive reflectors. For parabolic antennas, A is merely the frontal area (7 x diameter2 / 4) of
the reflector since the antenna is aligned in the direction of transmission. For passive reflectors, A
is the area of the passive projected onto a plane passing through the passive which is orthogonal to
the direction of transmission. For a passive reflector, the effective area is the total surface frontal
area multiplied by cos (C/2) where C is the angle formed by the two transmission paths which
converge at the reflector.

The above loss formulas are commonly written as the following:
L(dB) =- Ty(dB) + Gt(dB) + x(dB) + Gr(dB) - Tr(dB)
& (dB) = free space loss
=-96.6 - 20 log f(GHz) - 20 log d(miles)
=-92.4 - 20 log f(GHz) - 20 log d(km)
It is quite common to use one, two, or more passive reflectors between a transmitter and a
receiver. One can treat each path independently. The reflector acts as a receiver in one direction
and a transmitter in the other. The gain is, of course, the same in either case. The 2-way repeater

gain referred to by some authors is the sum of the receive and transmit gain (expressed in dB) of
the repeater.
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The preceding formulas assume that all antennas are far enough from each other that far field
conditions apply. Lewis, as reported by Friis [10}, suggested that far field conditions exist as long
as

8 > 2a2/A

where d is the distance between the antennas, a is the largest linear dimension (in the plane of
projection of the wave) of the larger antenna, and A is the wavelength of the radio wave. As the
antennas are moved closer together, the gain of the two antennas is reduced compared to the far
field gain. The case of parabolic antennas was addressed by Bickmore and Hansen (2] for the case
where one antenna is much larger than the other (only the large antenna is in the near field). Pace
(28] gives an approximation for parabolic antennas of similar size. Based on these results, Fig. 7
was produced. This figure graphs the loss in composite antenna gain relative to far field gainas a
function of Da and Db, the diameters of the two parabolic antennas. Da 2 Db and the above
parameter definitions apply.

It is common to estimate total path loss through a passive repeater as two independent paths. Often
one end of the path has the reflector and/or parabolic antenna in the near field reducing effective
free space gain. Jakes [13] considered the case of a parabolic antenna and elliptical (circular
projection) reflector. Medhurst (24} produced a result for both the elliptical (circular projection)
and rectangular (square projection) reflector cases. Based on Medhurst's results, Figs. 8, 9, 11
and 12 were produced. They represent the loss in composite antenna and reflector gain when the
two approach each other. Dr is the diameter or width of the projection of the reflector in a plane
parallel to the parabolic antenna. Da is the diameter of the primary parabolic antenna.

Sometimes a pair of rectangular passive reflectors are used to go over or around obstructions.
Although this case may be analyzed as three independent paths, typically the two passive reflectors
are in each others near field. Wang [34] analyzed this case of two rectangular (square projection)
passive reflectors in the transmission path. Figs. 10 and 13 show the loss in combined far field
gain (relative to the gain of a single smaller reflector) as the two passive reflectors are moved close
together. It is assumed that the projection of each rectangular passive in the plane orthogonal to the
direction of transmission is square. A is the width of the square projection of the smaller reflector
and B is the width of the square projection of the larger reflector. To use Fig. 10, work the
problem as the loss of two independent paths with the smaller reflector as a single reflector and add
the loss from Fig. 10. Many engineers prefer to treat passive reflector or double reflector problems
as a combined gain problem. That may be accomplished through the use of Figs. 11, 12 and 13.
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Note that all rectangular reflectors are assumed to have a square shape when projected into the path

of transmission. If they are rectangular, the width used in the figures is the larger of the two Let us suppose that the above 30 mile path must have a passive repeater. Let us further assume the
rectangular dimensions. All elliptical reflectors are assumed to have a circular projection. If they passive is a pair of back to back parabolic 10 foot antennas in the middle of the path.
are elliptical, the large dimension is used for the diameter. In all cases, however, the actual
projection area is to be used to calculate far field gain. L =-Tt+Gt+®1 +Grr-Trr + Gr + X2 +Gr- Tr
PATH LOSS CALCULATION EXAMPLES Grr(dB) = passive receive antenna gain
The general expression for path loss between transmitter T and receiver R may be written as Gir(dB) = passive transmit antenna gain
follows:
Trr(dB) = line loss between the passive repeater antennas
Pr =Pt+L
1 = free space loss between the transmitter site and the passive site
Pr(dB) = power received at R
2 = free space loss between the passive site and the receiver site
Py(dB) = power transmitted at T
Tt =Tr =1.2dB as before.
L(dB) = path loss (expressed as gain) between T and R
Trr = (0.5 dB (assumed value)
Dircct Path Loss
Gt =Gr =Grr =Gur =43.1dB since all antennas are 10 foot parabolics.
Consider a typical 30 mile 6.2 GHz path with 10 foot parabolic antennas and 100 feet of elliptical
waveguide at each site. x1 =2 =-96.6 - 20 log(6.2) - 20 log(15) = -135.9 dB
L =-Tr+Gt+& +Gr-Tr L =-1.2+43.1-1359+43.1-0.5+43.1-1359+43.1-1.2=-102.3dB
Tr =Tt =1.2dB/100ft X 100t = 1.2 dB using the data in Table 5. This is quite an increase in path loss. Overall loss becomes less as the passive repeater is moved
toward one end of the path. Therefore, let's assume the passive is 500 ft from the receive site.
Gt =Gr =43.1dB using data from Table 4 since we are not sure of the parabolic The loss formula is the same except we have a near field correction term Na(dB).
antenna efficiency (52% in this case).
L =-Tt+Gt+&1 +Grr-Tir + Gr + 2 + N2 + Gr - Tr
[ = -96.6 - 20 log(6.2) - 2010g(30) =-141.9dB
1 =-96.6 - 20 10g(6.2) - 20 10g(29.9) = -141.9 dB
L =-1.2+43.1-1419+43.1-1.2 =-581dB
2 =-96.6 - 20 log(6.2) - 20 10g(0.0947) = -91.9 dB
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A =1/(1.02X6.2] =0.158
Da(ft) = diameter of (larger) parabolic on the short path
DtyDa = 1 since both antennas are the same size.

10log(d/[2Da2/A]) =101log (500/[2 X 102/0.158)) =-4.0

N2(dB) =-2.3 dB from Figure 7.
L =-12+431-1419+43.1-0.5+43.1-919-23+43.1-1.2
=-66.6dB

This is much better. The loss is much closer to the free space loss of the direct path. This points
out the necessity of limiting the use of back to back parabolic antennas to short paths or locations
near one end of a long transmission path.

For long paths, a physically large reflector is an improvement from a path loss perspective. Let's
replace the 10 foot parabolic antennas of the previous example with a rectangular flat metal plate 10
feet by 14.1 feet tilted 45 degrees relative to each path of transmission (C = 90 degrees). The
reflector’s projection on each path would appear as a 10 foot square sheet. That projection is used
to calculate area.

Consider the case treated previously of a 30 mile path with the passive rectangular reflector in the
middle of the path. The path loss is similar to the previous case except there is no loss between the
reflector receiving antenna and transmitting antenna - they are the same object.

L =-Tt+Gt+&1 +Grr +Gtr + X2 + Gr - Tr

All terms are the same as previously except

Grr =Gt =+11.1+201l0g(6.2) + 10 log(10 X 10) +log(1) =469

8 is 1 since in the far field a uniform field exists over the entire surface of the passive reflector.

16 =-12+43.1-1359+469+469-1359+43.1-1.2=-942dB

Now let's move the reflector to a hill 500 feet from the receive end.

1% =-Tt+Gt+&1 +Grr+Gr+ X2 + N2+ Gr- Tr

where, as before, N2 is the near field correction term.

Da = diameter of the parabolic receive antenna
Dr = width of the (square) reflector projection onto the transmission path
Da/Dr =10/10 =1

10log(d /(2Dr2/A]) =101log (500/(2X 102/0.158]) =-4.0
N2  =-3.2 dB from Figure 9.
Using the calculations from the previous examples
L =-12+431-1419+469+469-919-3.2+43.1- 1.2
=-594dB

A popular alternate procedure is to calculate the path loss ignoring the reflector and then add a
correction factor N to account for the introduction of the reflector into the path.

L =-Tt+Gt+X +N+Gr-Tr
=-58.1dB + N from our first example.

N =- 1.1dB from Figure 12.
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L =-58.1-1.1
previous result.

=-59.2 which is in reasonable agreement with the

Sometimes it is necessary to use two passive reflectors in a back to back configuration to make
sharp bends not possible with a single reflector (eg, sending a signal over a hill). These two
reflectors will usually be so large and so close that they will be in the near field of each other. It is
possible to perform the calculations for the three paths and calculate the loss using the correction
factor from Figure 10. A faster way is to calculate the loss using a single passive (using the
smaller of the two rectangular reflectors) and adding a correction factor from Figure 13.

Let's consider the previous example of a single 10 foot square passive reflector at the midpoint of a
30 mile path. As we noted previously, the combined path loss for this case is

L =-942dB

Now let's replace the single 10 foot passive by a pair of 10 foot square passives separated by 500
feet.

Db/Da =10/10 =1

10log(d/[2Da2/A]) = 101log (500/[2 X 102/0.158]) =-4.0
per the previous calculations. Therefore, the combined loss taking the N factor from Figure 13 is

L =-942+N =-942-26 =-96.8dB

RECEIVED SIGNAL VARIATION (FADING)

The predicted values of received radio signal strength are usually based on a standard atmosphere
(one which has no ducts, no refractive index discontinuities, and no turbulence). Natural variations
from the standard atmosphere that occur at various times and places are produced chiefly by
variations in the temperature and water vapor content of the actual atmosphere. They can cause
considerable variation (fading) in the actual signal strength received compared to that predicted
from a theory which assumes a static standard atmosphere. These variations in the predicted
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values of signal strength produced by natural phenomena should be considered in the design of a
radio communication system.

Predicting fades is not an exact science. Thrower [31] observed,

“On the philosophical side of the dB ledger, one doesn't like to see a fade but, being
practical, you can't make absolute predictions as to whether a path will fade or not, since
we live in a terrestrial environment, rather than in theoretical free space. Even path testing
is not an absolute way of establishing the reliability of a path, since to do it properly, one
would have to run a propagation test over the path, with the planned tower height and with
the planned antenna sizes for a minimum of a year in order to obtain data under all
environmental conditions, and even that will vary from year to year, witness the drought
stricken areas of the country for 1976 - 1977. Tests made, for example, in the Pacific
Northwest during hat winter, would result in totally different results compared to normal
wet years in that region and a planned 11-GHz radio path would be defective when
weather conditions return to their more normal saturated state.

It is for these reasons that one cannot, and should not, guarantee a path and the potential
system user should be wary of those who offer to guarantee the path because it just can't
be done. The experienced systems manufacturer and the experienced consultant don't and
won'tand shouldn't. The user should always be cautioned that there is always the
possibility of fading although the path will be designed using the techniques that have been
found to offer best protection against fading."

Most fading can be categorized as atmospheric absorption (including rain attenuation), multipath,
diffraction (shadow), loss (earth bulge), antenna decoupling, and ducting. Often, fading is a
combination of these types. A general introduction is given in the following paragraphs.

ATMOSPHERIC ABSORPTION

Path loss caused by atmospheric absorption is primarily due to atmospheric gases and rain. At
frequencies below 60 GHz, attenuation due to frozen moisture (eg, snow or ice crystals) can be
neglected. The only significant loss due to precipitation is caused by liquid raindrops. This loss
will be overviewed later. Atmospheric gas absorption is due to resonance of various molecules
and a broad nonresonant loss due to oxygen and water vapor. Below 100 GHz, the only
significant resonances [3] are due to water vapor (H20) at 22 and 68 GHz, ozone (03) at 67 and



96 GHz, and a broad band of oxygen (02) resonances from 61 to 68 GHz. Due to atmospheric
pressure, the absorption resonances are broadened so that significant absorption is observed near
the resonance frequencies. Oxygen attenuation is sensitive to temperature variations but its
contribution is masked by water vapor loss. Water vapor loss is a moderate function of
temperature above roughly 26 GHz. With little loss of accuracy, the loss dependency on
temperature can be ignored. The above losses have been plotted in Fig. 15. As point of reference,
in fog a visibility distance of 10 meters equates to about 10 gm/m3 of water. Likewise, 50 meters
indicates 1 gm/m3, 100 meters indicates 0.4 gm/m3. and 500 meters indicates 0.04 m/m3.

RAIN LOSS

At higher radio frequencies, large amounts of rain can have a significant effect on system radio
interference , cross-polarization discrimination , and path attenuation. The interference and cross-
polarization discrimination effects are short lived and generally are not a significant degradation to
terrestrial paths. Path attenuation, however, has a significant impact on path design. Tillotson [32]
observed the considerable effect rain can have on path design. He observed that for a rain rate of
100 mm (4 in)/hr, a normal 4- or 6-GHz path of 30 to 60 km (20 to 30 mi) designed for a 40-dB
fade margin would be unaffected by rain. However, to maintain the path within the 40-dB fade
range, the path length would have to be reduced 10 9.2 km (5.7 mi) at 11 GHz, 3.7 km (2.3 mi) at
18 GHz, or 2.1 km (1.3 mi) a1 30 GHz.

The rain attenuation observed on a radio path is a function of the
following three variables:

«(dB) =BvL

B (dB/km) = attenuation of a signal in rain of constant density and rate
(attenuation due to point rain rate)

v = path correction factor (conversion factor from point rain
rate to path averaged rate)

L = path length
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The attenuation of a signal due to rain is a function of the size distribution of raindrops as well as a
function of rain rate and the terminal velocity of the drops. The size distribution is a function of the
type of rain (eg, thunderstorm, drizzle), and terminal velocity is a function of raindrop shape
which is a function of rain type and wind. Olsen, Rogers, and Hodge [27] suggest that the Laws
and Parsons [18] size distribution and the Gunn and Kinzer [14] terminal velocity results are the
most reliable data to date. If the raindrops are assumed to be spherical, B is given by Olsen,
Rogers, and Hodge [27] as

B (dB/km) aRb

R(mmvhr) rain rate

where a and b must be calculated. Based on an assumed spherical shape for raindrops and various
rain distributions and rates, Olsen, Rogers, and Hodge [27] calculated the theoretical values for a
and b for various atmospheric temperatures. Rain attenuation is a moderate function of
temperature. Comparing attenuation of 0° and 20°C, atienuation is slightly greater at 0° for
frequencies below 10 GHz or greater than 20 GHz. Table 7 lists values for a and b for 20°C and
spherical rain with the Laws and Parsons distribution. These results are in excellent agreement
with Medhurst’s results [25] for rain rates of 5 mm/hr or greater. Photographs have shown that
rain, rather than being spherical, is actually flattened or concave. A slightly better approximation
is to assume that raindrops are elliptical. Based on this approximation, vertically polarized signals
experience less attenuation than do horizontally polarized signals. Horizontally polarized signals
experience attenuation slightly greater than the attenuation predicted by spherical raindrops [25].
Based on Lin’s data [19] [21] for 11, 18.1, and 30 GHz and Nowland, Olsen, and Shkarofsky
[26] for 13 and 19.3 GHz, Table 8 was produced. The table lists the percentage that vertical
attenuation 8 v(dB/km) is less than horizontal attenuation Bh (dB/km). The table lists the values of
(100 [Bh -B v ]/Bh) as a function of rain rate. Rain rate data is taken by measuring the total rain
accumulated in a rain gauge in a period of time (integration period) and dividing by the integration
time. The measured rain rate varies considerably with rain gauge integration time. A very short
integration time produces widely varying results due to wind and spatial variations. A long
integration time reduces the effect of short duration high rain rate. Fig.16, based on Lin's results
[20] [23], shows the effect of gauge integration time. Bussev [5] observed that a rain rate of 1
mm/hr represented light rain, 4 mm/hr moderate rain, 16 mm/hr heavy rain, and 100 mm/hr
represented a cloudburst.



The attenuation measured at one point of a radio path is not totally representative of the attenuation
of the path taken as a whole. The relationship between point rain rate attenuation is a complex
function of rain gauge integration time and probability of rain cell size and occurrence. Lin [21]
[23] suggests that if the point rain rate R is measured with S-minute integration time, ¥ is given
by

¥ = L'/[ L'+L]
L(km) = path length
L’ = 2636/[R-6.2]

R(mm/hr) < 10

Crane (7] suggests a slightly more complicated model. Lin's model yields a ¥ factor less than
unity. His model is accurate primarily for high rain rates (R greater than 25 mm/hr). Crane's model
yields a ¥ factor less than unity for high rates and greater than unity for low rain rates. This
accounts for the observation that although the rain rate at one location may be low, it may be much
higher elsewhere. High rain rates, however, indicate that the observation point is near the center of
maximum rain intensity. Either Lin’s or Crane's result is reasonable for the high rain rates that
dominate short high frequency path design. Lin's requires the use of a 5 -minute rain rate; Crane's
uses a I-minute rate. Lin, Bergman, and Pursley's results in Fig.16 can be used to convert between
rain rates.

The previous calculations have assumed a point rain rate R which will not be exceeded more than a
percent of the time. The actual rain rate at any instant is quite erratic. Long-term rain rate data
gathered from a single rain gauge requires a very long time base (several years) to yield stable
statistics. If the time base is not sufficiently long, the short-term results tend to underestimate (or
occasionally overestimate) the long term, large sample average. Data taken over a period of less
than 10 years (7] is generally unreliable for moderate rain rates. Incidence of high rain rates at a
single point is so low that a much longer time base (a few decades) is required to obtain stable
statistics [12]. Fig. 17, based on Lin's 20 years of United States data [23], shows the range of
rain rates for various cities. Crane [7) gives estimated rain rates for various locations of the world.

The preceding rain rate data is based on distributions measured over one or two decades. The rain
rates obtained from this data represent the rates that would have been measured if the radio path
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had been operating over the previous long time period. Exactly the same data will probably not be
obtained if measurements are made over the next couple of decades. However, this data represents
the best estimate of the rain rate which would not be exceeded over any 1 year. The actual rain
rate measured over any one specific year will be different than the average value. Average values
should not be confused with worst-case values. Osborne [28] observed that the worst-case l-year
rain rates can exceed long-term averages by 2.5 to 10 times. Worst-case month or hour rates can
exceed long-term averages by extremely large factors. Engineering paths based on worst-case
statistics lead to very uneconomical radio systems. As Osborne 28] observed, at the present time
there is no definitive proven solution to this problem. There is no practical method to limit the
worst-case outage time for radio paths with loss dominated by rain attenuation.

It should be noted that it is the rainfall rate that determines outage time, not the total annual amount
of water that falls. The northwest coast of the United States is a primary example of a very wet
region where there are virtually no rain-related path outages. Large-scale climatological factors
[28]) which seem to bear some relation to high rain rates are number of thunderstorms, late
summer humidity, and total July precipitation. These are probably related because most of the rain
rates large enough to cause an outage are due to thunderstorms. Terrain should also be considered
since rough terrain and mountains contribute to the formation of thunderstorms. In mountainous
regions, precipitation tends to increase with altitude. When moist winds are lifted by a mountain
chain, the windward slope tends to have heavier precipitation than the lee side. One side of a hill
exposed to prevailing winds may have very heavy rainfall while areas on the other side may be

qQuite dry.

In addition to losses in the path, rain on antenna radomes and passive reflector surfaces can
increase losses at higher frequencies. Blevis [4] derived the loss of a thin sheet of water. He then
related hemispherical radome dimensions to water thickness based on rain rates. He observed that
a thickness of 0.010 inch of water would be produced by 50 mmyhr of rain on a radome of 2.5-
foot radius or 12.5 mmy/hr on a radome of 10-foot radius. This water layer would produce 2.5-dB
loss at 3.7 GHz and 8.7-dB loss at 16 GHz. Lin [21] also reported experimental results. At 12
GHz, the loss of a 10-foot diameter, 10-year old conical radome varied from 2.5 dB for a light
water sprinkle to 7.0 dB for a heavy sprinkle. At 20 GHz with a 10-mm/hr water rate, a new
radome caused about 2.5-dB loss while a month old radome caused 8-dB loss. Weathering of the
radome caused it to hold more water than the new radome. Hogg [12] observed that during heavy
rain, each antenna radome would cause 3- to 6-dB attenuation at 11 GHz and 4- to 8-dB
attenuation at 20 GHz. The variation was a_function of radome material, shape, age, wind velocity




Atmospheric multipath fading is relatively independent of path clearance. The fading becomes
more frequent, faster, and deeper as distance or frequency is increased [10]. As frequency or
distance is increased, the statistics of the received signal approach the distribution of Rayleigh.
After the multipath fading has reached the Rayleigh distribution, further increase in either distance
or frequency increases the number of fades to a given depth but decreases the duration so that the
product is essentially constant [4].

If a received signal envelope voltage, V, at an instant of time has a Rayleigh distribution (as
measured over a long period of time), the probability, p, that it has a value less than or equal to L
is given by
2
pvel) =1 -eL
v2 = instantaneous received signal power relative to unfaded power

L2 = specific faded power level relative to unfaded power

The instantaneous fade depth in dB is - 20 log(v) = - 10 log (v2). The specific fade depth in dB is
-201log(L) =- 10 log (L2). For L smaller than 0.1 (fade greater than 20 dB)

plvsL) = L2

To account for the fact that fading is not as severe as Rayleigh for short, low-frequency paths,
Bamett [ 1] modified the probability to

p =rL2

where r is a correction factor to account for path variables. As implied by Barnett's figure 8(1],r
should be limited to the range 0.01 to 1.0 (1.0 indicating full Rayleigh fading). Lin's results [22]
indicate fading is only worse than Rayleigh for paths with a relatively constant interfering
reflection (such as over water paths). Fading is generally much better than Rayleigh for relatively
short paths. Barnett [1] suggests r is given by

r =250x106cfD3
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and direction, and rain rate. At 11 GHz, total path loss due to two wet radomes is sometimes
estimated at 4 dB [21] [28] for path design purposes.

ATMOSPHERIC MULTIPATH FADING

Multipath fading gencrally takes one of two forms. The first, atmospheric multipath, is caused by
the received signal being composed of several signals arriving at the receive site by slightly
different paths from the transmitter. The different transmission paths are caused by slight time and
space dependent variations in the atmospheric refractive index. This phenomenon is the same one
that causes stars to twinkle at night. Since the relative time delay of the various received signals
will change as the atmosphere varies randomly, the composite received signal will vary widely and
rapidly. This fading will be worse if obstruction (earth bulge) or reflective fading has already
reduced the level of the dominant received signal. Figure 19 shows typical received signal
variation during multipath fading.

DeLange (8] noticed that for a 22-mile path operating at 4 GHz, path differences were from a
fraction of 1 foot to 7 feet with 3 feet being the most common. Kaylor [14] made several
observations on a typical 31-mile, 4-GHz path with no significant ground reflections. He
observed that deep multipath fades (greater than 20 dB relative to normal propagation conditions)
always showed definite frequency selectivity (great loss only occurred over a relatively narrow
frequency range). The deep fading was caused by at least four to six different component rays.

The amplitude of the short path signals was larger than longer path signals, but depth of fade was
primarily a function of long path signal amplitude. Deep fading was largely uncorrelated for
frequencies separated by more than 160 MHz (4 percent separation) but was highly correlated for
frequencies within 80 MHz (2 percent) of the deep fade notch. Deep fading usually occurred with
a wide frequency loss of at least 10 dB (for deep fades of 30 to 40 dB, broadband losses were
typically 10 to 20 dB).

Most multipath fading occurs between midnight and 9:00 am [1] during the summer and early fall
[6]. Frequency diversity helps reduce deep fading but has no effect on shallow fades. The space
correlation of fading signals is large in the horizontal plane. However, it is small in the vertical
plane under severe fading conditions. Therefore, vertically spaced (transmit or receive) space
diversity antennas can be used to reduce fading. Space diversity is as good or better than
frequency diversity for multipath or reflective fading [33] and sometimes better for long, slow
fades due to defocusing and ducting [35].



for f, the operating frequency in GHz, and D, the path length in miles. For D in kilometers
r = 6.00x107 cfD3

The c factor is a function of path location. For good paths, ¢ is 0.25; for average paths, 1.0; and
for bad paths, 4.0. some sources have expanded the range of ¢ to 0.1 to 10. A good path would
generally occur in an area characterized by dry climate, hilly or mountainous country with rough
terrain, rare occurrence of calm weather or atmospheric stratification, or launch angles exceeding
one-half degree. Average paths would be hilly or flat country (not marsh or salt flats) with
occasional calm weather or atmospheric stratification; coastal areas with moderate to low
temperatures (not Gulf Coast or over water); or hot, tropical regions with steep launch angles. Bad
paths would have low launch angles over flat ground or in warm coastal regions or tropical
regions, humid areas where ground mist forms, wet or swampy terrain (eg, irrigated fields),
conditions favorable for atmospheric stratification (eg, broad protected river valleys, moors), or
over water (eg, inland lakes, sea). Vigants [33] suggested that ¢ could be modified to account for
terrain roughness by making

0.5 (w/50)-1-3 for good paths

c =
c = 1.0 (w/50)-1.3 for average paths
c = 2.0 (w/50) 1-3 for bad paths

where w is a path roughness factor in rms averaged feet. This factor is introduced to quantify the
observation that paths over rough terrain fade less than paths over smooth. Presumably this
happens because stable atmospheric layering is less likely to occur over rough terrain. Figure 20
shows the calculated and observed received signal level statistics of a 30 mile path in the Dallas
area.

REFLECTION (FRESNEL ZONE) FADING
The second form of multipath fading is reflective fading (sometimes called Fresnel zone fading).

This fading, like that caused by atmospheric multipath, is due to the reception of several signals
from several different paths. The concept is exactly the same used in optics. Indirect signals arrive
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due to reflections from the ground, water, nearby objects, or stable atmospheric layers. Unlike
atmospheric multipath, fading due to these reflective signals is relatively slow-changing since the
secondary paths are relatively stable. If the fading is due to cancellation between the main signal
and a single reflected signal, the composite signal will be a minimum when the reflected signal is
reflected from an obstacle an even Fresnel zone radius from the main path. The composite signal
will be a maximum if the radius is odd. Generally, reflective fading is not a problem for paths
over heavily wooded terrain or for paths so far above the reflecting surfaces that the transmit and
receive patterns discriminate against reflections. Flat paths can have reflections. Paths over water
or salt flats almost always have reflections. Reflections can be reduced by blocking the reflection
(using screen or high-low path design), tilting the antenna , or using spaced antennas. It is
common to use two receive antennas (space diversity) to combat the effect of multipath. Another
method is to reduce antenna height at one end of the path while raising it at the other end to block
the reflection or move it to a location less likely to be reflective (high-low path design). This
technique makes one site elevated so as to provide the required clearance; the other site is located
near ground level. The reflection point can be placed at a selected location by slight changes in the
lower antenna height and geographical location. Even if the path is reflective, this technique
reduces the difference between the direct and reflected paths when compared to midpath reflection.

OBSTRUCTION (DIFFRACTION) FADING

Radio waves normally travel outward along radial lines from their source, except when deviated
by refraction or reflection. Another condition under which radio waves deviate from a straight line
is called diffraction. Whenever radio waves encounter an obstructing object, some of the energy
of the wave is diffracted at the edges of the object and becomes bent around the edge. Thisis a
direct result of Huygens' principle of secondary radiation. This reduces the shadowing effect of
objects which are opaque to radio waves. Diffraction fills part of the shadow area with some
energy from the wave. The curved surface of the earth is the edge of one such object. Other
objects may be buildings, trees, hills, or mountains, or structural parts of a ship or airplane. If the
obstructing object is small and subtends only a small angle, as seen from the source of radiation,
the region at a considerable distance behind the object may become filled in and suffer little or no
shadowing effect. Close behind the object, however, shadowing will be observed. Shadowing
due to the earth causes the field strength to decrease rapidly with distance beyond the radio
horizon. In general, an exact determination of signal strength for various path clearances is
difficult. The obstruction loss generally falls somewhere between the knife-edge diffraction and
flat-sheet reflection cases shown in Fig. 14.




The first Fresnel zone radius F1 at any point on the radio path is given by the following:

F1 = first Fresnel zone radius
dl = distance from one end of path to reflection point
d2 = distance from other end of path to reflection point
do = total length of path

= dl +d2
f = frequency of operation

For F1 in feet, do, d1, and d2 in miles and f in GHz:
FI = 721(d1d2/fdo)!2

For F1 in meters, do, d1, and d2 in kilometers and f in GHz:
FI =173 (dld2/fdo)l2

From a classical physics point of view, the quantity (W/F1)2 defines the Fresnel zone (or fraction
of the zone) clearance of an obstacle as measured perpendicular to the line of wave propagation. In
practice it is measured in a line perpendicular to the earth. For normal microwave paths, there is
no significant difference. Bullington [4] used (WF1) to define path clearance. Since that time,
common usage has been to define (h/F1) as Fresnel zone clearance rather than (h/Fl)2.

A particular form of diffraction loss is called obstruction fading. When the K factor becomes less
than one (see Fig. 18), the radio wave is bent upward. Under extreme cases the receive path can
be partially or completely blocked. This type of loss is called “Earth bulging” because the Earth
appears to bulge up into the radio path. The power fades that occur due to diffraction by the
earth's surface are generally supported by a subrefractive (positive) gradient of refractive index.
This type of fading can persist for several hours to depths of 20 or 30 dB. The fading is
essentially independent of small scale changes of frequency, but may be reduced or avoided by a
proper choice of terminal antenna heights.
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In mountainous terrain where terminals are located on dominating ridges or peaks, a single Fresnel
zone clearance, or even less, will usually be sufficient to avoid this effect. If only a limited range
of refractive index gradients is encountered, a first Fresnel zone clearance, or less, is sufficient.
For those microwave paths where subrefractive index gradients are encountered, increased
clearances are required. Diffraction fading in the sense used earlier may also occur when a strong
super-refractive layer is positioned slightly below the terminal antennas. The severity of this type
of fading will be reduced somewhat by terrain reflections or contributions from subrefractive
layers positioned below the diffracting layer which can direct energy back toward the receiver.
These contributions are a function of the gradients within and below the diffracting layer and also
of the terrain roughness.

From experience, various rules of thumb have been developed to reduce obstruction fading to an
insignificant effect. CCIR [13] suggests the following guidelines for line-of-sight radio paths
(where Fl is the first Fresnel zone radius):
For frequencies below 1 GHz, allow obstruction clearance of

1.00 F1 for K = 4/3
For frequencies between 1 and 7 GHz, allow obstruction clearance of

0.30 Fl for K =2/3
For frequencies greater than 7 GHz, allow obstruction clearance of

0.8 Fl for K =7/10

White [41] of GTE Lenkurt proposed the following guidelines for highest reliability (heavy route)
systems:

For areas of good-to-average propagation conditions, allow obstruction clearance of
0.30 Fl for K = 2/3, or

1.00 Fl for K = 4/3,
whichever is greater



For areas of difficult propagation conditions, in addition to the above clearance criteria, add the
following

For 2-GHz paths longer than 8 km (36 miles), allow obstruction clearance of 0.60 Fl for K

For all other paths, allow obstruction clearance of
0.00 Fl (grazing) for K = 1/2

For moderate reliability (light route) systems, allow obstruction clearance of
3 meters (10 feet) plus 0.60 Fl for K = 1.00

White observes that clearance evaluations should be carried out along the entire path, not just the
center. Often, one criterion is controlling for obstacles near the center of the path and another is
controlling near the end. Near the path ends, the Fresnel zone radius and earth bulge are
negligible. However, it is good practice to maintain a minimum obstacle clearance of 15 to 20 feet.
The heavy-route criteria are conservative guidelines and often result in clearance heights required
only in the more difficult propagation areas. Even these criteria, however, are not adequate to
protect against fading due to severe surface ducts (blackout fading). If blackout fading is expected,
150 feet of clearance above the earth at all path points for K = 1 should be imposed.

Vigants [33] of American Telephone and Telegraph (Bell System) and other Bell sources suggest
the following guidelines:

For good propagation areas, allow obstruction clearance of
0.60Fl forK =1, or
0.00 FI (grazing) for K = 2/3,
whichever is greater

For average propagation areas, allow obstruction clearance of

0.30 Fl for K = 2/3 or,
1.00 Fl for K = 4/3,
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whichever is greater

For difficult propagation areas, allow obstruction clearance of
0.00 FI (grazing) for K = 1/2

For very difficult propagation areas, allow obstruction clearance of
0.00 Fl (grazing) for K = 5/12

The preceding guidelines apply to the normal or main antennas. If space diversity is used, the
criterion for diversity antenna clearance is less stringent.

For the diversity antenna path, allow obstruction clearance of

0.60 Fl for K = 4/3 with at least 10 feet in the first S00 feet from the
antenna.

This usually permits placement of the diversity antenna at an appropriate level below the main
antenna. If the path terrain is nonreflective, multipath fading improvement is achieved by placing
the diversity antenna at least 200 wavelengths below (or above) the main antenna.

To analyze a microwave path for conformance to the above guidelines, the profile of the earth
along the transmission path is plotted on rectangular graph paper. The microwave beam is then
shown as a straight line between the two points. This represents the radio or light ray for K of
infinity. An h value is then subtracted from the ray height to show beam bending due to various
potential K values. The h correction value is given by the following:

h = the change in vertical distance from a horizontal reference line
p = location where h is determined

dl = distance from p to one end of path

d2 = distance from p to other end of path



K = effective earth radius factor
For h in feet and d1 and d2 in miles
h = [d1d2])/(1.50K]
For h in meters and d1 and d2 in kilometers
h = [dl d2}/[12.74 K]}

To adjust for ray curvature, subtract the above h value from the height of the ray above a flat earth
or add the h value to the height of the earth below a straight ray.

In unusually severe propagation areas (such as southern United States coastal areas) path lengths
are often limited to 20 miles to reduce the occurrence of obstruction fading to a reasonable level.
Good propagation areas are regions with low humidity and/or temperatures and significant
turbulence (eg, mountainous regions). Mountainous areas such as the Alps, Andes, Atlas,
Himalayas, and Rockies are good examples. Average propagation areas include most of
continental Europe and North America and most tropical and cold maritime countries. Difficult
propagation conditions are related to high humidity and/or temperature area where atmospheric
turbulence is not prevalent (layering is prevalent). In the United States, this includes the south
eastern coastal region (Texas through North Carolina), Southern California, and the Great Lakes
region. Most subtropical and warm maritime countries fall into this category. Very difficult
propagation conditions are usually associated with high humidity and temperature and frequent,
severe, extensive atmosphere layering. Tropical coastal areas and most desert regions are in this
category.

POWER FADING

Power fading due to antenna decoupling refers to the loss of signal that occurs for transmission
and reception of the signal outside of, or at the extremities of, the main lobe of the antenna pattern.
Variation of atmospheric refraction can cause changes in the apparent angle-of-arrival of the line-
of-sight ray, particularly in the vertical plane, and can therefore effectively cause a reduction in
gain in the antennas used at the radio path terminals. Measurements made in the United States
over a path of 28 kilometers, at frequencies of 4 and 24 GHz, show that the angle-of-arrival can
change rapidly by as much as 0.75 degree above and below the normal line of sight. Another
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source observed 0.5 degree of angle-of-arrival variation on a 39 kilometer path. Variations in the
vertical angle-of-arrival of up to one-half degree have been observed ona 40-kilometer path. This
effect is proportional to the path length and can introduce several decibels of loss for high gain
antennas and long line-of-sight paths. Because of the vertical variations in angle- of-arrival,
antennas having half-power beam widths less than 0.5 degree should generally be avoided for
line-of-sight paths. This limitation can be used as one criterion to determine maximum aperture
size for antennas and the maximum vertical dimension for passive repeaters. This loss may be
minimized by specifying a sufficiently broad antenna beam so that the expected variations of the
angle of arrival are matched or exceeded.

DUCT FADING

Refraction (bending) of a radio wave occurs when the wave speed on one side of the beam is
reduced below that on the other. The bending is in the direction of the reduced speed, and its
degree is directly proportional to the amount of speed reduction with distance (ie, the gradient of
wave speed) normal to the beam axis. Since refractivity N is a ratio of wave speeds, it follows that
the gradient of refraction normal to the radio wave axis indicates the direction and amount of the
resultant radio refraction. Refraction is a function of the gradient and not of discrete values of N.
Significant gradients of N in the atmosphere normally occur only in the vertical, and these are
specified as positive or negative (ie, increasing or decreasing N-values with height respectively).
Positive N-gradients cause subrefraction (ie, upward bending of a radio wave), and negative N-
gradients cause superrefraction (ie, bending downward toward the curvature of the earth's
surface). Extreme superrefraction is called ducting or trapping, since it results in the wave
following a path which approximates the curvature of the earth . Gradients of N averaged over a
world wide basis are shown in Fig. 15. This figure also related N gradient to K factor. Gradients
of N, which result in gradients of wave speed and refraction of a radio beam, are in turn the results
of characteristics of the atmosphere. The significant atmospheric properties in this respect are water
vapor content and density. Of these, water vapor content is, in general, the most important.

Whenever a horizontal layer of air has its normal properties altered so that the refractive index
decreases rapidly with increase in height, strong downward bending of any nearly horizontal rays
traversing the layer will occur. The curvature of these rays often exceeds the curvature of the
earth's surface. A layer of air having this property is called a duct. Ducts may be divided into two
types, ground (surface) and elevated. The underside of a ground based duct is in contact with the
earth’s surface while the underside of an elevated duct is above the earth's surface and overlies a
layer of normal air. Prolonged fading, or signal enhancement, can result from propagation through



ducts, especially when either the transmitter or the receiver is located within the duct. Signals may
be trapped within the duct and propagated far beyond the horizon. Ducts may also cause multipath
fading. Two conditions are necessary to form a duct. The first is for the refractive index gradient
to be equal to or more negative than -167 N per kilometer (-23 N per mile). This means that K
must be infinite (flat earth) or negative (extreme superrefractivity). The second necessary
condition is that the gradient must be maintained over a height of several wavelengths. For ducts
100 to 30 feet thick, trapping will occur for frequencies between 2 and 13 GHz respectively. Of
course, this cutoff relationship is only approximate since ducts have vague boundaries.

Because the energy within the duct spreads with distance in the horizontal but is constrained in the
vertical direction, it is possible in principle that the field strength within a duct may be greater than
the free-space field strength for the same distance. The transmission power loss might be
expected to be proportional to the distance d, instead of following the free space d2 law (power
loss in dB a function of 10 log [d] rather than 20 log [d]). Some energy will steadily pass out of
the top of the duct, thereby adding to the transmission loss within the duct. A consequence of this
leakage is that the field strength just above a duct at a distance well beyond the normal horizon
may be higher than if the duct were not present. The signal level within the duct would be higher
than normal even if the transmitter were just outside the duct. Conversely, the duct may cause
much lower signal strength above the duct top if the transmitter is within the duct, or much lower
signal strength within the duct if the transmitter is above the duct. Normally, the refractive index
gradient will not be constant with horizontal distance, so a duct will have horizontal limits beyond
which the radio energy reduces rapidly. Also, the transmission loss within a duct will change
considerably as a function of time as the duct characteristics change. This type of fading
mechanism is the likely source of many so called space wave fadeouts. The fading is not generally
sensitive to small changes of frequency or of spatial position of the antennas and cannot be
remedied by commonly used diversity techniques.

Ground-based ducts may be formed by an unusually rapid decrease of water vapor with height, or
an increase in temperature with height, or both effects together. Two causes associated with the
sea or large areas of water are evaporation and advection. Evaporation of water vapor from the
surface of the sea may cause a zone of high humidity (ie, high refractive index) below a region of
drier air. Such ducts are particularly likely to occur in the afternoon due to prolonged solar
heating. The duct thickness is typically 15 m. Over tropical seas, the high humidity existing near
the surface produces almost permanent ducts that may contain a change of some 40 N-units.
Advection, the movement of one air type over another, may cause hot dry air (from the land) to be
blown over cold wet air, producing a region of low refractive index about a region of high
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refractive index. This is most marked at evening with the onset of a land breeze. The duct
thickness is typically 25 meters. Such a duct may also form when warm dry air is blown over cold
ground. Radiation cooling may also produce temperature gradients which cause ground based
ducting. This occurs when the ground cools at night due to the absence of cloud cover. Air next
to the ground becomes colder than that higher up, and the process continues as the ground
continues cooling. The duct becomes thicker as the night continues. This phenomenon is fairly
commonplace in desert and tropical climates.

There is no comprehensive data available to permit calculation of duct fading statistics for a
particular path. It is generally unwise to extrapolate fading statistics for one area to apply to some
other part of the world. Fading is related to local conditions and refractive index.

A severe form of fading produced by surface ducts has been termed blackout fading [17]. Low
clearance paths traversing areas supporting superrefractive ground-based layers have experienced
complete loss of signal for periods of up to 24 hours due to the blackout phenomenon. The fades
are sudden, catastrophic, and nonselective (although widely spaced antennas are sometimes
effective). A rising atmospheric layer (usually not visible, but sometimes associated with visible
steam fog formed over warm water or moist ground) may intercept and trap the path. The failure is
occasionally preceded by reflection fades (reflection path from the layer) and an obstruction fade.

CONCLUSION

For the last few pages the nonequipment related system design considerations have been
overviewed. Radio system performance is highly dependent of the choice of proper antennas and
careful path design. No single article can begin to treat the topics adequately. However, the
various topics are pursued in considerable detail in [16]. The intent of this article is to acquaint the
reader with the most significant system design topics.
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Table 2 Typical Radio Carrier to Interference Objectives (Cochannel Interference) . .
Table 1 Terrestrial Frequency Planning Data

C/1 Objective (dB) 1. Site name (with user identification).
Interfered System Frequency Band . . .

ZGHz & GHz 1T GRz 2. Latm{de. degrees, mmo:.ntes, seconds, north or south.
1200 Channeiw 63-76 6251 61.89 3. Longitude: degrees, minutes, seconds, east or west.
1800 Channel FDM-FM 65-85 63-83 64-94 4. Site elevation (meters or feet) above mean sea level.
2400 Channel FDM-FM - 62-80 64-92 ; : L :
2700 Ghannel FDM-FM ) 63-84 73-96 5. Anten.na ce.anter line (me'ters or (efat) above site elevation - include data for both main
5400 Channel SSB . 54-90 . and diversity antennas if appropriate.
525 Line NTS% Izlideo 66-68 54-68 62-570 6. Antenna description (manufacturer, type number (eg, UHX-10), type (eg, shrouded
45 Mb/sec 8 P 65 - 7 . e .
45 Mb/sec 16 QAM 65 ) 75 par.abohc), feed .type (eg, dual polarization horn), aperture diameter (eg, 10 feet) for
90 Mb/sec 8 PSK - 65 75 main and diversity antennas.
90 Mb/sec 16 QAM - 65 75 7. Antenna discrimination curves for both copolarization and orthogonal polarization
90 Mb/sec 64 QAM 72 - . . .
135 Mb/sec 16 QAM R R 75 (cross-polarized) signals.
135 Mb/sec 64 QAM - 72 81 8. Passive repeater size and type (eg, 10 feet by 10 feet, single billboard) and

manufacturer and type number.
9. Equipment transmitter power and transmission line loss (or waveguide type and length)
Table 3 Typical Radio Carrier to Interference Objectives (Adjacent Channel Interference) or transmitter power delivered to the transmit antenna.
10. Receiver transmission lines loss (or waveguide type and length).
11. Transmitter frequency in MHz to nearest kHz (eg, 5945.200 MHz).
12. Transmitter frequency stability (eg, 0.005 percent).

/T Objective (dB) 13. Traffic type (video, telephony, data) and specific loading. If video, specify 525-line or
Interfered System Frequency Separation 625-line, NTSC, SECAM, or PAL. |f FDM telephony, indicate number of channels
1:(';’:_""2 A 20 MHZ & 3:(';’::‘2 ‘1‘? guz (eg, 1800) and multiplexing plan (eg, CCITT Plan 2, 15 SGA). If data indicate bit rate
7500 Channel FDVI-EM -37-6; 3748 4; 36.6 OZ 20-3; 20-37—2 and modulation method (eg, 135 Mb/s, 64 QAM) and if transmitter spectrum meets any
1800 Channel FDM-FM 57-77 35-54 49-72 20-49 20-43 emission mask.
2400 Channel FDM-FM 63-78 S 57-77 20-57 20-53 14. Receiver interference susceptibility curves relating C/I to performance degradation for
gzgg %:::?1: ’::%'\:AFS%B 60:90 58:80 20:51 various cochannel and adjacent interfering signals.
525 Line NTSC Video 35-57 22-35 20-52 20 20
45 Mb/sec 8 PSK - 25-56 20-75 - 20-45
45 Mb/sec 16 QAM - 25 20-59 o 20
90 Mb/sec 8 PSK 60-71 - 60-75 23-66 20-34
90 Mb/sec 16 QAM 53-61 - 30-67 20-44 20-33
90 Mb/sec 64 QAM - 32 - - -
135 Mb/sec 16 QAM - - 75 S 45
135 Mb/sec 64 QAM 67-69 - 75 20-45 20-40
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Table 4 Typical Worst-case Commercial Parabolic Antenna Gain (dB Relative to Isotropic Table 5 Typical Copper Corrugated Elliptical Waveguide Loss

Radiator)
?ﬁi?fféﬁ'c )r/n(gt})1 ) 06(2) | 1.2(4) ] 1.8(6) | 2.4(8) | 3.0(10) | 3.7(12) | 4.6(15) Froquency TGHD) Waveguigs Type (ot
1.9 g 250 | 285 | 31.0 32.9 34.5 36.4
2.1 . 258 | 293 | 319 33.8 35.4 37.3 — dB/100 m dB/100 ft
2.2 e 26.3 | 29.3 32.2 34.2 35.7 37.6 1.9 EW20 20 0.60
2.4 5 272 | 309 33.3 35.2 36.9 . 21 EW20 1.7 0.52
2.5 . . 31.0 335 . R . 2.2 EW20 1.6 0.49
2.6 . 279 | 31.1 33.6 35.4 37.4 5 24 EW20 1.5 0.45
37 8 c . 36.8 38.8 40.4 42.3 2.5 EW20 1.4 0.44
3.9 . s = 36.8 38.8 40.4 42.3 2.6 EW20 1.4 0.43
4.0 5 314 | 349 37.3 39.0 41.0 42.7 3.7 EW37 3.1 0.94
47 S 330 | 36.4 38.9 40.8 42.4 44.3 3.9 EW37 2.9 0.87
59 R . R R 42.9 44.5 . 4.0 EW37 2.8 0.85
6.2 e 350 | 385 413 43.1 44.8 46.4 4.7 EW44 4.0 1.2
6.8 - 36.0 | 39.4 42.0 438 45.4 46.9 5.9 EW52 4.0 1.2
7.4 5 36.5 | 40.0 425 44.5 46.0 47.7 6.2 EWS2 3.9 1.2
8.0 5 371 | 407 | 433 45.2 46.7 48.6 6.8 EW63 4.4 1.4
8.1 = 372 | 40.8 | 433 45.2 46.7 48.6 7.4 EW64 4.8 1.5
8.4 - - 41.0 | 435 45.4 47.0 48.8 8.0 EW77 5.8 1.8
10.6 34.1 39.6 | 43.1 . . 5 . 8.1 EW77 5.8 1.8
11.2 34.5 405 | 440 | 464 47.8 49.8 12,5 8.4 EW77 5.6 1.7
12.5 35.4 407 | 448 | 47.3 48.5 50.6 51.6 10.6 EW90 10.5 3.3
12.7 35.5 408 | 45.1 47.6 48.8 50.9 51.9 1.2 EW90 10.0 3.1
13.0 3556 410 | 45.1 47.6 48.8 50.9 . 12.5 EW127 11.8 3.6
14.9 36.5 425 | 46.1 48.6 50.5 . S 127 EW127 1.7 3.6
18.7 38.5 44.7 . . . . . 13.0 EW127 115 3.5
14.9 EW132 15.4 4.7
18.7 EW180 19.4 5.9

107



Table 6 Typical Copper Circular Waveguide Loss

4 D/fb
50 MHz

45

35

25

15

10

T
Frequency (GHz) Waveguide Type Loss
dB/100 m dB/100 ft > (ZD
4.0 WC-281/-269 1.211.3 0.36/0.41 w o7
4.7 WC-281/-269 1.0/1.1 0.32/0.35 ® =<
5.9 WC-281/269 0.91/0.99 0.28/0.30 g <O
6.2 WC-281/-269/-205 0.91/0.98/1.6 0.28/0.30/0.50 E :
6.8 WC-281/-269/-166 0.89/0.97/2.5 0.27/0.30/0.76 8 [=a7)
7.4 WC-281/-166 0.89/2.3 0.27/0.70 z8 %0
8.0 WC-281/-166 0.89/2.1 0.27/0.65 E 5 =2
8.1 WC-281/-166 0.89/2.1 0.27/0.64 ws
8.4 WC-281/-166 0.89/2.1 0.27/0.64 Lagy¥
10.6 WC-281/-166/-109 0.91/1.9/4.5 0.28/0.57/1.4 wOo=z=
1.2 WC-281/-166/-109 | 0.92/1.9/4.3 0.28/0.57/1.3 2 23 0
12.5 wWC-281/-109 0.95/4.2 0.29/1.30 = 2 IO 7]
WO 3
Zoow o
Z@xwo s
£33z o
Table 7 Rain Attenuation Coefficients OrIa™ = ,
8 - x g i o
foQwes o -
N~ S I
- =
F F ;
(GHz) a b (GHz) a b ss s
1.0 0.0000317 0.945 11 0.0167 1.181 [Ty o
1.5 0.0000675 0.972 12 0.0233 1.142
2.0 0.000115 1.007 15 0.0459 1.076
2.5 0.000173 1.049 20 0.0859 1.044 -
3.0 0.000239 1.096 25 0.143 1.007
3.5 0.000311 1.151 30 0.228 0.955
4.0 0.000378 1.219 35 0.337 0.904
5.0 0.000515 1.377 40 0.452 0.864
6.0 0.00106 1.393 50 0.648 0.815
7.0 0.00204 1.380 60 0.775 0.794
8.0 0.00378 1.342 70 0.850 0.785
9.0 0.00674 1.285 80 0.902 0.780
10 0.0111 1.229 100 0.958 0.774
Table 8 Relative Rain Attenuation for Vertical and Horizontal Signals i
L L Lt N 3 " é U U i
o
f R (mm/hr) ? ° R M
(GHz) 5 12.5 25 50 100 150 (gp) VO + (QwapPIN
1 :1; 15 16 16 16 17 18
1 11 13 15 16 18 19
18.1 12 14 16 18 19 20
19.3 11 14 16 19 21 22
30 12 12 12 12 12 12

Figure 1 Analog into Analog Interference
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PERCENTAGE OF YEAR RAIN RATE EXCEEDS ABCISSA
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Figure 16 Averaged Rain Rates for the New York Area
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PHASE SHIFTER BASED UPON
REFLECTIVELY T NATED MULTI-PORT COUPLER

M.H.KORI
CENTRE FOR DEVELOPMENT OF TELEMATICS
MILLER ROAD, BANGALORE 560052, INDIA

ABSTRACT

Reflection phase shifter, which comprises the
reflection circuit and the coupler, is conventionaly
designed by designing the two parts separately. But
a comprehensive analysis which takes both the units together
reveals that the coupler also introduces phase error which
is a function of the argument of the reflection coefficient
(i‘f) of the refelection circuit. The overall input VSWR is
also a function of N The reflection circuit also
contributes to the phase error at frequencies other than
centre frequency. Hence the design of a reflection phase
shifter for a given bandwidth is a delicate task of
balancing the various prarmeters to obtain optimal
performance. The guidelines needed for obtaining this is
described in this paper. Also a novel technique is developed
for analysis of reflectively terminated multiport couplers,

which is used in the analysis of reflection phase shifter.
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NTRO! 10

Phase shifter finds extensive applications in phased
arrays and communication systems. Semiconductor phase
shifter, which uses PIN diode or GaAs FET as the switching
device, can be realised either in transmission configuration
or reflection configuration. Branch line hybrid coupled

phase shifter is the commonly used reflection version.

The theory and design aspects of hybrid coupled phase
shifter have been delt in detail in literature [1,2,3). But
the analysis and design is on the basis of separating the
reflection circuit from the hybrid branch line coupler. This
has an implicit assumption that coupler is ideal and does
not affect the reflection circuit performance, and only
route the input signal to the reflection circuit and reroute
the reflected signal to the output. This is true, even in an
ideal coupler, only at the centre frquency. As certain
bandwidth requirement is always present, designer has to

take into consideration the effect of coupler also.

A comprehensive analysis which takes both coupler and
reflection circuit was first reported in [4), where using a
novel technique closed form expressions for the total
reflected signal and transmitted signal were derived. Using

these relations the complete reflection circuit was




analysed. In this paper the analysis has been further
extended to analysis of reflective terminated multi-port
coupler in terms of generalized S-parameters. These
relations are used for the specific case of 4-port hybrid
coupler whose two ports are terminated by relection
circuits, to identify the crucial aspects affecting the
performance of reflection phase shifter. It is clearly
shown that the argument of the relection coefficient of the
reflection circuit plays a significant & conflicting role in
the overall phase error & the input VSWR. On this basis the
guidelines for an optimal synthesis has been evolved. The

optimal design methodology is presented.
REFLECTIVELY TERMINATED MULTIPORT COUPLER ANALYSIS

This approach is based on finding the total transmitted
and reflected signals at the matched external ports in terms
of the S-matrix of the coupler and the reflection
coefficients [ | ] of the terminating circuits at other

ports. Expressions developed for a 4-port case [ 4 ] is

generalised to an m-port case.

Consider a 4-port coupler. If ports 1 & 2 are external
matched ports & ports 3 & 4 are terminated with circuits of
reflection coefficients G & g. [S) is the 4 x 4 S-matrix

of the coupler & [S']is the 2 x 2 S-matrix of the overall
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circuit. Considering a unit input at port 1 and accounting
for all the multiple reflections one can obtain the

expression as [4)

-1

$'11 = S11 + [138513 T4S14) 1'|r1 0, 73833 GSaa]]| ™! [sn
LLO 1Jl | 3843 13844, [Saa
similarly expressions for S';;,S8';, & S8'35 can be
obtained. Extending it to an m-port coupler whose 1 to n
ports are matched external ports and (n+l) to m-ports are
terminated with loads whose reflection coefficients are
Fn+1, F;+2 ----- Pm' respectively, the modified matrix is

given by
(S'7] = [S1] + [S31 (1 (1) - (84 [i']] “1 (s3]

where [S;] to [S,;] are submatrices & [( ] is the diagonal

reflection coefficient matrix.
COMPREHENSIVE ANALYSIS OF REFLECTION PHASE SHIFTER

Fig 1. shows an example of a 2-branch line hybrid
coupled reflection phase shifter. Most of the analysis,
design & optimisation information reported in the literature
pertains only to the reflection circuit. But to get the
overall performance analysis, the complete circuit, which

includes the coupler and the transmission line connecting



the coupler to the reflection circuit, has to be considered.
The details of the technique adopted for analysis is
available elsewhere [4). Only the inferences drawn on the

basis of the study are given below.

1. The phase shifter performance over a bandwidth is
dependent on the performance the phase shifting reflection

circuit as well as on the performance of the coupler.

2. The two important performance parameters, input VSWR
and phase shift error are dependent on the coupler
directivity and the argument of the reflection coefficient
(L) of the reflection circuit. For a given configuration of
the coupler, the directivity is a fixed quantity at any
given frequency. Hence the only other variable available

for designer is |I

3. Coupler induced phase error study indicates that the
variation of phase error with frequency is different for

different values of 90

(1f LC is changed from ¢, = 9, - Ag/2 to Py = 0y +Ad/2,
then the phase shift obtained at the reflection circuit is
AQ. If the phase shift obtained at the output of the
coupler is A¢ 1 then the error is A@p,v2A@. This error is

also dependent on the value of 90- A plot of error vs
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frequency for various values of Po is given in Fig 2.)
4. Input VSWR is also a function of [ (Fig 3.)

5. Reflection circuit also has a phase frequency
characteristics and this too has to be considered while

designing.

DESIGN METHODOLOGY

The design of a phase shifter involves a careful study
of various factors. If the phase accuracy over the
bandwidth is the primary concern, then only the phase error
introduced by the coupler and the phase shift produced by
the reflection circuit, over the bandwidth, are to be
considered. Even if the reflection circuit has a large
variation of phase shift with frequency, by properly chosing
the value of ¢0, the overall phase shift error can be
reduced by compensating one error with the other.
Significant reduction in error is possible by this

technique.

If input VSWR is also an important factor,then choice
of P, becomes more critical. Hypothetically it is possible
to reduce the overall phase error for extreme bandwidths by
synthesising a reflection circuit whose phase frequency

curve can be designed to nullify the coupler induced phase



error, over this bandwidth. But it is not so in case of
input VSWR. No matter what exotic reflection circuit is
designed, VSWR has absolute limits. This is apparent from
Fig 3. For a 180° phase shifter bit, for example, ¢1 & ¢2
have to be 180° apart. Over the 20% bandwidth shown in the
plot, only ¢ = 180° has least VSWR. If this is chosen as
$,, then ¢, is automatically fixed to 0°. It has a VSWR of
1.8 at band edges. If one choses any other ¢1 or $, values,
they have higher VSWR at one band edge or other. Thus VSWR
limits are fixed. Hence after fixing the VSWR limits the
phase error compensation techniques have to be implemented

to obtain an optimal solution.
EXAMPLES

Using the guidelines developed, circuits have been
designed, analysed and experimentally fabricated.

Experimental results are shown in Fig 4.

CONCLUSION

A comprehensive analysis of the complete circuit of
reflection circuit has indicated that input VSWR & phase
error are primarily dependent on the argument of the
reflection coefficient of the reflection circuit. with a

right choice of ¢0, the phase error induced by the coupler
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can be made to compensate the phase frequency response of
the reflection circuit to obtain large bandwidths. But

limiting factor is imposed by the input VSWR.
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INTRODUCTION

This article describes RF reflectometer instrumentation useful for performance evaluation of
sheet microwave absorber, absorptive coatings and RCS reduction structures. Two approaches are
investigated: 1) a quasi-far-field method using separate transmit and receive antennas, and 2) a
near-field approach using a single axially scanned sensor antenna. For both approaches we

considered measurement errors and data validation.

QUASI FAR-FIELD INSTRUMENTATION
Bistatic surface reflectivity is generally measured with the so-called NRL Arch [1] shown in
Figure 1. In our portable unit, termed the PR-11, we miniaturize the antenna spacing and distance

to the sample in accordance with the following design approach:

] Broadband performance achieved with custom designed ridge horn antennas;
] Antenna design to satisfy r = D?/)\ criterion at highest frequency;

o Antenna-to-antenna isolation (crosstalk) below -35 dB;

o Data normalization to reference measurements to metal plate reflection.

With this approach, the differences between NRL Arch and PR-11 measurements appear in

Table I.

Svstem Descr ]
The system design shown in Figure 2 consists of a hand held gun with LCD readout connected
via a cable to a base unit, which contains a microcomputer, control electronics and thermal printer.
The gun assembly contains the microwave electronics and both transmit and receive dual ridged horn

antennas set at a fixed + 15 degree bistatic angle. A plastic rod standoff assembly establishes the

[1] See Appendix to MIL-STD 17161D, 3 June 1985.
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measurement distance. The specifications for the base unit and gun assembly are shown in Tables
2 and 3.

Under microprocessor control, frequency can be set to any desired CW value from 8 to 18
GHz. Alternatively, the unit can staircase any segment of the 8 to 18 GHz range in increments as
small as 100 MHz. Various other microwave/mmw band guns are available as options. A remote
power unit option is available for portable operation where AC power is not available. The batteries
will provide for up to three (3) hours of operation of the instrument before recharging. The average
time for recharging is 8 hours. Table 4 lists Battery Pack Specifications.

The device is packaged in a militarized aluminum carrying case and is useful for absorber
material development, laboratory tests, production line tests, field tests, and quality assurance (QA)
tests to determine the effectiveness of composite absorber materials. The reflectometer can also be

used for evaluating absorber degradation due to weather, cracking or abrasion.

Operation of the reflect was d d to be simple and straightforward. When power
is applied to the unit, the user is automatically prompted by the microprocessor to set all
reflectometer parameters such as single f; requency, staircase sweep, etc. Subsequently, the user is
prompted for a calibration in air and of a metal plate to establish a reflective zero loss reference.
Once a zero reference is taken, the operator can take reflectivity measurements by simply placing the
guns standoff rods on the surface to be measured and pulling the trigger. The surface attenuation can
be read (in dB) from an LCD display mounted on the front panel of the base unit. The user also has
the option of recording measured data via the thermal printer or storing data on a 3.5 inch floppy
disc. This is valuable for QA testing where hard copies of measured data must be provided. Output
data is also available at an RS232 port for other computer peripheral devices.

After initialization, each time the trigger is pulled a three-digit running counter index is
incremented. Thus, each data output is associated with a unique index number. This is convenient
in applications where many measurement points must be examined over a surface. Time and date
are also automatically recorded on all hard copy data outputs.

The user-interactive setup menu allows the operator to set a "fail test” value (in dB).

Whenever a measurement is above the "fail test” level, a beeper is activated and the data is printed



by the thermal printer. Measurement points which are acceptable are not printed out.

M reme. rrors

There are several sources of measurement error which must be considered in the design and
operation of a free-space reflectometer. The most significant error sources result from finite
antenna-to-antenna isolation and antenna mismatch,

Antenna isolation produces a constant level interference signal which adds randomly in phase
with the desired signal reflected from the sample under test. This effect produces larger errors as
the measured reflected signal becomes small (i.e., when the absorber sample is less reflective). Figure
3 shows the effect of antenna isolation on measurement accuracy for an antenna-to-antenna isolation
of -45dB.

Unlike isolation, antenna mismatch affects reflection measurement accuracy more seriously
when the reflected signal level is high. Small antenna-to-sample spacing produces multiple bounce
energy between the two antennas, resulting in a periodicity in the measured absorber reflectivity as
a function of frequency. Peaks and valleys occur as the multi-bounce energy adds in- and out-
of -phase, respectively.

Isolation and mismatch errors can be essentially eliminated from the reflection measurement
through the use of time gating. The time gate can be realized in hardware with a fast RF switch, or
in software if a phase-amplitude receiving system is available. However, gating techniques are
typically costly to implement, particularly when the electrical path length is small.

In order to minimize cost, an amplitude only receiver is employed in the PR-11. Further, the
total measurement path length is less than two feet, rendering gating impractical for this instrument.
As an effective alternative the system utilizes a smoothing algorithm based on techniques used in
precision transmission line reflectometers to reduce mismatch errors. For higher levels of reflection,
agreement of measured PR-11 data to NRL Arch data where software gating was employed has been
within +1.0 dB. The effect of the smoothing algorithm is illustrated in Figure 4.

Two second order error sources exist in the PR-11 system implementation and should be
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mentioned. First, the system utilizes a stabilized but non-coherent YIG oscillator as the signal source.
The source is isolated from the transmit antenna to eliminate load-pull effects, and is characterized
point-by-point over its frequency range to achieve tuning accuracy and repeatability of +5 MHz at
25°C. Frequency variation versus temperature is 40 MHz maximum from 0 to 65°C, 25 MHz
typical. This drift can cause slight errors in the measured frequency of the reflectivity null of
resonant absorbers and should be considered when the PR-11 is used in outdoor environments.

A final source of measurement error exists in the A/D processing of the reflected signal
energy. Twelve bit A/D converters are employed to reduce this error source to less than 1.0 dB at
a reflected signal level of -30 dB.

Maximum measurement error of the PR-11 system due to all sources cumulatively is ¢! dB

at 0 dB reflectivity and +2.5 dB at -25 dB reflectivity.

Vali 7

Primary measurement differences between the PR-11 and the NRL Arch result from the
variation in measurement spot size on the sample-under-test. When the illumination encompasses the
entire test sample, edge effects can produce significant differences from measurements over a small
spot area. Also, the smaller measurement spot size of the PR-11 often reveals RAM inhomogeneities
from spot to spot.

The basic electronics of the PR-11 System have been validated by connecting the transmit
and receive antennas to a phase-amplitude receiving system (HP 8510) used with the NRL Arch. The
reflectivity of test samples measured with the PR-11 and the 8510 using the same antenna assembly
agree within ¢1 dB for reflectivity levels from 0 to -10 dB, and with +1.5 dB from -10 to -30 dB.

Figure 5 shows measured data on a typical test sample using both measurement systems.

NEAR-FIELD INSTRUMENTATION
7 ription

The near-field instrument illustrated in Figure 6, termed the BEKISCAN-CP{2], utilizes an

[2JBEKISCAN CP and BEKI-SHIELD are registered trademarks of N.V. Bekaert S.A.,
Zwevegem, Belgium.



internal microwave circulator to measure the power reflected from a surface. However, because
the field intensity in the near-field varies (Figure 7), we use a spring loaded movable antenna
assembly and a peak detector circuit to detect and measure the peak field intensity when a sample
is moved through the rear field of the antenna assembly.

As with the case of the PR-11, this unit references the unknown reflection to that of a flat
metal plate. The voltage reflection coefficient is displayed on a large 3 digit LCD on a separate
remote display unit. The electrical specifications are shown in Table 5.

The BEKISCAN-CP is useful to characterize microwave absorption of RAM composites,
paint and/or coatings on surfaces in laboratory research or quality assurance (QA) tests. But more
interestingly, this instrument has been found to be a state-of-the-art method for quantifying the
shielding effectiveness of conductive stainless steel fibre (BEKI-SHIELD{2]) loaded plastic parts, D-

4935[3) and provides excellent measurement correlation with ASTM.

Measurement Errors

There exist two potential sources of error in the BEKISCAN-CP: The microwave near field
reflectometer, and the analog processing and display unit. By scanning the reflectometer antenna to
locate the peak reflection point, errors due to near field intensity variation, antenna match, and finite
circulator isolation are effectively eliminated. The error of the LCD display is .1% of the reading
and is negligible.

The major source of error remain in the BEKISCAN-CP is the Analog Devices AD538 Real-
Time Analog Computational Unit. The AD538 is set up to perform the mathematical operation

V., \ ¢
vV, = (n
where
V, = Transmitted signal level (Reference)

V_ = Reflected signal level
V, = Output Voltage (Voltage Reflection Coefficient)

[3)Comparison of Testing Methods for Shielding Effectiveness of Materials Against
Electromagnetic Waves", N.V. Bekaert Report, Prof. ir. J. Catrysse, KIH.WV/Oostende, Belgium,
1990.
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When the unit is displaying a voltage reflection coefficient of .500, the AD538 is approximately
processing V, = 125 mV and V, = 500 mV. The error, Ve, of the ADS538 [4] is typically

Ve = + 0.5% of reading + 200 uV 2)

Ve = + [(500).005)] £ .2 mV (3)
Ve will range from +2.7 mV to -2.7 mV of the displayed reading. This makes Vo and the displayed
voltage reflection coefficient range from .497 to .503 volts.

When Vz goes below 100 mV a new error equation is used [4]. Assume the voltage reflection

coefficient is .200, Vz = 20 mV and Vx = 500 mV. The new error equation is

+V

Ve = ¢ 1% of reading £ 0.2 mV + (0.1 mV) (4)

The displayed reading will range from .198 to .202.

The display error is typically + .003 down to a voltage reflection coefficient of about .100.

Vali, o
Using the same antenna assembly, a number of materials were characterized using a range
gated HP8510 Network Analyzer and the BEKISCAN CP. Under all conditions, data has compared
well within ¢ 0.5 dB tolerance. BEKAERT, S.A., of Zwevegem, Belgium, has also compared our

measurements with their own instrumentation, and has confirmed the accuracy.
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CONCLUSIONS
We have examined two novel approaches for measurement of material microwave absorption.
In both cases, accurate and acceptable performance is achieved in cost effective portable

instrumentation.

[4)Analog Devices Linear Products Databook, 1988, Page 6-24.
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Table 1. Comparison of PR-11 and NRL Arch Measurements

ARAMETER
Measurement spot size

Edge diffraction from
measurement surface

Plane wave criterion

Secondary reflections

Antenna-to-Antenna
isolation

DIFFERENCES
More localized measurement with PR-11.

Almost non-existent with PR-11: full
NRL Arch tends to illuminate more of plate.

NRL Arch is true plane wave; PR-11 is
quasi-plane wave.

Can be range-gated out with NRL Arch/Phase-amplitude
receiver. These result in data errors in PR-11.

Smaller with NRL Arch since antennas are physically spaced
further apart.
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TABLE 2. Base Unit Specifications

BASIC UNIT: Includes portable instrument case containing micr puter, discdrive, printer and
storage provision for gun assembly and cables, operating system software and 6 ft. AC power
cord.

INTEGRAL MICROCOMPUTER: 512K bytes RAM, 8 MHz clock, 3.5 inch floppy drive, 12 button
keypad, 16 character display.

SOFTWARE: User prompted input menu for all modes, data smoothing algorithm, automatic
calibration.

MEASUREMENT OUTPUTS: Visual LCD, 16 character readouwt on control panel and/or
remoteterminal readout via RS232 or HPIB interface. Internal thermal printer, 24 characters. Serial
Data, RS232 or HPIB to computer peripheral device/plotter option. Also, data can be accessed and
recorded on a 3.5 inch floppy.

POWER REQUIREMENTS: 120 VAC/60 Hz or 220 VAC/50 Hz. 38 watts standby, 86 watts under
measurement conditions.

BATTERY PACK (OPTIONAL): Sealed lead acid, provides power for 3 hours maximum, 8 hours
average recharge.

WEIGHT: Base Unit, 61 Ibs. Battery Pack, 55 lbs. Sturdy carrying case meets MIL-STD-108
specifications.

TABLE 3. Gun Specifications

PH-818 GUN PH-28 GUN
Source YIG: 8-18 GHz YIG: 2.6-8 GHz
Polarization Linear Linear
Sweep Mode 100 MHz Min Stepsize 100 MHz Min Stepsize
Manual Mode Operator Set Frequency Operator Set Frequency
Cable Length 4m Standard 4m Standard
10m Optional 10m Optional
Weight 10 1bs. 17 1bs.
(including cable) (including cable)
TABLE 4. Remote Power Unit Specifications
Physical Size: 15" x 20" x 8"
Weight: 55 pounds
Output Voliage: +24, -24, +12
Operating Time: 3 hours
Recharge Power: 120 volts A.C.
Recharge Time: 8 hours

Accessories:

Batteries:

6 conductor power

cable 10 feet long
- 6 volt Sealed Rechargeable type, 10 AH 4 each
- 6 volt Sealed Rechargeable type, 10 AH 4 each
- 12 volt Sealed Rechargeable type, 15 AH, I each
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TABLE 5.

Operating Frequency:
Frequency Stability:

Dynamic Range:

Measurement Accuracy:

Measurement Stability:
Analog Output:

Input Power:

Operating Temperature:

Measurement Spot Size Area:

075 08 085 08 0985 1
Voltage Ref. Coefficient (dimensionless)

* =3 mm thick sample

BEKISCAN-CP Electrical Specifications

10.525 GHz
$25 MHz

10 dB min. Standard Model
20 dB min. Extended Range Option Model CP-A

Pt 0.05(032< p< 1.00)
P+ 0.06(0.10<P< 0.32)

Pt 0.02
0-1Volt for0<P<s 1

+12 Volts DC, 0.5 A (Supplied by wall plug-
in power transformer)

0 to 50°C
8.6 cm (3.4 inches ) diameter using flared horn

section or 4.6 cm (1.8 inches) diameter with
flared horn section removed.
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1. INTRODUCTION

Until just a few years ago, spread spectrum techniques were rarely found in
commercial applications; indeed, spread spectrum was considered only for military
and aerospace applications. Recently the FCC opened the 902-928MHz band for
license-free operation, permitting up to 1 watt of RF transmitter power. This allocation
instantly became a very attractive solution to a wide range of wireless communications
problems, from cordless telephones to wireless modems, to name but two. The “catch”
to this spectral jewel is that the user must employ spread spectrum techniques. There
is also growing interest in spread spectrum for cellular radio and a host of other
established and new wireless applications. The purpose of this paper is is discuss the
basics of spread spectrum and then show how a new set of specialized digital ASIC
devices can be configured to perform the necessary functions found in spread

spectrum systems.

The traditional methods of synthesizing and demodulating the spread spectrum signal
utilize analog techniques. Now, a complete set of highly sophisticated digital ASICs is

available for spread spectrum system designs. These ASIC devices were designed
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primarily for the "direct sequence” method of spread spectrum. However, since many
of the problems associated with spread spectrum are common to all techniques, these

devices can also be used in frequency hopping and chirp systems.

2. PRINCIPLES OF SPREAD SPECTRUM SYSTEMS

Spread spectrum systems "spread” the transmitted signal energy over a much wider
frequency band than is required for the information being sent. There are several
potential advantages to be realized by resorting to the greater circuit and system
complexity of spread spectrum systems. This explanation represents a simplification of
a very complex subject, but is valid to gain a basic understanding of spread spectrum

system architectures. These advantages are:

A. Potentially greater immunity from interference, noise, and multi-path distortion
B. Inherent greater security or "privacy” of the transmitted information
C. Permits non-coordinated random multiple access to the medium by

non-coordinated users

A. Greater immunity from interference and noise is not synonymous with complete

immunity as some literature states. The degree of increased immunity from

interference in a spread spectrum system is defined as:

(PG)db = 10 log (BW/Rb)

where PG is the spread spectrum "processing gain”, BW is the main lobe spread

spectrum bandwidth and Rb is the minimum required signal bandwidth necessary for



the transmitted symbol rate. Notice that there are two modulating signals in a spread
spectrum system: the spreading signal which corresponds to the bandwidth BW, and
the symbol rate which corresponds to the bandwidth Rb. The rate of the spreading
signal is referred to as the “chip rate" in direct sequence systems and "hop rate” in
frequency hopping systems. The chip or hop rate and the exact method of spreading
will determine BW. For a given type of interference, the immunity will increase as the
bandwidth is increased, consequently chip or hop rates are much higher than symbol

rates in spread spectrum systems.

The level of interference needed to disrupt a spread spectrum signal with reference to
the desired carrier strength is called the jamming margin, or M;.

Mj=PG - (L + (S/N)) (units in dB)

where L is the system loss and S/N is the required signal-to-noise ratio at the
information output. S/N refers to the necessary signal-to-noise level required for a
specified bit error rate. This equation shows that the amount of interfering signal
necessary to disrupt a spread spectrum signal is not only finite, but indeed less than

the processing gain of the system. The notion that an infinite number of stations can

use a spread spectrum channel simultaneously is incorrect.

B. Secure communication is inherent since the receiver despreader and transmitter
spreader must synchronize to some predetermined code. The degree of security is
determined by the sophistication of the coding system used and, of course, the

sophistication of the would-be eavesdropper.

C. Multiple access requirements are easily met by using code division multiplexing, or
CDMA. With CDMA a multitude of users can use the same band simultaneously if they
are all using different codes. Mutual interference is reduced by the processing gain
equation stated above. This same equation will also dictate the maximum permissible
number of transmitters and their relative field strengths at a given receiver. Indeed, all

system performance calculations are derived from this basic equation.

3. TYPES OF SPREAD SPECTRUM TECHNIQUES

Spreading” the spectrum of a transmitted signal must be realized through one or more
of the generic modulation techniques: FM, PM, and/or AM. There are numerous
possible variations of spread spectrum as there are innumerable variations of
modulation techniques. However, several basic schemes have evolved, each based
on one of the generic modulation types. The following is a list of the most widely used

schemes and the generic modulation technique involved:

1. Direct Sequence (PSK)
2. Frequency Hopping (multi-frequency FSK)

3. Pulsed Chirp (FM)

The Stanford Telecom ASIC line was developed specifically for the most common
spread spectrum technique, direct sequence. However, many of these devices can be
put to good use in other types of spread spectrum systems. After direct sequence, the
most common techniques are frequency hopping and puised chirp. Consequently, our
discussion will focus on only these three system types with emphasis on direct

sequence.



Modulation typically is defined in the time domain. The frequency domain spectral
distribution of the resultant "spread™ can be predicted from the time domain modulation
by Fourier analysis. The Fourier integrals are very well documented with specific
relevance to spread spectrum in References 1 and 2. The particular spectrum
distribution will depend upon the particular modulation type employed i.e.. BPSK,

QPSK, MSK or PM or a wide range of FM types.

4. DIRECT SEQUENCE SYSTEMS

Papers which treat practical spread spectrum construction techniques are rare since
much of this technology remains classified. Reference 6 explains a practical yet simple
analog direct sequence (DS) spread spectrum system. Figure 1 shows a simple
diagram of this direct sequence spread spectrum system. A narrow-band transmitter is
modulated with the digital waveform. The signal is then modulated again by the
spreader at the chip rate. In this case the spreader is a double-balanced mixer which
inverts the phase of the signal by 180 degrees (BPSK). The chip rate is considerably
higher than that of the baseband data and therefore spreads the carrier over a much
wider spectrum (BW). Figure 2 shows the (SIN(X)/X)2 spectrum of the direct sequence
spread spectrum signal. The sequence of chipping modulation states (1 or 0) is
determined by a pseudo-random noise generator or "PRN" source. Sequence lengths
can range from microseconds to one month or ionger! Indeed, coding is a complex
science unto itself. The reader is advised to consult References 1, 2, and 7 for more

details.

At the receiver, the incoming signal is despread by the same coding sequence used in
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the transmitter. This can be done either at the RF frequency using another
double-balanced mixer, or in the LO circuitry. In either event, synchronized identical
modulation will cause the spectrum to collapse and reproduce the original waveform.
When the received signal and receiver reference sequences are locked in time,
"synchronization” is achieved. Perhaps the most difficult practical problems associated
with spread spectrum systems are achieving initial synchronization and then
maintaining it. The analog method used for sync in the Reference 6 article is the
"synchronous oscillator® discussed in detail in Reference 8. For relatively simple
systems, these analog techniques can be quite effective. However, for designs with
higher performance design objectives (higher data rates, QPSK, fast correlation, etc.,)
the builder must choose between very complex analog and RF designs, or perform all

the basic spread spectrum functions in the digital domain.

5. A DIGITAL DIRECT SEQUENCE SPREAD SPECTRUM SYSTEM

Figure 3 shows a completely digital direct sequence spread spectrum receiver using
custom ASIC devices. All the necessary functions: synthesis, correlation, code
generation, bit synchronization, and demodutation are performed in the digital domain.
The result is a high performance receiver which is repeatable in a manufacturing
environment and stable over a wide range of environmental conditions. The recseiver is
treated first since it is more complicated than the transmitter and many of the transmit

functions are simply reciprocal of the receive functions.

A. Local Oscillator Synthesizer

The IF signal is converted to baseband and simultaneously split into | and Q channels.



The LO is synthesized using a combination of PLL and DDS techniques in the
frequency synthesizer module. For a detailed description of DDS techniques please
consult Reference 4, published by Stanford Telecom. DDS techniques allow very fine
frequency resolution with direct digital control. Consequently, DDS is used in the LO
synthesizer AFC loop. Quadrature LO synthesis is easily realized using the DDS
technique. The baseband signals are then passed through low-pass filters and
converted to digital words by the two A/D converters. This clock is generated via the
synthesizer module using the reference signal, appropriate dividers and PLL

techniques.

B. Digital Spectrum Despreading (sliding correlator)

Following baseband quantization, the despreading circuit must provide initial
synchronization and code tracking. The digitized | and Q signals are applied to the
inputs of three STEL-2410 correlator/accumulator ASIC devices. The STEL-2410s
perform late, early, and punctual correlations. The PRN code from an STEL-1032 PRN
sequence generator is applied to the multiplier sactions of the STEL-2410 along with
the | and Q signals. The outputs of these multipliers are then summed in the
STEL-2410 adders. When the timing between the local PRN generator and the
received signal is punctual, high correlation is achieved. The punctual STEL-2410 is
used in conjunction with an external tracking microprocessor to lock the AFC loop
thereby synchronizing the LO frequency. Synchronizing the LO will compensate for
any frequency differences between the transmitter and receiver master clocks and/or

Doppler effects.

The STEL-2410 is referred to as a "sliding” correlator. The PRN code is clocked by a
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digital AFC loop. Before synchronization the transmitted code sequence "slides”
against the receiver code sequence since they are not yet locked, and consequently
not the same frequency. While the two sequences approach an in-phase condition, the
correlation value on either the early or late correlator increases. Then the acquisition
processor can begin to lock the NCO-driven PRN clock to the transmitter's PRN clock.
To maintain sync the receiver and transmitter code clocks must be locked in frequency
at the same location along the PRN sequence. The analog spread spectrum system in

Reference 6 is also a sliding correlator.

Once synchronization has been achieved the punctual correlator maintains the
highest possible correlation vaiue. The timing differences between the punctual
correlator and the early and late correlators are 1/2 chip, therefore the clocking rate of
the correlators must be twice the system chip rate. The acquisition microprocessor
continuously adjusts the timing frequency of the PRN generator to maintain
synchronization. This digital AFC loop therefore maintains sync for the despreading
function. The clock signal for the three correlators is synchronized to the LO
synthesizer. Finally, a divider and MUX is included to accommodate multiple sample

rates.

The despreader outlined above is adequate in systems where the chip rate is
synchronous to the symbol rate. In more complex asynchronous systems, a fourth
STEL-2410 can be used, deriving its clock from the bit synchronizer which is found in

the circuitry that follows.

C. Digital Bit Synchronization and Demodulation



The punctual STEL-2410 correlator is used to provide a despread baseband signal for
data recovery. This correlator uses a clock provided by the STEL-2110A bit
synchronizer to recover the symbol edges. Bit synchronization is also required to

provide a proper clock for the despreading correlator.

After the baseband signal has been despread, coherent data must be recovered. The
several functions necessary to realize this coherent signal recovery are performed by
the STEL-2110A bit synchronizer and STEL-2210 block phase estimator. The bit
synchronization portion of the STEL-2110A operates by integrating the input signals in
both the | and Q channels over one symbol period. This is performed three times: in
addition to the nominally "on time" integration, quarter period early and quarter period
late integrations are performed. The difference between the last two gives an
indication of the timing error, since the averaged difference will be zero when the
timing is correct. The signal is then used to drive an NCO contained within the
STEL-2110A which produces the clock signals. The signals are also integrated prior to
the main timing integrators to improve the performance. The STEL-2110A can be

configured to provide a PLL or AFC discriminator for a receiving system.

Finally the STEL-2210 provides a phase reference to compensate for phase rotation

and/or the effects of noise on the despread symbol. The STEL-2210 facilitates quick

acquisition and should be used wherever fast acquisition is a requirement. The output

of the STEL-2210 is the recovered baseband data.

D. Digital Matched Filter/Correlator

An alternative approach to the sliding correlator for synchronization is the digital
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matched filter. In the STEL-3310 digital matched filter the digitized spread spectrum
signal is clocked down a shift register/delay line so that the samples are passed from
one filter tap to the next in a manner similar to a shift register. With each clock cycle the
values stored in the register are multiplied with stationary code values and then
summed to derive the correlation value. When the correlation value goes high, it
indicates that sync is established. The acquisition time is much faster with the matched
filter than with the sliding correlator because the sequence progresses at the system
clock rate rather than a rate which is the difference between the transmitter and
receiver code rates. The primary disadvantage of the matched filter approach is that
the length of the filter must be equal to the code length, which limits the code length to

256 chips with the STEL-3310.

The STEL-3310 digital matched filter/correlator can be used in a variety of applications
that require rapid acquisition of spread spectrum signals, radar detection or frame
synchronization applications. Matched filters remove excess noise without introducing
inter-symbol-interference (ISI). In general a matched filter is used to receive a pulse
with known shape p(t). The pulse amplitude (Ar) and time of arrivai (o), however, are
usually unknown. The pulse shape information makes it possible to design optimum

receiving filters for detecting pulses buried in the noise of known spectral density.

The pulse shape can be represented as follows:

X(t) = Ar p(t-t(o))

Where Ar=Amplitude

with Fourier transform




X(f) = Ar p(f) & -iat©) '

The optimum filter H opt (f) that will detect the band-limited pulse X(f) has the impulse
response:

Hopt(t)=Kp(ty-t)

Where K= an arbitrary constant

and tyg=an arbitrary constant

Thus the name "matched fitter” comes from the fact that Hop(t) has the same shape as
the pulse p(t) reversed in time and shifted by t(d). The value t(d) equals the delay
between the pulse and the output peak, and may be chosen by the designer.

In each application the user will configure the matched filter by loading the | and Q
relay register blocks, threshold values and the expander block if necessary (64 taps
per device, cascaded up to 4 devices). The configured matched filter will now have a
transfer function equivalent to:

H(f)=Kp(feivty

where H(f) is the Fourier transform of Hopyy), and

(Hoptqy (1) = H()

At the output the system will receive the vector magnitude of the | and Q channel
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correlator sums on a cycle by cycle basis as well as other pertinent signal parameters

useful to the end user.

E. STEL-3310 Functions

Figure 4 shows a simple block diagram of the complex STEL-3310. The front-end
processor allows for signal averaging when two samples per chip are taken. The
front-end processor will automatically average two samples and then begin a new

sequence. If one sample per chip is taken, the processor can be disabled.

The samples of the digitized signals propagate down the filter register blocks. During
each chip, the complex products of the filter coefficients and signal samples are
summed. When correlation occurs the sums of the adder circuits go to high values,
and the symbol state can thus be ascertained. Athough the symbol state is valid for
only one chip period, processing gain is maintained because time integration is being
performed by virtue of the register block delays. Therefore, the computed time integral
of the signal is available only during one chip period, and appears on the | SUM and Q

SUM busses.

The | OUT, Q OUT, | CASC, and Q CASC busses are used when cascading devices.
The IX and QX input and output busses are used in QPSK applications. The expander
block contains a delay circuit and adders that permit easy cascading of up to four
fiters. The post processor block performs the three final functions. It calculates the
absolute value of the two's complement data, calculates signal magnitude, and
performs a comparison of the magnitude with a programmable threshold. This

comparison function allows the detection level to be optimally set for a given



signal-to-noise ratio, flagging loss of sync, or other signal level functions.

F. STEL-3310 Applications

Figure 5 shows a typical application of the STEL-3310 used in conjunction with the
STEL-2110A PSK demodulator. In this application we can assume that a known PN
sequence of 64 chips needs to be detected (time of arrival unknown). Detection must
take place before the STEL-2110A can demodulate the data. To configure the
STEL-3310 matched filter chip, the control processor can be programmed by the user
to set a pre-defined threshold value. A detailed description of STEL-3310 operation is
beyond the scope of this paper, but it is useful to illustrate the very high performance
systems possible with only two CMOS ASIC devices. In addition to this basic circuit,
four STEL-3310s can be cascaded to form a 256-tap filter. Also, two STEL-3310s can

be combined to configure a QPSK filter.

G. Direct Sequence Transmitter

One of the distinct advantages of the direct sequence spread spectrum technique is
that transmitter circuitry is rather simple. This is shown in Figure 1 where the
"spreader” is nothing more than a double-balanced mixer. The use of DDS techniques
offers a comparable simple solution in the digital domain for BPSK, QPSK, 8PSK, as
well as higher PSK levels. Furthermore, the digital control bus for the modulator links

directly to the NCO, making designs much easier to realize.

6. FREQUENCY HOPPING SPREAD SPECTRUM SYSTEMS
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Unlike direct sequence spread spectrum, frequency hopping spread spectrum uses
multiple discrete frequencies. Frequency hopping systems also use a coding
sequence to provide the hop information. The system sequences the discrete
frequencies by means of synthesizers in the transmitter and receiver. The transmitter
and receiver LO synthesizers must sequence in sync to allow despreading in a
manner not unlike the direct sequence technique. The need for fast-settling
synthesizers makes direct digital synthesis (DDS) an attractive technique for frequency
hopping systems. For extensive information regarding DDS Reference 4 is

recommended.

Figure 6 shows how a hopping system might be configured by using the STEL-1177,
STEL-1032 PRN code generator, and a memory interface. The data can be either
analog FM, PM or AM, FSK, PSK, and/or ASK. In this case five bits of the PRN code
generator are used simultaneously to define one of 32 discrete frequencies. The

transmitter then "hops” among these frequencies according to the PRN code.

7. PULSE CHIRPED SPREAD SPECTRUM SYSTEMS

Pulse Chirped spread spectrum is most commonly found in radar systems. Code
generation is not required if linear sweeps are used. Outstanding sweep linearity is
obtained using digital counters to "sweep” the tuning word on a DDS NCO. Figure 7
shows a sweep system diagram. Again, for details of generating sweep signals

through numeric modulation techniques please refer to Reference 4.

8. CONCLUSIONS



A basic review of spread spectrum techniques has been presented with emphasis on
the unique digital spread spectrum approaches. Much of the required sophisticated
circuitry associated with digital spread spectrum is now available as specialized
spread spectrum ASIC devices. The digital approach will result in only a slight
performance reduction from theoretical optimums while offering the advantages

traditionally associated with digital over analog techniques.
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Abstract

The United States Global Positioning System (GPS) and the Soviet Global
Navigation Satellite System (GLONASS) will both provide precise, world-wide
position and timing information when their respective satellite constellations are
complete in the mid-1990's. These systems will each consist of over twenty
satellites. GPS and GLONASS satellites transmit spread-spectrum signals at
adjacent L-band frequencies. GLONASS satellites transmit signals similar to but
simpler than those from GPS satellites. Mathematical methods used by a receiver
to compute position and timing from GPS and GLONASS satellite signals are
practically identical. Thus a single receiver can be developed to use signals from
both GPS and GLONASS. Such a receiver will have a greater degree of accuracy
and availability than can be achieved using either GPS or GLONASS alone.

This paper describes the GPS and GLONASS systems, details of the GPS and
GLONASS spread-spectrum signal structures, and innovations in

GPS/GLONASS receivers being developed by 3S.
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Introduction

The United States and the Soviet Union are both rapidly implementing
independent satellite navigation systems that each allow an L-band (1215 to 1620
MHz) receiver to accurately estimate the current time and the position of the
receiver antenna. Although primarily intended for military purposes, these
systems both have extensive civil uses. For specialized applications, a receiver
can synchronize itself to universal time with an accuracy of a few nanoseconds
and can find its own position relative to the world geodetic coordinate system to an
accuracy of better than a centimeter. For more general applications, receivers
routinely produce results with time accuracy of tens of nanoseconds and a

position accuracy of a few meters.

As the U.S. GPS and the Soviet GLONASS systems become operational, the
deployed receivers are expected to number in the hundreds of thousands. These
receivers will be used in applications that range from surveying to locating a wide

variety of moving vehicles on or above the surface of the Earth.

Thus GPS and GLONASS receivers will be an increasingly important focus of L-
band RF hardware development over the next decade. With this in mind, this
paper introduces the RF engineer to the operation of GPS and GLONASS and
describes key features of GPS/GLONASS receivers.



GPS/GLONASS Receiver Basics

GPS and GLONASS receivers compute their own position by comparing the
transit time of RF signals from multiple satellites [1]. The satellites generate
spread-spectrum RF signals by binary phase-shift keying (BPSK) modulation of a
carrier with a predictable sequence of bits known as the code. A receiver
generates a replica of the code and shifts the replica until maximum correlation
is achieved between the locally generated code and the code present in the received
RF signal. The relative shift of the code for each of the satellites under observation
provides a measure of the relative transit time to those satellites. This relative
transit time is referred to as the pseudo-range, and is equivalently expressed as

time-of-travel (ns) or distance (m).

Typically signals from four satellites are required in order to compute the position
of a receiver in three dimensions. Three satellites are needed to compute the
position of a receiver in two dimensions. A receiver sitting at a fixed location can
use the signal from a single satellite to set its clock to an accuracy of tens of
nanoseconds. The number of satellites in each of the constellations and the orbits
of the satellites have been selected to provide practically continuous world-wide

visibility of five or six satellites from either constellation.

The precision of the receiver computation of its own position depends upon the
relative position of the satellites observed. For example, if all the satellites are in

approximately the same region of the sky, the geometry for a position computation
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is poor and the precision of the position estimate is degraded. This degradation is

commonly referred to as dilution of precision (DOP).

Frequency Standards on the Satellites

Signals transmitted by the satellites in a constellation must be precisely
synchronized in order to compute pseudo-range to each satellite. A cesium or
rubidium atomic frequency standard on board each GPS satellite provides the
basis for synthesizing all carrier and clock frequencies. The operation of the
frequency standards on all of the GPS satellites is observed from control stations
on the ground. The GPS satellite controllers use these observations both to apply
tuning adjustments to the frequency standard on each satellite and to compute
clock corrections that are transmitted by the satellite. A receiver uses clock
corrections transmitted by a GPS satellite to correct its measure of the pseudo-
range to that satellite. The clock corrections also allow a GPS receiver to

synchronize itself to coordinated universal time (UTC).

Observations of signals broadcast from the GLONASS satellites reveal that highly
accurate cesium or rubidium atomic frequency standards are present [2]. The
GLONASS satellites also transmit clock corrections similar in operation to those
transmitted by the GPS satellites. These clock corrections allow a receiver to
compute pseudo-range to that satellite and to synchronize to coordinated

universal time, Soviet Union (UTC-SU)



Benefits of an Integrated GPS/GLONASS Receiver

Interchangeable use of GPS and GLONASS signals in a single receiver has a
number of significant advantages over a receiver that can only receive signals
from one of the constellations. An integrated GPS/GLONASS receiver would
always have far more satellites in view than are required to compute the position
of the receiver. This eliminates periods when there are an insufficient number of
satellites. The increased number of visible satellites also will allow a receiver to
select satellites that are spread out in the sky and reduce DOP and produce a more
accurate position estimate. The larger number of visible satellites will also
increase the probability of maintaining track on sufficient satellites when a
ground-vehicle borne receiver moves through urban canyons, forests or

mountainous terrain.

An integrated GPS/GLONASS receiver also has advantages in autonomously
verifying the integrity of its position solution [3]. This is called receiver
autonomous integrity monitoring (RAIM) and is important when the receiver is

used as a primary means of determining the position of an aircraft.

Interchangeable Use of GPS and GLONASS Signals

RF and code replica generator hardware functions in a GPS receiver are
somewhat different from the same functions in a GLONASS receiver. The

correlation measurement hardware is identical, however. The software used to
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interpret digital data transmitted by the satellites is, of course, different for GPS
vs. GLONASS. Once the receiver measurements and the satellite digital data are
converted to a common reference and format, the software used to compute the

position of the receiver can be identical.

Contrary to frequently expressed opinion in the satellite navigation community,
no coordination or contact of any kind should be necessary between the operators
of the GPS and GLONASS constellations for receivers to use these satellites as if
they formed a single integrated constellation. While such contact should not be
discouraged, it is simply not required since the satellites already transmit

adequate data for combined use.

Both GPS and GLONASS are tied to precise time and geodetic references. If a
receiver knows the transformation between the GPS and GLONASS references,
the receiver can autonomously resolve the differences and use all of the satellites

in view as if they formed a part of a single constellation.

Considerable progress has been made in resolving differences between the time
references used by the GPS and GLONASS constellations (2]. An important
feature of these observations is that the time reference of the GLONASS
constellation has a fairly constant rate of drift relative to the international time
standard that is the time reference for GPS. This means that a receiver can
autonomously determine the relative offset and rate of drift of the GPS vs.
GLONASS time references and subsequently freely convert between the two. The
only problem with this approach is that the developmental GLONASS



constellation has occasionally undergone large jumps in its time reference.
Perhaps these jumps will be eliminated in the operational GLONASS
constellation. Otherwise signals from the GLONASS satellites will be unusable

for a few days after each time reference jump.

The geodetic reference of GPS is the World Geodetic Survey 1984 (WGS-84),
whereas GLONASS is referenced to the Soviet Geocentric System 1985 (SGS-85).
These both define a reference standard for the shape of an Earth surface ellipsoid,
the position of the rotational axis of the Earth, the rate of rotation of the Earth, and
the rotational position of the Earth at a specific epoch. WGS-84 and SGS-85 have
differences in each of these terms which much be resolved in order to
interchangeably use the satellite position data transmitted by each satellite.
Several organizations are currently planning efforts to determine these
differences. This final roadblock in developing integrated GPS/GLONASS
receivers can be expected to be cleared by the time full GPS and GLONASS

satellite constellations become operational in the mid-1990's.

GLONASS Satellite Constellation

The operational GLONASS system will have 24 satellites orbiting the Earth in
three planes, inclined 64.3 + 0.3 degrees to the equator [4]. Each of the three
planes will contain 8 satellites evenly separated by 45 degrees. The orbit of
GLONASS satellites is nominally circular, with an altitude of approximately
19,150 km and a period of 11 hours 15 minutes and 44 seconds + 5 seconds.
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As of 27 September 1990, the GLONASS satellite constellation consisted of 8
satellites, located in 2 orbital planes as shown in Figure 1. An additional 6
GLONASS satellites are due to be launched by the end of 1990. An operational
constellation of 24 satellites is planned by 1993. These plans assume that the
Soviets solve the severe reliability problems that have shortened the life of many of
the GLONASS satellites.

GPS Satellite Constellation

The operational GPS system will have 21 satellites plus 3 spare satellites orbiting
the Earth in six planes, inclined 55 degrees to the equator. (For the next few years
some of the satellites will be in planes inclined 64 degrees to the equator; these are
remaining satellites from the original test constellation.) Each of the six planes
will contain 4 satellites separated to optimize signal coverage on the Earth's
surface. The orbit of GPS satellites is nominally circular, with an altitude of

approximately 20,200 km and a period of 11 hours 58 minutes.

As of 27 September 1990, the GPS satellite constellation consisted of 14 satellites,
located in 6 orbital planes. An additional 2 satellites are due to be launched by the
end of 1990 and a full constellation of 24 satellites is expected to be operational in
1992. The reliability record of the GPS satellites has been excellent, so there is
little doubt that the full GPS constellation will be achieved in the early 1990's.



GLONASS Transmission Frequencies

GLONASS satellites transmit L band signals that are BPSK modulated by pseudo-
random number (PRN) bits at 0.511 MHz and 5.11 MHz clock rates. Each
GLONASS satellite transmits the 0.511 MHz clock rate signal on a single
frequency and the 5.11 MHz clock rate signal on dual frequencies.

The signal structure of the 0.511 MHz clock rate signals has been officially
released by the Soviet Union for international use [4]. This signal is referred to as
the GLONASS coarse/acquisition-code (C/A-code) in this paper, due to its
similarity to the GPS C/A-code.

The signal structure of the 5.11 MHz clock rate signals has not been announced by
the Soviets, but was empirically determined by Lennen [5]. This signal is
referred to as the GLONASS precision-code (P-code) in this paper, since it is
analogous to to the GPS P-code.

Each GLONASS satellite transmits both C/A-code and P-code signals at an L1

band carrier frequency of:

fic = 1602 + 05625 k (MHz)

where k = 1, 2, ... 24; k is the carrier frequency channel number given in the

almanac data transmitted by each GLONASS satellite. Thus GLONASS satellites
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use frequency division multiple access (FDMA) to allow a receiver to separate

signals from different GLONASS satellites.

Each GLONASS satellite also transmits the P-code signal at an L2 band carrier

frequency of:

fi = 1246 + 04375 k (MHz)

GLONASS apparently has a second transmission frequency for the same reason
as GPS. Observations of the relative phase of signals at two different frequencies
allows a receiver to autonomously estimate the amount of ionospheric delay that

is present on the downlink from a satellite.

GPS Transmission Frequencies

GPS satellites transmit L band signals that are BPSK-modulated at 1.023 MHz
and 10.23 MHz clock rates. Each GPS satellite transmits the 1.023 MHz clock rate
signal on a single frequency and the 10.23 MHz clock rate signal on dual

frequencies [6].

Each GPS satellite transmits both C/A-code and P-code signals at an L1 band
carrier frequency of 1575.42 MHz and P-code only signals at an L2 band carrier
frequency of 1227.6 MHz.



Each GPS satellite uses a different sequence of PRN code chips to modulate the
carrier frequency. This allows a receiver to separate signals from the different

GPS satellites by use of code division multiple access (CDMA).

GLONASS Code Generation

The GLONASS C/A-code transmission signal is created by BPSK-modulating the
GLONASS L1 carrier frequency for the particular satellite with a repeating PRN
sequence of 511 bits at a clock rate of 0.511 MHz [4]. Thus the 511 bit sequence
repeats 1000 times per second. The 511 bits are generated by the 9-bit shift register
with feedback taps as shown in Figure 2.

The GLONASS C/A-code PRN sequence is itself modulated by a 100 bits/s stream
of digital data, which includes precision position and timing information for the
particular satellite transmitting the data as well as an approximate orbit

description for all satellites currently in the GLONASS constellation.

The GLONASS P-code transmission signals are created by BPSK-modulating the
GLONASS L1 and L2 carrier frequencies for the particular satellite with a
repeating PRN sequence of 5,110,00 bits at a clock rate of 5.11 MHz [5]. Thus the
5,110,000 bit sequence repeats once per second. The P-code PRN sequence is
generated by the 25-bit shift register with feedback taps as shown in Figure 3.
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Digital data modulation of the GLONASS P-code has been observed, but the format
and content of this data have not yet been announced by the Soviets.

GPS Code Generation

The GPS C/A-code transmission signal is created by BPSK-modulating the
GLONASS L1 carrier frequency of 1575.42 MHz with a repeating PRN sequence of
1023 bits at a clock rate of 1.023 MHz [6]. Thus the 1023 bit sequence repeats 1000
times per second. The 1023 bit sequence is different for each GPS satellite and is

generated by combining the outputs from two 10-bit feedback tap shift registers.

The GPS C/A-code PRN sequence is itself modulated by a 50 bits/s stream of digital
data, which includes precision position and timing information for the particular
satellite transmitting the data as well as an approximate orbit description for all
satellites currently in the GPS constellation.

The GPS P-code transmission signals are created by BPSK-modulating the GPS
L1 and L2 carrier frequencies for the particular satellite with a PRN sequence at a
clock rate of 10.23 MHz. This sequence is one week in duration and is different for
each GPS satellite. It is generated by combining outputs from four 10-bit feedback
tap shift registers [7].

At L1, the P-code is in fact modulated in phase quadrature with the C/A-code

signal, thus resulting in quadriphase shift keying (QPSK) modulation of the L1



carrier. This can be ignored in a practical receiver, however. The difference
between C/A-code and P-code clock rates and PRN sequences ensures that only
one code is visible to a receiver channel at any time. The selected code appears as

a BPSK modulated signal.

The GPS P-code is modulated by exactly the same digital data transmitted on the
C/A-code.

The signals transmitted by the GPS satellites show two important characteristics
not seen in the GLONASS system. Selective Availability (SA) is the intentional
degradation of the precision position and timing information transmitted by the
GPS satellites. SA is implemented both by dithering the satellite reference
frequency and by adjusting the transmitted digital data in order to cause errors in
the results produced by a receiver. These errors can, however, be avoided by
correcting the received signal using a decryption algorithm and key provided by
the US Government. SA is intended to limit the accuracy of results produced by a

receiver that does not have this decryption key.

Anti Spoofing (AS) is the replacement of the GPS P-code with a code that is
encrypted and cannot be received without a decryption key provided by the US
Government. AS is intended to prevent an unauthorized receiver from using the
10.23 MHz P-code whenever the US Government decides to make it unavailable.
As the name implies, AS also makes it difficult for an adversary to transmit a P-

code signal that might spoof receivers deployed by the US Government.
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The US Government policy on when SA and AS will be applied is currently in a
state of flux. The fact that these forms of intentional signal degradation do not
seem to be present on GLONASS signals is one of the reasons for interest in the
use of GLONASS.

GPS/GLONASS Frequency Spectrum

The satellites perform BPSK modulation by inverting the carrier whenever there
is a change in the value of the modulating signal. BPSK modulation suppresses
the carrier and spreads the transmitted energy over a bandwidth that has its first
nulls at + the code clock frequency [8]. The power density of the transmitted

signal is defined by a (sin (x) / x)2 curve as shown in Figure 4.

A higher resolution look at the spread-spectrum power density shown in Figure 4
reveals that it is composed of individual spectral lines with a spacing equivalent to
the repetition frequency of the modulating PRN code. For both GPS and
GLONASS C/A-codes, this line spacing is 1000 Hz, for GLONASS P-code it is 1 He,
and for GPS P-code the spacing is 1.7 x 10-6 Hz. As a practical matter this fine
detail of the spread-spectrum signal has no effect on the receiver RF design.

The L1 and L2 frequency spectrum occupied by GPS and GLONASS signals are
shown in Figures 5 and 6. The vertical scale is relative to GLONASS C/A-code,
which is the strongest of the various signals. The typical strength of the
GLONASS C/A-code signal is roughly -124 dBm-Hz when viewed from the surface



of the Earth with the satellite at the zenith using a 3 dBi right-hand circularly
polarized antenna. This is the approximate level of the signal at the output of the
antenna and is well below the level of background thermal noise. The manner in
which the spread-spectrum receiver detects this weak signal is the topic of the
remainder of this paper. Table I contains a list of the approximate strength of

each type of signal received from GPS and GLONASS satellites.

Integrated GPS/GLONASS Receiver

The block diagram of a one-channel GPS/GLONASS receiver is shown in Figure
7. This receiver can observe one type of signal (i.e. C/A-code or P-code) from a
single GPS or GLONASS satellite at one time. With a temperature-controlled
crystal oscillator, a one channel stationary receiver can observe in sequence the

four satellites required to compute a position solution.

The antenna has hemispherical coverage and right hand circular polarization.
A preamplifier compensates for cable losses if there is a long cable run from the
antenna to the receiver. The RF/IF section converts the selected L-band frequency
to low IF and provides filtering to exclude signals out of the selected passband.
The digital correlator performs digital sampling of the IF signal, code correlation,
and carrier phase detection [9). The computer completes the phase lock loops

that track the code and carrier and computes the navigation solution.
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3S Research Receiver Design

The design of the 3S GPS/GLONASS research receiver is shown in Figure 8. This
receiver observes all of the navigation signals transmitted by GPS and GLONASS
satellites. The 3S receiver is somewhat more complex than a receiver that would
only observe a subset of the GPS and GLONASS signals. For example a
GPS/GLONASS receiver that only tracks L1 C/A code signals would have a single
passband antenna/RF and lower clock rate digital processing, compared to the

receiver described below, which has a dual passband and high clock rate.

GPS and GLONASS signals are located in two different regions of the L-band
spectrum. These are from 1217.6 to 1256.5 Mhz in the L2 band and from 1565.4 to
1620.6 MHz in the L1 band. An antenna to receive these signals should have
right-hand circular polarization, moderate frequency selectivity and uniform
hemispherical coverage. Quadrifilar helix [10] and patch antennas perform well

against these criteria and are commonly used.

A broad-band low-noise preamplifier is located at the antenna unless the cable
length to the receiver is short. This preamplifier compensates for losses in the
cable run to the receiver and is a primary factor in establishing the noise figure of
the receiver. The spread-spectrum receiver has considerable immunity to
interfering signals, however it is important that the preamplifier not be
saturated. Thus, depending upon the level of ambient interference, a carefully

designed low insertion loss filter is sometimes placed between the antenna and



the preamplifier in order to reject out-of-band interference. The insertion loss of

this filter is important because it adds directly to the noise figure of the receiver.

After the preamplifier, a bandpass filter passes a 44 MHz bandwidth centered at
1240 MHz and a 55 MHz bandwidth centered at 1593 MHz. In the 3S receiver this
filter is located in the receiver, although in other designs it can be co-located with
the antenna and preamplifier. The purpose of this filter is to prevent wideband

noise from saturating the subsequent RF amplifier.

The 3S receiver uses a double-balanced mixer to convert the RF signal to the
selected IF. The local oscillator is a digital synthesizer tied to the 10 MHz master
reference. The phase noise of the local oscillator is minimized to avoid disrupting
the operation of the Costas carrier phase lock loop that follows it. The local
oscillator frequency is different (typically lower) than that of the spread-spectrum
signal by an amount that defines the IF center frequency. The local oscillator is
set to translate the nominal, i.e. without doppler, spread-spectrum carrier
frequency. Doppler shift is accounted for later in the carrier numerically

controlled oscillator (NCO).

The double-balanced mixer also converts an image to the same IF as the desired
signal. This results in a 3 dB signal-to-noise ratio (S/N) degradation that will be
eliminated by future use of an image rejection mixer. This 3 dB degradation is
not present for those signals, such as L2 GPS, where the image frequency is

attenuated by prior filtering.
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The IF signal is then bandpass-filtered to restrict its -3 dB bandwidth to 1.4 times
the spread-spectrum modulation code clock frequency. Although this is narrower
than the first nulls of the BPSK spectrum at 2 times the clock frequency, the
narrower bandwidth improves system S/N [11]. There is a separate linear-phase
filter for each of the four types of spread-spectrum signals processed by the

receiver.

Digital Correlation Processing

Details of the digital correlation processing peerformed by the 3S research

receiver are shown in Figure 9.

The filtered IF signal is sampled by a 1-bit A-D, which is simply a fast
comparator. A disadvantage of 1-bit digitization is the 1.5 dB S/N loss as
compared to 2-bit digitization. Alsoe, a 1-bit digitized signal is more easily jammed
by extraneous signals. The major advantage is simplification of the subsequent

digital processing, which was considered the priority in the present design.

The A-D sampling clock rate is 2.5 MHz for GPS or GLONASS C/A code, 10 MHz
for GLONASS P-code, and 20 MHz for GPS P-code. The sampling clock is locked
to the 10 MHz reference and clocks the operation of the digital correlator
application-specific integrated circuits (ASIC) described below.



Replicas of the carrier and code clocks are generated by dual Stanford Telecom 32
bit NCOs. These will, however, soon be replaced by a Qualcomm part that has two
NCOs in a single chip. The dual NCOs are directly clocked by the 10 MHz master
reference for GPS or GLONASS C/A-code. When processing GPS or GLONASS P-
code the NCOs are clocked at a 30 MHz rate that is phase-locked to the 10 MHz

reference.

The replica of the carrier is set to the center frequency of the spread-spectrum
signal in the IF, as corrected for the downlink doppler shift caused by the relative
motion between the transmitting satellite and the receiver antenna. The one-bit
sine carrier is mixed (exclusive or'ed) with the data sample to create the in-phase
(I) signal, which is fed into the I shift register. The 90 degree phase-shifted cosine
carrier is mixed with the data sample to create the quadrature-phase (Q) signal,

which is fed into the Q shift register.

The replica of the code clock drives one of two 3S-developed code generation
ASICs. These ASICs use Altera "MAX" programmable logic devices (PLD). One
ASIC produces GPS C/A-code, GLONASS C/A-code and GLONASS P-code, while
the other generates GPS P-code. The selected code is clocked at the rate of the code
clock on the satellite, with correction for downlink doppler shift.
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Carrier Tracking

A Costas phase locked loop is used to adjust the carrier replica NCO to match the
carrier frequency and phase of the spread-spectrum signal carrier received from
the satellite [11]. The following description assumes that the replica code is a
priori phase-locked to the received code. The I and Q shift registers can be
ignored because an identical time delay is applied to the I on-time and Q on-time

signals that are used for carrier tracking.

The I signal was created by mixing the received signal with the sine carrier
replica. The I signal is then mixed with the replica code. The resulting number
of 1's detected over a fixed period of one millisecond are counted by the I on-time
counter. If the sine carrier replica and the received signal are in-phase then a
the number of 1's detected will be somewhat more or somewhat less than half the

number of sample ticks during the one millisecond correlation period.

The Q signal was created by mixing the received signal with the cosine carrier
replica. The Q signal is then mixed with the replica code. If the cosine carrier
and the received carrier replica is 90 degrees shifted in phase then the resulting Q
on-time counts will be approximately equal to half the number of sample ticks
during the correlation period. This indicates that no correlation, only noise, was

measured by the counter.

As the replica carrier phase begins to drift relative to the received carrier then a

signal will be seen in the Q on-time counter. The I on-time and Q on-time counts




provide an estimate of the replica carrier phase error as arctan ( (Qqt-ticks) / (Ipt-
ticks) ), where Qot is the number of counts in the Q on-time counter, Iyt is the
number of counts in the I on-time counter, and ticks is half the number of A-D
samples during the correlation period. The computer performs a low pass filter
on the estimated replica carrier phase error and sends corrections to the replica
carrier NCO to close the Costas loop. Thus the receiver maintains coherent track

of the frequency and phase of the spread-spectrum signal carrier.

Code Tracking

A separate phase lock loop is used to adjust the code replica NCO to match the
frequency and phase of the spread-spectrum modulating code received from the

satellite [6].

The I signal is fed into a shift register. The shift register is tapped at points before
and after the tap for the I on-time signal used in the carrier tracking loop
described above. These I-early and I-late tap points are selected by the digital
correlator ASIC so that they sample the I signal approximately one-half of a code
clock period before and after the I on-time tap.

If the replica code phase perfectly matches the received code phase at the I on-
time tap, the number of correlations detected at the I-early and I-late taps will be
about equal. As the replica code phase begins to drift relative to the received code,
then there will be a difference in the number of correlations detected at the I-early
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and I-late taps. The I-early and I-late counts provide an estimate of the replica
code phase error as simply I - I} where I, is the number of I-early counts and Jj
is the number of I-late counts. The computer performs a low pass filter on the
estimated replica code phase error and sends corrections to the replica code NCO
to close the loop. Thus the receiver maintains track of the frequency and phase of

the spread-spectrum signal code.

Data Demodulation

The above description of code and carrier tracking ignores the effects of the low-
bandwidth data signal that is modulated on the spread-spectrum signal. The
demodulation of this signal is entirely handled in software and has only minor
effect on the operation of the tracking loops [9]. When both loops are phase-locked,
the sign of the signal in the I on-time channel provides data bit values and is used
to correct the direction of the phase errors estimated by the code and carrier loops.
The data bits detected in this manner may be inverted. This is easily detected and
corrected as the computer interprets the data in accordance with the GPS or

GLONASS specifications.

Receiver Navigation Processing

The receiver detects the frequency and phase of both the carrier and code that
comprise the spread-spectrum signal from a GPS or GLONASS satellite.



Multiple receiver channels detect these data synchronously and provide the data
to a navigation processor. The navigation processor uses these data to compute
the position of the receiver, but the techniques for this computation are beyond the

scope of the present paper.

Conclusion

The receiver described in this paper can track all navigation signals transmitted
by the GPS and GLONASS satellites. The digital design is largely built from PLDs
and is amenable to VLSI implementation. This technology will result in
miniaturized high-precision GPS/GLONASS digital receivers. These receivers
will become an increasingly important area of RF and digital engineering during

the current decade.

Information Resources

The Institute of Navigation is the premiere U.S. civil organization with an
interest in GPS and GLONASS technology. ION can be contacted at 1026 16th
Street, N.W., Suite 104, Washington, D.C. 20036, telephone (202) 783-4121.

Navtech Seminars has a wide variety of publications and tutorials regarding GPS
and GLONASS. Navtech Seminars is located at 2775 S. Quincy Street, Suite 610,
Arlington, Virginia 22206, telephone (703) 931-0500.
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The U.S. Coast Guard has a free electronic bulletin board system (BBS) that
provides current information regarding the GPS satellites. The USCG GPS BBS
can be reached at (703) 866-3890 at 300, 1200 or 2400 baud, or (703) 866-3894 at 1200,
2400, 4800 or 9600 baud.

The author of this paper operates a free BBS that provides current information
regarding the GLONASS satellites. This information collected from the
GLONASS satellites by the 3S research receiver described in this paper. The 3S
GLONASS BBS can be reached at (714) 830-3974 at 1200 or 2400 baud.
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Table I — Approximate Strength of GPS and GLONASS Signals [5, 8]

Signal Power C/Nog
(dBm-Hz) (dB-Hz)

GLONASS

C/A-code -121 +40

P-code, L1 -132 +41

P-code, L2 -142 +31
GPS

CA-code -126 +38

P-code, L1 -129 +45

P-code, L2 -130 +45
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Ku-Band MMIC Transceiver for Mobile Satellite Communications
Rob Gilmore, Clarence Bruckner, and Doug Dunn

QUALCOMM, Inc.
10555 Sorrento Valley Road
San Diego, CA 92121
(619) 587-1121

Introduction

A fully integrated Ku-Band transceiver utilizing state-of-the-art GaAs
MMIC components has been developed for use in a commercial two-way
mobile satellite communication system. The current transceiver, with over
500 discrete components requiring an area of 50 square inches, has been
reduced to six MMIC chips and an area of 4.2 square inches. The extensive
use of integration maximizes the inherent advantages of size, weight, cost,
and reliability. The MMIC's are integrated onto an alumina substrate to
eliminate the cost associated with individual microwave quality packages. To
further reduce the cost, state-of-the art techniques in thick film are being used
for the metallization of the substrate. After a brief description of the
OmniTRACS® mobile communication system, this paper will describe the
Ku-Band transceiver, the alumina substrate, and the individual GaAS
MMIC's.

The OmniTRACS® System

The OmniTRACS® Ku-Band Mobile Communication System became
fully operational in August, 1988 to provide reliable, low cost, two way
satellite communications and position location to mobile units anywhere in
the continental United States. Today the system is in operation in several
nations world-wide utilizing Ku-Band transponders on existing satellites.
Specifically, the system is in use in the U.S.,, Canada, and throughout Europe,
and in preliminary operational stages in Japan, Mexico, and Australia.
Although the principal market to date has been the trucking industry,
OmniTRACS® terminals have been installed on tractor-trailers, automobiles,
marine vessels, aircraft, fixed sites, and in at least one instance a bicycle. The
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OmniTRACS® components consist of the Mobile Terminal installed in each
vehicle and the Network Management equipment at a Network Management
Center. As shown in Figure 1, individual customer dispatch facilities connect
to the Network Management Center to send messages or receive messages
from any mobile terminal in their fleet.

The Mobile Terminal consists of three units as shown in Figure 2: the
Outdoor Unit (ODU), the Communication Unit, and the Display Unit. The
Outdoor Unit consists of a mechanically-steered Ku-Band antenna, LNA,
HPA, Ku-Band up and down conversion circuitry, and various control
functions.  Since the ODU is mounted on the outside of the vehicle, it is
subjected to severe environmental extremes as well as significant vibration.
As part of a continuing effort to refine the electronics for lower cost,
improved versatility, reliability, and manufacturability, plus reduced size
and weight, the ODU has recently been re-designed using the latest in GaAs
MMIC and thick film process technology. Improved versatility permits a
single design to cover the world-wide Ku-Band frequencies, in contrast with
three separate versions using the older technology. This paper describes the
MMIC Ku-Band transceiver now being phased into production for the
OmniTRACS® system. Variations of the OmniTRACS® substrate are
currently under development for use in VSAT (Very Small Aperture)
Terminals.

The OMNITRACS® Qutdoor Unit

Figure 3 is a block diagram of the OmniTRACS® ODU. The world-
wide transmit band for the OmniTRACS® system is 14.0-14.5 GHz, and the
receive band is one of the following: 10.95-11.7 GHz, 11.7-12.2 GHz, or 12.25-
12.75 GHz. The IF passband is 900-1400 MHz for both transmit and receive.
The system is half-duplex; the transmitter and the receiver are not active
simultaneously. Receive-only and transmit-only substrates are available for
VSAT or other full-duplex applications. The diplexer at the left of Figure 3
serves as a low loss connection to the antenna for both Rx and Tx, with the
additional benefit of out-of-band filtering.

The transmit section produces 1 Watt of Ku-Band output power over a
-15 dBm to +5 dBM range of input IF power without the use of AGC. This is



accomplished using the limiting amplifier and low pass filter at the right of
Figure 3. The selection of the OmniTRACS® constant-envelope transmit
waveform makes this approach possible. Harmonic generation caused by the
limiter, as well as resultant intermodulation products, are reduced to below
specification levels by the filters in the transmit chain.

The specifications of the OmniTRACS® front-end over the operating
temperature range of -40 to +85° C are:

Receiver

Noise Figure: 2.7 dB max.
Conversion Gain: 45 -55dB

IP3: 0 dBm min.

1 dB Compression: -15 dBm min.
Transmitter

Output Power: 1 Watt (-1, +2 dB)
IF Input Power: -15 to +5 dBm
Spurious Output: -45 dBc max.

A single synthesized local oscillator is shared between the transmit and
receive functions. This LO is generated directly at 12.0 - 13.9 GHz, and
phaselocked to a 10 MHz reference using a 14 GHz +8 prescaler and the
QUALCOMM Q3036 PLL Frequency Synthesizer IC. The LO can be set to a
fixed frequency, or switched between fixed Tx and Rx frequencies, to support
900 - 1400 MHz block up and down conversion. In a frequency agile mode,
the LO can be commanded in 40 MHz steps to support narrowband receive
and transmit [F's. The synthesizer settling time is under 50 usec. The phase
noise is better than -75 dBc/Hz at 100 KHz offset, and a DRO version is
approximately -90 dBc/Hz at 100 KHz offset.

Two coaxial cables connect the ODU to the Communications Unit. One
cable carries the transmit and receive IF signals. Also multiplexed onto this
cable is DC power, and a subcarrier containing antenna pointing commands
and synthesizer frequency commands. The second cable carries the 10 MHz
reference to the ODU, and a status/handshake signal from the ODU. A
microprocessor in the new ODU design interprets the commands from the
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Communications Unit, and sends the status and handshake information to
the Communications Unit.

The OmniTRACS® system has to date used a discrete implementation
of the ODU, with over 11000 of these units shipped. Although this ODU
design has proven to be exceptionally reliable, there are several motivations
for a re-design. As OmniTRACS® becomes increasingly international, it is
desirable to have a single design which supports all frequency plans world-
wide with no component changes. The older design required filter, LO, and
LNA changes for different frequency bands. The re-design with GaAs MMIC's
also provides lower cost and easier assembly. Finally, the MMIC version
affords a major size and weight advantage. The older design is 6.7 inches
high, 11.4 inches in diameter, and weighs approximately 9 lbs. The re-design
is 4.5 inches high, 11.1 inches in diameter (established by the antenna
aperture), and weighs 5.5 Ibs. The microwave circuitry in the older design
contains over 500 discrete components and occupies an area of 50 square
inches. The re-design has been reduced to six MMIC chips, a HEMT LNA
stage, and a +8 prescaler, which occupies a total area of 4.2 square inches.

The Transceiver Hybrid

The microwave circuitry is implemented on a 2.0" by 2.1", 25-mil thick
alumina substrate. The substrate is 99.6% alumina with thick film gold, thick
film silver where appropriate, and thick film resistors and capacitors. Thick
film techniques were selected over thin film for cost reasons, and proprietary
processing has been developed to achieve the tolerances and edge definition
required at Ku-Band. A hybrid approach using chips rather than packaged
devices was chosen due to the high cost of Ku-Band packages for MMIC's.
The hybrid is coated with Paralene™ to protect against moisture, and a 0.25"
high plastic cover is attached. The hybrid has leads spaced 0.1" on center, and
may be mounted in a socket or soldered (using flux-less solder) to a printed
circuit board. The IF transitions to and from the substrate exhibit excellent
return loss through 2.0 GHz, even when socketed.

A block diagram of the transceiver hybrid with the MMIC's highlighted
is presented in Figure 4. The active components consist of the HEMT LNA (a



discrete GaAS FET design), MMIC LNA, MMIC Down-converter, MMIC Ku-
Band VCO, MMIC Dual IF Amp/Switch, MMIC Upconverter, MMIC 1 Watt
HPA, and a 14 GHz GaAS +8 prescaler. Closely associated with the substrate
is the QUALCOMM Q3036 PLL IC which phaselocks the Ku-Band VCO. This
PLL chip is located on the ODU printed circuit board adjacent to the hybrid.
The substrate is designed so that the HEMT GaAs FET LNA in conjunction
with the MMIC LNA may both be replaced with a single HEMT MMIC LNA
when the appropriate technology becomes available: With the exception of
the Downconverter MMIC (a commercially available component), each of the
MMIC's was developed specifically for this application.

Each MMIC is RF and DC tested on wafer prior to scribing. Before
substrate assembly, the substrate itself is tested for proper €, trace integrity,
and thickness by characterizing a test filter. After assembly, the complete
substrate is RF tested. This is facilitated by extensive Built-In-Test. Most of
the MMIC's provide a detected output voltage indicating signal strength, and
coupled samples of various RF signals are brought to the edge for test.

The substrate layout is presented in Figure 5. Brief descriptions of the
passive circuitry are provided below. Each passive circuit is a distributed
design. Thick film resistors and capacitors are used only for bias circuits and
for terminations. A typical 24 pf bypass capacitor measures .02" x .02" and has
a self-resonant frequency of approximately 8 GHz.

The diplexer is a bandpass/bandstop approach with a receive bandpass
of 10.95-12.75 GHz and a transmit-arm bandstop filter centered around the
receive passband.  The transition from the antenna feeds the diplexer
approximately at the center of the substrate. The receive arm has an
additional notch at the upper stopband edge to enhance image rejection.

The HEMT LNA stage follows the receive section of the diplexer. A
discrete GaAS FET design uses a FET with a noise figure below 1.0 dB. The
discrete LNA is followed by a MMIC LNA. As previously mentioned, the
intent is to replace both of these LNA stages with a single HEMT MMIC as the
technology becomes available. Prior to downconversion by the MMIC
downconverter, the image is rejected by a coupled line microstrip bandpass

filter. This is a wideband design with a passband of 10.95 - 12.75 GHz. Two
additional notches are provided on the upper stop band to enhance image
rejection. The signal is then processed by the Downconverter MMIC and the
Dual IF Amp/Switch MMIC. The Downconverter provides broadband
conversion to the 900-1400 MHz IF. The Dual IF Amp/Switch provides 15 dB
of IF gain, and also an IF T-R switch.

The transmit section begins with 30 dB of IF gain and a hard limiting
function in the Dual IF Amp/Switch. The limited output is filtered by a 7-
section elliptical lowpass filter to reduce harmonic content. After conversion
to Ku-Band in the Upconverter MMIC, the signal is filtered by a 14.0 - 14.5
GHz coupled line microstrip bandpass filter. The difference between the
even mode and odd mode impedances results in dispersion in this filter, a
problem which is solved by inclusion of a partial cover over the coupled
lines. The cover effects the even and odd mode impedances differently,
which permits the velocities to be equalized. (No dispersion would have
resulted if this particular filter was constructed on thinner material with a
lower €.) An additional notch is added to the upper stop band of this filter to
improve the 2 x IF + LO rejection at 149 GHz. The Ku-Band signal is then
applied to the 1 Watt HPA, and then on to the diplexer.

The GaAs MMIC's

Six GaAs MMIC's are used on the transceiver substrate (seven if the +8
prescaler is considered a MMIC). Of the six, two were designed in-house at
QUALCOMM - the Upconverter and the Dual IF Amp/Switch, and two more
(the HPA and the LNA) were designed at Hughes Microwave Products
Division (Torrance, CA) with the participation of QUALCOMM personnel.
The Downconverter MMIC is a commercially available design, and the VCO
is a custom version of an off-the-shelf design.  Block diagrams and
performance data for the Dual IF Amp/Switch, Upconverter, LNA, and HPA
are given in Figures 6 - 9 respectively. Brief descriptions of these designs are
given below.



Dual IF Amplifier/Switch

The Dual IF Amplifier/Switch is comprised of three components, an IF
receive amplifier, an IF limiting amplifier, and a single pole double throw
switch.

To meet the IF receive amplifier specifications of gain, gain flatness,
and input and output VSWR, a three stage feedback amplifier was used.
Employing feedback provides extremely flat gain, good VSWR, and a very
stable amplifier. Perhaps most important, the feedback topology will provide
an amplifier with a high yield.

The transmit IF limiting amplifier is designed to have a saturated
output of +9 dBm with an input level of -15dBm. In order to assure the
amplifier is saturated, four 600um MESFET's are used to drive a 240um
output MESFET. Simple reactive matching is used at the input and output of
the amplifier, while the interstages employ lossy matching. The resulting
amplifier has a gain of 30 dB in-band and is very flat. A feedback approach
was not selected because it would have required one additional gain stage,
and the stability of the amplifier would have been degraded.

The single pole double throw switch provides a common point for the
input of the limiting amplifier and the output of the receive amplifier. The
switch prevents the amplifiers from interacting by providing greater than
25dB of isolation between the on port and the off port, and it introduces only
0.5dB of insertion loss. The switch is realized with two 500um x 1.0um
MESFET's used as series switches.

The Dual IF Amplifier/Switch is 229Tum x 2455um x 100um. It was
fabricated using 0.5um and 1.0um MESFET structures on selectively ion
implanted material.

Upconverter

The MMIC upconverter was one of the most challenging devices to
develop because of the required output power. The upconverter specification
was derived by determining the IF power level which would be available
from the Dual Amplifier/Switch limiting amplifier, the available LO drive
level from the VCO and the power level needed to drive the power amplifier
into compression. The specifications of all four MMIC's had to be examined
so that the best trade-offs for performance and yield could be made for all the

devices. The upconverter can be divided into three functions, LO amplifier,
RF amplifier, and mixer.

The LO amplifier was determined to need a minimum of 6dB gain
from 12.5GHz to 13.8GHz. This is possible to achieve with a single stage
amplifier using single stub matching circuits on the input and output. A self
bias FET was used to simplify the bias of the complete chip. The resulting
amplifier has 10dB gain with an input VSWR of better than 2:1.

The RF amplifier must provide 20.5dBm of output power with the
input available from the mixer. This requires that it have 28 dB of gain. In
order to meet this goal a four stage amplifier employing a broadband
matching topology was designed. To allow for process variations, the
amplifier was designed to have 32 dB of small signal gain.

The mixer was considered to be the highest risk item because it was
desired to keep the spurious levels to a minimum. Two approaches were
considered, the balanced passive FET mixer and the balanced diode mixer.
The balanced FET mixer is known to have superior spurious rejection,
however it requires an IF balun and was found to have a slightly higher
conversion loss than the diode mixer. An active FET balun was designed for
use with the FET mixer. It was found that the IF drive level required to get
the lowest conversion loss was much higher than for the diode mixer which
has no balun.

Two MMIC upconverters were fabricated, one with the FET mixer and
one with the diode mixer. It was found that the diode upconverter produced
20.5dBm output power, while the FET version produced 19dBm. The
spurious output of both versions were almost identical. The diode
upconverter has been chosen for use in the system because it requires lower
drive levels and less current than the FET version.

The upconverter is 2838um x 2436um x 100um. It was fabricated using
0.5um MESFET structures on selectively ion implanted material.

LOW NOISE AMPLIFIER

The low noise amplifier is a two stage amplifier employing two 300um
x 0.5um FET's. The circuit makes use of self biasing so that only a single
supply voltage is needed. The amplifier has a gain of 14dB with 4dB noise
figure.



High Power Amplifier

Two topologies were explored for the HPA, a single-ended topology
and a balanced topology. The single-ended amplifier has slightly higher gain
and output power since there is no loss due to input and output couplers.
The balanced design was selected due to superior input and output match and
excellent stability. The balanced power amplifier consists of two three-stage
amplifiers combined with Lange couplers. The amplifier produces 31dBm
minimum saturated output power with a 16dBm input drive.

The HPA is 3912um x 2819um x 100um. It was fabricated using 0.5um
MESFET structures on selectively ion implanted material.

Conclusion

A fully integrated Ku-Band transceiver has been described which
represents the latest in MMIC and thick film technology. The design
incorporates single chip implementations of a Ku-Band upconverter, a Ku-
Band downconverter, Ku-Band HPA, LNA,VCO, and a dual IF amp/switch.
In addition, the design implements a Ku-Band frequency agile local oscillator
using 4 active devices: a MMIC VCO, a 14 GHz +8 prescaler, the QUALCOMM
Q3036 PLL, and an op amp loop filter. Thick film techniques, formerly used
only at the lowest microwave frequencies, have been successfully employed at
Ku-Band to achieve significant cost savings. The extensive use of integration
maximizes the inherent advantages of size, weight, cost, and reliability. The
design also increases the versatility of the product by providing an agile
outdoor LO, and also by providing a single design for world-wide coverage.
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SILICON MMIC'S
35 dB - 35 dBm - $35

by
T. BOLES, M. DIESS, D. OSIKA
SGS-Thomson Microelectronics
Commerce Drive
Montgomeryville, Pennsilvania, 18936

Introduction

Over the last several years, the demands placed on the frequency band from 800
MHZ to 1.0 Gliz have grown in both usage and complexity. The usages vary from
commercial mobile communications, i.e. celluar radio; fixed special remote services,
i.e. meter reading, anti-intrusion alarms, etc.; amateur radio; aeronautical
communication and navigation, i.e. DME/IFF; and scientific and space applications.
The complexity of specific performance requirements is vastly different from one
application to another and ranges from relatively low power, CW needs of a

handheld mobile radio to the multihundred watt, low duty, pulsed power

requirements of DME/IFF systems.

One area of the above frequency usages which has undergone a large change from a
device requirement point-of-view, centers on applications which need low to
medium, CW output power. The changes in the required devices have been driven
by the volume/cost constraints placed by the various end marketplaces. The major
end-use area that comes to mind lies in celluar radio, which has shown large growth
in its usage while simultaneously driving ambitious cost goals to further enhance the

system customer base. A second market which is somewhat less glamorous but has
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the same type of both RF performance requirements and volume/cost objectives lies

in the area of remote automatic meter reading.

Initial device/system design approaches for both of these applications started with a
lineup of discrete packaged devices which were further assembled into a high
frequency amplifier to achieve the RF performance levels required by the operating
system. Cost and manufacturing volume factors, especially in the area of celluar
radio, has rapidly driven the packaged device amplifier design approach to the

present hybrid chip and wire module concept.

In response to the above needs for moderate power level amplifiers, both from an
ease of manufacturability and cost reduction considerations, an internal program at
SGS-Thomson has developed a medium power, CW lineup of devices which will
deliver approximately 35 dBm (3.1 watts) of RF output power with a minimum gain
of 35 dB at 900 MHz utilizing monolithic circuits in place of discrete devices
whenever possible. While the internal development work was performed using
packaged circuits and devices, the conversion to a chip and wire hybrid should be
significantly less difficult when compared to the same type of assembly using discrete
transistors. This lineup consists of a combination of two silicon Monolithic
Microwave Integrated Circuits (MMIC) and a discrete NPN bipolar transistor as the

output stage. Details of the design approach are presented below.



MMIC Design

Each of the silicon MMIC's, which constitute the initial two stages of the amplifier,
consist of a Darlington coupled pair of high frequency bipolar transistors which have
an on-—chip biasing and resistive feedback network. A typical schematic configura-
tion is shown in Figure 1. The transistor geometry employed on the silicon MMIC’s
is a fine line interdigitated structure having one micron metal fingers with a 4.8
micron emitter—to—emitter "pitch”. A sub-half micron (0.4 pm) emitter width is
utilized to minimize emitter—base capacitance and its associated "shot-noise” and
maximize the device frequency response. These device dimensions translate to an
EP/BA figure—of-merit for the individual transistor stages of approximately 0.41
pm-! (10.5 mil-}). A collector field build-up utilizing LOCOS technology to
reduce parasitic stray MOS capacitances has been integrated into the device design
and circuit fabrication. The device crossectional profile is obtained entirely by ion
implantation, utilizing boron to form the base and P+ junctions, while arsenic is
used as the emitter dopant. The result of the above design parameters is a minimum

device fy of 7.0 GHz.

A proprietary, RF lifetested, refractory barrier/gold metallization system to insure
reliable, long term operation (a MTF greater than 10° hours at a T, of 150°C is
projected) is employed for all circuit and device interconnections. For added
reliability and circuit ruggedness, thin film metals are NOT USED to form the

resistive feedback and biasing elements, instead arsenic ion implanted polycrystalline
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silicon is exclusively utilized for all resistive elements. The use of this material
reduces the current density in the resistor films by at least a factor of five, which
coupled with the intrinsic high temperature properties of the material itself, greatly

increases the reliability of the overall circuit.

Referring to Figure 1, the actual circuit values for the resistive feedback elements,
R; and R,, are chosen, using a "SPICE" optimization routine to provide both a
resistive match to 50 ohms on the circuit input and output, and the obtain the
desired overall circuit gain and gain versus frequency characteristics. Once the
specific R; and R, resistor values are chosen, the remaining circuit elements, Rp
and Rp,as, are fixed simply by DC biasing requirements. The overall circuit —-1dB
compressed output power is determined by a combination of the emitter periphery
(physical size) of the output stage of the Darlington pair, the chosen DC bias point,
and the resistive RF feedback networks. Overall circuit noise figure for the MMIC's
is limited not only by the intrinsic noise of the two devices in the Darlington pair
but also by the total circuit current that is flowing through the input DC

biasing/feedback leg, {R; + R, }.

In order to further optimize the total RF performance of the silicon MMIC's, an
additional resistive component can be added to allow the DC bias point to be
optimized independent of some of the required RF feedback considerations. This

circuit concept is shown in Figure 2. As can be seen the additional elements are



labeled R, and C, . The C,, element, which is provided external to the MMIC
die but within the high frequency package, is simply a DC blocking capacitor which
allows the Ry resistor to serve only as part of the voltage divider network needed to
set the first and second stage DC bias points. The required RF feedback is provided
by the additional resistive element R¢y, which is incorporated on the MMIC die and
electrically connected to Crp via bond wires. The value of this resistive feedback
clement is chosen as described previously by using "SPICE" to model the active and
passive circuit components. With this approach, the overall circuit gain, gain
flatness, compressed output power, DC bias point, and noise figure can be more

easily and independently optimized.

The silicon MMIC's, which are used as the predriver and driver stages for the
medium power cascaded amplifier, are constant current structures as opposed to
operating from a fixed voltage supply. If the devices are not operated from a
constant current source, the proper Class A, DC bias point will not be obtained on
either device in the Darlington pair. This will be demonstrated, in terms of RF
performance, by large variability both in gain and saturated output power from unit

to unit.

Since resistive feedback clements are the only components used to obtain a 50 ohm
input and output match, the silicon MMIC’s are extremely broadband devices.

Typical bandwidths for these structures range from virtually DC to 1.5 GHz, the
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only limitation at lower frequencies being the value of the external DC blocking/RF

coupling capacitors which are used between amplifier stages.

A consequence of using the resistive match/multi—octave bandwidth approach is that
it requires the circuit be operated in a Class A mode. Operation in Class AB, Class
B, or Class C is possible, but because there are no reactive components used in the
output circuit, the stored energy within the device during the "off” half-cycle cannot
be extracted. This essentially limits the circuit compressed output power to one half

or less when compared to Class A operation.

MMIC Predriver/MMIC Driver Stages

The predriver stage of the medium power cascaded amplifier is a modified
SGS-Thomson AMPO0910 silicon MMIC, which is configured as shown in the
schematic in Figure 2. This device operates at a fixed current of 45 mA and at a
supply voltage of approximately 6.5 volts. The AMP0910 was chosen as the first
stage of the amplifier line—up because it exhibits both high small signal gain (=15
dB) and a moderate level of —1dB compressed output power (=14 dBm) over the
800 MHz to 1.0 GHz band. Typical RF performance data from 300 MHz to 1.0

GHz is presented in Figure 3.

The AMP0910 modification occurred "off-chip” during the assembly of the packaged

device. In this case the Cy, is eliminated, which RF isolates the R,b feedback



resistor and causes the Ry resistor to serve as both a feedback and bias element. The
net result of the elimination of the {Cf, to Ryp} feedback path is that the low
frequency gain of the AMP(910 is increased at the expense of gain flatness below
500 MHz. However, with the AMP0910 device there is little noticeable effect over

the 800 MHz to 1.0 GHz band as can be seen in Figure 3.

The second stage of the amplifier chain is a standard SGS-Thomson AMP0520
silicon MMIC, which is again configured as shown in the schematic in Figure 2.
This device operates at a fixed current of 165 mA and at a supply voltage of
approximately 12.5 volts. The AMPO0520 enables output power levels of
approximately 0.25 watts (23.5 dBm) with approximately 8.5 dB of power gain to
be readily obtained over the desired 800 MHz to 1.0 GHz band with no external
matching required other than 50 ohm lines. Also, because the dissipated power
levels within this second stage are reaching moderate levels, heat sinking of the
device through a BeO based package is required. Typical RF performance data,

again from 300 MHz to 1.0 Ghg, is presented in Figure 4.

Operational Modes For Discrete Output Device

A discrete NPN power transistor is used as the third stage in this amplifier chain
and the bias point for the transistor has to be provided external to the die. The final
stage of this cascaded amplifier can be optimized for the users specific application or

their specific system requirements. By changing its mode of operation, bonding
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configuration, or power capability a final custom design could be monolithisized or

hybridized into one multi-lead package or module.

The four major amplifier classes which will be discussed are Class A, Class B, Class
AB, and Class C. These various groups of amplifier classes are described and

contrasted in the following section.

A Class A amplifier requires that a DC voltage is placed across the base to emitter
junction which causes a base current to flow raising the collector output current to a
desired quiescent point (Icg). A RF signal swings around this input bias point and
is translated to the output with an associated gain. When the RF output current
swing is equal to Icg in amplitude the device goes into -1dB power gain

compression and distortion occurs.

To compensate for variations in temperature or Hy., typically some emitter
resistance is introduced to provide stability and prevent oscillations or thermal
runaway. Some emitter resistance is even introduced at the chip level to enhance
current sharing in the device through debiasing effects. Class A operation offers an
inherent linearity advantage over the other classes but may put unsatisfactory
conditions on system power requirements and thermal management. If signal purity
is a prime requirement Class A will provide the best low distortion amplification

with a minimum of circuit design and construction.



Amplifiers can be operated in a Class B mode where the input of the device is
biased off or no bias is applied and the input RF signal is used to provide the
necessary voltage swing to drive the device into conduction. A Class B amplifier
will have lower gain than that of an equivalent Class A one and the output signal
will contain more harmonic power. These spurious signals are generated by the
nonlinear turn on characteristics of the transistor and the nonsinusoidal output
waveform due to halfwave amplification. A lack of signal clarity is an obvious
disadvantage when operating in this mode. A major reason for Class B operation is
to achieve RF power levels not possible in devices having low RF conversion
efficiency thus leading to unacceptable levels of power dissipation. The DC
operating point of a RF power transistor biased for Class A mode has a theoretical
collector efficiency of 50% whereas one in Class B mode is 78% and if the output

waveform is squared-off, even higher efficiencies are possible.

In Class AB the input bias point of the transistor is placed between the above two
modes. This allows the user to achieve some of the desired properties of both
modes. Allowing a small bias current to flow can improve the gain of the transistor
without a large impact on the collector efficiency of the device; however, stability

requirements will be increased.

Class C operation of a transistor has a period of amplification which is less than
180° of a full cycle. The RF input signal is used to turn on the device which is

normally not in conduction. The device is not consuming power when no input
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signal is applied; therefore, the highest efficiencies and power levels are achieved in
this class of operation. Reactive tuned matching circuits must be used to remove
signal distortion and to provide power to the load while the device is not
conducting. The disadvantage of Class C operation is the lack of linearity and

reduced gain when compared to Class B and Class AB amplifiers.

The first design approach utilized the SGS-Thomson 80725 linear power transistor
as the output device for the two stage MMIC drivers. This part was designed and
has been used for linear power generation up to 4.0 GHz in other applications.
Using microstip circuit boards with variable trim capacitors, a good interstage and
output load match to 50 ohms was achieved at 920 + 20 MHz. This common emitter
device was operated Class A and from an 18 volt collector supply. The quiescent
bias current was 450 mA and the associated total system gain and -1db compressed
power are shown in Figure 5. Collector efficiency was 20% at 900 MHz for the
output device, which is essentially the total amplifier power added efficiency, and
could be improved by using fix tuned matching circuits. This cascaded amplifier had
an overall noise figure of 2.8 dB at 900 MHz which was largely due to the high

gain and low noise figure of the first stage.

A second approach, aimed at improving the -1dB compressed output power level
and overall power added efficiency, was to use a Class C output stage in the

cascaded amplifier. Using SGS-Thomson’s common base NPN transistor 82003,



developed for Class C operation at 28 volt, additional data over the 920 * 20 MHz
range was taken. Figure 6 shows the -1dB compressed output power verses
frequency for a range of voltages from 18 to 28 volts. Since this part was operated
Class C the overall system power gain reflects a decrease in power gain when
compared to the complete amplifier chain being operated in a Class A mode.
However, higher power levels of up to 35 dBm (3.1 watts) were now achieved with
the goal of 35 db total system gain still being met. The Class C operation of the
output stage of this cascaded amplifier also enabled the amplifier conversion
efficiency at 900 MHz to be improved from approximately 18% to 43%, but with a

trade off in signal linearity.

The above three stage line—up of devices was chosen not only to meet the given RF
performance level, which was achieved, but also had a cost objective that would
allow the entire chain to be sold for a maximum of $35. The complete "packaged”
set of' silicor_l MMIC's and a discrete power transistor, with some difficulty, met this
goal. For chip and wire hybrid/module amplifier applications, the device line—up is
available in die form, which should enable the same RF performance levels to be

achieved and the above target price improved.

Conclusion
Long term, end users of 900 MHz medium power amplifiers should not be surprised
when they read about the entire power/gain block being available in a truly

monolithic form on one piece of semiconductor material. Advances which have
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already occurred in isolation techniques now allow multi-stage, small signal,
monolithic amplifiers to be realized. The only technology development that remains
is to incorporate the required large element values needed for reactive matching
circuits and the interstage coupling capacitors for the Class A/Class AB/Class
B/Class C power output stages. Whether this occurs first and most economically on

[[I-V compounded material or silicon is the only remaining question.
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Some Design Considerations for L-Band Power MMICs
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Abstract

Technology advances over the past decade have resulted in a large number of
small signal MMICs (monolithic microwave integrated circuits) becoming
commercially available. It is also possible to produce high power (>10
watts) MMICs. However, several design constraints and tradeoffs concerning
thermal limitations, chip size, available components, market, etc. are

variables which must be considered whenever a power MMIC is considered.

This paper discusses:

- Power Capabilities

Circuit Types/Stability

Inductor availabilities, limitations, and alternatives

Thermal considerations
- Device Isolation Techniques
for L-Band power MMICs in the range of tens of watts for CW devices and

several 100s of watts for pulse power devices.

Introduction

This paper will address one small segment of the monolithic circuit
technology - that of power microwave monolithic integrated circuits (MMICs).
Specifically, the technology to be discussed is that of L-band (nominally

1 GHz) power MMICs. The technology covered in this paper is applicable to
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either silicon or gallium arsenide semiconductor based integrated circuits.
However, most of this paper will discuss silicon MMICs. Many of the design
considerations are equally valid for GaAs and other III-V semiconductor

device MMICs.

Many analog monolithic integrated circuits have been introduced to the
industry during and since the decade of the 1960s. The industry standard 741
operational amplifier was introduced to the industry in 1966 and has been a
"standard" integrated circuit for many years. It containg several
transistors, resistors, and a capacitor. The technology available during
that decade produced an integrated circuit with megahertz bandwidths. Over
the intervening two decades, monolithic integrated circuit technology has
continued to develop. Advances in lithography, etching, and implantation
have been just some of the technologies which have helped the industry
advance the monolithic integrated circuit technology. The early monolithic
circuits were high impedance, low power, low frequency circuits. Parasitic
inductance becomes very important in low impedance power circuits. Parasitic

capacitance becomes very important in high frequency microwave circuits.

There are several conferences addressing the various technology issues of
monolithic integrated circuits in the various semiconductor technologies.
Just within the various societies of the Institute of Electrical and
Electronic Engineers, there are the IEEE Bipolar Circuits and Technology
Meeting, the IEEE Gallium Arsenide IC Symposium, the IEEE International
Solid-State Circuits Conference, the Microwave and Millimeter-Wave Monolithic
Circuits Symposium, etc. addressing the various monolithic circuit

developments of the industry.



The issues are very basic considerations. The correct implementation of
these considerations contributes greatly to the success of any MMIC. The
design of an L-band power MMIC is the design of lumped constant circuitry
with circuit elements having a significant amount of parasitics. At 1 GHz,

distributed effects are minimal for nominal chip sizes on MMICs.

Five areas will be discussed. These are 1) Power Capabilities of Active
Devices, 2) Some Types of Amplifier Circuits, 3) Inductor Characteristics,
4) Thermal Considerations, and 5) Device Isolation Types. This paper will
discuss self-contained monolithic integrated circuits. Integrated circuits
which require most or all of the bypassing and tuning circuit elements to be
mounted "off chip” are not really monolithic for the purposes of this paper.
These are hybrid integrated circuits even if the semiconductor chip contains

several active devices and circuit elements.

Figure 1 shows a general diagram which uses a single ended part. This
circuit topology will be used to describe most of the circuits and devices to
be discussed.

Power Capabilities

pPower capabilities of devices need to be considered in power MMIC design.
Just as in hybrid circuit design, the power amplifier is not conjugately
matched but is power matched. Fiqure 2 shows a general active device set of
V-1 curves. It is generally recognized in the industry, that the circuit of
Figure 3 operating in the linear (Class A) range of operation will generate

up to:

P=

TR where V = Vdc - Vsat (1)

watts of power.
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However, an equally valid limitation on power which must be considered is

given by:
I2
P=——R; where I = Idc - Imin (2)

These formulae contain Vsat and Imin. The active device will not act as a
short at saturating drive levels nor will it completely shut off at cut-off

drive levels.

The simple matching circuit shown in Figure 4 presents a pure resistance to
the device at the design center frequency. However, the slope of the
resistance seen by the device versus frequency is negative at the match
frequency. This means that the value of R to be used in the equations above
will increase below band center and will decrease above band center. The
device will be voltage limited below band center and current limited above
band center. The voltage formula must be used below band center and the
current formula must be used above band center. For a broadband linear power
MMIC, a significant amount of design margin must be built into the part to
ensure that the required amount of linear power is available across the total
bandwidth. A capacitively coupled matching section will exhibit the opposite
slope and opposite power saturation conditions.

Added power margin means added power dissipation in the MMIC. Power
dissipation considerations will be discussed later. Another implication of
the simple analysis discussed above is that the device will put out the
required power with lower supply voltages at one end of the band but more
input power will be required since the resulting current required is higher.
In effect, the gain of the device is reduced in the current controlled region

for a bipolar device which is current gain controlled. Circuit topology must



be carefully chosen to minimize the amount of gain margin that must be

included.

Class C devices respond with similar matching requirements but require lower
values of load impedances than that calculated above for Class A devices.
The value of impedance will be on the order of 35 percent lower than the
value of the Class A impedance calculated (1).

The MMIC circuitry must perform this impedance matching within the bounds of
the chip and without the trimmers that are easily available in hybrid
circuits. Since all devices exhibit parasitic capacitance, an inductance in
needed to resonate out the effect of any parasitic capacitance which can not
be absorbed into any matching circuit. The various matching techniques used
in hybrid integrated circuits can be used on a power MMIC. However, severe
limitations are imposed by the parasitics of circuit elements available on a
MMIC. Inductor parameter limitations will be discussed in a later section of

this paper.

Circuit Types

Although many system applications can be satisfied with Class A and Class C
amplifiers, optimal power conversion occurs with other types of circuit
operation. This section will address a few considerations of switching

amplifiers as they apply to power generation at L-band.

Switching amplifier devices require higher cutoff frequencies than do Class A
or Class C devices. A switching amplifier must support at least some of the
harmonics of the amplified frequency. Figure 5 shows the velocity versus

electric field curve for silicon and GaAs. The saturation velocity for
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carriers in these semiconductors is on the order of 100,000 m/s. Using this
value for saturation velocity and a relation derived from a single sided

breakdown versus depletion width curve (2) one can derive that:
v =0.136 v} (3)

where V is the breakdown voltage in volts and t is the carrier drift time in

ps across the collector depletion region as shown in Figure 6.

Using f = 1/(2 * pi * T) one can calculate the frequency degradation to the
first order approximation resulting from increasing the breakdown voltage of
a part. A part with a 6 GHz cutoff frequency would have a total time delay
of 26.5 ps. If this part has a 10 V breakdown originally and the collector
region is changed to a higher resistivity allowing a 100 V breakdown, the

part would degrade to a 2.37 GHz cutoff. This assumes that the collector

base junction remains approximately the same in the base region and that the

only deterioration is due to the extra drift time in the collector region.

Using these assumptions and assuming that the current capability remains the
same per unit area whenever the collector region is extended in length,
Figure 7 shows a plot of cutoff frequency versus breakdown voltage normalized
to a part with a 6 GHz cutoff frequency at 10 V breakdown. The power
variation that could also be expected is shown normalized to one watt at a
frequency of 6 GHz. The power plot assumes a saturation voltage of 2.0 volts

at all breakdown voltages.

It is therefore readily evident that the geometry for high power switching
L-band MMICs would require geometries expected of small signal C-band
devices. In order to make a switching amplifier, the cutoff frequency should

be a factor of four to ten higher than the frequency of operation of the



device in order for the collector to base junction to respond quickly with
respect to the total switching time. For operation up to 1.5 GHz, the part
then needs to have a cutoff frequency somewhere around 4 to 6 GHz. This
means that the total time delay (using a 5 GHz cutoff) needs to be less than
31.8 ps. Assuming that a 15 GHz small signal geometry for a 10 V breakdown
is possible, the time delay of the small signal part would be equal to

10.6 ps. For 31.8 ps (a 5 GHz cutoff), the added time delay for added
collector drift time is 31.8 - 10.6 = 21.2 ps.

Using the above formula for time delay in a drift region, a drift time of
2.42 ps is calculated for a 10 V junction. Adding 21.2 ps to 2.42 ps gives
23.62 ps. This implies that the highest voltage part with a 5 GHz cutoff
frequency would be a part with a breakdown voltage of 62 V in silicon. It
should be possible to make a switching amplifier with a 60 V breakdown for
operation at 1 to 1.5 GHz with the same geometry used in small signal 15 GHz
devices. The switching amplifier would be able to operate in class D or
other modes of switching operation. However, the part would have to be
prevented from entering into heavy collector saturation to keep the switching
speeds high. Remember that the calculations were done assuming that the
carrier drift velocity was saturated at 100,000 m/s and no time delay for

collector base saturation was included in the calculations.

A power MMIC designed in GaAs rather than in Si would have a faster response
time in that portion of the time that the device is at low voltage (fields

less than 20,000 V/cm shown in Figure 5) but a slower response time than Si
during the time the carrier velocities are saturated. The circuit topology
(circuit elements etc.) would determine whether a GaAs part or Si part would

respond faster in a switching amplifier. The other characteristics of GaAs

190

versus Si, e.g. parasitic capacitance and resistance of the two different
substrates, would also determine whether a complete amplifier would be faster

in GaAs or Si.

Efficient switching amplifiers require low loss inductors. Some comments
about inductors will be given in a later section of this paper. Lossy
inductors will limit the magnitude of inductive voltage multiplication that

can be obtained.

Stability
Figure 8 shows a block diagram of a MMIC that is bonded into some external

circuit. This diagram will be used to describe three different types of
stability criteria for a MMIC to determine whether the circuit will be stable
in linear two port, overload, and cascaded operation. Stability criteria
connected with parametric effects will not be discussed in this paper but

also need to be considered for successful MMIC operation.

It can be shown that a necessary and sufficient condition for linear two port
unconditional stability is (3):

| |JoET| * |DET| - L | + L < 1 ; where

L= |s12 * s21| + |s11] * |s11]| ; |s22] * |s22]| (4)

DET = determinant of the scattering matrix

This calculation is an easy calculation and is done using alternative sets of
criteria in circuit analysis programs. It is well known that if two port
circuits which are unconditionally stable are cascaded, then the resulting
two port circuit is unconditionally stable. However, from Figure 8(a), it is

seen that cascading circuits on a MMIC or hybrid with the same power supply



yields cascaded three ports, not two ports. The net cascade of the three
ports may not be stable when cascaded with the same power supply even though
the circuits calculated as two ports are unconditionally stable. This is one
of the common problems unsuspectingly appearing in multistage circuits on a

MMIC.

Figure 8(b) also shows the common mode inductance of the MMIC for the whole
packaged device. The packaged device may not be stable even though the
circuit is built up of unconditionally stable two ports. The net circuit on
the MMIC is not a cascade of two ports but two ports coupled through a common
ground return. It is easy to get an rough estimate of allowable gain in such

a single ended MMIC circuit.

Consider that a bond wire has roughly 10 nH/inch of inductance. At 1 GHz,
this is 62.8 ohms/inch. For a 0.050 inch bond wire, the inductive reactance
of the bond wire is approximately three chms. Notice that the input and
output currents must flow through this bondwire. Then:

lin = —— £
(2. * 20)
Iout = G * Iin ; where G is current gain (5)

Iind = Iout ; for large G

6] * |tin| * [x1| = == = 1in * 20

For 20 = 50 ohms, X1 = 3 ohms, Gmax = 20/3 = 16.6 = 24 dB.

The amount of gain allowed will go up as the value of the inductance is
reduced. More bond wires could be added in parallel and positioned such that
the output current tends to flow down a different ground path than the input

ground current does. However, it is hardly possible to reduce the inductance
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value by an order of magnitude which limits the L-band gain to under
approximately 30-40 dB of gain when bond wire grounds are used on the MMIC.
1f the MMIC has gain possible at higher freguencies, then similar
calculations need to be performed at those frequencies to check parasitic
high frequency gain (gain needs to be checked up beyond the fp,, of the
active devices). If back vias (equivalent to plated through holes in a
printed circuit board) are used for ground, then the value of inductance
drops from .5 nH to under .05 nH making it possible to develop in excess of

40 dB of gain in a single ended grounded MMIC at 1 GHz and fifty ohms z0.

Notice that a balanced circuit such as shown in Figure 9 reduces the
magnitude of current in the common ground inductance. However, a balanced
circuit requires that the input drive source and output loads also be
balanced. If the balance is only on the order of 10 dB, then a balanced
circuit will be able to have only 10 dB more gain capable than a single ended
circuit. However, it is necessary to provide this balance at all frequencies
where the part has potential gain. If the output load is not well balanced
at some out of band frequency, the circuit may tend to oscillate in the even

mode of excitation at that frequency.

Figure 8 shows several cascaded stages. Consider what happens when the
stages are driven into saturation for power amplifier operation at overdrive
conditions. For analysis purposes the first two stages of the amplifier will
be considered. The current in the first stage is proportional to the input
power (typical Class C or saturated operation). The power out of the first
stage is a function of the supply voltage for a saturated amplifier. The
current in the second stage is a function of this output power. Wwhen the

second stage current increases due to the first stage power increasing, the



voltage to the first stage is reduced by the effect of the bias supply
impedance. This reduces the power to the second stage reducing the current
in the second stage. This increases the voltage to the first stage of the
amplifier increasing the power to and thus the current in the second stage of
the amplifier etc. It is seen that a stable limit cycle oscillation is
possible via power supply feedback. This type of oscillation has been termed
motorboating or squegging due to the sounds this phenomena makes in audio
amplifiers which are limit cycle oscillating. This is a serious potential

problem in linear circuits which suddenly get overdriven.

Limit cycle oscillation usually catches a MMIC designer unaware because
normally testing and analysis are done in a linear sense. However, the first
time the "stable® MMIC is installed in a system which encounters a momentary
overload, the part will start oscillating and continue oscillating even when
the overload disappears. This type of oscillation tendency can be minimized
by designing with devices which have only enough DC beta to work adequately
in RF operation, but not so large as to aggravate the nonlinear feedback
limit cycle oscillation. Designing with bias supply circuits which have

different cutoff frequencies tends also to minimize this problem.

Oscillations due to momentary overloads can also occur in MMICs which have
frequency conversion in them. Consider a circuit as described in Figure 10
with a 1.0 GHz amplifier driving a mixer and down converting to 200 MHz.
Whenever the 200 MHz amplifier is overloaded, it will generate harmonics with
the odd harmonics likely being the largest. The fifth harmonic of the

200 MHz amplifier is at 1.0 GHz. This signal can feed back to the input
stages via the common mode inductance discussed above, via the power supply
leads, or other feedback paths. If the signal feedback is sufficiently
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large, the MMIC will oscillate under overload conditions and then continue to
oscillate even when the momentary overload is withdrawn similar to the
motorboating oscillation described above. MMIC layout and chip/system

architecture can be altered to minimize these problems.

Inductor Availabilities, Limitations, and Alternatives

many of the GaAs circuits shown in the literature use inductors in the
matching circuits. These circuits are predominantly operating at frequencies
an order of magnitude higher than L-band. The use of inductors at L-band is
limited by Q and by the magnitude of inductance available. Low values of
inductance can be used in high power circuits but the Q of the inductor is
low. High values of inductance for high impedance circuits cannot be built
at 1 GHz. At 1 GHz, the inductance reactance is 6.28 ohms/nH. Several
hundred ohms of inductance requires in excess of 30 nH of inductance.
Inductors of this size are larger than 250 microns square and exhibit low Q

at 1 GHz.

Consider an active device operating at a power supply voltage of 28 Volts and
putting out 50 watts. According to the equations shown above and using a
Veat of 3 Volts, the device requires a load of 6.25 ohms. The part would
operate with a DC current of 4.0 Amperes. Assuming the Q of the match
required for the load is on the order of one, the inductive reactance would
also be 6.25 ohms. This requires an inductance of approximately one nH.
Published data (4) shows that the Q at 1 GHz for this inductor would be at
somewhere between 2 or 6. The series resistance of the inductor would be on
the order of 1 to 3 ohms depending on the thickness of the metal. If this
inductor is used to bring power supply voltages up to the part, at four amps

of current, the inductor will drop 4 to 12 volts of the power supply voltage.



Some other approach needs to be found to bring voltage into the active
device. If the inductor is used to tune out the capacitance of the device,
it would be in parallel with the load resistance. As shown in Figure 11, it
would put a 15.6 ohm load in parallel with the load using a Q of 2 at 1 GHz.
This requires a load of 10.4 ohms. The inductor would dissipate thirty
percent of the power reducing the device efficiency to seventy percent of its

net value.

The DC bias current can be provided to a device with an integrated current
device such as shown in Figure 12. However, this method as opposed to the
use of an inductor will increase the Q of the match required and limit the
bandwidth of the MMIC circuit. The current sources could best be provided in
silicon by using a FET structure similar to the current source used in GaAs
MESFET circuits such as shown in Figure 12. However, in silicon bipolar
MMICs, this requires the addition of MOS or other types of structures to the
process. One alternative, is to recognize that the majority of MMICs will be
bonded into the external packages using bond wires. This bond wire in
addition to an external inductor will serve as the feed inductor of a circuit
as shown in Figure 13. It must be remembered that when the current source
bias is used, the device load line is reduced to 1/2 the value that it has
with an inductor bias. The same power output requires twice the size of

active devices.

It is possible to synthesize inductances for matching on a MMIC. Figure 14
shows the passband of a hybrid amplifier matched with inductance synthesized
from transimpedance amplifiers (5). Further work is progressing on these
synthesized inductors and overall efficiency and effective Q of these

circuits are yet to be characterized. However, it appears that with these
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circuits or variants of them a completely integrated monolithic microwave

integrated circuit for moderately high powers is possible.

Thermal Considerations

Pulsed and CW operation power MMICs have different thermal considerations.
State of the art heat fluxes being studied suggest that 1000 W/cm2 should be
possible for power dissipation in fluid cooled circuits such as shown in
Figure 15 (6). This means that a 1 KW transmitter would be possible with 50%
power added conversion efficiency in a package 1 cm square. Typical power
dissipations are closer to 100 W/cm2 in microwave packages used today.

Figure 16 shows the cross section of a configuration that has been proposed
to dissipate powers up to 1000 W/cm2. These techniques use high thermal
conductivity thin films.

In addition to the heat dissipation in the package, the instantaneous power
dissipated in matching inductors, active matches, and supply circuits need to
be analyzed for high peak power low duty factor circuits.

Circuit effects and reliability due to high thermal gradients also need to be
considered in power MMIC design.

Device Isolation Techniques

For a power amplifier MMIC, device isolation techniques have to be considered
in conjunction with power dissipation. The various isolation techniques have
to be considered in regard to the amount of parasitic capacitance each device
subcell presents to the circuit. Figure 17 shows some of the isolation

techniques used in silicon bipolar technologies. Many of the various




technologies require trench filling techniques and reactive ion-etching
techniques. One of the most promising techniques for medium power MMICs at
I-band is shown in Figure 18. The technology for doing this process is
available. Films of AlN, SiC, and diamond are also being studied for new
semiconductor applications. Figure 19 shows a layout of a three stage L-band
circuit capable of ten watts pulse power output. That circuit uses on chip
coupling capacitors but requires off chip bias and tuning inductors. Future
work is planned for eliminating the need for all of these external

components.

Conclusion

Different design considerations have been discussed which need to be
considered for successful power MMIC design. Careful application of these
considerations makes high power (100 watt level) etc. MMICs possible. The
use of appropriate grounding, power supply isolation, low loss biasing, and
adequate inductors are some of the important considerations for successful

MMIC design.
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Capabilities And Applications of SAW Coupled-Resonator Filters

Allan Coon

RF Monolithics, Inc.
4441 Sigma Road
Dallas, TX 75244

ABSTRACT

Although Surface Acoustic Wave Coupled-Resonator (SAW CR) filters have been readily available
for several years, two issues currently inhibit the effective use of this technology: 1) Rapidly
evolving technical performance has resulted in a lack of awareness by the design community of
current capabilities, and 2) Systems originally designed for conventional filtering technologies,
often cannot achieve optimum performance and cost because SAW CR filters were not considered
in the initial system design. These problems are addressed with a practical selection guide of filter
technologies in the VHF and UHF frequency ranges. Current practical capabilities are reviewed.
Guidelines are developed as an aid in the optimal selection of filter technology during system design.
SAW CR filters are emphasized and compared with other bandpass filter technologies. Finally,
typical applications of SAW CR filters are illustrated with examples.

INTRODUCTION

Single-pole resonators using SAW cavities were first proposed in 1970. [1, 2] By the mid 1970's,
single-pole resonators were becoming practical and multi-pole SAW CR filters were shown to be
feasible. [3, 4] In the early 1980’s, CR filters of upto six poles were demonstrated [S-7] and two-pole
SAW CR filters became readily available in quantity and at reasonable cost. SAW CR filters at
frequencies as high as 1500 MHz were demonstrated in the mid 1980’s. 8]

In spite of the knowledge of SAW CR filter capabilities in the ultrasonics community and the
availability of practical devices in production volumes, this particular technology is still not well
known among RF circuit and system designers. From the author’s perspective as an applications
engineer, a surprisingly large percentage of RF design engineers seem unaware of the capabilities
presently available and the design possibilities made viable by this technology.
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SAW CR filters possess narrow bandwidths (typically 0.03% to 0.6%), low insertion losses (as low
as 2 dB), and good ultimate rejection without harmonic spurious responses. Combined with center
frequencies up to 1650 MHz, this type of filter is ideal for many consumer, industrial, and military
applications in signal selection and frequency control. In addition, SAW CR filters often offer the
smallest size and lowest unit cost of any of the alternatives.

In this paper, a brief overview of basic SAW CR filter concepts is followed by a description of
current practical performance capabilities important to the RF design engineer. The capabilities of
SAW CR filters are then compared with other passive bandpass filter technologies with an emphasis
on optimizing the selection process at the system design level. As a design aid, a reference chart is
presented covering practical, passive devices in the frequency range of 10 MHz to 10 GHz. Several
application examples of SAW CR filters are also presented.

THE BASIC CONCEPT

Theory of operation is not the subject of this paper. However, a very brief review and description
of the basic concepts is in order as a point of reference for the RF design engineer.

In and near the passband, the SAW CR filter may be modeled by the two-pole lumped element
bandpass filter model shown in Figure 1. In this model, Rm, Lm, and Cm are the motional resistance,
inductance, and capacitance values of each acoustic resonant cavity. Co is static capacitance which
includes both case parasitic capacitance and capacitance between electrodes. C12 represents the
acoustic coupling between the two resonant cavities, and as a practical matter, also includes
parasitics. (This model is not valid in the reject band, however.) [9)

Bm1 Lm1 Cmi Rm2 Lm2 Cm2

OUTPUT
PORT TCO1 T Ci2

ccz_l_ PORT

® - — o

Figure 1: 2-Pole CR Equivalent LC Circuit Model

The SAW CR filter relies on the piezoelectric effect. Electric waves are converted into surface
acoustic waves at the input of the device by an Inter-Digital Transducer (IDT) composed of metal
electrodes on, or recessed into, the surface of a substrate material. These acoustic waves excite a



half wavelength (A/2) resonant acoustic cavity formed between the transducer and a reflective
grating, or within the transducer itself. Energy is then coupled to another A/2 resonant acoustic cavity
and converted back to electric waves at another IDT at the output. Impedance matching between
the IDT’s and the external electrical circuit is usually required for optimum insertion loss.

There are three principal methods of coupling the two acoustic cavities. One common method relies
on the evanescent field between two side-by-side cavities. This coupling mode is referred to
variously as evanescent coupling, waveguide coupling, transducer coupling, or proximity coupling.
The resulting “double-mode” or “multi-mode” CR filters provide good performance in a practical
design and are presently manufactured in high volume for pager receiver front-end applications (10,
11]. Coupling may also be directional via a multistrip coupler or the cavities can be in-line (collinear)
with the surface wave. Each of these methods offers some advantages. [4] However, in-line acoustic
coupling results in the simplest and most compact structure, which is desirable for practical volume
manufacturability. In-line coupling may be accomplished with a metal grating on the surface or with
grooves. A generalized schematic representation of an in-line acoustically coupled filter is shown
in Figure 2.
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Figure 2: Schematic of Collinear CR Filter

Several substrate materials are possible, but quartz is by far the most common because it results in
the best temperature characteristic. Also, various metals may be used for the metal electrodes. The
most common is aluminum or an alloy of aluminum and copper.

State-of-the-art insertion loss, out-of-band spurious responses, and best symmetry in the frequency
domain require minimized reflections internal to the transducers and maximized coupling between
transducers and the acoustic standing wave. Traditionally, this has been accomplished with
electrodes recessed in grooves or by the use of various “split electrode” arrangements using
transducer electrodes narrower than A/4. These techniques have resulted in high performance with
regard to the parameters mentioned above, but with some significant practical limitations. These
limitations include limited practical upper frequencies (about 800 MHz), high manufacturing costs,
and various design complications (i. e., the design is not “well behaved”). Consequently, these
high-performance designs have only been suitable for high-budget applications. They have never
been available in significant production volumes for commercial applications.

Likewise, CR filters with three and more poles, for improved selectivity, have been successfully
designed and fabricated. To date, these designs have not gained widespread acceptance due to
considerable manufacturing fabrication difficulties.

Developments in two-pole SAW CR filter technology at RF Monolithics have eliminated the need
for either recessed or split electrodes in high-performance SAW CR filters. Internal transducer
reflections can be eliminated and acoustic coupling maximized by one or more of several other
methods. One uses special quartz crystal orientations to achieve the Natural Single-Phase Unidirec-
tional Transducer (NSPUDT). The other employs a “hiccup” in the transducer for the resonant
cavity. [12-16] Figure 3 shows the configuration of a typical two-pole SAW CR filter with a single
“hiccup” cavity. Typically, various weighting functions (not shown here) are designed into the
transducers.

HICCUP CAVITY CAVITY

il

REFLECTOR COUPLING REFLECTOR
GRATING IDT  QRATING DT GRATING

Figure 3: Configuration of SAW CR with “Hiccup”
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One or both IDT’s may employ a “hiccup” cavity. A SAW CR filter employing only one “hiccup”
has almost symmetrical out-of-band response. CR filters with a “hiccup” in both transducers have
exceptionally good rejection below the passband frequency but slightly worse passband flatness
and worse high-side rejection. A common variation on this theme is the use of a “hiccup,” as shown
above, in one transducer and a “conjugate hiccup” cavity in the other transducer. In the “conjugate
hiccup” cavity, electrode polarity is reversed on each side of the cavity.

These “hiccup” cavity designs are readily modelled and designed by Coupling-Of-Modes (COM)
theory. {17, 18] Two-pole *hiccup” SAW CR filters have been proven to be well-behaved and are
very manufacturable in high volume for reasonable costs. This is the type of practical design whose
performance capabilities are discussed in the following sections.

CURRENT PERFORMANCE CAPABILITIES

In this section, we will first consider the performance limitations of the basic parameters of center
frequency and bandwidth. The discussion of bandwidth necessarily requires a detailed explanation
of practical production tolerances and temperature characteristics. Next, insertion loss and im-
pedance matching are discussed. This is followed by rejection and passband characteristics. Finally,
several other performance issues are covered.

The type of SAW CR filter described in the previous section is presently available in center
frequencies as high as 1650 MHz. (Note that not all SAW CR filter designs are capable of this high
of a center frequency.) Although technically feasible down to frequencies below 30 MHz, the
limitations of size and cost set a practical lower limit of about 70 MHz. An optimum mix of small
size and lowest manufacturing costs occurs approximately in the frequency range of 200 to
1200 MHz.

The most readily achievable pass bandwidths (3 dB) fall in the range of approximately 0.03% to
0.2%. The upper limit currently feasible is 0.6%. Bandwidths narrower than 0.03% are possible,
but are seldom practical due primarily to center frequency manufacturing tolerances and drift with
temperature. The region of practical SAW CR filters is plotted on a plane of fractional bandwidth
versus center frequency in Figure 4. Note that the highlighted central region indicates the region
where SAW CR filters are likely to be superior to any other bandpass filter technology in most
applications. SAW CR filter technology is not suitable for any combination of frequency and
bandwidth outside of the outer boundaries shown. Since there are so many parameters that may be
specified for a filter, a requirement within the outer boundary may or may not be suitable for SAW
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CR technology. However, this chart is an excellent starting place in determining whether or not
SAW CR technology should be considered for any given application.
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Figure 4: Frequency and Bandwidth Capabilities

Temperature is usually a major factor in determining the minimum practical bandwidth. The
temperature characteristic of center frequency versus temperature for all SAW devices on conven-
tional cuts of quartz is parabolic. A point of highest frequency occurs at one particular temperature
defined as the “turnover” temperature, To. The turnover temperature may be setin the design process
to anywhere in the 0°C to 100°C range. The relationship of center frequency vs. temperature may
be described by either of the following two equations which are also plotted in Figure 5.



(1) fa=fo[1-0.032(AT)’]

@) Afffo (in ppm) = - (AT/5.6 )

Where: To = Turnover Temperature in “C
fo =  Turnover Frequency in Hz
TA = Ambient Temperature in °C
fa = Center Frequency (at TA) in Hz
AT = To-Ta
Af = fo-fa
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Figure 5: Quartz SAW CR Temperature Characteristic

The other major factor limiting minimum practical bandwidth is the production frequency tolerance
(at fixed temperature). Typical practical center frequency tolerances range from about 100 ppm to
500 ppm. (This parameter affects the unit cost and should not be specified more tightly than
necessary!)

Additionally, the turnover temperature has a tolerance associated with it. Any variation of To from
the center of the operating temperature range worsens the overall worst case temperature variation
of center frequency. Typically, the turnover temperature can be set in the design process to within
about £10°C. The production variation in To is typically well within about £5°C but is usually
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specified at £15°C to eliminate unnecessary testing of this parameter and to minimize unit cost. All
of the above considerations determine the minimum practical bandwidth of a SAW CR filter.

As an example, consider a SAW CR filter with a center frequency of 500 MHz which will be used
over an ambient temperature range of -40°C to +85°C. To minimize temperature variation, To is
designed to be at the center (22.5°C) of the operating temperature range. With a To tolerance of
415°C assumed, the maximum possible AT is 77.5°C. This worst case AT results in a worst case
frequency variation of about 190 ppm. Once the minimum practical production variation of 100 ppm
is added, the minimum practical 3 dB bandwidth is about 290 ppm (0.029%), or 145 kHz, for this
particular filter. In an actual design, this minimum practical bandwidth would be added to the system
signal bandwidth (plus its tolerance, if any) in order to arrive at the nominal bandwidth of the filter.

As shown above, the minimum practical bandwidth is a function of both operating temperature
range and permissible unit cost which both vary with the situation, Increasing the allowed production
tolerance, and hence the minimum bandwidth, would result in a more economical filter. A smaller
minimum bandwidth would be possible at significantly increased unit price (tighter production
tolerance) and/or by the use of an oven for temperature stabilization. If the absolute minimum
bandwidth is required at the expense of cost, size, insertion loss, and power consumption, then about
0.01% (100 ppm) bandwidth is possible.

The insertion loss of a SAW CR filter with impedance matching can be less than 2 dB for fractional
bandwidths between 0.03% and 0.15%. (A typical maximum production specification might be
about 4 or 5 dB.) Depending on size, cost, and other tolerance constraints, the required impedance
matching can usually be provided either internally (inside the filter’s hermetic case) or externally
(provided by the user). Typically, the required matching consists of a series inductor or series
inductor and shunt capacitor per port. This is shown in Figure 6.
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Figure 6: Typical SAW CR Impedance Matching Networks



INSERTION LOSS (dB) —»

© = N W H OO NO®WO

[
|
|
|
L - |
5 288 8 35 23 3 3 ¢
<] g c o o S
FRACTIONAL 3dB BANDWIDTH (%) -
Figure 7: Insertion Loss Characteristics
0 —————T—— 100
[ s21 |
A0 - s ° 3
g 20 l 100 g
5 B ol E
-30 ‘l -200 )

500 kHz/DIV  500.0 MHz

Figure 8: Typical Unmatched Impedance and Response

205

In some situations, size, cost, or component count may be more important than insertion loss.
Without any matching networks, insertion losses as low as 7 dB are possible. (A typical maximum
specification might be 10 dB.) The best possible and typical insertion losses are illustrated in
Figure 7 for both matched and unmatched devices. The input/output impedances of a typical
unmatched SAW CR filter along with an unmatched frequency response are shown in Figure 8 as
S11 (or S22) and S2; in a 50 Q system. Note that the s-parameters shown are for an unmatched device
that was designed to be matched externally. Devices designed for unmatched applications have
optimum passband ripple when terminated in the design impedance.

Typical resonator unloaded Q’s can range from 4000 to over 10,000. The 15/3 dB shape factor is
typically about 2:1 for the main center response. Close-in spurious sidelobes can vary from 10 to
25 dBc. Ultimate rejection (typically 60 to 80 dB) is usually limited only by the parasitic electric
coupling around the SAW device in the small package. One very useful characteristic of this type
of filter is the complete absence of harmonic spurious responses. The frequency response of a
representative device is illustrated in Figures 9 through 11. One conventional “hiccup” cavity (as
shown in Figure 3) and one conjugate “hiccup” cavity are employed. This filter is representative of
a SAW CR filter designed to meet specific rejection requirements (shown).
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Figure 9: Typical SAW CR Passband Response
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Please note that bandwidth, passband amplitude ripple, and phase linearity are highly dependent on

the interaction between the SAW CR filter and the impedances presented to it by the source and

load and the matching networks coupling to the source and load. Unlike conventional transversal
SAW filters, amplitude and phase characteristics are not independently controllable. They are

5 dB/DIV

1 interdependent in the same manner as in an LC or other electromagnetic cavity coupled-resonator
filter. (Remember that the equivalent mode! of Figure 1 isa good approximation near the passband.)
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However, this also means that conventional coupled-resonator responses (e. g., butterworth,
chebyshev, gaussian, etc.) can be approximated in and near the passband of the SAW CR filter.

The positions of the nulls shown in the response can be controlled. The responses of Figures 9-11

J ¥ are good examples of selective null placement on either side of the passband. The use of two

] \
30 - . \ ] conventional “hiccup” transducers, as described in the previous section, results in exceptional
| rejection on the low side at the expense of high-side rejection. An example of this type of response
I i 1 | 1 is shown in Figure 12.
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Figure 12: Response of Dual “Hiccup” SAW CR Filter
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SAW CR filters are nearly always supplied hermetically packaged due to the extreme sensitivity of
performance to surface contamination. Cleanliness inside that hermetic package and the type of
packaging affect aging performance, which is typically well under 10 ppm per year. (Current
state-of-the-art aging is less than 1 ppm per year. [19]) Typically, the SAW CR filter is packaged in
a metal TO-39, Dual Inline Package (DIP), or flatpack. These may range in size from a 0.18” x
0.18" x 0.07" 8-lead flatpack at the highest frequencies to a 1.5” x 1”7 x 0.25” DIP at the lower end
of the practical frequency scale. The most common and least expensive package is the TO-39 for
frequencies from 200 MHz to 1650 MHz. Although numerous parameters affect the exact size of
the SAW die, frequency is by far the primary factor. The lower frequencies result in larger package
sizes which impact the unit cost. Some of these practical considerations are shown versus frequency

in Figure 13.
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Figure 13: Practical Considerations vs. Frequency

What about costs? Unless an appropriate off-the-shelf design is available, Nonrecurring Engineering
Charges (NRE) may be required. These charges start at several thousand dollars. Recurring costs
can be less than $10 in high volume for loosely specified consumer parts in TO-39 packaging with
no internal matching. Low volume, tightly specified, internally matched, SAW CR filters can cost
several hundred dollars. Figure 13 illustrates relative recurring and nonrecurring costs as a function
of frequency with all other parameters constant. This graph can be used to help optimize system
frequencies for lowest SAW CR filter costs.
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COMPARISON WITH OTHER FILTER TECHNOLOGIES

SAW CR filter technology is complimentary to many other types of bandpass filters, including SAW
transversal filters, in the frequency range of 40 MHz to 1.6 GHz. The other major types of practical
bandpass filters in this frequency range include (but are not limited to) crystal, LC, helical, tubular,
cavity, interdigital, combline, and dielectric-resonator types. In this section some of the key
characteristics, advantages, and disadvantages of these different bandpass filter technologies are
briefly reviewed. Active filters and very specialized devices with limited availability are not
considered here. Some examples of alternate technologies not covered here are: 1) Thin Film
Resonator (TFR) crystal filters for monolithic applications, 2) Bias tunableYtrium Iron Gamnet
(YIG) filters for microwave frequencies, 3) all filters below 10 MHz, and 4) all filters above
10 GHz.

A generalized map of frequency and bandwidth capabilities is shown in Figure 14 for the frequency
range of 10 MHz to 10 GHz and for fractional bandwidths of 0.01% to 100%. This chart can be
used as a guide in determining which bandpass filter technologies should be considered for any
particular project. A filter type should be seriously considered if the frequency and bandwidth fall
within the boundaries shown. Please note that typically, the optimum ranges of frequency and
bandwidth for a given filter type are the central areas of the regions shown in Figure 14. Itis generally
wise to assume that points near the boundaries may be possible but may not be entirely practical
for every application in terms of size, cost, manufacturability, or availability. Points outside of the
boundaries for a particular filter type indicate that it is probably unsuitable. Although often possible,
these are likely to be expensive laboratory curiosities.

Of course, since there are many more filter parameters than frequency and bandwidth, the
identification of a candidate filter type with the chart of Figure 14 is only the start of the selection
process. The boundaries shown are based on reasonably practical ranges and are somewhat
subjective. The actual boundaries are certainly a function of which parameters require optimization
in a given application. In general, lower frequencies than shown are possible if size and cost are of
no concern. Often narrower bandwidths are possible if insertion loss can be sacrificed and
temperature is relatively stable. Also, it is apparent that several filter technologies are often possible
for any given combination of frequency and bandwidth. More must be known about the available
filter types and the intended application.

In this frequency range, bandpass filters can be divided into two broad categories: piezoelectric and
electromagnetic. Following is a brief description of some of the major types in these categories.
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Unless noted otherwise, the piezoelectric filters are generally not tunable and the electromagnetic
filters are.

Piezoelectric Bandpass Filters Above 10 MHz

Crystal filters (either discrete or monolithic) are well known and widely used. Topologies include
ladder for narrower bandwidths and lattice for wider bandwidths. These devices rely on bulk acoustic
waves (generated piezoelectrically) that pass directly through a quartz crystal. They offer excellent
Q. selectivity, ultimate rejection, the best temperature stability, and the narrowest bandwidths of all
of the filter types being considered here. Key disadvantages include spurious responses, limited
power handling, the generation of IM products, and a lack of ruggedness in high shock and vibration
environments. For very narrow bandwidths (about 0.01%), fundamental frequencies of up to
200 MHz are possible, although most practical devices are well below 100 MHz. Very narrow
bandwidth overtone designs are also possible. At frequencies below 30 MHz, bandwidths as wide
as 7% are possible with wideband lattice designs, but most practical devices are well below 1%. In
the frequencies that overlap SAW CR filter frequencies (approximately 70 MHz to 100 MHz) the
widest practical bandwidths are typically less than 0.1%. These characteristics make themideal for
many narrowband receiver applications, especially 10.7 MHz and 21.4 MHz IF filters. [20]

Ceramic filters are primarily used in receiver IF applications at 10.7 MHz and 455 kHz. This filter
is possible, but not common, at frequencies higher than 10.7 MHz. Typical bandwidths range from
about 1% to 3%. There is virtually no overlap with SAW CR capabilities.

SAW transversal filters include conventional high-loss (typically more than 20 dB) and newer mid
and low-loss (5 to 15 dB) designs using single or multilevel metallizations. The highest center
frequency practical for fundamental-mode high-loss designs is about 800 MHz with 1.5 GHz
possible. For low and mid-loss designs, frequencies well over 1 GHz are practical, with maximum
practical bandwidths up to about 10%. The lower limits of frequency are limited by the same
size/cost constraints that affect SAW CR filters. The narrowest practical bandwidth is about 0.2%
to 0.3% with 0.1% possible. For conventional high-loss designs, 30% to 50% bandwidths are
practical. Bandwidths over 100% are possible with sacrifices in rejection characteristics. Related
devices (e. g., those utilizing surface skimming bulk waves, and others) are capable of fundamental
mode center frequencies as high as 2.5 GHz. Also, harmonic responses have been utilized as high
as 3GHz

A unique advantage of the transversal SAW filter is the independent control of amplitude and phase
characteristics in the passband due to the time domain nature of the design. (This filter is essentially
“digital” in nature.) Other advantages include excellent passband group delay and amplitude ripple
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characteristics, steep shape factors (typically 1.5:1), small size at higher frequencies, good tempera-
ture stability, and excellent manufacturing reproducibility. Disadvantages include substantial NRE
costs (higher than for SAW CR’s) for designs not available, limited power handling, odd or even
harmonic spurious responses, and for high-loss designs, triple transit spurious responses in the time
domain. Absolute time delays (which can often be designed to a specific value) range from several
hundred nanoseconds to several microseconds. This delay can be desirable or undesirable, depend-
ing on the application. These filters find frequent use in signal processing applications and wideband
receiver IF sections.

SAW CR filter capabilities were described in previous sections. Key advantages of this type of
filter include very low insertion loss, high Q, very narrow bandwidths, selective null placement,
and excellent ultimate rejection with no harmonic spurious responses. Additional advantages are
good temperature stability, very small size at UHF, and low unit costs at UHF. As shown in Figure 14,
this filter technology has little competition for the higher frequencies and narrower bandwidths.
Disadvantages include somewhat limited power handling, close-in sidelobe responses, and NRE
charges for custom designs. These devices are experiencing increasing application at higher IF
frequencies, permitting fewer receiver frequency conversions. Their use is also increasing in UHF
frequency control applications.

Electromagnetic Filters, 10 MHz to 10 GHz

The conventional, lumped element LC filter has been improved considerably in the past decade by
the development of smaller components with higher Q at high frequencies and by CAD techniques.
This type of filter has tremendous design flexibility and has practically no lower limit of frequency
or upper limit of bandwidth. The present upper practical limit for frequency is about 2 GHz and the
lower bandwidth limit is about 1%. Additional advantages include good power handling and
insertion loss at the lower frequencies and small size at the higher frequencies. Custom designs are
available with little or no NRE charges and short lead times. Disadvantages include poor Q at high
frequencies, moderately high unit costs, and only fair temperature and vibration characteristics. This
type of filter is a good general purpose choice excellent for lower frequency and wider bandwidth
applications. [20-23}

Combline filters are essentially the same as LC filters but with the inductances distributed instead
of lumped. This permits higher Q (about 3500), higher frequencies, and less shock and vibration
sensitivity than LC filters. Practical frequencies range from 300 MHz to well over 10 GHz. The
most practical bandwidths range from 3% to 20% with 1% to 50% possible. The closest spurious
response is just above four times the center frequency. Advantages include low insertion loss
(typically under 1 dB), high power handling capability (up to several hundred watts), and small size
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at the higher frequencies. Disadvantages include fairly high recurring unit cost and large size at
lower frequencies. [24, 25]

Interdigital filters are similar to combline filters, but are made entirely from distributed reactances.
Frequency, Q (up to 5500), and bandwidths are all somewhat higher than combline filters, but the
size is somewhat larger. The practical limits of frequency are 500 MHz to well over 10 GHz.
Bandwidths of 5% to 80% are most practical with 3.5% to 100% possible. Insertion loss, power
handling, advantages, and disadvantages are very similar to those of combline filters. Additionally,
size can be excessive for the narrower bandwidths as well as for the lower frequencies.

Suspended substrate stripline and/or microstrip bandpass filters can be implemented in a variety
of ways but are usually a printed implementation of the interdigital filter described above. This type
of filter is feasible down to 100 MHz, but is not usually considered practical below 1 GHz due to
size. The upper frequency limit is well over 10 GHz.

Tubular filters are made of direct or capacitively-coupled resonator sections installed in a tube.
Practical frequencies range from 15 MHz (with fairly large size) to about 8 GHz, Bandwidths range
from 1% to 80%. Advantages include low loss, high power handling at lower frequencies, virtually
no spurious responses, and little or no NRE charges for custom designs. Disadvantages include large
size at lower frequencies, no method to externally tune, and high unit costs.

Cavity-resonator filters are usually implemented with helical, coaxial, or waveguide resonators.
Waveguide filters are feasible down to 1 GHz, but with excessive size. Waveguide filters are not
discussed further here since there is essentially no overlap with SAW CR technology. Coaxial and
helical filters are essentially the same with A/4 resonators in cavity enclosures. The only difference
between helical and coaxial cavities is the shape of the resonator, which is compressed into a helical
coil for reduced size in helical designs. Coaxial filters are available in frequencies from 30 MHz to
over 10 GHz and helical filters from below 10 MHz to 2 GHz. Size is quite excessive for both of
these at the lower ends of their frequency ranges. Practical helical filter bandwidths range from 0.2%
to 20%. Practical coaxial filter bandwidths range from 0.2% to 3.5%. Advantages include excellent
Q (up to 10,000), good selectivity, and low loss. The primary disadvantages are size and cost.
(Depending on specifications and frequency, helical filters can be very economical, however.)

Dielectric resonator filters, like SAW CR filters, have been developed fairly recently. They are
available for center frequencies from less than 500 MHz to over 10 GHz. Practical bandwidths range
from about 0.1% to over 50% with insertion losses in the range of 1 dB to 5 dB. More than two
poles are available. The nearest spurious responses are beyond 1.3 times the center frequency. Power
handling can be several hundred watts for the lowest frequency devices. The combination of low
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loss, wide bandwidth, and good power handling makes this filter ideal for many transceiver duplexer
applications.

Note that at comparable frequencies, SAW CR filters are usually considerably smaller in size than
any of the electromagnetic filters (except LC) and are usually significantly less expensive (except
low cost helicals) in production volumes. However, all of these filters have their application niche
and can be considered complimentary to one another. (i. e., No single filter type has all of the
advantages that are ideal for every requirement.) The SAW CR filter is one of the newest of these
filter types. Consequently, its advantages are not widely known and its niche is not fully established.
As a result, many system designers are not getting the most out of their system designs. We will
look at this in the next section.

APPLICATIONS

Applications of SAW CR filters fall into two major categories: frequency selection (filtering) and
frequency control (oscillator stabilization). The low insertion loss of the SAW CR filter makes it an
ideal filter for many receiver front end applications. The narrow bandwidth makes it suitable for
many receiver IF applications with some unique benefits. And, as will be shown, its properties make
it ideal for stabilization of UHF oscillators.

Receiver Front-End

The combination of small size, low unit cost, and low insertion loss can be used to advantage in
receiver front-ends. An additional benefit of SAW CR filter technology in this application is the
possibility of the selective null placement described in earlier sections. When the receiver frequency
scheme and the SAW CR filter preselector are both designed for each other, it is often possible to
place a null in the frequency response at the image frequency. Usually, this would be done with the
use of the dual “hiccup” design described earlier. In this SAW CR filter design, a null of 80 dB is
often possible at 910 kHz below the center of the receiver passband. This provides excellent image
rejection for a conventional 455 kHz IF. Frequently, a dual conversion receiver can be replaced by
a single conversion design with no sacrifice in performance. An example of this enhancement is the
guard receiver portion of the ARC-182 ECCM transceiver developed for the U. S. Navy. (See
Figure 15.) The previous versions of this receiver were dual conversion. In this case, small size was
the critical design parameter. SAW CR filter technology was the key to meeting that design goal.

If a SAW CR filter is chosen for a receiver front-end only because of size, cost, good ultimate
rejection, and low loss, then the receiver designer might not know that he could get by with only a
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Figure 15: Guard Receiver Front-End

single conversion receiver. If the SAW CR filter is specified and ordered only after committing to
a dual conversion receiver design, then considerable price/performance/size advantage might be left
untapped! For this reason, the system designer should contact the SAW device manufacturer with
details of the application very early in the system design phase of the project. Provide the SAW
manufacturer with the system frequency scheme and rejection wish list. Many requests are turned
down as not practical, but often that extra bit of knowledge allows the SAW CR filter designer to
provide unexpected enhancements in system performance. [26-28]

Receiver IF

The SAW CR filter’s small size, low unit cost, and narrow bandwidth make it an excellent candidate
for many receiver IF applications. One of many possible receiver IF applications is in the handheld,
cellular telephone. Potentially small size and low cost are obviously key to this size and price
competitive application. SAW CR filters have been successfully designed for both conventional and
the new, wider bandwidth, digital cellular telephones. An example of 2 SAW CR filter designed for
a digital cellular telephone IF is shown in Figure 16.
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block diagram.) The SAW CR filter offers the simplest, least expensive, and most reliable method
of extracting the clock signal. Once extracted, it is used to retime the data with significantly less
jitter. The narrow bandwidth, the regenerative effect of the “ringing” acoustic cavity, and the high
frequency of the SAW CR filter make it ideal for this application.

PRE- FREQ. | | » DRIVER S
SELECTOR| | DOUBLER | o CLK
. r SAW CR -
FILTER
4
DATA
DgrAEY — LOGIC — DRIVER
DATA —eo DATA
INPUT
DATA IN DATA OUT
30% Min EYE Opening 90% Min EYE Opening

Figure 17: Fiber Optic Clock Recovery & Data Retiming

Multiplier Frequency Selection

This application uses the SAW CR as afilter, but in a novel frequency control application. Multiplied
crystal oscillators are sometimes used for stable UHF frequency sources. This may be appropriate
when a free running SAW oscillator does not provide sufficient stability and a Voltage Controlled
SAW Oscillator (VCSO) phase locked to a stable low frequency crystal oscillator is not appropriate
for several possible reasons. In this approach, the crystal oscillator is multiplied by any of many
different types of multiplier. Even a step recovery diode multiplier can be used which is rich in
harmonics. The absence of any harmonic responses in the SAW CR filter allows the selection of the
desired harmonic. This is shown in Figure 18.
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Figure 16: A Digital Cellular Telephone IF Filter

Note that the center frequency of this filter is above 70 MHz. (Some designs use IF’s at frequencies
above 90 MHz.) These IF frequencies allow the SAW CR filter to be both reasonably small and cost
effective while also moving the image frequency of the receiver farther away where the preselector
can provide better image rejection. The result is both better performance and lower cost than could
have otherwise been achieved. The result is state-of-the-art for this type of product.

Currently, a common mistake in the cellular telephone industry is the choice of 45 MHz for the IF
frequency. That frequency was a popular IF frequency in conventional cellular telephones with
crystal IF filters. However, that frequency does not permit the performance, size, and cost advantages
made possible with a SAW CR filter. The wider bandwidth required by digital cellular is possible,
but difficult, with a crystal filter. Some digital telephone manufacturers are moving to the higher IF
frequencies and using SAW CR filter technology. Some are trying to stay at 45 MHz. Guess which
will have the competitive edge! Tradition and inertia can be terrible things when it comes to applying
new technologies. The system should be designed with the available technologies in mind.

Fiber Optic Clock Recovery

A unique application of SAW CR filter technology is clock recovery and data reconditioning in
telecommunications fiber optic transmission networks. An example is the recovery of the
155.52 Mb/s clock in the Synchronous Optical NETwork (SONET). (See Figure 17 for a basic
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Inductorless Osciltators

The phase shift of a two-pole SAW CR filter between the 3 dB points is 180°. This type of phase
characteristic provides a very favorable situation when designing a UHF oscillator with either no
impedance matching or with no inductors. [30] One application of this technique is the high
performance oscillator that cannot have coils because of size or vibration requirements. Another is
in low cost, high volume devices where it is desirable to have only a SAW device and an IC to
minimize parts count and eliminate production adjustments. An example of such a low cost
application is the Microtransmitter manufactured by RF Monolithics. This device is available for
frequencies between 200 MHz and 450 MHz and fits in a TO-39 package. It is sold for low cost,
high volume consumer remote control applications. This type of device is made possible only by
the use of SAW CR filter technology. [31] The block diagram is shown in Figure 19.
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VOLTAGE
REGULATOR

SAW
OSCILLATOR

RF QUTPUT

POWER
CONTROL ®—

MODULATION *
INPUT

Figure 19: The Microtransmitter
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VCSO’s

A VCSO s typically phase locked to a stable reference crystal oscillator. The VCSO must be able
1o tune over a range sufficient to compensate for all frequency variations in the VCSO, which is
usually dominated by temperature variations. This tuning range is directly influenced by the
bandwidth of the SAW device in the VCSO. Therefore, it is desirable to have a SAW device with a
fairly wide bandwidth. Yet the wider the bandwidth, the worse the SSB phase noise. Consequently,
itis necessary to carefully balance the bandwidth of the SAW device in a VCSO design for optimum
performance. Although possible with a one-pole SAW resonator, [32] the design is somewhat
complex. The SAW CR filter allows excellent control of its bandwidth and is therefore an ideal
device for VCSO applications. [33] A block diagram of such a VCSO is shown in Figure 20.
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Figure 20: A VCSO Stabilized with a SAW CR

This section has identified only some of the principal applications of SAW CR filters. As this new
technology becomes more widely used, it is expected that many more applications will be discovered
that offer unique advantages over prior techniques.
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SUMMARY

The SAW CR filter was shown to be a valuable addition to the many possible choices of bandpass
filtering technologies available in the VHF and UHF frequency ranges. The basic concepts of this
filter technology were reviewed specifically to provide background to the RF circuit and system
design engineer. Performance capabilities and limitations were summarized, including practical
information about cost optimization. SAW CR filter technology was compared with the major types
of passive bandpass filter technologies available for the same frequency ranges. Practical reference
material was developed as an aid in choosing the optimum bandpass filter technology for any given
application. Finally, application examples of SAW CR filters were given. The proper choice of filter
technology at the system design phase was emphasized in order to optimize performance and
minimize system development time and cost, and recurring system costs.
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At Long Last; Modular, Digitally Tuned RF
Pilters As Easy As Amplifjers And Mixers,

by E. A. Janning
Pole/Zero Corporation

4480 Lake Forest Dr.
Cincinnati, OH 45243

INTRODUCTION

Most RF Systems are a collage of three basic components; amplifi-
ers, mixers, and filters. An endless array of broadband amplifi-
er and mixer modules are available to cover most any frequency
band of interest. Filters of the fixed tuned variety are also
readily available to cover those applications which do not re-
quire tunability. on the other hand, many applications requiring
narrowband RF filters tunable over wide frequency ranges have
gone begging for readily available, inexpensive solutions. These
applications normally require a separate engineering effort to

develop independent custom designs for each new requirement.

This paper describes a novel family of filter modules intended to
offer the system designer an alternative to custom engineering.
Their high power handling capability and rapid digital tuning
control make them ideally suited for many applications, including
receiver preselection, synthesizer/transmitter noise cleanup,
cosite filtering, or for use as the frequency control element in

high signal to noise (S/N) oscillators.
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BACKGROUND

The quest for such filter modules is not new. as long as twenty
years ago such modules were available, using varactors as tuning
elements. These filters never gained wide acceptance, primarily
because of the vagaries of varactor tuning; the need to generate
customized analog tuning voltages (no two modules followed the
same “tuning curve"), their low power handling capabilities (in

the milliwatt range), and their poor linearity.

In recent years these technical problems have been largely over-
come by the utilization of PIN diodes for filter tuning. 1Indeed,
filters which operate at RF power levels of hundreds of Watts

with third order intercepts exceeding +100 dBm and microsecond
tuning times have been accomplished. However PIN diode switched
filters have been limited to more esoteric applications because

of their high cost, complexity, size, and power consumption.

The filter modules described in this paper are intended to bridge

the gap between these two widely disparate technologies.

DESCRIPTION

Our goal was to develop a family of affordable filter modules in
two power ranges; a 1 Watt MINI-POLETM series, and a 10 Watt

MAXI-POLETM series with the characteristics shown in Table 1.

A two pole Butterworth design was chosen as the most efficacious




configuration for an off-the-shelf product, owing to its simple
structure, flat passband characteristic, excellent selectivity vs
loss tradeoff, and relative immunity from VSWR effects. The
MINI-POLETM two pole series is available with passbands from 3%
to 30%. The MAXI-POLETM geries will be available with passbands
as narrow as 1%. Models will be available in both series with

insertion loss of less than 1 dB for the wider bandwidth units.

standard frequency ranges were established to coincide with
existing services, as shown in Table 2. Any other special fre-
quency ranges are easily accommodated with the design, requiring
little, if any, engineering time. Thus "custom" digitally tuned
hopping filters, tailored for frequency range, selectivity and

insertion loss are available essentially "off-the-shelf".

DESIGN APPROACH

Figure 1 shows the standardized configuration for the entire
series of filters. Input and output matching networks transform
the 50 Ohm input/output impedance to the natural design impedance
of each filter. The matching transformation is chosen to hold
the singly loaded partial Q of each section equal to a constant
fraction of the unloaded Q across each frequency band. This
results in a constant insertion loss design, causing the filter
bandwidth to vary with frequeacy. The resulting bandwidth falls
between a constant Q (bandwidth proportional to frequency) and a

constant bandwidth (Q invariant with frequency). An interstage
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coupling network completes the Butterworth structure. These
matching networks are easily modified to accommodate the various

bandwidth/insertion loss combinations.

Tuning is accomplished via a PIN diode switched binary capacitor
array. A unique feature of this particular array is that it is
broadband in nature and usable over wide frequency ranges. Thus
the same array can serve as a tuning element at widely separated
frequencies by simply changing the value of the tank inductor.

It is truly a "universal® broadband digital capacitor array.

Shown in Figure 2 is the response of a typical MINI-POLETM two
pole filter (30 to 90 MHz, 10% bandwidth model) at several tune

positions across its operating frequency range.

The digital capacitor arrays are driven by a decoder/driver which
contains all of the necessary circuitry to receive digital tuning
commands, translate them to the internal filter tuning codes, and
drive the PIN diodes with the proper bias. The entire tuning
process is accomplished in under 10 microseconds, making the
filters suitable for fast hop applications. Programmable logic
handles the decoding task, making practically any input format
compatible, and compensating for any variation in internal filter
tune codes. The standard input format is an 8 bit binary se-
quence. Each filter has 250 tune positions, linearly spaced over
its RF tuning range. For example, the 30 to 90 MHz filter tunes
a 60 MHz range in 250 equal steps of 60 MHz/250 = 240 kHz each,

as depicted in Table 3.



The six codes which are unused for frequency tuning are used for
housekeeping functions, such as a power saver mode in which all
PIN diodes are biased off, or an RF blanking mode in which both
tank circuits are shorted to ground, providing 60 dB isolation

between the input and output at all frequencies.

Forward bias for the diodes is supplied by the decoder/driver
from a standard +5 VDC logic supply. Supply current varies with
frequency, averaging 100 mA for the complete MINI-POLETM two pole
filter. Reverse bias is also supplied by the decoder/driver from
an external +Vp supply. A unique feature of the design is that
the value of +Vy, is at the total discretion of the user, and may

be established at any value between +15 and +150 VDC.

The primary effect of raising the bias is to improve the inter-
modulation performance. Surprisingly, changing the bias has no
adverse effect on power handling capability. This is because the
biasing circuitry has been designed to allow the bias to "free
wheel”, thus allowing the PIN diodes to establish their own value
of reverse bias. This turns out to be a very stable method ! of
establishing reverse bias, the only effect of which is to modify
the intermodulation performance. Those applications requiring
the ultimate in intermodulation performance will still require an
external bias, the minimum value of which is a function of the

power level at which the filter is operating.

In most applications, adequate performance will be obtained using
only the minimum +15 VDC bias, even in high power applications.
Thus the need for the usual high voltage supplies is obviated.
Current drain from the +V, supply is less than 100 microamperes.
Those familiar with PIN diode drivers will appreciate that no

negative voltages are required.

PACKAGING

The MINI-POLETM two pole filters complete with internal
decoder/driver circuitry are supplied as hermetically sealed
modules with dimensions of 1.25 X 2.50 X 0.50 inch, a volume of
approximately 1.5 in3, or 0.75 in3 per pole. Pins provide all
external connections out the bottom of the module. Hermeticity
ensures maintenance of the filter performance parameters under
all environmental extremes. Internal construction consists of a

single circuit board with surface mount components on both sides.

Connectorized versions are also available in 1.50 X 3.25 X 0.75
inch enclosures with SMa, BNC, TNC, or type N connectors. Power

and control inputs are via a 15 pin D-microminiature connector.




APPLICATIONS

RECEIVER PRESELECTION

The MINI-POLETM filters are ideally suited for wide dynamic range
receiver front ends, as shown by the typical block diagram in
Figure 3. Placing a low noise RF amplifier module between two
MINI-POLETM filters followed by a double balanced mixer module
provides a high performance receiver front end from standard
bolt-together modules. An optional LO tracking filter can be
added to improve receiver desensitization caused by noisy or high

spurious content LO sources.

In this example a low loss (-2 dB, 8% bandwidth)) MINI-POLETM is
used as the first stage to preserve noise figure, while a higher
loss (-4 dB, 4% bandwidth) MINI-POLETM is used for enhanced

selectivity following the amplifier.

Figure 4 summarizes the overall performance of the preselector;
+13 dB overall gain, 6 dB noise figure, and a third order inband
intercept point (IP3) of +17 dBm, truly a wide dynamic range

front end.

The performance really shines when we consider that the filters
greatly improve the dynamic range performance as interfering
signals move away from f,. Figure 5, for example, illustrates
how the filters dramatically improve the saturation (desensitiza-
tion) performance for out of band interfering signals. Similar

results accrue for intermodulation, crossmodulation, and other
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deleterious effects of strong interfering signals. The resultant
wide dynamic range front end is a state of the art performer,
especially in a dense urban or cosite environment. Figure 5 also
illustrates that, for this example, the performance is limited by
the amplifiers and mixer. Thus even better performance could be

obtained using improved components.

TRANSMITTER NOISE/SPURIOUS CLEANUP

Another excellent application for the MINI-POLETM is cleaning up
noise and spurious outputs from transmitters, exciters or synthe-
sizers. Simply placing it in line with the output and supplying
a digital frequency word can significantly reduce spurious and
noise outputs. The fast tuning characteristic of the filters
allow them to track even fast frequency hopping sources. Shown
in Figure 6 is a typical application, using a low power exciter
to generate a clean (S/N=200 dBc/Hz) 100 Wwatt transmitter output.
For even higher performance, a MAXI-POLBRTM filter could be used

at the 10 Watt power level in the amplifier chain.

COSITE FILTER/RF POWER BOOSTER

Combining the receiver preselection and transmitter cleanup
applications together results in an easy method of increasing the
cosite interference tolerance of existing transceivers, especial-
1y the frequency hopping variety. Figure 7 depicts a combination

cosite filter and RF power output booster.



RF MULTIPLEXER/COMBINER

As with any reactive filter, MINI-POLETM filters can be used in
banks with a common input or output connection to provide low
loss reactive combining of non-coherent (different frequency)
signals. Unlike passive non-coherent RF power combining which
imposes severe minimum losses (e.g., 3 dB for two signals, 6 dB
for 4 signals, etc.), reactive non-coherent combining entails
only the losses associated with the filters themselves, plus
whatever losses are added by any imperfect impedance matching.
For the example shown in Figure 8, each channel suffers only a 2
dB loss, as against a theoretical 6 dB loss with passive combin-
ing. An additional advantage of the filter combiner is the
selectivity afforded each path by the filters, further reducing
noise and spurious content. The circuit is bidirectional: the

same comments apply to the RF splitter case.

The multiplexed MINI-POLETM filters may cover the same band or
different bands. However, they must be ordered as a set so as to
control the impedance matching (reactive loading effects) at the

common port.
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HIGH S/N OSCILLATOR

In addition to being used to clean up existing sources, the
MINI-POLET™ makes an excellent resonator for use in high power,
digitally tuned, low noise oscillators. The output S/N ratio of

an oscillator may be expressed2 as:

2P,Q%%,
S/IN=101 e
/N = 10 loguo 4KTQw% + FGmO] il

where;

Oscillator output power

Resonator loaded Q

Boltzmann's constant

= Temperature (0 Kelvin)

EHRON
(]

= RF oscillator frequency

wm = frequency removed from wg

g
n

Oscillator active device noise figure

G = oscillator active device operating gain

For small wp,

4P,Q%}

S/N-~101
/N~ 10logw [ppr 2

dBc/Hz
For large w.

S/N ~ 10 log; [%T— dBc/Hz



Assuming low noise active devices for the oscillator and buffer,
the design problem reduces to tuned circuit Q (or, more accurate-
ly, the rate of change of phase vs. frequency at fg,), and operat-
ing power. Power and Q both control the resultant S/N ratio; in
essence, as a squared function of Q and as a linear function of
power. Thus, for example, raising the power level of an oscilla-
tor by 30 dB increases the S/N ratio (at any frequency removed)
just as much as increasing the Q by a factor of 32 !! Often in
the quest for higher S/N ratio, only the Q of the oscillator
resonator is emphasized, while the operating power of the oscil-

lator is ignored.

In the simple example shown in Figure 9, the oscillator is al-
lowed to operate near the 1 Watt power level, producing an ulti-
mate S/N ratio approaching 200 dBc/Hz. Not only is the ultimate
S/N ratio very good, but is achieved relatively close-in. In the
example shown, the ultimate S/N would be reached at less than 5%

removed from fg.

BUMMARY

A new digitally tuned filter module is about to join ranks along-
side amplifier and mixer modules, complementing the arsenal of
tools available to RF System designers. Two-pole models are
available to cover octave or greater bands from 10 MHz to 1 GHz,
with passbands from 1 to 30 %. Tuning is accomplished in under
10 microseconds from an 8 bit TTL/CMOS compatible input. Two
series are presently being offered; the HINI-POLBT“, a one Watt
design packaged in 1.5 in3, and the MAXI-POLETM, a ten watt
design packaged in approximately 8 in3.

These digitally tuned hopping filters will find many applications
in RF Systems, including Receiver preselection, transmitter
noise/spurious cleanup, Cosite filtering, signal multiplexing,

and high S/N RF sources.
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MINI-POLE™ MAXI-POLE™
Frequency Coverage 10 MHz to 1 GHz
RF Tuning Range 3:1
RF Power Handling 1 Watt 10 Watts
Third Order IP +40 dBm +60 dBm
Bandwidth 3% to 30% 1% to 30%
Input/Output Z 50 Ohms, VSWR <1.5:1

Tuning Control
Tuning Speed
Packaged Size

DC Power

Digital
10uS
1 in3/pole 4 in3/pole
+5VDC
TABLE 1: DESIGN GOALS




10 to 30 MHz
30 to 90 MHz

90 to 200 MHz

TABLE 2: STANDARD FREQUENCY BANDS

200 to 400 MHz
400 to 700 MHz

.70 to 1 GHz
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TUNE CODE FREQUENCY (MHz)
00000000 30.000
00000001 30.240
00000010 30.480
00000011 30.720
11110111 89.280
11111000 89.520
11111001 89.760
11111010 90.000
1o
1111100 e
o
11111110 RF Blanked
11111111 Power Saver

TABLE 3: EXAMPLE FILTER TUNE CODES
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and shapefactor.

Because of the wide selection of narrowband SAW techniques now available,
the receiver design can flow smoothly from system requirements to choice of
architecture and filter specifications. This paper will start with several different
typical receiver requirements, point out the critical factors, and develop the

SAW solution for each.

Each example is introduced by studying the general requirements of the
system. These general requirements along with available filter technology
then determine the actual filter specifications. The choice of a particular SAW
filter technology is crucial at this stage. Finally, the actual filter implementation

and performance is reviewed.

INTRODUCTION

Narrowband (less than 0.2%) IF filtering in the high VHF and UHF frequency
band represents a special challenge although it offers many benefits. Only a
few techniques produce high quality responses in a reasonable packaging
configuration. Three main types of SAW filters have found common use in this
area: the in-line coupled resonator filter (RFI), the waveguide coupled
resonator filter (RFW), and the reflective array filter (RAF). Several tradeoffs
are involved in designing and selecting a particular filter approach. This
paper will review the general concerns of narrowband SAW filtering, the

specific characteristics of each approach, and finally study the application of
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NARROWBAND SAW FILTERS FOR IF
APPLICATIONS

B. Horine and S. Gopani

Sawtek, Inc. PO Box 609501, Orlando, FL 32860-9501

ABSTRACT

Surface acoustic wave (SAW) filters offer Q's comparable to crystal filters from
50 MHz to well over 1 GHz. Resonator filters using in-line coupling are the
most familiar SAW approach to narrowband fitering. On the other hand, the
newer waveguide coupled resonator filter offers superior close-in rejection.
For the same filter size, the RFW achieves 30 to 40 dB of close-in rejection
while the RFI achieves 10 to 20 dB . Since both approaches exhibit losses of

only 3 to 6 dB, either may be easily cascaded to obtain greater rejection.

For narrowband applications where linear phase or phase tracking is
important, resonant type filters may not meet performance requirements and a
transversal design may be needed. In normal SAW transversal filter design,
however, distortion due to overcoupling becomes a significant design
challenge below 0.3% fractional bandwidth. Reflective array filters avoid this

pitfall and result in a shorter device with little distortion for the same bandwidth



these filters in particular IF subsystems.

Frequency accuracy is critical in narrowband filtering applications. For SAW
devices, the most important sources of frequency error are the manufacturing
set accuracy and the temperature stability. Aging is also imporntant but is
nearly an order of magnitude smaller. The total required frequency tolerance
is added to the information bandwidth in order to determine the passband
width required of the filter. The tolerance requirement is also subtracted from
the specified rejection bandwidths, thereby narrowing the actual filter rejection
skirts. The tolerances required, therefore, for narrowband fitters can have a
dramatic impact on the shape factor of the fitter. Also, the rejection floor tends
to degrade at the wider bandwidths needed to cover the tolerances. For these
reasons, it is important to maintain a high degree of control over the sources

of error and minimize the frequency tolerance required.

The manufacturing set accuracy can range from +/- 30 ppm to +/- 200 ppm.
The narrower range is used for low frequency applications where it is more
effective to deal with a tight set accuracy rather than be driven to a lower
shape factor and higher order filter. The wide end of the range is typically
used for the narrowest band signals (BW3 < 300 ppm) where the rejection
bandwidth is not critical. Most filters are designed assuming a +/- 75 ppm

tolerance for manufacturing set accuracy.

ST cut quarz is the most commonly used substrate for narrowband filters,
although other singly rotated cuts, paricularly those with lower coupling
coefficients, are of interest [1,2]. The complexities of beam steering, especially

over a large temperature range has slowed the use of these other cuts. ST
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quartz exhibits a parabolic frequency versus temperature curve, and by
varying the cut angle and metal thickness slightly, the turnover temperature
can easily be set within +/- 10°C. Assuming a conservative second order

coefficient, this leads to the required tolerances listed in Table 1.

Range Frequency Drift
0°C to 60°C -55 ppm
-20°C to 75°C -113 ppm
-54°C to 85°C -220 ppm

Table I: Typical Temperature Stabilities

In order to develop an appreciation for the significance of these frequency
tolerances in SAW devices, Figure 1 details an example design. Note that the
addition of the individual tolerances is done by adding the peak to peak value
of each component. As this example shows, the addition of the required
tolerances has increased the number of poles needed to synthesize the filter

function.

SAW Resonator Filters

Muttipole resonator filters are the workhorse of narrowband fitering in SAW

technology. Their center frequencies range from 50 MHz to over 1250 MHz.



At 50 MHz the package required is 2 inches long. At 1250 MHz the line size is
about 0.6 um. Physical size and lithography capabilities therefore set the soft

limits on the frequency range.

Bandwidth is limited on the low side to approximately 0.02% by the finite Q of
the individual resonant cavities and by the required frequency tolerances. On
the other end, 0.2% bandwidth is achievable. Wider bandwidths than this are

difficult to impedance match and typically do not provide adequate rejection.

Insertion loss is sensitive to the center frequency and the number of poles. It
ranges from 2 dB to 7 dB for most applications. Because this loss is usually
easily handled in IF applications, cascading filters is an effective technique to
increase the rejection. The filters are simply coupled resonant cavities and
they exhibit the familiar Butterworth or Chebychev characteristics. The
rejection floor is highly dependent upon the coupling mechanism between
poles of the filter. These mechanisms are the basis for the following two

resonator filter classifications.

In-Line Coupling

In-line coupling, diagramed in Figure 2, is the most established monolithic
coupling technique for SAW resonator filters [3]. In this design, the outside
acoustic reflector arrays trap the energy within the device ensuring a low loss
and high Q response. A center reflector splits the device into two separate
resonant cavities (or poles) and controls the degree of coupling. The

interdigital transducers convert the energy from electrical to acoustical and
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vice-versa. This configuration results in a monolithic 2 pole building block.
Higher order filters are normally implemented by cascading these 2 pole
sections by directly connecting the transducers and using a shunt, interstage

matching inductor (often referred to as transducer coupling) [3].

The reflectors in the arrays are distributed uniformly on half-wavelength
centers and are designed to trap the acoustic energy over a very narrow
bandwidth. Beyond their finite bandwidth, the reflectors become essentially
transparent so that the filter response is given simply by the transmission from

one transducer to the other in a simple delay line configuration. This results in
a broad (sin x / x)2 response, as shown in Figure 3, with a resonance peak at

the center where the reflectors trap the energy launched by the transducers. If
high selectivity is important, one would cascade the 2 pole sections to achieve
better than the 18 - 20 dB near-in rejection shown. On the other hand, where
absolute rejection more distant from the frequency of operation is most
important as in some synthesizer applications, these filters provide low loss

with outstanding rejection floors.

In general, the RF| approach achieves 45 dB to 55 dB of ultimate rejection
with 10 dB to 18 dB of near-in rejection per 2 pole section. The near-in
rejection degrades with increasing bandwidth resulting in a maximum

practical bandwidth of 0.20% for most applications.



Waveguide Coupling

Waveguide coupling alleviates the near-in rejection limitation by coupling the
energy transversely to the normal traveling wave direction [4,5]. The topology
of the design is illustrated in Figure 4. In this case, a waveguide is formed by
embedding a single cavity resonator in a slow wave structure. Because of the
boundary conditions, the fundamental mode profile across the beamwidth of
the device is cosinusoidal within the guide with an exponential evanescent
tail immediately outside the guide. If an identical guide is placed alongside
the first one, energy may be transferred from pole to pole via the evanescent
tail. The amount of intersection of the evanescent tails determines the

coupling and therefore the bandwidth of the resuiting filter.

When the reflectors become transparent in this design, outside the narrow
stopband, the evanescent tail is no longer supported resulting in zero
coupling, and the wave simply propagates to the end of the crystal and is
absorbed or dispersed. Since there is no longer any path from input to output,
the near-in rejec.tion is excellent. In practice, this level is limited by spurious
waveguide modes and electromagnetic feedthrough. The response of this
type of filter is plotted in Figure 5. This is :«; 4 pole fitter implemented
monolithically using transducer coupling without a coupling inductor by taking
advantage of the zero susceptance effect of a long transducer [6]. This direct
cascading is typical of RFWs which are normally designed as 4 pole building

blocks rather than 2 pole blocks as in the RFI case.

RFWs exhibit 40 dB to 50 dB of rejection with a few narrowband spurs as high
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as 30 dB to 40 dB. Because of crosstalk concerns and material property
constraints, the bandwidth is currently limited to just over 0.1%. Extending the
bandwidth range in order to cover broader applications is the subject of

current research.

Transversal Reflective Array Filters

In applications where linear phase and good shape factor fitters are required,
transversal design is a preferred choice. Figure 6a shows a conventional
narrowband transversal fitter design. The problem associated with this design
is that the transducers are very long and comprised of many electrodes. The
interdigitated electrodes of the input transducer generate, sample and perturb
the surface wave passing through them. The surface wave is detected and
reconverted back to electrical energy by the output transducer. The
accumulated perturbations and overcoupling caused by the large number of
electrodes in the transducers cause the output to deviate from a desired ideal
impulse response. This resuits in both amplitude and phase distortions in the

filter passband response.

One way to avoid these problems is to separate the frequency selection and
energy transduction process as indicated in Figure 6b [7]. The reflective array
filter (RAF) design approach presents numerous advantages. The launching
and receiving transducers have relatively few fingers thereby eliminating the
overcoupling in the transduction. Sampling of the propagating wave by the
reflective arrays is performed by localized mechanical reflections making the

fiter more tolerant to defects such as opens and shorts. The total reflective




grating impulse response which determines the filter frequency characteristics
can be computed by performing a modified spatial convolution of the two
reflective arrays. Since the two arrays are folded, the reflective array filter

results in a shorter device for the same bandwidth and shape factor.

APPLICATIONS

IF applications may require a steep shape factor for channel selectivity, high
rejection, minimum flyback, or a flat passband. In some applications linear
phase and low VSWR may be required. The choice of filter element will be

dependent upon these specific requirements. A few examples will clarify this.

ANTI-JAM MODEM

An anti-jam modem is intended to accept a modulated signal from a radio and
demodulate and decode the information in the presence of jammers. An
example is a Qualcomm modem that accepts a frequency hopped signal
Centered at 70 MHz. The information bandwidth is hopped over a 40 MHz
bandwidth. In this application, good power linearity is important in order to
reduce jamming effects. The noise figure is dominated by the radio so the
insertion loss of the filter is not critical. Since the signal is M'ary FSK

moduiated, a flat frequency response is desired.

Figure 7 is a simplified block diagram of the IF section. Up conversion is the

obvious choice in view of the large bandwidth. Since IMD is a concern, it is

important to eliminate any extraneous tones as early in the chain as possible.
A high resolution synthesizer is used as the first LO and a narrowband filter is
used in the first IF. By setting the first IF at 289.368 MHz, a convenient 300
MHz fixed second LO can be used to convert the signal to approximately 10.6
MHz where very inexpensive filters and other components are available. At

this point the signal is demodulated.

Clearly, the high frequency of operation, narrow bandwidth, and good IMD
rejection suggest a SAW filter. An RFW was designed with 177 kHz 1 dB
bandwidth. The specified 20 dB bandwidth of +215 kHz sets the noise
bandwidth of the system while the 45 dB bandwidth of 1 MHz sets the

jamming bandwidth of the modem.

Figure 8 is a response plot of the filter showing both the narrowband and
wideband response. Note that the narrowband spurious responses on the
low side are located just inside the jamming bandwidth. The insertion loss

and ripple are 4.5 dB and 0.25 dB respectively.

SATELLITE TRANSPONDER

Satellite transponders have special requirements that are not always as
critical in other applications. For example, ruggedness, reliability, small size,
and low weight often rank at the top of the requirements list. In addition, loss
is important to the extent of avoiding being downlink limited. Finally, the
interference needing rejection is mainly comprised of the many other signals

used in the satellite.



The Data Collection Platform (DCP) of the GOES sateliite built by Ford
Aerospace Company for NASA includes both interrogate and reply
transponders that communicate between a control station and hundreds of
remote stations scattered throughout the footprint of the satellite. In order to

transmit the data efficiently, it is frequency and time multiplexed.

Figures 9 and 10 illustrate the simplified block diagrams of the interrogate
(DCPI) and reply (DCPR) channel respectively. In both channels, two filters
are cascaded in order to meet the ultimate rejection requirements. The DCPI
filter is used primarily to reject other incoming signals that are used elsewhere
in the communications subsystem. On the other hand, the DCPR filter is more
concerned with eliminating unwanted signals coming from the ground and
especially reducing the out-of-band noise. Both filters operate in the 400 MHz
range with narrow bandwidth, must survive a 1500 G mechanical shock, and
be small in size and weight. These requirements suggest a SAW resonator
filter.

DCPR

The DCPR channel is specified with a 400 kHz bandwidth at 1.4 dB. Once the
appropriate frequency tolerances have been added, the passband width is
too large to be implemented using RFW technology. Instead, a 12 pole RFl is
used to achieve 60 dB of near-in rejection. These are delivered as a pair of 6
pole devices so that amplifiers may be placed in between them. The noise
bandwidth is specified at 500 kHz. The VSWR over the 3 dB bandwidth is
important so that the integration of the satellite can proceed smoothly and at a

low risk. This is specified at 1.92:1 which will require some resistive padding
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inside the device. Finally, because the signal is actually a composite,
frequency multiplexed signal, no sharp transitions can be tolerated since they
can affect a single channel significantly. This requirement leads to a
passband slope specification of 0.1 dB / kHz. The response of a 6 pole unit is
plotted in Figure 11. The insertion loss of nearly 17 dB resulted in a VSWR of
1.3 : 1 maximum across the 3 dB bandwidth. This bandwidth is 495 kHz wide.

DCPI

The DCPI channel is specified at only 180 kHz bandwidth at 1.2 dB. This is
narrow enough for an RFW approach. In this case 8 poles are required to
achieve the 60 dB near-in rejection specification. The filters are delivered as
separate 4 pole devices so that amplifiers may be used in between. The
specifications are similar to those for the DCPR filter, scaled accordingly for
the narrower bandwidth. The response of a single 4 pole device is plotted in

Figure 12.

DIRECTION FINDING

Direction finding is required in electronic warfare applications and navigation
and landing system applications. The principle is to measure relative phase
from multiple sources (antennas). It is obviously important to have linear
phase, and in some applications, phase tracking over temperature is required.
Normally a calibration signal is used to effectively zero any overall phase

offset at any given temperature.

Since linear phase is a major issue, an RAF type filter is normally used. The



IF processing should be done below 600 MHz because of fabrication
limitations. Figure 13 and 14 iltustrate the measured amplitude and phase
response of a 70 MHz filter with a 3 dB bandwidth of 140 KHz. The 40 dB
bandwidth is 400 KHz and the near-inrejection is well above 40 dB. The
ultimate rejection is limited by electromagnetic feedthrough to 55 dB. The
filter has an insertion loss of 20.7 dB with very little amplitude ripple. The filter
is externally matched with an inductor on each port. A two element matching
network can reduce the insertion loss of the filter to 17 dB, but this is at the
expense of increasing the amplitude and phase ripples. The excellent phase
characteristics of the filter makes the RAF design an optimum approach for

applications where phase linearity and phase tracking are important.

Figures 15 and 16 show the modeled amplitude and phase responses for the
same 70 MHz filter. The transfer function of the filter is the product of the
individual transfer functions of the input transducer, output transducer, the
associated matching networks and the reflecting grating arrays. Table 2 lists
the predicted and actual measured parameters of the 70 MHz RAF filter. As
can be seen, the simulations are in close agreement with the experimental
results. A detailed discussion of the filter design and its modeling approach

will be presented in a future paper [8].

Parameters Actual Modeled
Insertion Loss(dB) 20.7 19.5
1 dB BW (KHz) 96 101
3dB BW (KHz) 142 142
40 dB BW (KHz) 396 385
Phase deviation (deg.) +1 +1

Table Il : A Comparison of Theoretical Modeled values and

Experimental results.

CONCLUSION

From the above discussion, it is clear that SAW filters can and are being used
in a wide variety of narrowband IF applications. RFW filters offer the best
near-in rejection performance for a given size and insertion loss but are
limited to 0.1% bandwidth. When greater bandwidths are called for but low
loss is important or near-in rejection is not a concern, RFI filters are effective.
Because of their low loss, resonator type filters are often cascaded when

greater rejection or steeper shape factors are required. Finally, when linear



phase is required, RAF filters can satisty the specifications provided a larger

size and higher insertion loss can be tolerated.
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Example:
Set accuracy = + 75 ppm
Temperature stability = -113 ppm

Lifetime aging = +_20pom

Total required tolerance = 303 ppm Example:
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Shape Factor = 5:1
(w/o tolerances) Information BW = 400 ppm
Rejection BW = 2000 ppm
Filter BW = 400 + 303 = 703 ppm
Rej. BW =2000 - 303 = 1697 ppm Shape Factor = 5:1
(w/o tolerances)
Shape Factor = 24:1
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Rej. BW = 2000 - 303 = 1697 ppm
Figure 1: Impact Of Frequency Tolerances
Shape Factor = 2.4:1

(w/ tolerances)

Figure 1: Impact Of Frequency Tolerances
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Figure 6a. Traditional SAW Transversal Filter Design
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LARGE LOOP ANTENNAS
R. P. Haviland
MiniLab Instruments

Daytona Beach, Florida

INTRODUCTION

This paper starts with a review of basic principles of loop
antennas, then proceeds to some of the characteristics of large
loops, especially those which make such loops of use in solving

particular antenna problems.

A loop antenna is any of the member shapes generated by forming
the antenna conductor so that it's ends meet. Small loops are
defined as those whose conductor lengths are short compared to a
wavelength, 0.3 wavelengths usually being taken as the limit of
“small", since analysis equations below this limit give good
accuracy with simple approximations. There is no accepted range
for "large", but dimensions of a wavelength or more are often

used.
GENERAL LOOP CHARACTERISTICS

The general characteristics of the loop family can be developed
without mathmetical analysis. The square loop can be regarded as

a member of a sub-family, as in Fig. la,lb,lc, with a
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transmission line at one end, and a folded dipole at the other.
With total conductor length of 1/2 wavelength, the transmission
line will show infinite input impedance. At one wavelength, the
line will show essentially zero impedance. Very similarly, the
folded dipole will show high input impedance at the 1/2
wavelength point, and low impedance at the one wavelength point.
At one wavelength, the transmission line will show essentially
zero resistance input, and the dipole around 300 chms

resistance.

The square loop will show much the same drive reactance
characteristic, since it can be regarded as a transmission line
with wide spacing. It's drive resistance will be intermediate,

around the average of zero and 300 ohms, or 150 chms.

The pattern of high and low reactance will repeat at successive
multiples of 1/2 and one wavelength of conductor. The pattern
will also exist for other shapes, the intermediate rectangles,
and triangles, polygons and circles, although there will be

magnitude changes with shape change.

The radiation pattern can also be visualized. Suppose the
conductor is one wavelength, a square, with a current feed in the
center of one side, as in Fig. 1d. The drive current vector and
the one opposite to it are in phase, so the radiation normal to
the loop will approach that of two half-wave dipole elements

spaced one-quarter wavelength. The pattern will not be greatly
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different from that of a dipole, but will show somewhat greater

gain.

With 2 wavelengths of conductor, Fig. le, the currents on
opposite sides will be out of phase, so the radiation normal to
the page will be zero. This cancellation will occur for all

integer multiples of one wavelength of conductor.

One way of restoring the normal component is to open the loop
opposite to the feed, as for the diamond of Fig. 1f. Now, with
high impedance feed, the side current vectors are in phase. The

normal lobe will show gain as compared to that of Fig. 1l.d.

There will be radiation in the plane of the loop. For the one
wavelength loop, the current vector is sketched in Fig. 1dl
looking towards the feed point, and in Fig. 1d2 towards the right
angle arm. Because of the cancellation in 142, ideally there is a

minimum or null along this line.

Figs. lel, le2 and le3 are for the two wavelength loop, the first
looking towards the feed, the second at right angles and the
third along the diagonal. Now there are four lobes, with nulls or
mininma along the diagionals. Sketches for other conductor
lengths show that the number of lobes is twice the conductor

length in wavelengths.

It is interesting that this method of consideration of antenna

characteristis by intuitive analysis has led to so many designs,

including all of the types in common use.

RESULTS OF LOOP ANALYSIS

The following results are from Mininec analysis, using a minimum
of 8 pulses per half-wavelength. Resistance and pattern accuracy
with this segementation are good, and reactance accuracy somewhat

lower, but acceptable.

Fig. 2 shows the drive point reactance of a square loop with an
omega factor (2 PI 1ln(b/a)=20, where b is the conductor length
and a its radius. (An omega of 20 is a thin conductor).
Resonances occur above the exact multiples of 0.5 wavelengths, in
contrast to dipole resonance. Fig. 3 shows the corresponding feed

resistance.

The curves for other loop shapes will resemble these, as shown in
Fig. 3 for circular loops, (based on circular loop theory). There
will be differences in details, of exact location of resonance,

and in the magnitude of resistance and reactance at resonance.

There will also be differences as the conductor size changes.
Greater conductor diameter will reduce the magnitude of
resistance and reactance at odd multiples of 1/2 wavelength, but
have relatively little effect near the even multiples. The effect

of conductor size has been largely ignored in the practical loop



antenna literature.

One point of this variation is worth noting. For omega less than
9, the reactance becomes small, negative and essentially constant
for any conductor length greater than one wavelength. As the
result, a thick conductor loop is a very broad-band antenna.
Because of the details of drive impedance change and the
associated changes in pattern, specific analysis is required to
determine if such a loop is suitable for a particular

application.

The lobe patterns normal to an octagon loop are shown in Figs. 4
and 5. For a loop fed at the bottom, these correspond to the the
H and V components. The presence of the V component is the main

difference from the dipole pattern. It is not known whether this
has much practical significance, although it has been suggested

that the vertical component reduces the fading in HF

communication by polarization diversity.

Fig 6 shows the variation in gain normal to the loop for several
shapes, with dipole and area factor for comparison. Again, the

value of the loop as a broad-band radiator is evident.

Figs. 7 and 8 show the in-plane radiation pattern for one and 2
wavelength square loops. The 2 and 4 lobes appear, with some
radiation in all directions. These antennas and still larger ones

can be mounted parallel to the earth, oriented for coverage in
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preferred directions. With larger loops, the number of lobes
increases, and with thick conductors the nulls f£ill in, so nearly

circular coverage is possible.

One possibility for loop antennas is multiple feeds, for various
purposes. For example, a loop in the vertical plane can be fed at
the bottom and side, to give choice of vertical or horizontal
polarization. Full polarization diversity in reception can be
secured with a two receiver voting system. With proper isolators
installed, simultaneous feed with 90 degree phase shift will give
circular polarization. And addition of a goniometer would permit
rotation of a multi-leaved pattern for navigation, or direction

finding.

The gain relation of the two wavelength opened loop to that of a
closed one wavelength loop is shown in Fig. 9. The "breakeven"
gain is almost exactly zero DB isotropic, occurring at 1.35
wavelenth of conductor. The open loop shows gain above isotropic
to 2.5 wavelengths. A single loop with a relay to switch from
open to closed state has isotropic gain or better from 0.5 to 2.5
wavelength. The impedance change is large, but this can be

handled with adjustable matching networks.

OTHER SHAPES

All of the above examples used simple shapes. This is not a

necessary condition, as shown in Fig. 10. The design at 10a may



be regarded as two one-wavelength loops fed in parallel, or it
may be regarded as a two wavelength loop with opposite corners
brought towards the center, to bring the phase relations of each
half-wave section to the condition for vector addition rather
than cancellation. (This system has been called the Doppleloop,
but is related to the Chireix-Mesny array of early trans=-Atlantic

short-wave radio).

The design of Fig. 10b is a specific example of shape
modification to control section phasing. With 3 wavelengths of
conductor, the top and bottom sections act as half-wave elements
spaced one wavelength. The contribution of the sides cancel on
the line normal to the paper. There will be a 6-lobed pattern in

the plane of the paper.

This antenna can be assembled into a planar array of simple
construction, as shown in Fig. 10c. It is unusual in that the
additional sections are voltage fed. Array gain can be
approximated by conventional array theory, but this will loose
accuracy as the number of loops increases. The reason is that the
currents in the loops further from the feed will be reduced by
the radiation from inner loops, and by ohmic loss. The range of
possibilities has not been studied, but some sidelobe control
should be posssible by conductor size selection. If a reflector
is added, the gain can approach that of an aperature antenna of

equal area, but usually with simpler construction.
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The deforming of the radiator can be extended to three
dimensions. This is not common, but it is sometimes done to
simplify feed problems. More commonly, the goal is reduction of
array dimensions: in essence, the deformed section is used as a
capacitative or inductive load, lowering the resonant frequency

of the effective radiating section.

As with other antennas, two or more loops can be used to form an
array. The gain and drive resistance of the Dopple loop are shown
in Fig. 11. For comparison, the gain of separately fed loops is
shown in Fig. 12. Since the capture cross-section of a single
loop is greater than that of a dipole, separations must be
relatively greater to attain maximum gain. The gain is greater

than can be developed with the same number of dipoles.

Endfire arrays are equally possible. Hybrid designs based on loop

reflector and radiator and dipole (Yagi) directors are used.

CONCLUDING REMARKS

The square loop antenna was developed for the Broadcast Service,
in South America, to eliminate the arc problem encountered in
high power operation at high altitude with dipoles. Despite this
beginning, the antenna has not been popular in commercial
services. It is widely used in the Amateur service as the
end-fire Cubical Quad, amounting to some 15 percent of all

Amateur HF antennas world-wide. It is also used in some military



work, but commonly in the small loop form.

It is hoped that this descriptive paper will serve to invite
attention to some of the useful properties of loops, an antenna

for use from HF to SHF and above.

It has been noted that the specific data presented here was
derived by Mininec analysis. This is by far the best way of
determining the characteristics of specific loop design
possibilities, and their application to a specific antenna

problem.

NOTE ON REFERENCES.

The literature on loop antennas and arrays is in two parts.
Theoretical analysis is essentially confined to the simpler
shapes, and to simple arrays formed of these. The IEEE
Transactions on Antennas and Propagation contains or will quickly

lead to all of this literature.

Concepts of the more complex shapes and arrays, constructional
details and experimental results are essentially confined to the
literature supporting the Amateur Radio Service. The magazines
QST, CQ and Ham Radio and their associatred publications should

be consulted.
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YHE MULTIPATH PROPAGATION
CAUSES AND CURES

D. R. Dorsey, Jr.
President
DocSoft Enterprises
Sunnyvale, CA 94087

INTRODUCTION

This paper explores the phenomenon of multipath propagation at
VHF frequencies and above. It will define the basic physical causes of
multipath propagation and some of the means that may be effectively used
to overcome it on line-of-sight radio links. Special attention is paid to
digital radio and land mobile radio applications.

MULTIPATH PROPAGATION - WHAT CAUSES IT ?

Multipath propagation is precisely what its name implies -- signals
received from one or more paths on a line-of-sight radio link ( Figure 1 ).
Several reflected, refracted and/or scattered paths may exist in addition to

1,234,567 The receiver will see

the primary direct signal path.
several signal inputs, most of which are delayed by the extra path length
introduced by these extra ray paths. Multipath is a manifestation of the
basic principles of wave motion --  constructive and destructive
interference.  Signals add or subtract according to the phase relationships
produced by paths other than the direct signal path. The composite signal
will contain the modulation components of all the varying paths, and the
amplitude will be determined by the phase relationships of the
components. The destructively interfering variations lead to the
phenomenon of fading, usually in the form of signal strength depressions,

signal-to-noise variations or “jitter". Fortunately, there are ways to keep it
under control and manageable in many cases.
Fading is usually defined as a time variation of signal level, phase or

(1,23,45,6,7, 8

polarization It is patently statistical in nature, and in

most cases of interest tends to follow a Rayleigh distribution (Gaussian) (4).
This is particularly true in the mobile environment, as we shall see shortly.
The mechanisms that lead to fading are refraction, diffraction, reflection,
attenuation, scattering and/or ducting of a radio wave. Terrain
characteristics and local meteorological conditions are definitely also strong
determining factors. Fading is highly frequency and path-length
dependent.

A classic example of multipath propagation is the “ghosting”
experienced in television receivers, particularly in areas where there exist
large natural or man-made obstructions interposed in the path between
transmitter and receiver. The obstruction can be either stationary or
moving --- most of us have experienced temporary multipath
propagation on our TV sets due to an airplane flying into the path between
the transmitting site and the TV receiver. Under extreme conditions,
ghosting could even cause total loss of picture synchronization.

For the VHF and above frequency range, we are normally dealing
with a line-of-sight radio link. Even changing location between transmitter
and receiver by only a few wavelengths may be sufficient to make the
difference in maintaining reliable communications(4l). By definition, then,
the path between the transmitting and receiving antennas should be as
free as possible of obstructions and the effects of the earth's curvature.
But in reality, we must also consider the combined effects of the curvature
of the earth's surface and the refractive properties of the atmosphere just
above it, since variations in the refractive index of the atmosphere may
produce signal ray path curvature. In certain localities, the presence of
atmospheric anomalies such as temperature inversions may also have to
be considered (5). In general, transmitter and receiver antenna heights
should be high enough to provide at least a tangential path across the
earth's surface, with these factors considered.

We will also have to consider the type of link being implemented.

Line-of-sight radio links generally fall into three major categories ) :



Long Overland Links - These links are typically over 50 kilometers

in length, and are generally used for radio relay links and radar detection
of targets at long distance. The earth’s atmosphere plays the predominant
role. Atmospheric fluctuations may produce multiple propagation paths
and subsequent fades.

Short Overland Links - Common in some radio relay networks,
particularly at frequencies above 10 GHz. Multipath fading is then due to
earth reflections and attenuation due to atmospheric gases and rain.

Oblique Links - Links in which the elevation angle is fairly large, as
in many satellite and radar links. Attenuation due to rain and atmospheric
gases are the major factors.

REFRACTIVE EFFECTS

Atmospheric multipath propagation is caused by variations in

refractive index In the standard atmosphere, the values of pressure,
temperature and humidity all decrease with an increase in altitude. Since
the refractive index is a function of these three parameters, it decreases

with altitude as well. Defining the parameter REFRACTIVITY (€)

N=(n-110°

we have for the earth's atmosphere

77.6 e
_ 1o 0s
N=Z2|P+asi T‘)
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where

P =  atmospheric pressure (millibars)
T = temperature (degrees Kelvin)
] = saturation water vapor pressure (millibars)

For standard atmospheric conditions, N is normally about 300. A closely
related parameter is the REFRACTIVE MODULUS ( M )%

M=N+h/r)no°

where
o = radius of earth = 6370 km
h = altitude above sea level

A plot of the vertical distribution of M is commonly called an M-curve or
M-profile.

Radio waves will travel at different velocities in different parts of
the atmospheric medium, which may contain many areas of varying
refractive index, n. Since an electromagnetic wave travels faster in a
medium of smaller n, the upper edge of the wavefront moves faster than
the lower edge, leading to a net downward deflection of the composite
beam. Assuming the vertical decrease in n with altitude is gradual, the
deflection is continuous, and the beam tends to follow the curvature of the
earth. These refractive effects may allow propagation beyond the optical
horizon by as much as 15 percent, to what is called the radio horizon
(Figure 2).

It is easy to see that we can get into a complicated situation trying to
draw a realistic picture of what these curved ray paths would look like
along a real path that considers the curvature of the earth. To simplify the
analytical task somewhat, and to characterize the degree of curvature
induced in a ray path due to vertical refractive index gradient variations,
there exists a widely used scaling factor, K, known as the effective earth
radius coefficient. This parameter simplifies the preparation of a path
profile chart immensely by allowing a ray path between two points to be




plotted as a straight line. It references the radius of ray curvature to the
radius of the earth (Figure 3), and is defined by (2)

%=K=@

-1
, odn]
ndh|

where
) = radius of earth = 6370 km
n = refractive index
h = altitude above earth

The M- and K- parameters are related, and can be used to identify
several cases of refractive phenomena. For standard refraction, the
value of dM/dh = 0.12 and corresponds to K = 4/3. For the subrefractive
case, the refractive gradient is positive and greater than the standard
value. These conditions correspond to the range 0 < K < 1.0, as shown in
Figure 3 (3). For a homogenecous atmosphere, dM/dh = 0.157, which
corresponds to K = 1, which in turn defines a direct line-of-sight path, or
optical horizon. Should subrefraction become severe enough ( K = 0.33 ),
difficult problems due to diffraction losses can result if the proximity of
terrain and ground features is not allowed for in the design of the link
system. In the super-refractive case, dM/dh is less than the standard
value and corresponds to K > 1.0. For these conditions, the radio beam
would tend to bend back toward the earth. Adjustments in take-off angle
from the antenna may need to be made, but ground proximity would not
likely be a factor. Indeed, the most usual situation we will need to deal
with is for K >= 1.0, and usually only in the range 1 <= K <= 2.

The effects of local weather conditions on the refractive properties of
the atmosphere should not be under-estimated, as these effects very
strongly influence the likelihood of fading. Fading is to be expected more
frequently and more severely in summer than in winter ( at mid-latitude
locations ), in calm weather, or across relatively dry ground.

MULTIPATH FADING

Multipath fading is the most common type of fading encountered on
line-of-sight radio links. As we saw in the previous section, atmospheric
effects can lead to multipath fading due to interference between direct,
ground-reflected and other non-reflected ray paths. Many factors may
contribute to multipath fading :

- Time of day
- Temperature Conditions
- Season
- Local climate - vertical refractive index profile

- Equatorial - Polar - Moderate
- Atmospheric absorption & attenuation
- Local Weather Conditions
- Presence of snow, ice or vegetation
- Reflection and Diffraction from local terrain features :
- Mountainous or Flat
- High-Density Urban or Suburban
- Land and/or Water paths
- Radiation
- Local stratification of atmosphere
- Mobile Links
- Doppler effects due to speed and motion
of a moving terminal
- Antenna size and location on vehicle
- Intervening obstacles

Fading is usually characterized by three main parameters :
DEPTH ( Signal strength depression, dB )

RATE
DURATION

On average, signal strength losses up to 20 dB are fairly common in a deep
fade, although fade depths of 30 db or more are also quite possible. We




would also be interested in the statistics of the fading envelope (40).

Points of interest include the average rate at which the envelope crosses a
specified level ( the level-crossing rate ) and the duration for which it

(40) as the

stays below that level. The level-crossing rate is defined
average number of times per second that the envelope crosses the
specified level in a positive-going direction. The average fade duration is
the average amount of time spent below that level.

If we plot the fade depth against frequency (Figure 4), we come up
with what is commonly referred to as a multipath notch M . When the
notch falls within a desired communications channel, adjacent channel
interference problems may result in the crossover regions of the filter

responses (Figure 5) For digital radio applications, the notch depth
directly influences bit error rate (BER). The modeling and characterization
of a multipath fading channel, with consideration toward predicting

outages, are covered in great detail in several papers included in the
(10, 11, 19, 22, 23, 25, 29, 30)
references.

Duffy & 2) indicates that severe multipath fading may occur in
locations with antennas sited on mountain tops with a deep flat valley in
between. For microwave radio applications, the optimum areas are dry,
windy and mountainous with uniform air density, while the worst are wet,
flat and humid regions such as coastal areas, at least as far as atmospheric
conditions are concerned.

MULTIPATH FARING COUNTERMEASURES

There are several means that may be used to combat multipath
fading. Some may be obvious -- optimum transmit and receive antenna
location and height, the absence of intervening obstacles, improved
receiver performance, etc. But in most cases, that will be difficult or
impossible to achieve. There are several excellent detailed references for
the characterization of fading, estimation of fading parameters, margins
and outages, and route and site planning based on those estimations @ 3).
These references cover most practical situations of interest, and can be
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used almost "cookbook"-style to address the required parameters and
computations.

ANTENNA DESIGN CONSIDERATIONS

Proper antenna system design may alleviate some multipath
problems. Ensure that transmit and receive antennas are at proper heights
to define a reliable radio horizon that will allow coverage over the
required range or area. The use of high-gain directive antennas, along
with higher transmitter output power, should provide some improvement
in received signal strength. In a mobile environment, however, this may
not prove entirely fruitful; in this case, an omnidirectional antenna
providing a fairly constant signal level and with a radiation pattern at the
appropriate elevation angles to serve the mobile environment will achieve
better results. Keep track of polarization effects -- in a dense urban
environment, most buildings, power lines or other reflecting entities are
generally parallel to a vertically polarized wave, so vertical polarization
will experience less in the way of cross-polarization effects than would a
horizontally-polarized system.

DRIVERSITY METHODS

The basic idea of any diversity method is to introduce redundancy
by transmitting information over a number of independently fading paths,
on the assumption that a deep fade will not occur simultaneously on each
path. Of course, the signals from each path must somehow be re-combined
at the receiving site, by implementing a selection and combining algorithm
to select the best decision branch, usually based on SNR, to minimize the
effects of fading. This is usually accomplished by using some appropriate
form of signal processing in the receiver. Once the proper branch is
selected, phase-lock techniques may be employed to acquire a solid lock
onto the received signal. Diversity techniques can add up to 3 dB in total
system gain. Several diversity methods are described below. Detailed and
highly mathematical treatments of diversity and combining methods are



G467  Current applications of

31, 42,

available in several of the references

diversity methods are also to be found in the current literature
43)

SPACE DIVERSITY

Space diversity uses one transmitting antenna at a single frequency
and several receiving antennas spaced so that the fading that appears on
each path is uncorrelated. A common way of doing this is to place the
receiving antennas at different vertical locations on the same tower (Figure
6a) 3 . Each antenna receives the same information, but hopefully fading
will not occur on both paths. Current practice suggests that the antennas
should be spaced at least 200 wavelengths apart & for best results
although separations of 100-150 wavelengths are the norm. At 6 GHz, this
would be no more than 33 feet. Signal improvement factors of several
hundred over a non-diversity system may be obtained, depending on
frequency, antenna spacing, path length and required fade margin.

ANGLE DIVERSITY

Angle (direction) diversity uses several directive antennas, each
designed to provide incidence angle discrimination to isolate a signal with
a particular angle and direction, independently of the other antennas.
However, it is not a commonly used method, as it would require steerable
arrays.

POLARIZATION DIVERSITY

Polarization diversity is a particularly effective method that
transmits the same information over two orthogonally polarized channels.
This method uses “"quadruple diversity”, i.e., it produces four space paths.
At the transmit end are two antennas, one horizontally polarized and the
other vertically polarized. A similar arrangement exists on the receiving
end. These differently polarized paths are highly uncorrelated, as each
path essentially is unaware of the presence of the other. This method is
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another form of space diversity, so signal improvement ratios of several
hundred should be attainable. This method is good for reducing
polarization mismatch problems.

EREQUENCY DIVERSITY

With frequency diversity, the same signal is transmitted at different
frequencies. In this case, only one receive antenna is required (Figure 6b).
It provides higher diversity gain than the space diversity method, and is
generally cheaper to implement. Frequency separation between the
transmit frequencies would ideally be 10%, but should be at least 3 to 5 %
in order to obtain the best possible signal decorrelation. @ However,
separations of 1-2% are more common in our frequency-congested world.
Signal improvements of 15-20 dB are quite achievable. This method is
common in spread-spectrum and frequency-hopping systems. In the
United States, however, the FCC regulatory position is not to approve the
use of frequency diversity unless it is the only way to achieve the needed
system reliability, in order to reduce frequency congestion and to conserve
available RF spectrum.

TIME DIVERSITY

Time diversity techniques generally apply only to the transmission
of digital data. Data is sent across the channel at time intervals on the
order of the reciprocal of the baseband fade rate. In a mobile radio
environment, the time separation and sampling rates are dependent on the
Doppler frequency defined by the speed of the moving vehicle. If the
vehicle is not moving, this method becomes useless.

DIVERSITY COMBINING METHODS

Methods of recovering and combining signals transmitted over a
diversity path fall into three major classes: Maximal-ratio combining,
equal-gain combining and selection.

In maximal-ratio combining (Figure 7a), each signal is weighted
for optimum performance and co-phased before combining. Since it



requires the weighting, summing and co-phasing circuitry, it is the most
complex method to implement, but it provides the best overall signal
improvement performance. It essentially uses the best features of both an
equal-gain combiner and a selection combiner. If one signal is zero, it acts
like a selection combiner. If both input signals are at the same level, it
acts like an equal-gain combiner.

Equal-gain combining is similar to maximal-ratio combining,
except that the weighting circuitry is omitted (Figure 7b). A simple phase-
locked summing circuit may be used to sum the individual signal branches.
The signal improvement realized in the equal-gain combining method is
only slightly inferior ( about 1 dB ) to that of the maximal-ratio combining
method, in that noise-corrupted signals may also combine with the noise-
free signals. Equal-gain combining is not a good method to use in the land
mobile radio environment, owing to the difficulty of designing a co-phasing
circuit that is precise and stable enough to properly track the moving
vehicle.

In the selection method (Figure 7c), the signal branch containing
the highest signal level is the one selected in the pre-detection phase. This
method, however, requires the use of a switching or scanning receiver to
provide continuous monitoring of all signal branches (6).
improvement performance may be up to 4 dB less than that provided by
the equal-gain combining scheme.

Signal

ADAPTIVE EQUALIZATION

Adaptive equalization is another powerful and effective method for
combatting multipath fading. The intent is to provide some sort of
correlation in the receiver circuitry in order to equalize the effects
produced by the communications channel and attempt to correct for the
distortions produced. Basically, we would like the receiver to follow or
track the variations produced by the channel and correct for them as much
as possible. The equalizer should combine all multipath components
present and cross-correlate a single mode while attempting to reject all the
others in deriving the best final composite signal. Adaptive equalization is
very useful in serial communications. Input waveforms on an analog
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channel may be corrupted or transformed by frequency translations, time
dispersion or harmonic and nonlinear distortions 6 . In high-speed
digital data communications and modems, this type of equalization is used
to reduce intersymbol interference (ISI), or symbol overlap, caused by
transmission over a time-dispersive channel. ISI can occur in any pulse-
modulated system, including FSK, PAM and QAM, and arises due to the
symbol over-extending the time slot used to represent it. Today, most any
modem capable of 2400 baud or better uses some form of automatic
adaptive equalization. At even higher data transmission rates, the use of
trellis-coded modulation, a coded form of QAM, is used to provide
improved performance in the face of significant noise and channel
distortions. In radio work, adaptive equalizers are used to provide
diversity combining or interference / jamming cancellation functions.

In general, any equalizer must be able to measure the current
channel parameters, set its matched filter elements accordingly and do so
often enough to follow the channel variations it encounters. They may be
very sensitive to channel variability and may not work well in a fast fade,
unless the processor speed is able to keep up with it. Most equalizers are
implementable in either the time or frequency domains. The application of

adaptive equalization to digital radio systems is discussed in several of the

(14, 21, 24, 26, 27, 28)
references .

One of the simplest types of adaptive equalizer is the linear
transversal equalizer (Figure 8a), which acts like a tapped delay line or
non-recursive digital filter. The current and past values of the received
signal are weighted linearly by equalizing gain and then summed to
produce the output. The equalization coefficients may be adjusted
continuously by comparing an error signal derived from the most current
total signal estimate with the input. The least mean-squared ( LMS )
equalizer is a more robust version of this type of equalizer in that it also
accounts for the noise power at the output of the equalizer by choosing the
equalizer coefficients in an effort to reduce the mean squared error (MSE).

A decision-feedback equalizer (Figure 8b) is a nonlinear
recursive equalizer scheme that is very effective for channels suffering

from severe amplitude distortion () . The decision feedback is used to



null out any ISI from symbols which might have already been detected
and processed.

A fractionally-spaced equalizer (Figure 8c) is effective for
severe distortion delay, and may have better noise performance than a

regular transversal filter The delay line taps are spaced to be some
fraction of the symbol interval.

An adaptive antenna array might also be used before reaching the
receiver stage in an attempt to enhance the desired signal interference
and/or jamming. These arrays are commonly used to maximize the SNR of

the desired signal and to minimize or null undesired signal input power.

CONSIDERATIONS FOR MOBILE RADIO SYSTEMS

In the last 15 years or so, there has been an increasing interest in
and demand for communications systems in the mobile environment, the
most popular examples of which are paging systems and cellular
telephones. The advances in digital technology in that time period have
prompted a movement toward the use of digital modulation and
transmission schemes at higher frequencies in order to better utilize the RF
spectrum that is available and to provide highly reliable transmission.
Spectral efficiency involves judicious use of the frequency, time and space

elements of the spectrum (6) based on the use of narrowband
transmission, multichannel access and proper channel spacing. Mobile land
radio appears to have entrenched itself firmly in the 800-900 MHz range.
The Integrated Services Digital Network (ISDN) is gaining wide acceptance,
and promises to provide data and voice services reliably on a world-wide
scale for both fixed and mobile services.

However, the mobile environment does present special problems,
and the main obstacle is the nature of the propagation path. A fixed base
station, usually located at an elevated site to minimize local reflection and
scattering effects, must try to communicate with a mobile station that is
constantly on the move between varying terrain features, so that in
general a direct line-of-sight path may not always be available. The
antenna on the vehicle may average only ten feet above ground at most,
and it would not need to move very far to introduce a variation of several

dB in signal level. Obstructions in the propagation path may be stationary
or moving. Thus, the effects of reflection, scattering and diffraction may
all come into play to produce many random propagation paths, leading to
fast, deep fades, even up to 30-40 dB in depth. These sorts of problems
may become particularly severe in high-density urban environments
(Figure 9), where scattering and multiple reflections from buildings and

Figure 9a shows a typical fading
(40)

other structures will predominate.

envelope in the urban environment In a rapid fade situation, things
change so quickly and dynamically that it would be pointless to look at the
problem in a deterministic fashion, so we usually view it statistically and

look for a mean signal level. In particular, fast fades can lead to significant

burst errors (30 .

(33, 34)

The proper method of digital radio modulation scheme
may help tremendously.

Mobile propagation paths can be characterized by three major
phenomena -- envelope fading, shadowing and path loss ©
fading is the appearance of fast, deep variations over the entire signal
envelope, especially at longer distances. This type of fading is considered
the single most important factor in mobile work. The fade rate depends on
both the speed of the vehicle and the carrier center frequency. For
example, the fade rate may be as much as 30 Hz at a frequency of 900
MHz for a vehicle travelling at 25 miles per hour. Vehicle motion will also
introduce Doppler spreading, which shows up as a rapid phase change, or
random FM noise, on the carrier. Shadowing is due primarily to terrain
features or other obstructions, and tends to produce slow variations in the
received signal. Path loss deals simply with the distance between
transmitter and receiver, and may vary anywhere from the inverse square
of distance up to the fifth or sixth order of inverse distance.

. Envelope

MULTIPATH EFFECTS DUE TO TROPOSPHERIC DUCTING

At frequencies of interest to satellite communications, tropospheric
multipath propagation may be of concern for eclevation angles less than
about 5 degrees, due to the long length of the propagation path and the
possibility of scintillation phenomena from atmospheric turbulence across

4)

that path For this reason, elevation angles of less than 5 degrees



should be avoided 3 . But even at higher elevation angles, multipath

propagation may occur from reflections from the surrounding terrain (4);
this can be virtually eliminated by the use of highly directional antennas,
such as are used at most commercial satellite installations. Multipath
response differs between analog and digital systems, however; an
excellent review of this problem is described in the paper by Siller (6).
Depolarization effects have been observed in satellite communications due
to multipath-induced co-polarized fading (6 .
result from tropospheric turbulence along the signal path, reflections from
an ionospheric layer, refractive bending or reflections and scattering from

Such depolarizations may

earth surfaces.

MULTIPATH PROPAGATION IN BUILDINGS AND FACTORIES

The digital and computer age has given rise to many applications for
communications between people and computers and other automated
gadgets. Although much of the interconnection of high-tech systems, such
as computers in a local area network, is done by coaxial cable or fiber-optic
means, it could also be done quite easily by radio. In a factory
environment, multipath can be caused by reflection from both the
building and its contents ( machinery and/or inventory ), all of which may
have a high metal content (18); shadowing may also occur from the
equipment usually found in a factory. Although general principles may be
applied, the conditions prevalent at a given location will determine the
measures that must be taken for that particular site. Similar studies for
data communications in large buildings and homes have been conducted

by Ishii %) and Saleh, et. a1, & 17
MULTIPATH PROPAGATION IN SPREAD SPECTRUM SYSTEMS

Spread spectrum systems tend to be less prone to multipath
variations than conventional systems M .
the reflected signal in the same fashion as any other uncorrelated signal.
The multipath problem becomes of less concern when a higher code chip

Direct sequence receivers treat
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rate is used. Frequency hopping receivers can reduce multipath losses by
either transmitting the same data on more than one frequency or by
comparing the power available in alternate mark/space channels when
making each bit decision. The use of delay-line matched filters, chirp
filters or digital matched filters may also help in nulling out the delayed
signal inputs. Swept chirp spread-spectrum systems may be effective
against moderate multipath conditions, but they require good matched
filter systems.

MULTIPATH FADING SIMULATION MODELS

We saw earlier that multipath fading is a statistical process that

follows a Rayleigh distribution (Gaussian) (4).
reproduce envelope and phase characteristics can be fashioned from either
hardware alone (Figure 10) or from a combined hardware-software
system. In the hardware simulator, the cutoff frequency of the low-pass
filters is based on the center frequency of interest and an assumed

A basic simulator to

average vehicle speed. A software system is described in Lee ) . The
obvious advantage of the software-based simulator is the speed in which
various operational parameters can be varied and the differences quickly
noted.

Another popular model is the Rummler model (20, 38, 39) , a three-
path model which characterizes multipath fading according to the
multipath notch concept described earlier. This model has a transfer

function defined by % 39

K jo)=ad-be =T,

where
a = attenuation due to flat fading
b = amplitude ratio, primary beam to secondary beam
w = notch center frequency
wo = IF passband center frequency
T - delay time between two signals



For an actual microwave radio link, Rummler indicates a nominal value of
T = 6.3 nanoseconds. This value is best computed on the basis of the
actual length of the signal path.

A multipath fading simulator based on the Rummler model is shown
in Figure 11 (38) - Notch frequency variation is accomplished by varying
the amount of phase shift, while notch depth is controlled by varying the
ratio between the two attenuator stages. This type of simulator is used to
generate M-curves, or outage signature curves, which are a plot of notch
frequency versus the notch depth at which the bit error rate (BER) exceeds
a pre-defined threshold. Outage signatures are a common criterion for
determining the ability of a digital radio to withstand multipath fading
effects. This model is used in a commercially available multipath fading
simulator, the HP 11757A, which is designed to stress-test digital radio
systems under many multipath conditions.
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