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| PRACTICAL
APPLICATIONS OF
| NON-LINEAR ANALYSIS,
SIMULATION AND
MEASUREMENT TECHNIQUES

Joel Dunsmore
Microwave Instrument Division
1992

N S

Suppliers of RF Surface Mount Amplifiers, such as Avantek, provide models and measured
data for their devices. Using the linear models, the performance of the devices may be modified
or extended beyond the normal usage. Careful modeling of surface mount components and
Printed Circuit Board (PCB) layout can precisely predict circuit charactaristics, such as gain and
match. Further, with the nonlinear SPICE model for the device, power compression and
harmonics distortion can be simulated, and the operating point and circuit may be changed to
optimize power performance.

Vector Network Analyzers, such as the HP8753C, can be configured to make non-linear
measurements. Power compression and output power, as well as second and third harmonic
distortion can be measured and displayed in real time.

OBJECTIVE

To examine specific, practical details in
building and using vendor models in a
printed circuit board amplifier design,

and simulating power and harmonic
distortion.

100 Dunmasnain s oy

This paper details a broadband PCB design using the MSA-0900 amplifier. While
normally limited at the low frequency to 20 MHz, this design extended the low end to
300 kHz, by adding a second feedback loop. Careful modeling and component selection
ensured that the high-frequency response remained unchanged. The harmonics and power
compression were modeled and measured, with remarkable agreement. Specific, practical
details of building and using vendor models, setting up nonlinear simulations, and setting
up and making the RF measurements with the HP 8753C Vector Network Analyzer will be
stressed.

RF circuit design bridges the gap between low-frequency analog and digital circuits, and
high-frequency microwave circuits. Components are often PC board mounted, like a lumped
circuit, but distributed effects require microwave techniques to be applied.



USING MANUFACTURE'S DATA
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The key to the amplifier circuit is the packaged silicon IC. Here is the data sheet for the
Avantek MSA-0900 amplifier. It shows linear characteristics such as gain and input match, DC
characteristics such as voltage versus current, and some nonlinear characteristics such as output
power compression. Others, such as harmonics at some input or output power are not shown.
Finally, the frequency range over which this device is to be used is much lower than the IC
alone allows. The IC has an excess gain from DC to about 50 MHz, but flat gain down to
300 kHz is desired.

However, the databook does include extensive modeling information, including packaging
effects, linear models and SPICE models. With the circuit simulator, designs for the
low-frequency extension can be evaluated, as well as the design for harmonics versus output
power. Throughout this paper the steps to use this information will be shown, as well as best
practices for efficient entry and simulation. This design methodology is being used at HP,
where the efforts of many engineers is leveraged over the entire lab,

DEVICE PERFORMANCE
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A circuit using a model of the MSA-0986 amplifier, and ideal resistors and inductors was
simulated as a starting point for the design. An initial simulation of the amplifier IC with only
a bias resistor was performed. Then a simple feedback circuit was added to control the
low-frequency gain, and the simulation was repeated. The results show that this topology
holds promise for achieving the design goals for extending the low-frequency performance.



IDEAL AMPLIFIER RESPONSE
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The response of the amplifier IC shows a large gain increase below 20 MHz. From looking
at the manufacture's data book, it is clear that this is due to the limited frequency response of an
internal feedback capacitor. When a low-frequency feedback path is added, with the inductor
to remove the second path when the intemnal feedback takes over, the gain is controlled to the
lower frequencies. To obtain even these simple responses of an ideal circuit, a model of the IC
amplifier is needed. In the next several figures, techniques to utilize subcircuits to simply
generate reusable and comprehensive models are presented. The packaged 1C amplifier model
will be used throughout this paper.

COMPLETE PACKAGED IC

This is the symbol created for the packaged IC. It can be used as any other simulator part,
on a top-level circuit, or as part of a more complex circuit. The IC amplifier subcircuit consists
of two lower level circuits. One is a general circuit for the 086 type plastic package. Any other
transistor or 1C device packaged in the 086 package can reuse this subcircuit. The second
circuit is of the MSA-0900 IC chip. This chip can be purchased in a variety of packages, or in
chip form. Making the IC subcircuit separate from the package allows it to be re-used in other
applications.



IC CHIP MODEL
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The 1C consists of various thin-film resistors and some parasitic capacitors, with two
transistors. One subcircuit for the IC circuit is made, connecting to the transistor subcircuits.
This could be re-used for other Avantek IC types, by changing the values for resistors and
capacitors, and adding the appropriate transistor model. The two transistors for the MSA-0900
amplifier will be added, making the IC complete. The transistor circuit for the linear device
model are shown below the IC circuit. Q1 and Q2 use the same circuit model, with scaling
factors and resistance values passed down into the model.

MANUFACTURER'S DATABOOK
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The Avantek databook includes all the information to produce the linear and nonlinear models.



BUILDING THE DEVICE NONLINEAR MODELS
MODELS: LINEAR MODELS
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In the MSA-0900 amplifier, the linear model is shown for the transistors; there are two The nonlinear model for the transistor includes an ideal SPICE model transistor, surrounded
transistors of different sizes in the IC. Only one model is made, and the scaling factors are by other elements such as diodes and resistors. The diodes are used to model the nonlinear
passed-in for the capacitances and resistance depending on the transistor. This model works capacitance effects on the device.

well for linear simulations, but cannot be used for DC or harmonic generation simulations. For
nonlinear analysis, it is only necessary to replace the linear transistor model with a nonlinear
model developed next.



COMPLETE AMPLIFIER DESIGN

A complete amplifier was designed using surface mount part models, and the IC part
model. A secondary feedback path was added to control the low-frequency gain. The inductor
was chosen to remove the low-frequency feedback path when the inteal feedback becomes
significant. The simulation used the linear model to determine the small signal response of the
circuit. This design is much more complete than the first ideal circuit, including blocking
capacitors on the input, output and feedback paths, and resistors chosen to provide DC bias
with sufficient power handling capacity. The parasitics of each of these parts may greatly
affect the circuit.

OTHER PARTS,
SURFACE MOUNT MODELS
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The models of the surface mount parts are key to the successful simulation of the circuit.
Models for a wide range of surface mount parts were developed, using network analyzer data to
match the characteristics to lumped circuit models. The parts are used by specifying the part
number, which is linked to the particular values needed in the lumped model. This is an

example of the circuit used to model an SMT inductor.
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The simulator response shows that the external feedback path does limit the low-frequency Since smaller inductors have much higher self-resonant frequencies, the 680 nH inductor
gain. However, the high-frequency response is dramatically affected. From looking at the was divided into two smaller inductors. Sometimes, adding inductors in series, or capacitors in
self-resonant frequency of the 680 nH feedback inductor, it becomes apparent that the parasitic parallel, will cause additional resonances. Often, any resistance between such elements will
capacitance will limit the high-frequency response, and cause a gain dip between 1 and 2 GHz. reduce this effect. The simulator should show us if any resonances might occur. The parasitics

of the SMT parts are not particularly well controlled. Parasitic element values from one
inductor to another can vary by 50% or more. However, it is important to include more than the
simple first order model with only a shunt C, as the higher-frequency resonances will show
some effect, and the circuit sensitivity to this will be discovered. An example of this isa
low-pass filter. If a simple model is chosen for L and C elements, it may appear that the
stop-band is well behaved. When more complex models are used, stop-band sensitivity to
multiple resonances becomes clear, and steps may be taken to account for the behavior.



~ RF CHOKE
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Another RF choke is added to further isolate the low-frequency path. The 12 nH inductor was
chosen, as it has a high impedance at frequencies above 1 GHz, where the gain slopes.

Here it is seen that the low-frequency response is about the same, but the high-
frequency gain dip has been removed. However, there is still a significant roll-off of the
high-frequency response. Perhaps another, smaller inductor between the low-frequency

feedback and the output line will reduce the gain slope.



FINAL LINEAR RESPONSE
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NONLINEAR AMPLIFIER SIMULATION

Finally, it is seen that the response is as desired, with nearly flat gain over the full band.
Next, it will be shown what happens when the nonlinear mode! is applied.

Here, the nonlinear IC model was substituted for the linear model, and a DC as well as
S-Parameter simulation was performed. Note that the simulation options block was added to
set the temperature for the IC. Initial runs gave incorrect results for the bias point of the circuit.
After estimating the temperature rise due to self heating in the IC, the correct bias point was
obtained. The small signal response will be compared between linear and nonlinear models.
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NONLINEAR SMALL SIGNAL RESPONSE
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The small signal response for the nonlinear circuit differs slightly at high frequencies from the
linear response, Experience shows that the linear model is often better at predicting the small
signal response, as it is optimized only for the small signal case. The nonlinear model may
compromise the small signal response to more accurately predict large signal performance.
Here, which response is used to design to, is up to the experience of the designer to determine.
The DC voltages for the operating point agree very well with the actual measured values.
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MODELING POWER AND HARMONICS

Trying to simulate the response of an amplifier to large signal power sweeps takes full
advantage of the nonlinear simulator. The nonlinear analysis block has been changed to a
One-Tone Harmonic Balance with a swept variable (HBswpt). The port 1 symbol has been
replaced with a Large Signal Power Port (PLS). A stimulus block has been added to control the
variable, P_in. An equation is necessary to define P_in. With this analysis, the fundamental
and 5 harmonics are analyzed for each node in the circuit, at each power level.
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This presentation shows the result of the analysis, with the output power in dBm, and The simulation was repeated at a fundamental i:requcncy of 2 GHz. Notice now that the
harmonics in dBc, shown versus the input power. It is clear that the power compresses, and second harmonic now has a dip in its response. This may be due to the feedback in the amplifier,
will saturate below +15 dBm. This analysis was done at 1 GHz, and it is interesting to note the with the second harmonic cancelling itself at this frequency. Now would be a good time to try
behavior of the second harmonic. Normally, a distortion signal will rise with input power as a to compare the simulated results with an actual measurement.

function of its order, that is, a second harmonic will increase at two times the increase in input
power, and a third harmonic will increase at three times. Here, the second harmonic follows
that trend until the amplifier nears compression.

11



'~ MEASURING NONLI
RESPONSES

With an RF Network Analyzer, such as the HP 8753C, the power may be swept while
measuring gain, or output power. In addition, with option 002, harmonics of the output may be
measured directly. The network analyzer is calibrated for power using a power meter, removing
the effects of cables, fixtures and pads. The amplifier is added, and the power compression,
output power, and harmonic distortion for second and third harmonics can be shown. Further,
the network analyzer data may be passed directly to the MDS simulator for comparison with

earlier calculated values.
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MEASURED RESULT
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Here is shown the results on an actual bread-board circuit using an MSA amplifier, with SMT
resistors and inductors in the feedback path. The results agree remarkably well with the
simulation, correctly predicting the dip in the second harmonic for a 2 GHz power sweep. The
output power and compression point are within 1 dB of the simulated data. During the
measurement, bias may be adjusted while sweeping harmonics real-time to determine bias
effects. In fact, this method is used to tune and improve harmonic distortion of GaAs FET
amplifiers used in the HP 8753 Network Analyzer.



SWEPT-FREQUENCY HARMONICS
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From the power sweeps, we saw that harmonic behavior and compression varied with
frequency. By replacing the input power swept stimulus with a frequency swept stimulus, and
performing the harmonic balance analysis at each frequency, a swept harmonic simulation can
be performed.

Here are the results of the harmonics versus frequency. Also shown is the output power, all
with a 3 dBm input signal. The second and third harmonics do vary several dB over frequency,
with the third harmonic getting worse at higher frequencies, up to about 1.5 GHz input. Above
this frequency, the third harmonic is probably out of the gain region of the amplifier. This can
now be compared to the response of a real amplifier.
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SWEPT-FREQUENCY HARMONIC
MEASUREMENTS
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The HP 8753C, opt 002 was used to measure the swept-frequency response of the output
power and harmonics. The data was read into the HP Microwave Design System, and plotted
on the same scale as the earlier simulation. The output power tracks the simulation remarkably
well. The second harmonic does not show quite the roll-off of the model, but the third harmonic
shows a very similar response to the simulation. The third harmonic response is limited in
frequency to 6 GHz (2 GHz fundamental), due to the frequency limit of the HP 8753C.



Amplifler — Swept Power and Harmonlc
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The HP 8753C network analyzer may be configured to measure output power and harmonics
directly, versus frequency or drive power. The harmonic measurements shown earlier were made
using the equipment and methods shown next,

The calibration techniques used are an important part of the harmonic or power measurement.

The receiver must be calibrated in terms of absolute power. The source will be used as a transfer
standard, transferring the accuracy of a power meter to the network analyzer receiver.

14

Calibralting the Source

Using the Power Meter Calibration,

HP 8753C Network Analyzer
set the power at the

y A—

G 5 < reference plane
HP-IB

to a very

: I I b4 accurately

[7) o known
HP 4378

Power Meter O dBm.

Reference Plane

o
HP 8482A Power Sensor

The diagram shows the connection to perform a source power meter calibration. The power
meter is controlled over HP-1B by the HP 8753. The calibration level is set to 0 dBm. The
number of readings is set at two to get better accuracy. Some padding of the source can be done
to improve source match, especially if lower power is normally needed. The total loss from the
source output to the power meter must be less than 20 dB to get 0 dBm out. The frequency should
be set to the desired frequency range and number of points. However, less points could be used
during power meter cal to speed up this step. The points may be increased after power meter cal,
with intermediate values interpolated from existing cal data.



Calibrating the Receiver

HP 8753C Network Analyzer Using the calibrated O dBm source
S\ power, perform a response
-§ © calibration on the desired
g E, XX, receiver channel.
¢ &
@ @

The receiver is now
Rafer Pire calibrated to measure

)_ri—]_) absolute power (O dBm will
| S|

Pad correspond to O dB on the display).

The second step is to connect the now calibrated source to the receiver input to be used to
measure power. A test-set port may be used, or the input can be sent directly to the HP 8753
receiver channel. If a cable or adapters are needed they should be included now. Padding before
a cable will reduce errors due to mismatch, with no loss in accuracy if added before the receiver
calibration. With the source connected to the receiver, a response cal is performed. After the
calibration step is complete, the receiver is calibrated in absolute power. Note that the power
meter is not needed at this step. Also the number of points in this step may be different from the
previous step.
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Harmonic Mode Block Diagram

HP 8753C BLOCK DIAGRAM-HARMONIC MEASUREMENT
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4
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Reference
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PAT7430A

The HP 8753 can make swept harmonic measurements, where the level of the second
or third harmonics of the DUT is displayed versus frequency. For this measurement, the
main PLL reference frequency is divided by the harmonic number; 500 kHz for second
harmonic and 330 kHz for third harmonic measurements. The RF source fundamental is
converted to these reference frequencies, and is rejected by the IF filter. The second or
third harmonic is converted to 1 MHz, and is measured by the IF detectors.



Swept Frequency Measurements
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The frequency response of harmonic distortion can be displayed directly. The dual
channel display mode is used, with the channel coupling off. Channel one displays
fundamental power, and channel two is in the harmonic measurement mode.

The DATA2/DATAL display in channel two displays harmonics in dBc, relative to
the fundamental. The marker displays harmonic level, reading in both fundamental and
harmonic frequency.
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Swept Power Harmonic Measurements
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The HP 8753 can measure power and harmonics while sweeping input power.
Measurements of this type can show unusual behavior in harmonic distortion. For example,
this display shows second harmonic power does not follow the uniform trend of increasing
with increasing output power. One possible explanation is that the distortion is becoming
symmetrical, thus reducing even order harmonics.



Measurement Considerations

e Keep Source Power Low
® 420 dBm --> 25 dBc

e 410 dBm --> 40 dBc
e O0dBm-->50 dBc

Keep Receiver Power Low

e 0dBm --> 30 dBc
e -20 dBm --> 50 dBc

® Low Pass Filter Input

e High Pass Fiiter or Pad Output

Use Pads to Improve Filter Maich

The limitations in measuring harmonic distortion come from the harmonic content
of the source, and the distortion caused in the receiver. The chart shows typical values of
distortion in the HP 8753.

Source harmonics in a limited band may be reduced by filtering the input signal. The
receiver distortion is caused by a large fundamental signal causing harmonics in the receiver.
Using a high pass filter to remove the fundamental, while passing the harmonics, can
improve the receiver harmonics without affecting receiver sensitivity. Padding the receiver
is a broadband way to reduce distortion. The maximum range of the receiver without
filtering is about 65 dBc harmonics for second, and 75 dBc for the third.

Summary

Non-Linear Effects are Increasing Important

HP 85150 CAE Tools May Be Used to
Predict Non-Linear Behavior

HP 8753 Network Analyzer can Directly
Measure Non-Linear Behavior
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Practical Object Oriented CAE
for RF Engineers

Dale A. Teets, P.E.
Innovation First
PO Box 221
Mason, OH 45040

Abstract

Object oriented techniques simplify the creation of powerful custom CAE in
Microsoft Windows with or without C++ programming. To take advantage of this
technology the engineer should understand the basics of object oriented CAE
(OOCAE), and the basic components of an OOCAE framework. A fully working
framework allows the engineer to concentrate on the mathematics, producing flexible
custom applications in less time than is possible with BASIC or other programming

techniques.

Concept of Object Oriented Programmin P

The central idea in object oriented programs is the object. An object is simply a
collection of data and code that performs a particular type of task. The object template,
called a class, is defined by the programmer. This class definition includes the various
types of data (integers, arrays, other objects, etc.) necessary to perform the task, and
the functions (methods) to define how the task is accomplished. The data and functions
are called members of the class. A PLL object might have data members such as
damping factor and VCO gain along with member functions to calculate loop

responses. The programmer can create and use multiple instances of the objects, much
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like creating and using integers or any other predefined type. Essentially the
programmer is extending the C++ language with his/her own types.

But the power of OOP goes far beyond that of being able to declare and use
new data types. A very powerful feature is the ability to define a hierarchy of classes
where each derived class inherits characteristics of its base class. This concept of
inheritance is very common in real life. Consider the analogy of the engineering
profession with engineering as a base class. Mechanical, electrical, and civil
engineering classes are derived from the engineering class. Each derived class has the
characteristics of the base class. From the electrical class we derive those engineers
who specialize in analog circuits, digital circuits, and power systems. From the analog
class comes RF engineers and from there many specialties. From an QOP point of
view we can have an instance of an RF engineer that inherits characteristics of the
base classes analog, electrical, and engineering. A new class can be derived from RF
engineering which has the knowledge of all the base classes, without rewriting the
education and training from scratch. This is an important time saving feature, as
entirely new classes can be created without even slightly altering the base class, and
the base class is still available.

Another feature of OOP is the ability to interact with all objects derived from a
given base class as though they were objects of that base class ( i.e. polymorphic
behavior). From the above analogy, an engineer could be asked to perform basic
mathematic analysis without knowing what type of engineer is doing it. This is
especially useful in RF analysis where we might have many types of analysis but each
object can be accessed as though it were the base analysis class. Thus we can tell an
analysis object to analyze without knowledge of what it actually does. This feature is
essential in development of a generic interface. Once developed, the interface can be

the same for all custom programs written. It simply treats all objects as though they



were of the base types, handling such things as analyzing, tuning, optimizing, creating,
displaying, saving, and restoring of objects. This feature reduces development time,
and provides flexibility not possible with traditional programming methods.

Object oriented programming is ideal for writing custom programs due to the
concept of reusability. The base classes are set up to handle the common tasks and
are reused in all custom programs written. Classes are derived to handle tasks that are
unique for a given application. This dramatically reduces development time and
improves reliability since the base classes are not altered and remain bug-free. The
object oriented approach requires a bit of forethought about how one might want to
extend the classes in the future. This is a long term attitude that is more appreciated

tomorrow.

OOCAE Overview

Strictly speaking, any engineering program written in an object oriented
language could qualify as OOCAE. But the true power of the object oriented structure
should flow through to the user; it should not just benefit the author of the program. An
object oriented approach to custom engineering programs simplifies and enhances
three major areas: 1) reusable event oriented interfaces, 2) manipulation of internal
objects, 3) creation of a reusable framework.

Most engineers use predefined sequences in their programs that lead the user
from beginning to end with options to branch. With OOP it is just as easy to respond to
the user in an event oriented manner. The program responds to events from the user
by executing certain routines or creating/destroying certain objects. Once the program
starts it simply waits for the user to act, then passes the information to the object with
the focus. An event oriented interface is easier to use and has far more potential for

reusability. Since the largest portion of any program is the user interface, a large
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amount of effort can be saved by reusing interface objects. This allows the engineer to
concentrate on the actual math in the CAE rather than the interface.

Since objects can be accessed through a common base class without knowing
what object is being manipulated, it is possible to allow the user to manipulate the
internal objects via a generic interface. All engineering analysis processes have certain
attributes in common. These attributes can be encapsulated in base classes with more
specific objects derived from them. All the derived objects can then be controlied as
though they were the base classes. Thus the user can specify which objects are to be
used and their relationship. A project of objects can be dynamically created at run time,
without programming. When an engineer encounters a formula in RF Design, all that is
necessary is to type in the formulas and link them to graph objects, numeric list objects,
or other objects. Using tune, analyze, and optimize features, an application is created
with all the features of a professional package but appears to have been written for the
specific task at hand. The entire process is much faster than writing a "quickie™ BASIC
program, and the result is more powerful.

For those who don’t break out in hives at the thought of programming, a little
C++ programming can be turned into numerous future custom programs. The basic
idea is to set up (or buy) an engineering framework that can be extended in various
ways in the future. Frameworks are basically collections of classes that the programmer
routinely uses to accomplish basic tasks. With base classes defined in the framework,
it is easy to extend those classes into more specific tasks. Taking this a step farther, it
is possible to create a working executable framework for basic engineering analysis
that needs no programming. When the user is allowed to manipulate the internal
objects, each new class added in C++ to the framework dramatically increases the
possibilities of new custom applications. As the framework grows over time, the

necessity of programming decreases and the time spent creating new applications



shortens. Even if the author of the program is the only one using the program, this

approach pays for itself in the long run.

Basic Components of an OOCAE Framework

The construction of an OOCAE framework is essentially a task of defining
classes and their relationships. It is desirable to derive from common base classes
whenever possible. It is also a good idea to keep the classes as generic as possible,
since it is much faster to derive than create a class from scratch. A discussion of the
more important components of the Object Engineering™ framework illustrates some of
the classes desired for an engineering framework.

Complex Class

The complex class defines how complex numbers are manipulated in addition,
multiplication, division, trigonometric functions, and other operations. With these
methods defined by a complex class, such operations as tan(z) are as simple as though
2 were a real number, the compiler takes care of the details of the actual operation
using the methods defined in the complex class. To use a complex object one simply
declares complex z, and then uses the variable 2 much as one would use the built-in
types integer or double floating point variables. The data members of the complex class
are the obvious real and imaginary parts (re and im). Figure 1 shows how a simple
complex class could be constructed. This class is typically one of the largest classes
that would be used in an engineering program. Some compilers supply a complex class
ready for use.

Process Classes

The concept of an engineering process is encapsulated in a base class that we

will call "Process." The Process class is generic enough that a derived class could

perform most anything. It provides virtual functions for updating, executing, or preparing
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to execute. Derived classes provide these functions to carry out their own specific
tasks. Thus all processes can be told to execute using the process class interface
without concern for how a particular process is carried out. The user could create a
button to collect data from an instrument via HPIB, or calculate the optimum RC values
for an active loop filter. These processes all look the same to the interface code and
are accessed through the base process class. Processes also contain a ProcessData
object capable of storing variables and data in a uniform manner. Each process can be
linked to another process to share the ProcessData object. This essentially allows a
hierarchy of processes to be formed by the user at run-time. Each process can have
one parent process and many child processes. The purposes of these links is to put the
object oriented power into the hands of the user. The objects may be linked in ways
that the programmer could not foresee. The top process of the hierarchy actually owns
the ProcessData object; the linked processes have access. Any process can of course
have its own local ProcessData. The links also allow the parent to update all linked
processes that want to be automatically updated. Thus if the user analyzes, tunes, or
optimizes a file of formulas, all linked processes such as graphs and numeric lists can
be updated without user commands. The linking, updating, and the tracking of valid
objects is contained in the Process class; derived classes do not need to do anything to
take advantage of these characteristics. The only user action required is to type in the
names of objects, the rest is transparent to the user.

A natural extension to the Process class and perhaps the most important is the
equation parser. It is the essential object in any engineering program that interprets
math and commands that are typed in as text by the user. This object is most useful for
performing processes that can not be predicted when the program is written. The text is
parsed in a recursive decent parser (Figure 2) that assumes complex values. The

parser takes advantage of the C language property of function recursion to implement



common algebraic rules and operator precedence. It supports the normal operators,
relational operators, trigonometric functions, ifffor/do/while/goto, and others, ail
assuming complex math. Commands can be defined to perform any task, and can be
extended to provide a unique language made up by the programmer. The equation
parser is also useful for giving the user access to the program's internal functions.
Since the parser is derived from the process class, formulas typed in by the user can
be analyzed, tuned, and optimized without a single line of programming. Thus a user
can type in formutas found in an RF Design magazine and link to graphs, numeric lists,
or other objects, and be done with the analysis faster than one could write any type of
program. Yet the project is available for future use and can be shared more easily due
to the Windows interface.

To enable fast efficient tuning of variables belonging to multiple processes, a
VariableTune class is defined. It allows the user to change variable values in the
ProcessData associated with a process and observe the results from all linked
processes. Having tune and analyze features is sufficient for most purposes, but an
Optimizer class adds a nice touch to custom CAE. A generic optimizer is less efficient
than the sophisticated ones found in multi-thousand dollar CAE, but requires little extra
work in OOCAE. The Optimizer object changes selected ProcessData variables until a
goal is obtained. Linked processes that want to be updated are updated as the
optimization proceeds. Thanks to the polymorphism of the process classes, anything
can be optimized that changes variable values in the process. This also extends to
formulas typed in by the user or even a test setup that alters a device under test and
measures results.

User Interface Classes
The user interface classes eliminate the need to rewrite the user interface for

each custom application. These classes take advantage of the many buiit-in functions
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of Microsoft Windows. Windows has built-in editors, buttons, check boxes, and other
controls that can be used to create powerful components of an RF analysis/synthesis
program. Windows' Multiple Document Interface (MDI) is the appropriate choice for
engineering applications. There are usually several windows available simultaneously,
and MDI handles most of the details with very little programming. Besides the look and
ease-of-use, the Windows interface has a very important advantage for custom CAE:
the device independence concept that can save an engineer months of work. There is
no need to learn low leve! details of EGA, VGA, SVGA, dot matrix printers, laser
printers, HPGL plotters, or mouse drivers. It also enables other engineers with different
computer setups to use the programs without concem for particular hardware
requirements.

The key to the user interface is the base Windo class. It provides an easy way to
derive unique window objects, as it handles tasks common to all windows. it handles
such things as reporting that it is okay to close the window, giving the user a chance to
save the contents if changed, menu changes, and handling messages from Windows
that are not intercepted. An object derived from the Windo class can concentrate on its
specific task without concern for the basic functions.

From the Windo class comes the EditWindo class with the extra capability of a
text editor. It has cut, paste, and copy functions expected from an editor and serves as
a base class for two of the most important windows: the TextParseWindo and the
ListWindo. Each of these classes benefit from both Windo and EditWindo features. The
TextParseWindo provides one method by which the user can enter formulas and
commands that are executed by the Parser class. Each object gets it own parser object
so it is possible to parse multiple files or execute one parser object from within another.
Since the editor class is available it seems natural to use it as the display media for

numeric lists. This allows the user to insert comments, cut, paste, and copy in the




listing. The formatting can be a bit tricky with proportionally spaced fonts using pixel
spaced tabs, but there are fixed pitch fonts available to ease the task. ListWindo
formats the variables specified by the user without special print statements usually
required. In fact, no output statements are required if the list is allowed to control the
process. The ListWindo knows how to get the values and format them. This means that
the user does not have to memorize commands to get listings or graphs. This may
sound like a lot of work for the programmer, but C++ and Windows makes it easier in
the long run due to reusability.

The GraphWindo class is the base class for all types of graphs. This base class
performs the functions necessary for graphing data with the exception of the actual
plotting of grid and data. Each derived class knows how to plot its data and draw its
grid. Thus to create an entirely new graph type, a class is derived from GraphWindo
that contains the actual drawing commands. The drawing routine is made much simpler
when the drawing is mapped to a common surface area. This works well for printers,
plotters and screens by letting the Windows environment do the work of mapping to the
actual device. The actual drawing commands need not be concerned with the output
device. The graphics interface provides a generic device context to which the same
commands can draw, whether it is a plotter, laser printer, SVGA screen, or whatever.
To place the plot or to fill a partial page on a plotter/printer, the user can simply change
the origin and extent of the mapping. The milliseconds lost in execution speed due to
mapping is an excellent tradeoff for the time saved in programming.

The built-in controls in Windows can be used as they are or extended to handle
specific engineering tasks. One obvious extension to the edit control is the
VariableEntry class. This is a one line editor with all the features of an editor, but with
the ability to set a complex variable to the value entered by the user. A related class

called VariableWatch defines an object that simply displays the current value of a
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variable. It uses the Windows static control and updates itself when a linked process
changes the variable's value. Many other objects are possible by deriving classes from
the built-in controls and the Process class. Buttons can perform user defined or
programmer defined processes. The possibilities are unlimited. Listed below are some

of the more useful controls provided by Windows that are easily extended or used

directly.
Windows Controls Types/Uses
Editor Multi or single line editors with automatic scroll
List Box Lists of strings or numbers
Buttons Check, radio, owner draw, text
Static Just displays something

These control objects are great for the programmer, but the real power results
when the user can put them together to form unique windows. To facilitate this, a
UserWindo class is defined to allow the user to place objects in a user defined window.
The UserWindo can hold various controls selected and placed by the user. A separate
object called a SelectBox allows the user to move and resize objects in the window.
Processes for each control can be defined in text and executed by the parser object or
hardcoded in C++. Naturally, it is faster to visually design a window than to create one
in C++ code, an option even the programmer will enjoy when time is limited.

Project Manager Class

The project manager's primary function is to save and restore the objects and
the configuration that is created by the user. The routine of saving and restoring the
project is actually a simple matter for the project manager. This is especially true since
each object knows how to save and restore itself and Windows maintains a list of
windows. Each top level window is requested to save enough information to restore

itself and its child windows. This information can be as brief as a name and the type of



the object, or it can be quite sophisticated. Since it is unknown what types of objects
might be programmed in the future, the structure is as generic as possible. The object
has the option of inserting the information directly into the project file or referencing a
file name. This assumes that the object knows what it saved and how to use it in
reconstruction. Again, the options are infinite because we do not know how we might
extend the program, and we don't want to rewrite the project file I/0 each time we write
a custom program. The UserWindo also uses this file /0 concept in saving and
restoring its unknown child objects. From the users point of view, the only interaction
with the project manager is in the open, close, and save project commands from the

menu.

Putting it all Together

There is no master object to pull everything together as one might expect. The
objects are purposely designed to be as independent as possible. The program starts
by creating a project manager object and the Windows MDI frame. From that point
forward the user dictates what is created and how the objects are used. Thus the
program consumes only enough memory to hold the created objects, rather than
grabbing memory that may never be used. Figure 3 illustrates what the program might
look like internally when the user creates a few objects.

Windows translates user actions such as mouse clicks and keyboard entry and
passes messages about these events to the application. The interface to Windows
consists of a few C style functions (as required by Windows) to receive and route these
messages. Each object takes care of itself for the most part, responding to these
messages from the interface. Interface messages are passed through the base Windo
interface object. As each window object is created, Windows adds them to its internal

window lists. Thus, to access the windows we can ask Windows for information or pass
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messages. It is redundant to track Windo objects since Windows keeps all the
information we need. However, we do need a way to attach our Windo objects to the
window structure used by Windows. This is accomplished in a number of ways by
commercially available frameworks. The most efficient way is to tell Windows to keep a
pointer to the object in the window structure. Thus messages from Windows are routed
to the proper object by retrieving that pointer from the window. Most of the messages
are handled in the base classes or by Windows. As we move down the hierarchy, there
are fewer interface tasks to handle, allowing the programming engineer to concentrate
on the mathematics involved.

The processes must be tracked by the program, since Windows knows nothing
of processes. Each process informs the master process list when it is created and
destroyed. This list can be used to get information on any valid process in the session.
This list is also presented to the user to establish a link to another process. When a
process is destroyed, it informs the parent and child links to insure that an invalid
process is not accessed. When a process is updated, it searches through its child
process list for those processes that want to be updated, and tells them to update.
Process derived classes need not do anything to take advantage of these methods.

A process object could be embedded in a Windo object, but it makes more
sense to use a feature of object oriented programming called multipie inheritance.
Since some objects are both Windos and Processes, it makes sense to derive them
from both classes (see Figure 4). The derived class then has the characteristics of both
base classes. The compiler actually does the work involved, the programmer simply
benefits from the resuiting inheritance. The alternative of embedding processes inside
the Windo objects adds to the complexity of data and member access. It generally

results in more work for the programmer and a less reliable program.




As an example of how the objects might work together, consider a simpie PLL
analysis. The engineer could extend the framework with a PLL class derived from the
Process class. But the framework already provides everything necessary, with the
exception of the loop formulas. In this case it is much faster to manipulate the internal
objects at run-time, defining a project to perform the analysis. Since the built-in Parser
object can handle complex math, a TextParseWindo is created to enter the formulas as
shown in Figure 5. A Bode plot is created to observe the ciosed loop responses, and a
ListWindo is created to view the phase margin. Both outputs are linked to the
TextParseWindo in order to share variables and use the autoupdate option. When the
TextParseWindo is told to analyze or tune it tells each of the linked output processes to
update and whether the update is an analysis or tune operation. The output processes
in this case use the logarithmic autosweep feature. For each frequency value the
output processes tell the linked TextParseWindo object to execute and the results are
collected and displayed. Figure 6 illustrates how a tune operation proceeds. Due to the
small size of the formutas, constants and variables are edited directly in the
TextParseWindo. Other than the typing of the names, numbers, and formulas all the
actions are mouse clicks. Figure 7 shows the analysis in progress. The entire
application from creation to completion of the analysis takes only a few minutes. The
project and individual objects can be saved, and are easily modified or combined with
other objects for future use. This example was purposely kept simple; more complicated

tasks are much easier done than described.

Getting Started
For the user of an OOCAE package, it is a simple matter to select objects from
menus to perform a task then use the objects to perform the analysis. There is little to

memorize when most objects present a box of options with defaults and the menus
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provide a way to avoid obscure keystroke commands. It is mostly a matter of the user's
imagination as to how a project is defined.

For the C++ programming engineer, the essential objects described above are
developed into a framework (or purchased). Then the framework can be extended for
each custom program, or the existing objects combined in a different way. Extension of
the framework usually consists of deriving a class from an existing class to redefine
one of the characteristics or to add a new feature. For the beginning programmer, there
is also the choice of compiler to consider. From an engineering viewpoint the compiler
that is easiest to use and has a built-in complex class would be the choice. Microsoft
and Borland offer the most appropriate C/C++ compilers, with Borland having the edge
in ease of use. (The Microsoft initial release did not include a complex class.) Often it is
more efficient to purchase a book about the compiler rather than rely on the compiler
documentation, since the documentation is usually reference oriented.

Purchasing a framework with source code can dramatically accelerate the
learning process of both C++ and Windows. Additionally, starting with someone else's
work saves time since one does not have to rewrite code that already works; simply
extend it. There are libraries for numeric methods, arrays, Windows interface, imaging,
graphing, and even engineering analysis that can save a tremendous amount of time
and provide leaming examples. A few of these that offer source code are:

Object Engineering (Innovation First, Mason OH) Engineering framework, based

on Windows 3.1 MDI, works without programming.

Win++ (Blaise Computing, Berkeley CA) Windows interface class library, also

offers a library for creating custom color controls.

ObjectWindows (Borland, Scotts Vailey CA) Windows interface framework,

optionally bundled with compiler.



Microsoft Foundation Classes (Microsoft, Redmond WA) Windows interface

framework, bundled with version 7 compiler, (SDK is required), initial
release does not have a complex number class.
M++ (Dyad Software, Renton WA) Comprehensive array class including
I eigensystem, optimization, factorization support, and complex class.

C++/Views (CNS, Chanhassen MN) Windows framework.

Math.h++ (Rogue Wave, Corvallis OR) math class supporting complex numbers,

FFT, linear algebra, Fourier, inverse Fourier, statistics, matrices.
The availability of these and others for C++ and Windows is an incentive to learn C++
and Windows programming rather than less popular languages and environments with

limited tools available.

umma

The basics of an engineering framework is presented that takes advantage of
object oriented techniques and the Microsoft Windows environment. The framework is
designed with a reusable interface and the manipulation of internal objects to reduce

the programming task, often eliminating it. Custom applications can be shaped by the

user at run time, as opposed to the specific sequential operation traditionally used. This

approach, powerful, yet easy to create, makes professional custom CAE practical.
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/I A sample complex class, usually much larger with more operators and functions.

// Essentially extends the C++ language to include complex variables.

class complex {

public:

double re;

double im;

complex operator();

complex operator+(complex&, complex&);
complex operator+(double, complex&);
complex operator-(complex&, complex&);
complex operator*(complex&, complex&);
complex operator*(complex&, double);
complex log10(complex&);

complex cos(complex&);

complex sin{complex&);

complex tan(complex&);

double arg(complex&);

complex conj(complex&);

complex polar(double, double);

// real part

// imaginary part

// unary negative - operator

I/ add complex to complex

// add real to complex

/1 subtract complex from complex
/I multiply complex by complex
/I multiply complex by real

/1 log of complex

11 cos of complex

/1 sin of complex

/1 tan of complex

// angle in complex plane

/I complex conjugate

Il create complex from polar

Figure 1. A sample complex class
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I/ Basic operation of a recursive decent parser, parse1() is the normal entry point
If (simplified for illustration purposes, see Shildt reference for a tutorial on parsers)
parse1(complex* answer)

{

Typical a * b flow:

parse2(answer);
if(Equal sign) ..... \V \
}
parse2(complex” answer)
{
parse3(answer);
if(relational operator) ...

}

parse3(complex” answer)

{
parse4(answer);

if(multiply or divide) ...

........ Other levels

parseN(complex* answer)

{

if(parenthesis) parse1(answer);

else Get the value of variable or function

Figure 2, The Parser Implementation



Basic Interface Code
Create command from User
Create an instance of the
object, (i.e. assign space
for its data)
User request

Give it to the object with focus

Object ]
Method of allocation
Wwindo
OkToClose method
windows defaults method
Editwindo
Cut method
Paste method
Save method —

Process
Link method
Listwindo
Method to get data
Method to format data
A Listwindo called Untitled1
Object data
windo data
Editor data
Process data
ListWwindo data
A ListWindo called Untitled2
(same elements, different values)
Other Objects created

Figure 3.

EditWindo Object's Methods

ListWindo Object's Methods

/

The compiler
and Windows
handles the
most of these
details. The
programmer
just defines
classes, and the
user creates the
objects with
mouse clicks.

Program Code

A Listwindo object created by
the user. The methods above
are used with this data when
the Untitled1 object is used.

Another ListWindo object
with its own data, shares the
methods above.

Internal View of Object Oriented Program
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Object

windo

Process

Editwindo

Listwindo

Object
Wwindo Process
/
GraphWindo
SmithChart

Figure 4. Typical hierarchy showing ListWindo and SmithChart

w =6.2831853"Freq

R1 =2470

R2 = 2200

C =0.01e-6

N = 1796

Kv = 6e6

Fs = (jw*R2*C + 1)/(jw*R1*C)
GOL = Kv/jw*4*Fs/N

GFM = 20*log(mag(1/(1 + GOL)))

GTR = 20*log(mag(GOL/(1 + GOL)))

GolMag = 20*log(mag(GOL))
GolAng = ang(GOL)
Fs = 20*log(mag(Fs))

Il variables, in this case directly edited here

1/ active fiiter

/! open loop

/1 closed loop (VCO)
1/ closed loop (Ref)

Figure 5. Text typed into TextParsewindo for PLL analysis




5) Paint message
from Windows
1) Process

request from —>| Process Windo
parent

process \
\ 4) Tell Windows

2) Request  3) Load that this window
frequency  the GraphWindo| ¢4 be updated
data data

BodePlot | 6) Plot the data

Figure 6. A typical tune operation
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w = 6.2031853°Freq
R1 = 2470

R2 - 2200

C = 0.0le-6

N - 1796

kv - 6e6

Fs = (jweR2eC+1)/(jweRleC)
QOL = Kv/jweqeFs N

GolAng - ang(GOL)
Fs = 20%log(mag(Fs))

2 2 >
E 37927 -101 -26
FLTERGPH 48329 -39 -28 3

Figure 7. PLL analysis in progress
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Signal Synthesis for Controlled Particle Extraction
from High-Energy Accelerators

H. Meuth,(a} G. Heinrichs,(® H. Halling(b), and S. Papureanut(a)$§
(a) Institut fir Kernphysik, (®} Zentrallabor fiir Elektronik
Forschungszentrum Julich,

P.O. Box 1913, D-5170 Jilich 1, FRGermany

Abstract:

Various schemes, employing magnetic and/or radio-frequency (rf) fields, may be use
to extract high-energy beam particles from within an accelerator ring, to make the
available to external beam lines and eventually experimental stations for mediu
energy and elementary particle research. Ultraslow extraction (USE) employs
signals to influence the beam trajectories. This method is, due to the pracisic
available with rf techniques, capable of a highly controllable extraction mechanisr
and is, therefore, preferred, when an even and constant particle flux extraction
required, especially for many hours. As opposed to acceleration and diagnostic
where primarily (pure) single frequency signals are needed, the rf signals for US
require a carrier at a harmonic of the particle revolution frequency plus a precise
tailored and sharply delimited superimposed noise band. As a novel feature, sign
generation intended for COSY, a COoler SYnchrotron accelerator ring now und
construction and soon to be commissioned at the research center KFA Jiilich, is
employ direct digital synthesis techniques for its higher precision and flexibility. With
a modular, computer-interfaced VME/VXI-frame lay-out, the digital system w
incorporate the key features of (i) noise generation (0 to > 100 kHz), (i) low-pa:
filtering functions with programmable cut-off at sharp roll-off (> 120 dB/octave
(iii) carrier frequency generation (~ 10 MHz), and, finally, (iv) double or single-sic
band up-conversion of the noise band. Output to subsequent intermediate pow
amplifiers is rendered via digital-to-analog conversion, followed by reconstructic
fitering and a DC-decoupled 50 Q line-driving capability.

§ on leave from the Institute of Atomic Physics, Bukarest
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1. Introduction:

The primary task of particle accelerators is to provide energetic particle beams with
defined characteristics to the “user”, to perform fundamental or applied research, or for
certain manufacturing processes. Linear accelerators have a gun-like configuration,
but can use any component only once for every particle. Ring accelerators, due to their
recycling feature, may be more efficient, but require an extraction scheme, that, similar
to a railroad switch, eject the accelerated particles out of the ring, to transport them to
their final aim. Extraction schemes may simply "kick" the beam out of the ring, or slowly
and continuously peel off beam particles, until no more particles are left in the ring.
Thereafter, new particles must be injected, to begin a new acceleration cycle with final
extraction.

To interact with particles, accelerators must employ quasi-static fields, which may
guide, deflect, and focus charged energetic particles; and electromagnetic radio
frequency fields for acceleration, and diagnostic beam measurements. For particle
guidance at velocities of the order of the speed of light (> 0.1 c), magnetic fields are
most efficient, while electric fields are used preferably at low energies. The fields are
configured in certain multipoles; dipoles act as deflectors, quadrupoles act as
focussing and defocussing lenses, and higher order multipoles, particularly sextupoles,
are used for tailoring transverse (i.e., perpendicular to particle propagation) beam
shape. RF fields are usually produced by high-power generators, coupled to one or
more cavities; they serve to modify the longitudinal beam properties.

Characteristic radio frequencies in both linear and ring accelerators are determined by
transit times in between accelerating stations. For ring accelerators, the fundamental
frequency is thus frey, i.@., the parlicles’ inverse revolution period. Since particle
velocities v are to increase during acceleration, this must also be the case for the
frequency. Depending on size, these frequencies may, typically, go as low as a few
hundred kHz, for the fundamental in large rings, and reach some hundred MHz, with a
tuning range of up to three octaves. Further, due to the (non-sinusoidai) pulse shape of
the beam bunch, many higher harmonics may be present in the signal at any instant,
and each harmonic contribution may be broadened due to a relative velocity or
momentum spread of the particles. The advent of affordable VLSI circuits allows their
use for digital rf needs, that fall into the above frequency range, see Fig. 1. As a result,



digital rf methods are receiving more and more consideration in the accelerator field:
For instance, a first prototype digital system is now in place for the new cooler
synchrotron COSY at the Research Center Jilich [1,2], and digital techniques are also
being studied for the use of local oscillators in accelerator beam diagnostics.[3]
Quasistatic electric and magnetic fields are subject to certain limitation in rise-time and
precision; field impact on particles results from the total force integrated along the
particle trajectory through the multipole, giving rise to an additional uncertainty. These
limitations apply especially to magnestic field components with large amounts of ferric
materials involved, which must store substantial field energy, possibly close to the
saturation limit. In contrast, rf techniques are, per se, capable of fast variations on the
order of an rf period. Moreover, highly precise frequency reference and rf
measurement techniques are well established.

Particles interact over an extended period only with those spectral components of the rt
fields of frequency f, with which they are in tune, i.e., f = h x fey, where h is the
harmonic number, and e, the revolution frequency. For a given total length of
trajectory around the ring, the momentum p of particles of rest energy E,, and the rf
frequency are related in the following way

hi. ;
V(%z” )

In Equ. (1), t. is the

f(p) =

thus, the higher the momentum, the higher the rf frequency.
revolution frequency of particles with speed of light, v = ¢.

2. Common Particle Extraction Schemes:

Beam extraction may be accomplished by a number of methods, depending on specific
needs. To eject all particles with one single kick, high-power pulsers are used,
whereby a fast discharge of a capacitor bank drives an air-coil deflection dipole
magnet solenoid. Here, timing between beam pulse and discharge pulse is crucial.
This method renders the entire beam bunch to the user. Due to saturation of particle
detectors and the subsequent electronics, it may, however, be more desirable to
control the intensity of extracted beam such, that efficiency of detectors and electronics
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is optimized. For higher intensities, saturation would set in, while for lower intensities,
signal-to-noise would ba given away. The extraction mechanism must therefore
accommodate such a requirement, in that it ejects, at any point in time, exactly only that
fraction of the beam which produces the desired beam intensity, even in time.

A commonly used scheme is the “resonance extraction®, also called slow extraction,
which uses the fact, that in the operation of an accelerator, there exist points of
instability, which lead to particle loss, which can be configured as a particle drift to the
exterior of the ring. Such resonnnces may occur, when trajectories of some particles
exactly close on themselves, once they have gone once, twice, or at most a few times
around the ring. Since particle trajectories are essentially influenced by the multipole
fields, it is possible for the particles to reach a resonance, when these fields are
suitably adjusted. Now, not all particles will reach such a resonance point all at once,
but depending on their momentum, p. In Fig. 2, a particle distribution is shown with a
resonance point nearby. This resonance point may be moved up to the distribution by
suitably cranking the fields, to eject those particles in direct touch with the resonance.
It can be seen immediately, that cranking the fields evenly in time will (i) feed particles
in a bell-shaped density in time, since at beginning and end of the cranking procedure,
there are the few particles in the tails, while there are many during the middle phase.
While this effect could be overcome by a suitable, uneven (although highly precise)
field cranking speed, (ii) another problem is more serious: Fields display, due to a
finite, albeit small, power supply ripple, a ripple in field strength, that translates into a
jitter of the resonance position in time, resulting, locally, in a jitter in cranking. This
effect leads to an ejected spiky haumn inlensity, and is very difficult to get rid off with
regulating means alone.

3. Ultraslow Extraction:

A remedy for the above-mentioned shortcomings is offered by the method of ultrasiow
extraction (USE), a scheme conceived [4], and essentially pioneered [5] at the
European accelerator laboratory CERN. For our considerations here, the notation
ultraslow is not very descriptive, but stems from the fact that it is capable of a very long
extraction process, over and above the slow extraction, permitting controlled and even
particle fluxes for several hours. The USE principle uses magnetic multipole fields to
only bring the extraction resonance into close vicinity of the beam distribution.




To actually manipulate and extract beam particles, it employs exclusively rf techniques.
Specifically, a harmonic of the particle revolution frequency, h x f.ey, is superimposed
with a noise band, either static, or slowly swept, as needed. The scheme uses the fact,
that beam particles slowly migrate or diffuse in momentum space,[4,6] when subjected
to such an rf noise power. This may be visualized, since the spread in particle
momentum p is tantamount to a spread in particle velocity, B = v/c, and again
tantamount to a spread in frequency f, if the total length of trajectory around the ring is
kept fixed. Thus, we may set

AT' = n(p.w)é"pi @)
where the coefficient n(p.y) is n wenk function on the particle momentum p, and the
machine optics, here denoted by \hu parameter y,. The spread Ap is measured in
reference to the beam bunch’s cunter momentum, cf. Fig. 2. Similarly, the frequency
spread is taken in reference to the center frequency. Further, what was said about the
center momentum and center frequency in the context of Equ. (1), applies also for their
respective spreads.

For USE, see Fig. 3, one first applies a stationary noise to broaden the particle
distribution from bell-shaped to rectangular; thereafter, the noise power is turned off,
not to unnecessarily heat the beam. This shaping procedure removes the first
weakness (i) of the slow extraction principle, mentioned above in Sec. 2.
Subsequently, a noise band is applied, that spans between the beam particle
distribution, and the ring’s extraction resonance, and serves as a diffusion (or
extraction) channel, carving away particles at the edge of the particle distribution,
which then diffuse toward the resonance, where they are ejected. Very much like an
impedance, this diffusion channal decouplos any (i) resonance jitter from the beam
feeding and ejection process. |he stewp roll-offs at the noise edges are essential to
precisely define the cutting edge. Finally, to ensure an ejection of high efficiency, the
resonance may be covered with a narrow noise band of high power density
(“chimney"), by which particles are kept from diffusing through to the other side of the
resonance region without ejection. In order to have a continued particle flux, the
cutting edge of the noise band has to be moved continuously into the particle
distribution, thereby slowly eating it away.
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Except for the cutting edge, the noise band pattern of the extraction channe! shouid,
actually, be shaped in a subtle roll, c.f. Fig. 4, and not simply flat, as indicated in the
simplified scheme of Fig. 3. This helps to gradually match the particle flux between the
carving edge on the one side, and the ejection at the resonance, without which
unwanted particle rejection could arise.[7]

Now, for the LEAR accelerator at CERN,[5) the coefficient | of Equ. (2) remains virtually
constant (0.9 < n < 0.7) for the entire range of operation. In contrast, n may vary in
COSY by about two orders of magnitude for the attainable range of particle momenta;
as a matter of fact, it may go through zero and become negative, i.e., 0.9 < 1 < -0.1,
implying that, then, momenta above the center momentum correspond to frequencies
below the center carrier. Howavor, nugative y may be avoided during the extraction
procedure. Nevertheless, this iplies, that with one and the same momentum spread,
the necessary noise band widlh may vary by two orders of magnitude. With an
expected maximum momentum spread of Ap/p < 5 x 10-3, a noise band 5 x 10-3 S Af/f <
2 x 10-4 is needed. This large window of operation, and also the interesting
perspective of flexibly configuring other operation parameters led to the idea, to
develop a for COSY a digital synthesis system for rf signal generation with USE.
However, due to the programmability, this system need not be limited to COSY
parameters.

4. High-Power Components for USE:

To define all requirements on our digital signal generation system, we briefly have to
touch the amplifier and beam-coupling set-up, which is mainly a high-power evolution
of the somewhat simpler LEAR system.[8] To couple the noise power into the beam,
propagating inside a UHV bemm pipuo, nn inductive *narrow band" structure is used,
somewhat akin to a transformar, soo Fig. 5. Narrow band means here a pass-band
feature with a 3-dB-breadth Al/t ~ 0.2, which is much wider than the maximum noise
band width needed from Equ. (2). The coupling structure, also called kicker, is built up
in modules, each containing a cavity type shell, and a ferrite to have a broad
resonance anywhere between 8 and 25 MHz. The actual resonance is defined by the
capacitance of the coupling loop. The COSY kicker is laid out for 12 MHz center
frequency. Actual final power levels of ca. 1kW total are generated by commercial rf



amplifiers, but play no role for specifying the parameters of the low level signal
generation system.

5. Key Performance Requirements:

The condition on the carrier frequency is given by both Equ. (1), and the passband
properties of the kicker. Both conditions are combined in Fig. 6, from which we may
conclude that a slight tuning of the kicker structure by externally adjusting capacitance
may be necessary. An entire extraction process may take anywhere from a few
seconds to hours. Noise powser, and achieved particle density are directly related,
leading to the following condilions. 1 he nolse band width for beam shaping must be in
accordance with Equ. 2, using 1he 4a-width, while the band width for the extraction
channel follows from the distance of approach to the extraction resonance, which, for
our purpose, may be assumed 1o be of the same order. Attenuation rate or roll-off at
the noise cut-off of the extraction channel is crucial to define the precision of the
extracted particle population, but may be, if necessary, relaxed for the shaping
channel, as long as initial and final particle flux transients are tolerable. Inversely,
noise-band flatness for the shaping channel is subject to tight requirements, since it
directly influences an even particle distribution, while the conditions on the extraction
channel are not as severe, calling for an intentional roll. Finally, filter specifications are
usually given in terms of voltage, and not in terms of power. Thus, while an aftenuation
rate of more than 120 dB/octave is conceivable, a maximum total particle number of
1072 reasonably limits, in any case, the needed voltage level ratio to max. 120 dB.

max. carrier center frequency < 15 MHz

max. carrier sweep speed 100 ki lz/s

max. output voltage 1 V/50 2

noise bandwidth, adjustable 1 to 100 kHz
max. stopband attenuation 100 dB
attenuation rate > 120 dB/octave
passband flatness <0.1dB

Table I: Key parameters for signal synthesis system
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All these key requirements appuint 1o e within the reach of a fully digital system, based
on technology commercially availabile today.

6. Signal Synthesis Options:

Building upon the philosophy of an all-analog USE system developed at CERN,[8] we
are in the process of developing a completely new sub-system for signal generation,
that relies mainly on direct digital synthesis.

6.1 carrier frequency synthesis and digital-to-analog conversion:

The carrier frequencies up to 15 MHz are accessible by commercial NCO circuits.[9]
To minimize possible errors, or distortions, that reconstruction filtering could cause to
the precisely tailored frequency signals, a high rate of oversampling is necessary, say
100 MHz, at 12-bit signal data. This data rate is defipitely feasible, as far as digital-to-
analog converters (DAC) areé concetned, since, recently, a number of DACs, that are
capable of performing at or above 100 MHz at 12 bits [10] have become available, or
are soon to be released.

6.2 noise generation and filtering:

With one exception,[11] USE signal generation schemes employ to date analog white
noise sources. In contrast, we are examining for our system a number of options to
generate the noise bands. Unfortunately, the 100 kHz bandwidth lets commercial
digital audio processors fall just short of this target. Nevertheless, one scheme
examined is to use one or more digital signal processors (DSP), which provide both
the noise generation, and the subsequent filtering. The data sequence could be stored
intermediately in a local memory with > 106 12 to 16 bit data words, to be output on a
faster time scale, as needed. Direct data output from the DSP without extensive local
memory is also explored; and also the use of a large memory bank, as above, without
local DSP, but rather with daln down-loading capability from a remote control
computer. The latter option could, lor instance, be accomplished with a commercial
arbitrary waveform generator. Yet another option is the use of an NCO with a suitable
random frequency or phase input, a method, which would permit to differentiate




between frequency, phase, and amplitude noise, allowing for the first time specifically
and precisely defined beam gymnastics.[6]

These schemes could have the filter task already incorporated by outputting a suitably
computed data sequence. In case of using a DSP or an NCO, a separate dedicated
filter bank may be necessary. With analog techniques, the key requirements of
Table |, especially the high atienuatlon rate, would be best fulfilled by elliptic filters,
therefore suggesting suitable digital IIR filters for our purpose. Presently, filter
simulations are underway to pin down the required complexity, that may involve ten or
more multiplications.

6.3 up-conversion:

A fully digital implementation of both double side band and single side band up-
conversion are being examined. Only the latter permits generating asymmetric noise
patterns of the type of Fig. 4. As a matter of fact, we could combine this way the noise
spectrum of the chimney, and of the extraction channel into one single band. Digital
up-conversion is possible by digital multipliers, and is used in a 16-bit, 25 MHz
version [12] in our fully digital rf control system for acceleration in COSY.[2]
Unfortunately, only one butterfly multiplier is available on the market today, that fits only
roughly our needs, performing i 12-bit, 60 MHz.[13] As a fall-back solution, an analog
up-conversion is conceivable, lor which both carrier frequency signals and noise
signals are first separately converted from digital to analog, and thereafter they are
then applied to an analog mixer.

6.4 over-all system layout:

Two probable layouts for the system are shown schematically in Figs. 7 and 8. A
version using mainly NCOs is depicted in Fig. 7. The NCOs render data in quadrature.
One pair generates the noise signal via real-time random phase and/or frequency
input. This method has the advantage, that the generated data are already in the
proper format, i.e. sin [2xnf(t) t + ¢{t)] and cos [2xf(t) t + ¢(t)], where f(t) and ¢(t) contain a
suitable value sequence in time, needed for the noise spectrum. Subsequent digital
filters will refine the spectra, if necessary. Additionally, amplitude noise can also be
added. The complex multiplication perform a single sideband up-conversion. In
Figure 8, the task to generate nolse nnd 1o filter it, as necessary, is delegated to a

35

digital signal processor, clocked at 40 MHz or higher, in combination with a fast
memory bank of size 1Mx16 bit with access times of < 20 ns. The memory is capable
of outputting the data sequencus real time to the up-conversion module. The entire
system will be accommodated in a VME/VXI frame, with network (LAN) connection to a
central control computer, or a workstation. The frame is supplied with a controller to
manage communication and data transfer, and could contain, in addition, a second
CPU to take some of the computational burden off the DSP, or manage the real-time
data input/output to the NCOs.

7. Conclusions:

A number of options are being explored to implement a digital signal synthesis system
for use with an ultraslow extraction system with COSY. The digital scheme promises
considerable flexibility in static and dynamic parameter choice. Quality performance of
the synthesis system must first be checked with standard rf measurement techniques.
However, only the final performance together with the intermediate power components
and the particle beam will be of essence, for which beam diagnostic measurements
are also being prepared.
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NONCONTACTING COAL AND ROCK THICKNESS MEASUREMENT WITH A
VECTOR NETWORK ANALYZER

Robert L. Chufo
U.S. Bureau of Mines
Pittsburgh Research Center
Cochrans Mill Road
Pittsburgh, Pennsylvania 15236

Abstract

A noncontacting electromagnetic sensor has been developed by the
U. S. Bureau of Mines that measures the thickness and dielectric
constant of coal and rock and locates the interface in multilayer media.
The technique uses a vector network analyzer, an IEEE488 bus controller,
and a servo controlled L-band antenna positioner. Spatial modulation is
created by moving the sensor antenna through a distance of 16 in and
measuring the reflection coefficient at 401 frequencies from 0.6 to
1.4 GHz at each of 32 antenna positions. The antenna motion imparts
spatial modulation to the data that, through signal processing, solves
the problem of media, target, and antenna dispersion. The system along
with its simple dipole antenna is calibrated by making a measurement of
a reflecting metal surface. The signal processing technique avoids the
use of radio frequency absorbing material to deal with multipath
problems. In addition to a presentation of the system theory and
architecture, field test results and application examples will be
presented. The system measures coal and rock thickness of less than

3 in to over 60 in to within 1-in accuracy. The sensor has been
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developed as a coal/noncoal interface detector in the computer-assisted
mining machine program being conducted by the Bureau, and also has

application to locating rock fractures and water filled voids.

Introduction

Ground penetrating radar (GPR) systems in general have been lTimited
in their resolution and measurement accuracy by two problems:
Penetration and focus. Electromagnetic waves of low frequency penetrate
the media but do not have the ability to resolve small objects. The
information content of the energy that does penetrate the media and
returns to the antenna appears to be scrambled and out of focus. The
problem is media dispersion. The usual GPR systems use time domain
processing of electromagnetic pulse, impulse or synthetic pulse signals.
Media dispersion and the added complication of antenna and target
dispersion cause problems too complex to sort out in the time domain.
These problems are much easier to solve in the frequency domain. The
theory supporting this new research developed by the U. S. Bureau of
Mines is in the frequency domain, but the signal processing architecture
uses both the frequency domain and the time domain.

Previous GPR systems required knowledge of the dielectric constant
of the material being measured or required that a known thickness of the
unknown material be measured to calibrate the system. The present
technique does not require prior knowledge of the dielectric constant
because it is automatically calculated during the thickness measurement

process.



The radar thickness measurement technique described in this paper
uses a spatial domain concept (i.e., moving the antenna to create a
modulation on the radar output that can be processed in the frequency
domain). The motion occurs perpendicular to the target and is used to
advantage to remove reflections that are not along the antenna motion
axis, the axis of interest.

The technique uses a vector network analyzer, an 1EE488 bus
controller, and a servo positioned L-band dipole antenna. The antenna
motion imparts spatial modulation to the data that, through signal
processing, solves the problem of media, target, and antenna dispersion.
The simple dipole antenna is moved through a distance of 16 in and the
reflection coefficient is measured at 401 frequencies, from 0.6 to
1.4 GHz, at each of 32 antenna positions. A nominal power level of
0 dBm or less is sufficient to penetrate to depths of over
10 ft. To date, no effort has been made to optimize the system
parameters. The reader will recognize that some of the values are
network analyzer default values, others have been arbitrarily chosen.
The present values, whether wisely chosen or not, have produced a
thickness measurement resolution of better than 1 in.

The system, including the antenna, is calibrated by measuring a
reflecting metal surface. This is a hardware and environmental
calibration and does not include the sample to be measured. A corrected
reflection coefficient is then calculated by essentially dividing the
target reflection data by the metal reflection data. The target is
usually a multi-layered geological deposit as found in the roof or floor

of an underground coal mine. The deposit consists of layers of coal and
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slate or shale. The resulting frequency domain reflection coefficient
is transformed into the time domain where reflections from each
dielectric interface can be identified. The strong reflection from the
air/coal interface can be separated from the weaker reflection from the
coal/shale or coal/rock interface. This technology is used to determine
the coal thickness remaining between the cutter head of a mining machine
and the mine roof rock above the coal.

Highwall mining is done from the surface with a highwall mining
machine positioned opposite a hillside. The coal vein has been
previously exposed by cutting into the hillside with earth moving
equipment to create what is known as a highwall. The coal is mined by
cutting or augering parallel tunnels, known as entries, into the
highwall. For highwall mining machine control it is necessary to keep
the entry being mined parallel to the previous entries and to know the
width of the coal, known as the rib, remaining between entries. Modern
mining requires that the rib remaining be of sufficient width to prevent
the collapse of the mine roof onto the mining machine. An excessively
wide rib leaves too much coal unmined, wasting a valuable resource. A
rib width between 2 ft and 4 ft is usually left in the hillside.
Reflections from the air/coal and coal/air interface on both sides of
the coal rib can be identified and the distance between them, rib
thickness, can be determined and used to control the heading of the
mining machine.

The system measures coal and rock thickness of less than 3 in to
over 60 in. Similar measurements of sandstone, granite and salt have

been made with even greater accuracy due to their better homogeneity




compared to coal. The technology can be used at both higher and lower
frequencies. The depth of penetration will be greater at Tower
frequencies and the ability to resolve small objects will be greater at
higher frequencies. Frequency selection can be used to advantage to
avoid the detection of small detail that is of no interest or to avoid
the detection of objects at depths beyond concern. Laboratory and field
testing has also been done at S-band. Better resolution was obtained
but with less depth of penetration. Applications of detecting clay
intrusions, rock fractures, and water filled voids are also possible
with this versatile technology. A by-product of this thickness
measurement technique is the noncontacting measurement of the complex
dielectric constant of each layer of the multilayer media being
measured. The measurement of the dielectric constant is a necessary

factor in the determination of the thickness of each dielectric layer.
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Processing

The following discussion outlines the Radar Coal Thickness Sensor
measurement technique as it currently exists in developmental form. The
original research started with Kerns plane wave theory [1] and solved
for each of the scattering coefficients in the matrix with a standard
antenna calibration technique. However, when the antenna was within two
wavelengths of the material being measured, diffraction became too
strong an effect for a plane wave model. A solution was sought in
simple spherical wave theory but the penalty of doing this was the
necessity of finding an explicit solution for the coefficients of the
model. Several approximation techniques for linear calibration were
tried and it was found that a solution was possible. The coefficients
did not vary when the antenna was closer than two wavelengths to a metal
calibration plate. This was called the "Linear Reduction Method” [2]
and it worked quite well except for some second order problems. It was
assumed that these problems were nonlinear multipath effects that were
not accounted for in the calibration procedure. The math model was then
expanded to include the higher order effects and called the “Quick
Reduction Method.” Many of the higher order coefficients were lumped
together to accommodate a metal plate calibration technique done with a
4-ft square metal plate placed between the sample and the antenna. This
in situ calibration technique corrected for signals returned from
reflectors beyond the edges of the calibration plate. In an underground
mine these reflections would be from material similar to the target coal

but outside the measurement area.



Measurement

The thickness measurement process begins with a measurement of the
input reflection coefficient of an antenna in close proximity to the
coal surface. This measurement is taken at a wide range of frequencies
and positions (e.g., 401 frequencies between 600 and 1400 MHz, and
32 positions between 4 and 20 in from the coal. This is accomplished
using a vector network analyzer connected to an antenna moved in space
by a linear positioner. Then the measurement plane is electrically
moved from the instrument measurement plane to the plane of the antenna.

Figure 1 shows the measurement test setup.

Data

The data from this measurement are a function of both frequency and
position and contain both amplitude and phase information. The data at
this point represents a plot of the frequency domain history for one
antenna position.

Transforming the data to the time domain at this point in the
process and inspecting the time domain history for this one antenna
position shows the absence of any sharp peaks around the antenna. This
indicates that the information for the coal surface is corrupted by
other effects such as antenna dispersion, diffraction, and multipath.
These effects must be characterized and accounted for by considering the

frequency domain history at each antenna position.
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Antenna Transfer Functions

To characterize the antenna, a separate test is run with a metal
surface substituted for the coal surface; the same frequencies and
positions are used. This provides data from a known reflection surface
to obtain the antenna transfer functions. These functions are used to
remove antenna dispersion from target data taken at the corresponding

antenna position.

Removing Antenna Dispersion

when the antenna transfer functions are accounted for in the data
the result is the product of the antenna-to-surface-to-antenna distance,
represented by the spatial delay, and the coal surface reflection
coefficient. The reflection coefficient contains the information for
the coal thickness. Other reflections (i.e., multipath) are also

present in the resulting transfer function.

Shifting Image Plane to Coal and Removing Diffraction

Dividing the reflection coefficient expression by the spatial delay
shifts the image plane from the antenna to the surface of the coal and
removes diffraction. With the antenna-to-surface-to-antenna distance a
known quantity, the true reflection coefficient in the frequency domain

can be determined.

Integrating Space
By preforming a spatial integration we can now decorrelate the

multipath. Since spatial integration is coherent with the coal but not



coherent with any other spatial distances, the multipath will become

zero sum or at least small compared with the surface reflection.

Transforming to the Time Domain and Range Gating

Transforming the data to the time domain and range gating removes
unwanted reflections from the data by gating out all the information on
either side of the desired peak. However, recent data as presented in
the results section of this paper have shown that range gating is
usually unnecessary as the signal return from the dielectric interfaces
between the coal and rock are sufficiently distinct to make the
interface easily discernible. Transforming the reflection coefficient
back to the frequency domain, after gating, yields the composite

reflection coefficient for just the reflections within the range gate.

Correlating with Theory

An earlier method [2] for determining the thickness transformed the
time domain reflection coefficient back to the frequency domain so that
the measured reflection coefficient could be correlated with theoretical
reflection coefficients for various thicknesses and dielectric
constants. The theoretical reflection coefficient that correlated best
provided a statistical determination of the thickness and dielectric
constant of the coal being measured. For example, the theoretical
reflection coefficient that correlated best with the measured reflection
coefficient was for a coal thickness of 5.3 in (for a relative
dielectric 4 and Toss tan of .03). The actual thickness of the rough

wet coal measured in this early underground test was a nominal 6 in.
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This result provided the encouragement to proceed with the development
of a scheme for the direct measurement of thickness utilizing the time

domain data.

Field Tests

The purpose of this research was to develop a coal and rock
thickness sensor of sufficient accuracy to provide vertical and
horizontal guidance of both room-and-pillar and highwall mining
machines. In order to validate the theory developed for thickness
measurement, extensive underground and surface mine testing was
preformed. Over a period of two years, tests were conducted in mines
with a variety of geological and environmental conditions. Test areas
of both freshly mined and aged coal, from 3 to 60 in thick, were
measured. The areas measured ranged from very dry to extremely wet with
water dripping from the roof test area. The wet coal did not affect the
thickness measurement. Coal seams with clay and metal vein intrusions
of iron pyrite could be imaged and the distance from the coal surface to
the intrusion was accurately measured. Surface roughness and cleating
was not a problem. The average thickness of rough cleated surfaces was
measured accurately. Accurate measurements were obtained even when

water filled the cracks between the cleats.

Roof Tests
Roof thickness tests were made in production mines and in the

Bruceton Research Coal Mine at the Bureau’s Pittsburgh Research Center.



Figure 2 is a representative measurement of roof coal thickness. On
the vertical axis, the plot shows the amplitude of the reflected signal
in decibels; time in nanoseconds is shown on the horizontal axis. The
large peak on the vertical axis represents the reflection from the first
interface, the air/coal interface. Signals plotted to the left of the
large peak represent discontinuities internal to the measurement
equipment and between the antenna and the coal surface. These
reflections are reduced to at least 30 dB below the air coal reflection
by the calibration and spatial integration scheme. Peaks to the right
of the large air/coal reflections are from discontinuities internal to
the coal and shale being measured. The printout on the left shows the
thickness of coal between the air/coal interface and the coal/shale
interface. Measurements have identified both the thickness of the coal
and the thickness of the next layer, usually shale, above the coal roof.
At the L-band frequencies presently used, the depth of penetration is
about 10 ft. Future roof thickness measurement research will attempt to
provide a direct readout of the thickness of each layer of geological
material within the penetration range of the signal. Presently, the
power level of the transmitted signal is 0 dBm. This signal level, or
less, is adequate to produce a good signal-to-noise ratio for the return
signal measurement. The hardware will permit an increase in transmitted
power of 20 dB to determine if greater penetration is best achieved
through increased signal power or through the use of a lower transmitter
frequency. Both the hardware and software will operate from 300 kHz to"

3,000 MHz.
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Rib Tests

Figure 3 is a plot of actual data taken at an operating highwall
mine in West Virginia. Measurements were made in freshly mined entries
immediately following the mining machine. The determination of rib
thickness can usually be interpreted both visually, from the FFT data in
the figure, and from the numerical readout from the automatic thickness
measurement software. A large dielectric contrast is seen at the first
air/coal interface and a somewhat smaller but still pronounced
reflection can be seen as the signal exits the coal rib at the coal/air
interface in the adjacent drift. The vertical bar to the right of the
main peak indicates that the rib thickness is 35 in. The dielectric
constant and loss in decibels-per-meter are also indicated above the rib
thickness measurement printout at the left of the plot. Additional
measurements were made over the range of 18 in to 50 in. The thickness

in these test ribs could be determined to within 1 or 2 in.

Measurement of Other Geological Materials

Figure 4 shows the data obtained from a granite block. The sample
measured was 36 in by 45 in by 48 in. The thickness was determined to
within 3% of the actual 36-in thickness. This small error is due to a
rounding error in the calculation algorithm that can be corrected if
extreme accuracy is required.

Figure 5 shows data obtained from a 20 in by 44 in by 44 in Berea
sandstone block. The thickness was measured to within 1 in or 5% of the

20-in dimension.



In conducting research on thickness and dielectric constant
measurement it was convenient to have a calibration standard available
in the surface laboratory. A satisfactory and inexpensive material is
salt in the form of the cattle salt blocks found in lTocal feed stores.
The 50-1b blocks were stacked to form a wall 4 ft square by 9 in thick.
Figure 6 shows the data obtained from the salt wall. The correct
thickness of 9 in was measured with a dielectric constant of 4, which is
similar to the dielectric of coal.

A coal sample was removed from the Bruceton mine and measured to
determine the effect sample size and shape irregularities would have on
the coal thickness measurement. While the single test was far from
conclusive, it is felt that irregular samples with a face area of less
than 4 ft square will require a higher measurement frequency for
satisfactory results. The software can easily accommodate changes in
any measurement parameter as it was written to be a general solution for

coal and rock thickness measurement.

Conclusions and Recommendations

Field testing of the electromagnetic coal thickness sensor has
produced results of sufficient accuracy (1 in for coal from 3 in to
60 in thick) to justify continuing with the engineering work necessary
to develop a practical sensor that can be mounted on a mining machine
for the determination of roof, floor, and rib thickness. Future plans
are to determine the range of antenna motion necessary, the number of
frequencies, and frequency range that must be used to preserve the

present measurement accuracy. Minimizing the size of the data set will
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reduce the software processing time and facilitate the construction of a
compact machine mountable sensor.

It was found that vertical E-field polarization penetrates thicker
coal ribs than horizontal E-fields. This is thought to be due to the
thin horizontal ash layers having a higher loss than the coal.

The real part of the dielectric in coal varies very little from a
value of 4 but the loss tangent varies a great deal. Wet, rough or
heavily cleated coal had little effect on the dielectric measurement.

The ash content may be related to the loss tangent of the dielectric
measurement. This would be a helpful means to identify higher quality
coal.

Sub-wavelength interpretation at L-band worked down to 0.25 in when
the second surface had a high contrast like clay or shale. The layering
interpretation was more difficult when the second layer was sandstone

with a dielectric constant approaching that of coal.
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ABSTRACT -- A direct sequence spread spectrum (DSSS) receiver consists of three main
component; a carrier loop for carrier phase acquisition, a code acquisition to line up the local and
transmitted sequences within one chip, and a code tracking for fine tuning the alignment of the two
sequences. This paper deals with the first two component of the DSSS receiver. A Costas phase
locked loop (Costas PLL) is used as the major loop in which a novel code acquisition subsystem is
nested. The Costas PLL, comprised of a number of analog components, is implemented with custom
applicationspecific integrated circuits (ASIC). Experimental results of abinary phase shiftedkeying
(BPSK) system employing the ASIC Costas PLL are then presented for validation and performance
evaluation of the ASIC chip design. The second part of this paper considers the coarse acquisition
device nested within the loop. An Algebraic Despreader is proposed as an altemative to the
conventional models currently used in DSSS systems. The design consists of digital components
that conform readily to integrated technologies. The pseudo-noise (PN) sequence generated by the
algebraic synchronizer proves to be an accurate estimate of the desired despreading sequence, to
within one chip. A mathematical model is presented and shown to be consistent with the system’s
configuration. Curves for the probability of acquisition versus the number of clock pulses are
generated through simulation and plotted for an eighth order system in various levels of additive

white Gaussian noise (AWGN).

I. INTRODUCTION
A DSSS signal is obtained when a PN sequence is used to modulate a much siower binary

information signal before it is translated to a selected RF frequency by an appropriate carrier. At
the receiver, similar operations are necessary to demodulate the incoming signal and retrieve the
desired information. One arrangement commonly used to accomplish this is the Costas PLL. As
shown in Figure 1, the Costas PLL works in concert with the embedded acquisition and tracking
mechanisms to lock onto a signal and maintain synchronization. The difficulties of the system lie
in the phase and frequency uncertainties between the transmitted and locally generated signals. The
Costas PLL estimates the phase ambiguity of the carrier, while the code acquisition and tracking
mechanisms estimate the PN sequences phase uncertainties. Since the focus of this paper is on the
operations of the Algebraic Synchronizer nested in a Costas PLL, the fine tuning phase of the PN
sequence, usually accomplished by a delay locked loop, is not addressed.

AGCL IF AP AGC2
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g =N Despreader [~

-
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Chip Clock
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Figure 1: Costas Phase Locked Loop with Nested Acquisition and Tracking Devices.



There are several candidates for the code acquisition technique. One method uses the sliding
correlator [1,2] which reduces the uncertainty region by moving the local PN sequence relative to
the received signal by a fraction of a chip. This serial search method produces a high correlation
value when the two sequences eventually overlap. While this approach is quite time consuming,
there are variations that have improved performances. Another coarse acquisition technique for
DSSS applications is the Rapid Acquisition Sequential Estimator (RASE), developed by Ward [3).
The RASE achieves synchronization by loading a portion of the transmitted sequence into shift
registers of the local PN generator to induce a proper code alignment. As pointed out by Chiu and
Lee in [4), however, the design does not lock onto inverted sequences (caused by data modulation)
and should be replaced by the more efficient Improved Sequential Estimator (ISE).

A recent coarse acquisition technique that was first introduced in [S], and competes well with
the above systems, is presented in this paper. It does not require feedback from a sync detector and
operates successfully on inverted sequences. The system performs an estimate of the number of
chips by which the received and locally generated PN sequences differ. This estimate is then used
to synchronize the two platforms.

Section II describes the operations of the Costas PLL, suggests an ASIC implementation, and
provides experimental results of a BPSK configuration. A description of the Algebraic Despreader
is then given in section IIL, followed by a mathematical model of the design with a third order
example in section IV. Section V sets up the test-beds and provides simulated results and

performance curves for an eighth order system.

II. COSTAS PHASE LOCKED LOOP
1. System Design

The Costas PLL of Figure 1 contains five four-quadrant multipliers. Two of the five
four-quadrant multipliers are utilized for IF carrier stripping, two are employed for PN code
stripping, and one is used as a phase detector to help create the loop error voltage as a control signal
for an external voltage controlled oscillator (VCO). The loop also contains two operational

amplifiers; one amplifier is used to process the error signal and the other is used in the power
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detection loop for the automatic gain control (AGC). The dynamic response of the receiver is
controlled by two independent AGCs. One AGCis based on energy contained within the spreading
bandwidth while the other AGC depends on baseband energy at the Costas loop output. This
separation of AGC functions permits the greatest flexibility for controlling the receiver’s dynamic
range, particularly for the cases of co-channel interference (CCI) and adjacent channel interference
(ACD). The hybrid splitter is an active network which facilitates 0° and 90° local oscillator outputs
to I and Q multipliers with a 0° local oscillator input. The circuit takes the single ended local
oscillator input and produces differential outputs to the I and Q multipliers used for carrier stripping.
Both I and Q arms of the Costas loop are equipped with absolute value circuits for power detection.
These circuits are used in the AGC feedback loop to generate the energy signal for gain control.
The output of the I and Q channels are followed by two comparators to facilitate the threshold
decisions on the matched filtered data. Symbols from the in phase arm (I) of the Costas loop baud
matched filter (BMF) have the non-return to zero (NRZ) format.

The above Costas PLL has been designed and implemented with the CSL-100, an analog
ASIC chip, developed and designed by Signal Technologies, Inc. The chip contains all of the above
mentioned components, except for one AGC. Its circuit architecture is flexible enough to support
a wide range of frequencies and circuit interconnectivity. The CSL-100 has a bias network that is
used to bias the IF inputs of the Costas loop. The network uses a Darlington pair to provide the
appropriate dc level at the IF inputs while providing isolation with low current demand from a
bandgap reference, the dc bias source. The ASIC has a bandgap reference that is used to provide
a temperature stable precision reference internally for biasing the multiplier current tails. External
pin access points are provided to allow custom filtering, quadrature networks, bias networks, and
other miscellaneous circuits to be connected to the ASIC.

Adding a threshold device allows for hard decision estimates from the chip matched filters
(CMF) embedded in the Costas loop to be routed into an algebraic coarse synchronizer, which

calculates the required PN synchronization phase.



2. Experimental Verification

The system of Figure 1 was designed andbuiltand tested with the analog ASIC and supporting
components to test the CSL-100 operating in the Costas PLL configuration. For simplicity,
spreading and despreading was not included in the test setup. Figures 2 through 4 are oscilloscope
traces of various signals for the BPSK transceiver experiment. The transmitted data at 191 Kbps
isshowninFigure 2a. The PN datais then modulatedby a 36 MHz RF carrier. The BPSK transmitted

waveform is shown in Figure 2b.
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Additive White Gaussian Noisec was then added to the received signal before entering the Costas
PLL. Figure 3a is the oscilloscope trace of the transmitted data, while Figure 3b is the oscilloscope
trace of the signal at the output of the BMF. Figure 4 then compares the reconstructed signal at the
I comparator output to transmitted data. Except for a delay due to propagation, the signals are
essentially equivalent. This experiment illustrates the capability of the CSL-100 in operating as a
Costas PLL, with extemal support. The next set of tests for the CSL-100, would include the coarse
acquisition device and the fine tuning mechanism. In the upcoming sections, focus is placed on

the description, modeling, and simulation of the algebraic despreader.
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III. ALGEBRAIC DESPREADER DESCRIPTION
Thealgebraic despreaderisa digital device that can be constructed with a pair of PN generators,

two dot product calculators, and a smoothing filter. It can also be realized with a single digital
ASIC and extemnal components. The first PN generator of the despreader is used in conjunction
with the first dot product operator and the incoming sequence to produce a codeword with phasing

information related to the incoming sequence. This codeword is passed through the smoothing
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filter and applied to the second PN generator via the second dot product operator to produce a
sequence that is aligned with the incoming sequence. The smoothing filter improves the system’s
performance in the presence of noise.

Figure 5 is an upper level diagram of the algebraic despreader. Within each block are
subordinate levels with components that perform logical operations. The overall purpose of this
system is to strip off noise, data modulation, and threshold effects from the input signal to produce
a resident PN sequence for the purpose of despreading. Refer back to Figure 1 for the location of
this device in the Costas PLL structure.
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Figure 5: Algebraic Despreader.

The leftmost block of Figure 5 is an "extended”, “reversed”, and "modular" PN sequence
generator. It is extended to operate on data-modulated sequences, reversed to assist the first dot
product operator in producing constant phase vectors, and modular for efficient ASIC
implementations. Figure 6 is a generalized PN generator of this type. The register contents of the
generator are transported to the matrix dot product operator through parallel lines.

The nextblock is the dot product matrix. It performs multiple dot product calculations. Figure
7 illustrates only one of its n branches, where n is the order of the non-extended generator. The

reason for n branches (instead of n+1) is to minimize hardware while maximizing performance.



Data modulation is stripped off at this site. The other branches are identical to Figure 7, except for
fewerdelay elements. For example, the (i+1)th branch contains one less element than the ith branch.

This shifting effect allows for uniqueness in the generation of adjacent bits of the codeword.

[ ocoo
’ Xn Xp-2 Xy
L—){ Z, + Z, + coo Z ..

Figure 6: Extended, Reversed, and Modular PN Generator (First Generator).

As shown in Figure 7, the (n+1) register contents of the first local PN generator are ANDed
with (n+1) consecutive samples of the input sequence. The AND gates are connected to an
exclusive-or gate to complete the dot product operation. When all n parallel branches of the matrix
dot product operator are sampled, a codeword is formed that stays constant in time, under noise-free
conditions. Noise forces the codeword to temporarily change. For the nth order codeword, there

are 2°-1 possible combinations, each representing a different phase.

Ragister States of the ist PN Generator

|
T e

Figure 7: One Branch of the Matrix Dot Product Operator.
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To stabilize the codeword, and therefore improve the performance of the system, a smoothing
filter is employed between the two dot product blocks. The filter is made up of accumulators and
data converters that build increasingly accurate estimates as a function of time. Figure 8 contains
one branch of the n branch filter. The first block converts the binary valued data (+1 and 0) into
numeric (+1 and -1) data. The running summer then adds these values as they emerge from the
first block. This process is sometimes referred to as a "Random Walk" , since the output of the

summer walks up and down a staircase as prescribed by the input.

— — S
Bh.;.:ry Running Nu;\;ric
Input| Numeric S Binary |output
J

Figure 8: One Branch of the Smoothing Filter.

Since more correct chips than incorrect ones are expected, the summer builds a more accurate
estimate as additional samples are processed. That is, the DC component at the input causes the
output to eventually reach a steady state condition where all outputs are either positive or negative.
The next block then converts these values into the binary format which prepares the codeword for
the next stage.

Figure 9 is the dot product operator that forces the second generator to adjust its phase in
relation to the input signal. The generator is of nth order to match the size of the codeword. It has
a modular configuration but is not extended or reversed. It can be derived from Figure 6 if the order
and feedback taps of the model are modified. All 2°-1 possible codewords are uniquely specified
by this structure.

With the proper initial conditions, the output of the dot product operator is a PN sequence
that can be used at the mixers (see Figure 1) to despread the incoming signal. Delay and advanced

versions ( z%chip) of the despreader output can be sent to the tracking mechanism for fine tuning.



Filtered Codeword

— T~ >

>
:DI:Diﬁ output

/W

Register States of the 2nd PN Generator

_—_D- 200

N\

Figure 9: Dot Product Operator.

IV. MATHEMATICAL MODEL
Aspreviously stated, the serial sequence entering the algebraic despreader is potentially noisy,
modulated by data, and quantized by a threshold device. Ignoring the carrier, the signal at the input
to the receiver is modeled as:

Z(1) = s(t)a(t) +n(r) )
where s(t) is the binary information, a(t) is the spreading code, and n(t) is the AWGN in the channel
(see Figure 10). Sampling and quantizing this signal results in the sequence:

Z=2ZZ,+++2, (2)

This sequence enters the matrix dot product operator through a set of shift registers, represented
mathematically by the last row in the matrix of equation (3). A new chip enters the matrix from
the lower left comer shifting the adjoining chips to the right. The other rows correspond to the
other n branches of the (n+1) branch operator. The (i+1)th row differs from the ith row by only

one shift. The chips exit the matrix through the upper right hand comer.
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The first local PN generator of the receiver is extended, reversed, and modular [6]). Given
that f(x) is the describing polynomial for the nth order generator, equation (4) shows the operation
that is necessary to extend it.

e(x) = (1 +x)ftx) “

Reversing the extended equation is accomplished with the equation:

r(x)=x"*'e(lx) - (%)

Figure 6 is the modular arrangement, also referred to as the Galois implementation. The
[(n+1) x (n+1)] characteristic matrix, Ag, for this generator is given in equation (6) along with its
state vector, Pg. The X’s represent feedback taps of the generator. The vector Pg serves as the
initial conditions when the system starts up and as the present state of the generator while it is
running. The multiplication of Ag with P produces a future state vector that can be applied to the

Z matrix to produce a vector (codeword) that possesses valuable phasing information.

000 « 0 X, P
100 0 X || P
010 ~ 0 X, P,

AgPe=|+ « o« e . )
000 — 1 X Py

Combining the three matrices (via multiplication and the dot product operation) results in a
vector codeword that stays constant for every clock pulse, provided no noise is present. If noise
exits, the codeword changes with occurrence proportional to the dependent nature of the matrix dot

product operator.



z . Ag Pgl = )]

A /O 0

The codeword is a vector of length (n+1) which reflects the extended operation that rids the
incoming sequence of data modulation. At this point, the codeword can be truncated to reduce
hardware overhead and to increase acquisition performance. It canbe truncated to length n without
loss of information. Physically, this is done by eliminating one of the (n+1) branches of the matrix
dot product operator.

The codeword, assumed noisy, is passed through a smoothing filter. The filtered codeword
is then applied to the dot product operator of Figure 9. It is used to adjust the phase of the second
local PN generator. The [n x n] characteristic matrix of this generator, Ay, is given in equation (8)

along with its present state vector, H;.

000 0 X, \[H,
100 0 X, ,l|H,
010 0 X, || H,

AH =|. « . N | I (8)
000 - 1 X ||H,

The generator is operating with a random phase in relation to the input sequence, until struck
by the codeword (via the dot product operator). At that time the proper phase, with respect to the

incoming sequence, is forced. The final govemning equation of the despreader is:

[c o d e]- A H| = [a] %)

where [a] represents a chip in the despreading code. Ensuing clock pulses produce subsequent chips

in the PN sequence. The following example should clarify these ideas.
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Third Order Example
This example utilizes the characteristic polynomial f(x) = 1+x*+x*. Assuming that there is
no channel noise and that the incoming sequence (after binary quantization) is 1110010 + « «, the

resulting Z matrix is:

o -0 O
- O =
O = o

1
1
0
0

Since the initial conditions of the transmitting PN generator are random, it is justifiably correct
to assume that any propagation delay (in chip intervals) is absorbed by the Z matrix.

In developing the matrices for the first local generator, a couple of algebraic operations are
necessary. Extending the original equation is performed as follows:

e(x)=(1+x)(1 +x°+x")=1+x+x*+x*
The next step is to calculate the polynomial inverse:
r(x)=x‘e(l/x)=1+x’+x>+x*

From this, the characteristic matrix, Ag, is easily obtained:

00 0 1971
1 0 0 1llo
4ks = 15 1 0 1|0
001 o1

The initial conditions 1001 were purposely selected to contain an even number of ones. The

resulting codeword is:

[ S —

Z+AP, = = CODEWORD

0
The strength of this acquisition design lies within the integrity of this codeword. It must
remain constant (relatively constant), throughout the entire communication process. Since noise

causes it to pop in and out, a smoothing filter is used for stabilization. This example assumes that



no noise is present so there is no need for a filter. The next step is to truncate the codeword from
1110 to 111. The truncated codeword is then applied to the second local PN generator. It too is
modular, but, is of order n=3. The characteristic matrix of this generator is:
001
A, = |1 01
010
Strategically using the initial conditions H; = 101, we find that:
00 1q1
[111]-]1 O 1]|0] = [1]
0 1 0]|1
In successive clock pulses, H; is updated to future states while the characteristic matrix and
codeword remain unchanged. Continued interactions in this manner produces the sequence:
1110010 + » », which is identical to the input sequence. It should be mentioned that improper
selections of the initial conditions would have misaligned the local code relative to the incoming

sequence by a constant phase shift.

V. SIMULATION AND PERFORMANCE

Most coarse acquisition designs are evaluated by their speed in acquiring synchronization.
The algebraic despreader is no exception. Before testing for speed, however, the system should be
tested for validity. Figure 10 contains the model used for this test. The transmitter contains a binary
data source that is spread by a higher speed PN sequence. AWGN is added in the channel. At the
receiver, the incoming sequence is routed in two directions. One path leads directly to the mixer
for despreading while the other to the cascaded limiter and algebraic despreader for local PN
sequence generation. Figure 11 contains waveforms generated by an eighth order system. Signal
11a is the original data at the transmitter while signal 11b.is the output of the local mixer. The

similarities between the two signals indicate that the despreader is operating correctly.
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DATA AWGN >
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— Alg. Data
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PN

Figure 10: Test-bed to Verify Acquisition.

11a). Original Data

11b). Recovered Data

Figure 11: Example Waveforms.

To determine the speed of the system, another test-bed is used. This one simply monitors the
filter outputs for the correct codeword (a stable codeword). Close inspection of the despreader
design indicates that the point in time where the codeword becomes stable is the same time when
synchronization is achieved. For simplicity and without loss of accuracy, data modulation was
removed at the transmitter for these measurements. Here too, the channel was made up of AWGN.
Figure 12 contains plots of the probability of a correct codeword versus the number of samples for
various signal-to-noise ratios. As expected, the noisier environments slow down the acquisition
process. With SNR = -1 dB, it takes approximately 700 samples (chips) to obtain synchronization
with 90% certainty. For SNR = -3 dB and -5 dB, roughly 2200 and 7200 samples are required,
respectively.
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Figure 12: Acquisition Performance Curves.

VI. CONCLUSION
The discussion started off with a review of the popular Costas PLL followed by a realization
of the design using a compact and flexible analog ASIC. Experimental results yielded satisfactory
performances. Focus then shifted to the coarse acquisition device. This novel new technique of
algebraic despreading, embedded within the Costas PLL, was shown to be well suited for DSSS
applications. A functional model was provided along with mathematical descriptions. Simulation
results were then given for an eighth order example operating under different levels of input signal

to noise ratios. As with the Costas PLL, a digital ASIC is available for this design.
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