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A Low Power Receiver Chip-Set Meeting Analog Cellular Specification

Randall Yogi and Wing S. Djen

Philips Semiconductors
811 E. Arques Avenue
M/S 61, P. O. Box 3409
Sunnyvale, CA 94088-3409
US.A.

Abstract

A highly integrated 3 volts receiver chip-set for AMPS system is described in this paper. The
chip-set consists of three ICs from the Philips RF/Wireless family: the SA601 (LNA+mixer
Jfront-end), the SA606 (FM/IF system), and the SA7025 (PLL frequency synthesizer), which
combined draws less than 25mA in operation. Measurement results show that the receiver
meets all the AMPS radio receiver specifications including sensitivity, selectivity, and
intermodulation spurious requirement. Practical design techniques are also covered in this
paper. The chip-set offers low power, small size, and reliable receive path for modern analog
cellular system.

Introduction

Philips Semiconductors is dedicated to playing a major role in the wireless communication market.
Key to this goal is Philips’ commitment for design assistance at all levels. This is the purpose of
the SA601/SA606/SA7025 combo-board. The SA601 is a combined RF amplifier and mixer
designed for high-performance low-power communication systems from 800-1200MHz. The
SA606 is a low-voltage high performance monolithic FM IF system that, when combined with the
SA601, results in a high performance double down-conversion FM receiver. With the SA7025, this
adds another piece to the puzzle. This monolithic low power, high performance dual frequency
synthesizer adds the st and 2nd LO’s to the SA601 and SA606, respectively. Philips has
combined the SA601, SA606, and SA7025 ICs onto a single board which highlights how well all
three chips work together. Although this paper is directed toward meeting AMPS specification, the
chip-set can also be used for other wireless applications such as ETACS and ISM band systems.

System Architecture

The block diagram of the complete chip-set solution is shown in Figure 1. Antenna frequencies
from 869 to 894MHz are first fed into the LNA which has a 1.6dB noise figure at 900MHz with
11.5dB gain. The signal then goes into an 881MHz SAW filter for image frequency (two IF above
the carrier) attenuation. The output of the SAW filter is down-converted by the Ist LO, which is
controlled by the SA7025 PLL device. After mixing, the 1st IF frequency (83.16MHz) is created
and is fed into the IF SAW filter. This SAW filter is used to knock off the image frequency sitting
at two times the 2nd IF frequency above the carrier as well as the adjacent and alternate channels.
This IF signal then goes into the SA606 for FM demodulation. To get the 2nd IF frequency, the
83.16MHz IF signal is mixed with the 2nd LO frequency (82.71MHz), which is phase-locked by
the SA7025. The resultant 450kHz signal then goes through two ceramic filters. The output of the
filter is divided into two paths. One path goes into the external Quad tank for 90 degree phase shift
operation. The other path goes directly into the quadrate detector. After mixing and filtering, the
audio signal becomes available at the audio output pin of the SA606.
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Figure 1 System Architecture

Layout Considerations

The layout of any high frequency board is critical and always challenging. Understanding each
board separately is the key to combining them. Before a single-board layout was attempted, the
SA601, SA606, and SA7025 individual demoboards were cascaded together with an RF SAW
filter and 1st IF SAW filter. The performance with this configuration was satisfactory, thus
permitting the combination of all ICs and filters on one board.

For the SA7025, the VCO is one of the most critical components of the board. Good isolation of
the VCO with respect to the SA601 must be maintained because of its strong output. Also the
VCO should have solid grounding underneath it.

Overall, shielding of each major IC block is highly recommended to avoid any interfering signals
degrading performance and should be considered as the layout is being designed.

Impedance Matching

Impedance matching to the IF SAW filter is an involved task because the impedance of this
particular filter is 850Q2 // -2pF. Because of the high impedance, different steps and procedures to
impedance match the IF SAW filter are referenced to application note AN1000: Evaluation of the
SA601/SA606 demoboard published by Philips RF/Wireless Communication. By following those
steps, improved performance will be noticed. For example, when the IF SAW filter is properly
matched, the frequency response is flat and when the filter is not matched, the frequency response



shows group delay distortion (Figure 2). This group delay distortion will degrade the demoboards
distortion and sensitivity.

REF -10.0 dBm AT 100 dB SPAN 200.0 kHz
I | I |
GROUP DELAY DISTORTION
—5F
y /"\\

/) \\
A
L/ kS

CENTER 4550 kHz SPAN 200.0 kHz
RES BW 30 kHz VBW 3 kHz #SWP  1.00 sec
SR00786

Figure 2 Group Delay Distortion

Frequency Synthesizer

The 1st and 2nd LO’s are both phase-locked to the SA7025, which offers low noise and faster
channel switching capability. The main synthesizer can be tuned between 952 and 977MHz with
30kHz channel spacing while the aux synthesizer is fixed at 82.71MHz. Because of the use of the
fractional-N feature, the main synthesizer has a comparison frequency of 240kHz.

Replacing the crystal with a PLL is a key factor in cutting down the cost of the receiver while not
sacrificing for the performance. In addition, crystal oscillator tuning will be eliminated by using a
PLL. Figure 3 and 4 shows the circuits of the crystal oscillator and LC tank circuit. The internal
transistor of the SA606 provides the needed element to configure a Colpitt oscillator. The
frequency of oscillation is determined by:

fose = e , where Cr = C1//C2//C3 + C4//Cp,

The shunt 10k resistor from Pin 3 to ground increases the operational current on the device which
helps oscillation without affecting the internal DC bias. A InF coupling capacitor is sufficient to
send the signal back to the SA7025.
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Receiver Performance

Table 1 provides the experimental data which pass key parameters of the IS-19-B Specifications
(AMPS). The data was taken on two boards at low band, mid band, and high band frequencies.
Both boards showed near repeatable results. For Adjacent Channel rejections the specification
requires 16dB and both boards exceed this by 30dB. The Alternate Channel rejection and
Intermodulation Spurious Response rejection exceed the specification by 6dB and 4dB



respectively. As for 12dB SINAD, the demoboard performs around -119.5dBm when AMPS
specification requires -116dBm.

Adjacent | Adjacent | Altemate | Altemate
Frequency 12 dB Channel | Channel | Channel | Channel Iintermodulation Intermodulation
SINAD Above Below Above Below | Spurious Response | Spurious Response
(+30kHz) | (-30kHz) | (+60kHz) | (-60kHz) | (+60kHz & +120kHz) | (+60kHz & +120kHz)
Board #1. Adjacent and Altemate Channel; FM dev = +8kHz, FM mod = 400Hz N _ — .
RF = 880.68MHz; LO = 963.84MHz | -119 dBm 50 dB 46 dB 73 dB 72dB 71dB 71dB
|RF = 869.04MHz; LO = 952.2MHz -120 dBm 50 dB 46 dB 73 dB 72 dB 72 dB 72 dB
RF = 884MHz; LO = 977.16MHz -119.5dBm | 50.5dB | 46.5dB | 73.5dB | 72.5dB 71.5dB 71.5dB
Board #2: Adjacent and Atemate Channel; FM dev = +8kHz, FM mod = 400Hz _
RF = 880.68MHz; LO = 963.84MHz | -120.5dBm | 53.50B | 46.50B | 74.5dB | 73.5dB 72.5dB 69.5 dB
|RF = 869.04MHz; LO = 952.2MHz -121 dBm 54 dB 47 dB 74dB | 73.5dB 73 dB 69 dB
|RF = 894MHz; LO = 977.16MHz -121 dBm 55 dB 46 dB 74 dB 74 dB 72dB 70 dB

Requirements per S-19-B:

2.3.1 RF Sensitivity: -116dBm or better
2.3.2 Adjacent and Altemate Channel Desensitization: 16dBm min for adjacent channel; 60dB min for altemate channel.
2.3.3 Intermodulation Spurious Response Interfence: 65dB min.

Conclusions

Table 1 Measured Results

A receiver chip set for AMPS system is presented. Data shows that the chips set passes all the
major RF specifications required by AMPS. By replacing the crystal that drives the 2nd LO with a
PLL, one can cut down the cost in receiver design while preserving performance.
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A Digital Receiver for GFSK Modulated Signals at 902-928 MHz

Marc Brendan Judson and Dr. Yanpeng Guo, Philips Semiconductors

Abstract— A digital receiver for GFSK modulated signals in the 902 — 928 MHz ISM band will be presented.
This solution showcases the Philips SA601 and Philips SA639 as excellent choices for 3 Volt Front-End and
FMAF applications from 800 MHz to 1.2 GHz and data rates in excess of 2 Mbps, respectively. To facilitate the
development of products using this type of receiver architecture, a complete description of a currently
available evaluation board along with its associated bit error rate performance data is provided. A brief
comparison of this data to current receiver BER specifications will also be given.

I. INTRODUCTION

I n North America the FCC allows unlicensed operation in three designated frequency bands for Industrial,
Scientific and Medical (ISM) applications with power levels of less than 1 Watt if the long term average power is
minimized through spread spectrum technology. This sets the stage for the development of a vast array of low power,
short distance wireless digital communication products for untethered computing, cordless telephony and other
applications. To facilitate the development of these communication products, a digital receiver reference design for
GFSK modulated signals in the 902 ~ 928 MHz ISM band is currently available from Philips Semiconductors and
described here in detail.

Il. RECEIVER DESCRIPTION

A. Front-End Design

A.1 Amplification and Image Rejection

The Front-End of the receiver shown in Fig. 1 incorporates a Philips SA601 integrated low noise amplifier (LNA) and
Mixer, a Siemens-Matshusita B4637 915 MHz surface acoustic wave (SAW) bandpass filter, a differential to
single—ended conversion network and a Siemens-Matshusita B4535 110.592 MHz SAW bandpass filter.

I 7 [ |
| | |
\f | Image | 110.582 MHz Differential In
— T Reject I to Single-Ended Out """SWAWB“'F“"";‘“ —
902-928 | Filter | Conversion Network

|
|
L _ |
LO |
sAcot = |
1025.592 MHz

Fig. 1. Receiver Front-End Circuit Diagram

The 902 ~ 928 MHz RF signal initially goes through a network which optimizes the LNA for best noise figure and
gain. The LNA then amplifies the signal by more than 10 dB and is then passed through a network for matching the
LNA output to the 50 Q input of the 915 MHz SAW filter.

This SAW filter should have a bandwidth wide enough to pass the frequency band and also be much less than twice
the first IF frequency for rejecting the first IF image frequencies. The first IF frequency was chosen to be 110.592 MHz,
which matches that used in the Digital European Cordless Telephone (DECT) standard. This first IF frequency
minimizes intermodulation components and moves the image frequencies further away from the wanted RF band
where they can be more easily filtered. The image reject SAW bandpass filter provides a 3 dB bandwidth of
approximately 43 MHz and about 1.3 dB attenuation in the center of the passband as shown in Fig 2. The signal then
passes through a network for matching the mixer input to the 50 Q output of the image reject SAW bandpass filter.
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The easiest way to implement the matching networks required for the LNA output and the Mixer input is to use a
series inductance shunt capacitance network. In this configuration, the series inductance can be implemented by a
printed spiral inductor on the printed circuit board. This enables you to obtain the necessary match with just one
additional external component and allows you to tune the inductance duringinitial board development stages by simply
shorting out the windings of the spiral inductor.

A.2 Mixer Output Matching Network and IF Filtering

The mixer inside the SA601 then mixes the RF signal with an externally generated high side LO at 1012.592 —
1038.592 MHz. The power level of the LO is —5 dBm which optimizes both the IP3;y and the noise figure of the mixer.
This mixer provides approximately 8 dB gain with a noise figure of 9.5 dB. The down converted signal at 110.592 MHz
appears at two open-collector differential outputs from the mixer. These signals are then sent to a network which
simultaneously combines the differential outputs into a single-ended output and provides the correct impedance
matching over a narrow bandwidth to the first IF 110.592 MHz SAW filter. [1]

To understand the basic operation of the differential to single-ended conversion network, the open-collector
differential outputs can be modeled as two current sources with infinite output impedance and 180° out of phase from
each otheras shownin Fig. 3. Tothese outputs the simple network shown in Fig. 5 canbe used to provide the differential
to single-ended conversion as well as provide some additional LO rejection due to its low pass nature.

i@gﬁj’ o @ O

BASIC MIXER SIMPLE MODEL

Fig. 3. Circuit Model of Differential Open-Collector Output
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Fig. 4. Equivalent Circuit Transformations at Resonance

The operation of this circuit can be analyzed simply by first performing a Norton to Thevenin transformation of one
of the current sources and its associated capacitive load as shown in step 2 of Fig. 4. At resonance the resulting series
capacitance will combine with a portion of the inductance placed between the open collector outputs creating an
effective short circuit as shown in step 3. For simplicity, the open-collector outputs are assumed to be fed from Vg
through an RF choke and are shown with equal capacitive loads and, therefore, each will resonate with exactly half
the inductance. Next, a Thevenin to Norton transformation is done on the resonant equivalent circuit resulting in the
equivalent circuit shown in step 4. At resonance, the parallel RC combination shown in step 5 will present an effective
open circuit, and the current source previously operated on has been shifted in phase by 180°. So, the end result is
that, at resonance, the two differential open collector outputs have been converted into a single-ended current source.

[2]

Now that the output conversion has been accomplished, this output needs to be connected to the 50 Q input of the
110.592 MHz SAW bandpass filter. We could attach a shunt inductance series capacitive matching network, however,
looking back at the circuit shown in step 4 of Fig. 4, if we decrease the shunt capacitance, a shunt inductance will be
referred to the output at the same resonant frequency. This technique can be used to reduce the necessary matching
network to a single series capacitor as shown in Fig. 5. This capacitor along with a more complete model of the mixer
output circuitry, including the shunt resistances due to the output impedance of the current sources and the finite Q
of the inductor between them, is shown in Fig. 6. One thing to note from this figure is that the inductor can effect the

impedance that is presented to the output.
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Fig. 5. External Mixer Output Circuit
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A general procedure for obtaining the proper output circuit is to pick inductance and resonant capacitor values to
resonate close to the target resonant frequency according to w?=1/(0.5LC). Adjust the series capacitor to obtain a 50
Q output impedance at some frequency near the target resonant frequency on a network analyzer. Then make fine
tuning adjustments to the resonant capacitors to provide the 50 Q impedance to the output at the target frequency.
For detailed examples of this type of matching, refer to Philips Semiconductors Application Note 1777.

In addition to the above discussion, additional adjustments can be made by lowering the RF choke inductor to
minimize the mixer intermodulation products. The analysis of this type of adjustment is complex and best obtained
empirically and/or with the help of simulation.

The 110.592 MHz single-ended mixer output signal is then sent to a very narrow band 110.592 SAW bandpass filter.
The Siemens-Matshusita B4535 110.592 MHz SAW filter has a 3 dB bandwidth of approximately 1.5 MHz and provides
less than 3 dB of attenuation in the center of its passband as shown in Fig. 7. The narrow bandwidth and sharp skirts
of this filter successfully attenuate spurious components outside the passband and yet it is still wide enough to
accommodate most RF offset specifications. In addition to the 150 nH shunt inductance placed on both the filter input
and output to match these ports to 50 , initially placing variable series capacitors in the matching circuits on both sides
is recommended. When the second IF mixer input is connected to the output of the filter, the match on the input will
be disrupted somewhat. The variable capacitors will enable you to iteratively tune the matching circuits on both sides
for optimum receiver performance. These can then later be replaced with fixed values.
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The specifications for the components used in the front-end circuitry are summarized in the table below.
Table 1. Front-End Component Specifications

SA601 LNA Mixer Filters Image Reject Filter 1st IF Filter
Gain 11.5dB 8.0dB fc 915 MHz 110.592 MHz
Noise Fig. 1.6 dB 9.5dB Bandwidth 43 MHz 1.5 MHz
IP3|N -2dBm -2dBm Attenuation 1.3dB 2.8dB

B. FMAIF Circuitry

B.1 Down Conversion, Amplification and Limiting

The 110.592 MHz first IF signal is sent to an active Gilbert cell mixer internal to the SA639 which is mixed with a
low side LO frequency of 100.792 MHz as shown in Fig. 8. This mixer provides approximately 12 dB of gain with a
noise figure of 11 dB. The SA639 provides active transistor emitter and base connections for implementing the second
LO frequency with simple on-board Colpitts, Hartley or Butler crystal oscillator circuits. In this application a modified
Colpitts configuration was used to minimize the loading effects of the crystal, as well as reject parasitic oscillation
modes. 10
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Fig. 8. Receiver FM/IF Circuit Diagram

The 9.8 MHz output of this mixer is single-ended and bandpass filtered with a simple parallel resonant circuit to
ground. This presents a high impedance path to ground at resonance, thus passing the signals within its bandwidth
to the input of the IF amplifier. The bandwidth of this circuit is set by the Q of the inductor used and can have an effect
on the performance of the receiver if chosen improperly. The bandwidth must be sufficient to pass the FM modulated
signal and is, therefore, dependent on the FM deviation used, and must also be minimized to prevent excess noise
from being delivered to the following amplification stages.

The 9.8 MHz signal is then input to the IF amplifier which provides approximately 38 dB of gain. The signal then
goes through a bandpass filter which is configured again as a parallel resonant circuit to ground. This provides a
relatively high impedance to ground within the bandwidth of the filter, but must also attenuate the signal by 6 dB prior
to the next amplification stage in order to optimize the linearity of the logarithmic received signal strength indication
(RSSI). This was accomplished by simply decreasing the selectivity of the filter with a parallel 560 Q resistor. A portion
of the IF amplifier output is sent to the RSSI circuitry and then to a non-inverting amplifier. The inverting input and the
output of this amplifier are externally accessible allowing the gain of this amplifier to be defined by two external
resistors. These resistors were chosen to provide a gain of approximately 1+(22K/33K) = 1.67 .

The signal is then sent to a hard limiting amplifier which provides approximately 54 dB of gain. This provides an
amplitude invariant output signal which then contains the frequency modulated information only. This output is then
sent directly to one of the inputs of a Gilbert cell phase detector through a connection internal to the SA639. Another
output of the limiting amplifier is brought out externally and passes through a quadrature tank circuit before being sent
to the other input of the phase detector.

B.2 Quadrature Tank Circuit Adjustment

The tuning and the selectivity of the quadrature tank circuit has a large effect on the demodulated analog output
signal and the receiver performance in general. As the Q of this circuit is increased the phase difference presented
to the phase detector for any given modulation of the carrier will increase. The 12 dB SINAD performance of the
receiver can be improved by as much as 3 dB with this type of adjustment.

There are two important tradeoffs that should be kept in mind while increasing the Q of this circuit. As the phase
shift of the quadrature tank circuit is increased, the range over which this phase shift remains linear with frequency
modulation is reduced. This has the effect of creating distortion in the system if the FM deviation exceeds this range.
The tuning and the adjustment of the Q of the quadrature tank circuit can be evaluated by plotting the DC level of the
demodulated output vs frequency. This can be done easily by injecting the signal through a DC blocking capacitor
straight into the limiting amplifier input. If the quadrature tank circuit is properly adjusted, the center of the linear range
of the S-curve will be at the IF frequency and the linear range will be wider than twice the FM deviation. [3] An even
faster evaluation can be done simply by modulating the injected signal with a triangle wave and incrementally
increasing the FM deviation. The demodulated output can be visually evaluated on an oscilloscope. If the quadrature
tank circuit is properly adjusted, an undistorted triangle wave with well defined sharp corners will appear at the output.
When the quadrature tank circuit is in the center of the linear range, the upper corner of the demodulated triangle wave
corresponding to positive frequency deviation and the lower corner of the triangle wave corresponding to negative
frequency deviation should distort or become more rounded, simultaneously, as the FM deviation is incrementally
increased. If the upper or lower corner distorts prior to the other, the quadrature tank circuit is off center in that direction.
This technique can also be used to very quickly determine the linear range of the phase detector.

The other tradeoff resulting from increasing the Q of the quadrature tank circuit is the increase in the change in the
DC level of the demodulated output for a given RF frequency offset. This places tougher constraints on the comparator
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DC threshold adjustment circuitry which extracts this DC level during the preamble of the communication protocol.
Fortunately, the SA639 incorporates an active data switch with external connections to an integration circuit specifically
for successfully providing this comparator threshold voltage. During the preamble the data switch is closed while an
equal number of ones and zeros are transmitted. The capacitor in the integration circuit is then charged to match the
DC level of the demodulated output. The switch is then placedin a highimpedance state which inhibits the discharge
of the capacitor with less than 100 nA of leakage current. This allows the receiver to tolerate higher RF offsets and
thus allows us to adjust the quadrature tank circuit for higher Q, improving the receiver sensitivity. This data switch
also has the added feature of maintaining a voltage on the integration capacitor during power down mode in order to
decrease the time to bring this voltage to its proper level at power up.

B.3 Phase Detection and Post-Detection Filtering

The demodulated output from the phase detector then goes through a post-detection amplifier which provides both
low pass filtering and isolation against load variations. The output and the inverting input of this amplifier are internally
connected. This connection node and the non-inverting input are both externally accessible allowing a second order
Sallen-Key lowpass filter to be easily configured. In this application the resistors were both set equal to each other
at 5.6 kQ which sets the Q of the second order lowpass filter equal to one-half the square root of the capacitor ratio.

In this application the Q of the second order lowpass filter was set to be less than 1/ /2 which minimizes peaking at
the corner frequency of the filter response curve.

B.4 Data Regeneration and Timing Adjustment Circuitry

The demodulated lowpass filtered output from the SA639 is input to a voltage comparator. The output of this device
goes to Vcc when the input voltage is greater than the comparator threshold voltage, and goes to ground when the
input voltage is less than the comparator threshold voltage. This is how the digital information is regenerated from the
analog demodulated signal of the receiver. It is therefore extremely important that this comparator threshold level be
setcorrectly at all times. This is the purpose of the preamble adjustment period mentioned in the FM/IF section above.
A manual adjustment of the comparator threshold voltage is provided to enable evaluation of the circuit without having
to generate the necessary protocols.

In addition to the comparator threshold, a manual timing adjustment circuit is also provided for evaluation of the
circuitry in the absence of symbol timing recovery circuitry. This is implemented simply by sending the regenerated
digital data from the comparator to a positive edge triggered delay flip-flop. An externally connected clock is fed into
a multivibrator circuit where its rising edge and pulse duration can be adjusted by a simple external variable RC circuit.
This is fed into the clock pulse input of the delay flip-flop which transfers the sampled data to the data outputs at the
positive edge of the clock pulse input as shown in Fig. 9.

V4
|
74HC74
> -| Comperator D Qb—— DATA
LM311
cpP Gf——— DATA
CLK Timing
Adjustment
Clreuit
74HC123

Fig. 9. Data Regeneration and Timing Adjustment Circuit Diagram
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D. Board Layout (see Appendix for Board Layout and Components List)

D.1 Grounding, Coupling and Component Location Considerations

There are several important layout considerations relating to proper grounding, trace orientation and component
placement on this application board. This mixed signal application incorporates both analog and digital circuit blocks
and their respective grounds should be kept separate, only being brought together very near the power supply
connection point. The ground connections to the integrated circuit blocks should be kept as short as possible in order
to maintain non-reactive low impedance paths to the common ground point. The tuned quadrature tank circuit just prior
to the phase detector is very sensitive to its location and ground connection. The 4.7 uH inductor in this circuit should
be located as far as possible from the inputs and outputs of the high gain stages of the SA639, and must be connected
to alarge area top side ground plane with many via connections to the back side ground plane. Also, coupling between
the input and output of the first gain stage of the SA639 can be reduced simply by orienting the 680 nH inductors in
the parallel resonant bandpass filters perpendicular to each other.

The tuning inductors used to match the LNA input and output need to be isolated from each other because coupling
of these points will cause the LNA to oscillate. These printed inductors should be placed on the backside of the
application board and surrounded with the backside ground plane as much as possible. The lead trace lengths of these
inductors should be oriented perpendicular to each other to further discourage coupling and be brought back to the
top side of the board as close to the integrated circuit (IC) pins as possible.

The mixer resonant output matching circuitry has an appreciable recirculation current creating a magnetic field
which can couple back to the mixer input. The two differential mixer output leads are brought to the backside of the
board near the IC pins and brought back up again a distance away from the IC where the mixer output circuit can be
safely implemented.

The first IF path, which includes the 110.592 MHz SAW filter and the matching network prior to the mixer input of
the SA639, is strategically placed perpendicular to, and as far away from, the front-end circuitry as possible. This
provides additional rejection of the unwanted second IFimage frequency at 90.992 MHz from reaching the mixer input
of the SA639. [4]

Ill. RECEIVER EVALUATION

A digital receiver’s primary function is to reliably regenerate the original digital information transmitted to it. There
are many factors and conditions that need to be considered when specifying the performance of a receiver. The best
figure of merit available is the bit error rate which is simply the ratio of errored bits to the total number of bits transmitted.
Unfortunately, this measurable quantity is meaningless unless the conditions under which it is measured are very
clearly specified. It is often hard to compare the performance of different receivers because the conditions of the
applications in which they are used are so varied. The transmission range, taking into account link losses, path losses
and especially the limitations placed on transmission power and transmission antenna gain by governing authorities,
will determine the sensitivity requirements of the receiver. This, along with the system requirements for the maximum
acceptable number of occurrences causing the retransmission of data, will determine a maximum BER at a minimum
reference power level for a given application. Other factors which have a significant affect on BER are the data rate,
the Gaussian filter bandwidth, the FM deviation used to modulate the carrier, and the frequency offset of the transmitted
RF carrier. [5]

There are currently no accepted high data rate protocol/performance standards for digital BTb=0.5 GFSK receivers
in the 902 — 928 MHz ISM band. So, in order to evaluate the relative performance of this digital receiver, we will use
published higher frequency band specifications as benchmarks.

E. DECT BER Specification Benchmark [6]

E.1 BER Specification Summary

The Digital European Cordless Telephone (DECT) specifications relating to BER are an ideal candidate for this
purpose. This standard operates in the 1880 — 1990 MHz band, uses BTb = 0.5 GFSK modulation and provides a data
rate of 1.152 Mbps. This standard stipulates that a) a maximum BER of 1E-5 must be observed for all power levels
greater than or equal to -73dBm using an FM deviation of 288 kHz. It also requires that b) the BER be less than 1E-3
at a reference power level of -86dBm. It further stipulates that c) this BER must be maintained if the RF transmitted
signal is offset from its expected carrier frequency by as much as 50 kHz.
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E.2 BER Performance Evaluation

The digital receiver was evaluated under the conditions discussed above. The data rate was setto 1.152 Mbps and
the carrier was frequency modulated with a Gaussian low pass filtered signal which provided 288 kHz of FM deviation.
Fig. 11 shows the BER performance of the digital receiver as a function of RF input power and FM deviation. This graph
indicates that all power levels greater than -85dBm maintain a BER of less than 1E-5. This satisfies DECT criteria a)
by a 12 dB margin. A far more stringent requirement is DECT criteria b) discussed above. Fig. 11 indicates this digital
receiver can hold a BER of 1E-3 down to RF input levels of ~90 dB even with a 10% reduction in FM deviation. This
satisfies DECT criteria b) mentioned above by a 4 dB margin.
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Fig. 11. Bit Error vs RF Input Power with FM Dev = 288 kHz; 259 kHz; 317 kHz
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Fig. 12. Bit Error vs RF Input Frequency Offset with FM Dev = 288 kHz without Comparator Threshold Adjustment

Fig. 12 shows the BER performance of the receiver as a function of RF input frequency offset. This indicates the
BER performance degradation exhibited at 288 kHz FM deviation with absolutely no comparator threshold adjustment
and an RF input level of -89 dBm. An input power level 3 dB lower than the specified reference level was chosen to
yield a sufficient number of errors for accurate and timely measurements on the transmission analyzer. The graph
shows that under these conditions the BER performance degradation falls off very slowly and would easily meet DECT
criteria c) mentioned above with comparator threshold adjustment in the preamble of the protocol and a 3 dB higher
RF input level of —-86 dBm as specified.
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F. 802.11 Preliminary BER Specification Benchmark [7]

F.1 BER Specification Summary

The specifications of the IEEE 802.11 committee for wireless spread spectrum applications in the 2.4 GHz ISM band
would also be an excellent candidate for benchmarking the performance of this digital receiver. Unfortunately the
Physical Layer specifications have not yet been finalized, so the published preliminary PHY specifications will be used
here. This standard uses a data rate of 1 Mbps, GFSK (BTb=0.5) modulation and an FM deviation greater than 110
kHz. It stipulates that a) a framing error rate (FER) of less than 3% must be maintained at a reference RF input level
of -80dBm. It further stipulates that b) this FER must be maintained with offsets from the nominal carrier frequency
of +60 kHz.

F.2 BER Performance Evaluation

In an additive white Gaussian noise (AWGN) channel, the frame error rate FER specification can be converted to
a statistically equivalent BER with the following formula BER = 1-(1—FER)'/", where n is the number of bits composing
aframe. The 802.11 preliminary specifications define a frame as being 400 octets or 3200 bits. For the specified FER
of 3%, this yields a BER of 9.5E-6 or approximately 1E-5. Fig. 13 shows the BER performance of the receiver using
a 1 Mbps data rate and an FM deviation of 160 kHz. This graph indicates this receiver will hold a 1E-5 BER for RF
input levels equal to or greater than -84 dBm. This satisfies criteria a) mentioned above with 4 dB margin to spare.

Fig. 14 shows the BER performance of the receiver as a function of RF input frequency offset for an FM deviation
of 160 kHz and an RF input level of -83 dBm. The RF input level again was chosen to be 3 dB lower than specified.
This graph indicates the BER performance degradation, exhibited at 160 kHz FM deviation and no comparator
threshold adjustment, is more severe than that observed for 288 kHz. This, along with the increase in offset tolerance
to +60 kHz, requires the receiver to depend more on the data switch and the external integrator provided with the SA639
than was required for the DECT specifications. With the proper adjustment of the integrator components, however,
criteria b) stated above can easily be met.

1.00E+00 -
1.00E-01 -
1.00E-02
o 1.00E-03
w
]
1.00E-04 FM Dev = 160 kHz
Data Rate = 1.0 Mbps
1.00E-05
1.00E-06 -
1.00E-07 T T T T T T T —
-98 -96 -94 -92 -90 -88 -86 -84 -82
RF INPUT POWER (dBm)
Fig. 13. Bit Error vs RF Input Power
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1.00E+00 -

1.00E-01 - RF Input Power = -83 dBm
! FM Dev = 160 kHz

1.00E-02

1.00E-03 ~

BER

1.00E-04 -

1.00E-05 -

1 'OOE-OG L T T T T T T T L T T T 1
70 60 -50 -40 -30 -20 -10 O 10 20 30 40 50 60 70
RF OFFSET (kHz)

Fig. 14. Bit Error vs RF Input Frequency Offset with FM Dev = 160 kHz without Comparator Threshold Adjustment

IV. CONCLUSION

A 3 Volt digital receiver for GFSK modulated signals in the 902 — 928 MHz ISM band has been presented. A BER
evaluation shows that this receiver is capable of meeting BER specifications in the 902 — 928 MHz ISM band similar
to those stipulated by existing standards in higher frequency bands. The Philips SA601 3 Volt front-end performed very
well in this 902 — 928 MHz application and is capable of operating at frequencies up to 1.2 GHz. The Philips SA639
3 Volt FM/IF exhibited excellent BER performance at a data rate of 1.152 Mbps and can be used for data rates in excess
of 2 Mbps.
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Table 2. Application Component List for SA601/SA639

Application Component List for SA601/SA639
Oty | Pertvaive | Part Reference | Part Description Vendor Part Number | Manutacturer Part Number
***** Surface Mount CAPACITORS *****

1 2.2pF c13 NPO Ceramic 0805 +.25pF Garrett 0805CG229C9BB0 Philips Components
1 2.7pF c2 NPO Ceramic 0805 +.25pF Garrett 0805CG279C9BBO Philips Components
1 4.7pF c10 NPO Ceramic 0805 +.25pF Garrett 0805CG479C9BB0O Philips Components
1 6.8pF C30 NPO Ceramic 0805 +.25pF Garrett 0805CG689CIBBO Philips Components
1 8.2pF Cé NPO Ceramic 0805 £5% Garrett 0805CG829C9BB0O Philips Components
3 15pF C7,C16, C29 NPO Ceramic 0805 £5% Garrett 0805CG150J9BB0 Philips Components
2 18pF C45,C8 NPO Ceramic 0805 5% Garrett 0805CG180J9BBO Philips Components
2 22pF C20, C25 NPO Ceramic 0805 +5% Garrett 0805CG240J9BBO Philips Components
2 33pF C19,C26 NPO Ceramic 0805 +5% Garrett 0805CG330J9BB0 Philips Components
1 47pF C35 NPO Ceramic 0805 +5% Garrett 0805CG470J9BBO Philips Components
2 68pF C39, C42 NPO Ceramic 0805 £5% Garrett 0805CG680J9BBO Philips Components
8 100pF C1,C4,C5,C11,C12,C14,C34,C37 NPO Ceramic 0805 +5% Garrett 0805CG101J9BBO Philips Components
2 330pF C36, C40 NPO Ceramic 0805 +5% Garrett 0805CG331J9BBO Philips Components
2 1nF C22,C28 NPO Ceramic 0805 +5% Garrett 0805CG101J9BBO Philips Components
2 10nF Cc18,C27 X7R Ceramic 0805 £10% Garrett 08052R103K9BBO Philips Components
10 0.1uF C9, C15, C23, C32, €33, C38, C41, C43, C44, C46 Z5U Ceramic 0805 £20% Garrett 08052E 104MSBBO Philips Components

1uF Cc3 Tant Chip Cap £10% Garrett 49MC 105A016KOAS Philips Components
2 15uF C24,C47 Tant Chip Cap £10% Garrett TMC-M1AB156KLRH KOA Speer Electronics
3 5-30pF C17,C21,C SMT Trimmer Cap Jaco CTZ3S-30C-B Kyocera TC300020

***** RESISTORS *****
2 (o]0} R6, R7 Chip Res 0805 1/10W 5% Garrett RM73B2A-J000 KOA Speer Electronics
1 10Q R3 Chip Res 0805 1/10W 5% Garrett RM73B2A-J100 KOA Speer Electronics
1 1000 R1 Chip Res 0B05 1/10W 5% Garrett RM73B2A-J101 KOA Speer Electronics
1 510Q R10 Chip Res 0805 1/10W 5% Garrett RM73B2A-J511 KOA Speer Electronics
1 5600 R12 Chip Res 0805 1/10W 5% Garrett RM73B2A-J561 KOA Speer Electronics
1 1kQ R16 Chip Res 0805 1/10W 5% Garrett RM73B2A-J102 KOA Speer Electronics
1 2.2kQ2 R2 Chip Res 0805 1/10W 5% Garrett RM73B2A-J222 KOA Speer Electronics
1 5.1kQ2 R13 Chip Res 0805 1/10W 5% Garrett RM73B2A-J512 KOA Speer Electronics
2 5.6kQ R8, R9 Chip Res 0805 1/10W $5% Garrett RM73B2A-J562 KOA Speer Electronics
1 10kQ R15 Chip Res 0805 1/10W 5% Garrett RM73B2A-J103 KOA Speer Electronics
1 20kQ2 R14 trim pot SM Res Trim, 1 TRN 20% J-Hook | Garrett ST-4TA-203 Philips Electronics
1 22kQ R4 Chip Res 0805 1/10W 5% Garrett RM73B2A-J223 KOA Speer Electronics
1 33k02 R5 Chip Res 0805 1/10W 5% Garrett RM73B2A-J333 KOA Speer Electronics
1 500k R17 trim pot SM Res Trim, 1 TRN 20% J-Hook Garrett ST-4TAS04 Philips Electronics
***** INOUCTORS *****
1 56nH L1 Chip Inductor 1008 +10% Coilcraft 1008CS-560 +10% Coilcratt
1 120nH L8 Chip Inductor 1008 £10% Coilcraft 1008CS-121 £10% Coilcratt
2 150nH L4, L5 Chip Inductor 1008 £10% Coilcraft 1008CS-151 £10% Coilcraft
1 180nH L6 Chip Inductor 1008 £10% Coilcraft 1008CS-181 £10% Coilcratt
1 220nH L3 Chip Inductor 1008 £10% Coilcraft 1008CS-221 £10% Coilcratt
1 330nH 2 Chip Inductor 1008 £10% Coilcraft 1008CS-331 £10% Coilcraft
2 680nH L9, L10 Chip Inductor 1012 120% Digikey TKS1023CT-ND TOKO
1 1.0uH L7 Chip Inductor 1012 £10% Digikey TKS1025CT-ND TOKO
1 4.7uH LN Chip Inductor 1012 £10% Digikey TKS1033CT-ND TOKO
**¢** FILTERS *****
1 915MHz FILTY 915MHz SAW Bandpass Filter Siemens B4637-915MHz Siemens
1 110.592MHz | FILT1 110.592MHz SAW Bandpass Filter | Siemens B4535-110.592MHz Siemens
cever |G seere
1 SA601 ul Low voltage LNA & mixer Philips SA601DK Philips Semiconductors
1 SA639 uz2 Low voltage FM IF system Philips SA639DK Philips Semiconductors
1 LM311B u3 Voltage comparator Philips LM311BD Philips Semiconductors
1 74HC74 u4 D Flip-fiop Philips 74HC74D Philips Semiconductors
1 74HC123 us Monostable multivibrator Philips 74HC123D Philips Semiconductors
sseee |G eerre

1 100.792MHz | X1 100.792MHz Crystal Reeves & Hofiman 100.792MHz | Reeves & Hofiman
1 SPDT Switch | SW1 SMT 4mm SPDT Selector Switch Garrett CS-4-12YA Philips CS-4-12YA
5 SMA Gold Connector Digikey J502-ND EF Johnson 142-0701-801
1 10 Pins Goid Test Point Digikey 3M 929647-01-36-ND
1 Printed Circuit Board RF#30043 EXCEL 601/639 #30043
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Fast-Hopping Fractional-N Phase-Locked Loop Frequency Synthesizer
Wing S. Djen

Philips Semiconductors
811 E. Arques Avenue
M/S 61, P. O. Box 3409
Sunnyvale, CA 94088-3409
US.A.

Abstract

Modern frequency-hopping systems require fast hopping phase-locked loop (PLL) frequency
synthesizers for channel switching. In general, the switching time of a PLL is determined by
the loop lowpass filter bandwidth according to linear control theory. However, since the
phase/frequency error information between the reference and synthesizer signals is represented
in digital pulse format (comparison pulses), a minimum number of pulses have to be generated
before a PLL goes in-lock, no matter how wide the lowpass filter bandwidth is. This paper will
take an experimental approach to find out what the fastest switching time a PLL cari reach
with a given number of comparison pulses. We will also show that a fractional-N PLL with
higher comparison frequency can switch faster than a conventional PLL.

Background

Low cost and good performance makes PLL an indispensable device in multiple channel
communication systems. In essence, a PLL synchronizes the frequency and phase of the output
signal from a VCO with a stable reference signal. Figure 1 shows the most popular single loop
conventional and fractional-N PLL to be used as frequency synthesizers. The VCO output signal is
a multiple of the comparison frequency, which is the same as the channel spacing for a
conventional PLL. The comparison frequency can be higher than the channel spacing for a
fractional-N PLL.

o - Conventional syn. Fractional-N syn.
elorenece ] pihase LoFﬁ:rass vCO using mod 8
ther o <M | —@-—@——» frcd romN) e Fromd N+NF/8)
Ol fvco
P COMP’ 900= 0.03(30000) 900 = 0.24(3750 + O/8)
and
l | Main Convantional F"“s‘yb,:f:,”‘ PLL 900.03 = 0,0330001) 900.03 = 0.24(3750 + 1/8)
Hider N + N+ %F_) b2 nesizer 900.06 = 0,03(30002) 900.06 = 0.24(3750 + 2/8)
= All frequencies are expressed in MHz
SR00910

Figure 1 PLL frequency synthesizer.
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Phase detectors can be implemented in different ways and a common one is shown in Figure 2.
This type of phase detector is also known as frequency/phase detector because it detects frequency
as well as phase. Because of this nature, a PLL using this type of detector does not have lock-in
range and capture range, thus making it lock at any frequency step size.

tee LLLLLITIILTT
L qa—b Q - Rese(Sigml(L)l | I I | I I I | I | I
Reference et
Fran | Divider b P pump DividedDoLI | | |1 I
TCXO R Reference (R)
Divided Down I I | I
Main (%)
p,m,. Divider C o N Pump _.l I_.”_[ [_.“_l L

Yoo

N pump
Ouput Current

Figure 2 Digital phase/frequency detector of the SA7025.

The switching time of this type of PLL is mainly determined by two factors: comparison
pulses/cycles and the loop filter bandwidth. The former one is a statistical phenomenon while the
latter one follows the control theory. In order to design a PLL frequency synthesizer to have
specific switching time, it is important to find out the effect of these two factors in the design
equation.

Design Equations

The following design equations are used to calculate the loop filter values which corresponds to a
given switching time for a second order PLL (see reference 1). The lowpass filter is displayed in
Figure 3.

Charge I(s) - VvCO
pump
output R 1
—_ Ca
IRaN
Figure 3 Passive loop lowpass filter
-In (8 * (1- €]
ON = (1)
€ *tsw
K4 * Kvco
Ci= e 2)
N O.)N2
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N
Ri=2*E( i 3)
K¢ * Kveo * Gy
C, <= Cy/10 )]

b : final frequency resolution after settling.

frequency error after settling
8= )
switching step

tsw : switching time (sec)

fx : natural frequency of the 2nd order system(Hz) , oy = 2nfy (rad/s)
N : total divide ratio

€ : damping factor of the second order system. Typical value is 0.707.
Kvco: VCO gain (Hz/V) or 2n * VCO gain (rad/V)

K, : phase detector gain = Icp/27 (A/rad)

Experiments and Results

Before attempting to find the minimum comparison cycles that are needed for the PLL to lock, we
first verify the validity of the above equations. The PLL used in this section is the SA7025 1GHz
fractional frequency synthesizer. It allows designers to use a comparison frequency which is five
times or eight times higher than the channel spacing. The following are the design parameters used
in this section:

tsw = 2ms, step = 25MHz to within 1kHz, £, = 10kHz, fe.m, = 80kHz, VCO gain = 12MHz/V

Icp = ImA, VCO range = 913 to 938MHz.

By using Design Equations 1 to 5, C1=18.5nF(used 18nF+3.3nF), C2=1.8nF(used 1nF+820pF),
and R1=10.3kQ(used 10k<2). Figures 4 and 5 show the switching time measurement results using
the Modulation Domain Analyzer. The lockup window is +/- 1kHz and the time marker is set at
2ms. Results show that the design equations are very accurate. Equal switching time from high to
low band and from low to high band means that the PLL has an accurate charge pump which
delivers equal amounts of current at different tuning voltages.
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The next experiment repeats the previous one, except that tsy=1ms instead of 2ms is used in
design. The component values then become C1=4.7nF, C2=470pF, and R1=20.4kQ(used 20kQ).
The switching time measurement results are shown in Figures 6 and 7. From this, we can conclude
that the wider the loop bandwidth of the loop filter, the faster the switching time. The design
equations still predict the switching time very well.
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"
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1 e.08¢ 1 1.88%s o 1.00%s TS 1 0.00s 1 1.067xa & 1.867ns Find Contes
And Span And Bpan
rof int ref int
Figure 6 From high to low, tsw=1ms Figure 7 From low to high, tsw=1ms

Next, we try to find out what is the fastest switching time for this PLL. A switching time of 100us
was chosen and the same design equations were used to find the loop components. The values are
C1=47pF, C2=4.7pF, and R1=203.8kQ(used 200kQ). Figures 8 and 9 show that even though

100ps was intended, only 500ps was achieved. This is the point where the linear control theory
breaks down and the random behavior of a PLL comes in. The number of comparison cycles can
be calculated by:

Number of comparison cycles = switching time x comparison frequency (6)

Therefore, we have 500us x 80kHz = 40 cycles.

i
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Figure 8 From high to low, tsw=500us Figure 9 From low to high, tsw=500us
Designed to have tsw=100us
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To verify that forty cycles is an accurate value, an experiment using a conventional frequency
synthesizer (UMA1017) with a 10kHz comparison frequency was performed. Using the same
design equations with Icp=3.6mA and tsw=3ms, the component values become C1=19nF(used
15nF+3.9nF), C2=1.2nF, and R1=15kQ. The measurement results are shown in Figures 10 and
11. A switching time of 4ms was achieved when a 3ms loop was designed. This shows that this
PLL has also reached its limit and the number of comparison cycles is the same as the previous
experiment (4ms x 10kHz = 40 cycles). Compared to the fractional-N synthesizer, the switching
time is exactly 8 times longer.

Freoq C ik onl (44 Freq C tik oaly VERTICAL
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P12. 98746348 » B37. 987190608
10.00ms -16.08ns 0.08s
e 2.00mardtv 16.98u | Find Comter 2.000mard1v

1 8.08s 4.06%a . 88%ms 1 8.08s 1 4.86%s o 4.08%ne
' . l Find Center | ’.":“ g"::"'
And Bpan -

ref imt

Figure 10 From high to low, tsw=4ms Figure 11 From low to high, tsw=4ms
Designed to have tswy=3ms

Conclusions ‘

This paper has shown that there exists a minimum number of comparison cycles needed for a PLL
frequency synthesizer to lock up. Because of this, a fractional-N PLL synthesizer (5 times or 8
times more comparison cycles) clearly has advantage over a conventional one in a frequency-
hopping system application. Results show that a fractional-N synthesizer using 8 times higher
comparison frequency switch 8 times faster than a conventional synthesizer when the switching
time is dominated by the number of comparison cycles. For a 2SMHz jump to within 1kHz, the
number is 40. If the jump is smaller, the cycles needed will be less. Designers can use this number
as a rule of thumb to figure out how fast a frequency synthesizer can switch when designing a loop
filter.
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BROADBAND RF SOLUTIONS FOR CORDLESS PHONES

Perry M. Mistry

TEMIC TELEFUNKEN microelectronic GmbH
2201 Laurelwood Road, Santa Clara, CA 95054

ABSTRACT

There are several cordless phone standards, to
name a few; CT0, CT1, CT2, CT3 and DECT.
This paper discusses the need for second
generation digital cordless phones and discusses
the CT2 system requirements. Lastly, a RF
solution from TEMIC Telefunken that meets
ETSI, CT2 specifications, Wireless PBX and
cordless phones in the 902 - 928 Mhz band is
discussed.

1. INTRODUCTION

A cordless telephone of today implements a
radio link between the handset and base station,
thereby relacing the cord to the handset. A single
handset communicates with one base station and the
switch is merely a make or break connection between
the subscriber line and the base station. First
generation phones were channelized and had access
to a single or a few channels. The latter being a
feature of high end phones, wherein a user on the
basis of perceived communication quality would
select the best channel. The user cannot do anything
to avoid intereference if the same channel is in use
by another user nearby. The method of transmission
is analog FM and the handsets transmit power is
limited to 10 mW.

To overcome the problems of the first
generation systems, namely co-channel interference
and security of voice channels against eavesdropping
work was initiated on second generation cordless
phones that would become elements of a wide
network. A compatibility specification was
necessary to allow the handset to communicate with
more than one base station. The owner of such a
handset would have to subscribe to a telepoint
service. Finally, it was also very critical to keep the
overall hardware robust, simple and low cost.

While there are several cordless standards,
this paper focuses on the CT2 standard.

25

2. CT2

Cordless phones, CT0 and CT1 are
designed to communicate with a single base station
and as a result no compatibility specification was
required. A common air interface (CAI) standard in
CT?2 allows users to interface with different base
stations while maintaining complete transparency.
Dynamic channel selection allows for the best
channel to be selected while the speech coder which
is CCITT, ADPCM at 32 kb/s allows for digital
transmission and thereby encryption techniques for
privacy. The band allocated for the service extends
from 864 MHz to 868 MHz. Do note that the band
varies in the 839 - 952 MHz for different parts of the
world. Total number of carriers being 40; channel 1
carrier is assigned to 864.15 Mhz and channel 40 at
868.05 Mhz. A tolerance of + 10 kHz is allowed for
both portable and fixed elements. Carrier separation
is 100 kHz to support single channel per carrier,
time division duplex.

Figure 1, shows a CT2 time slot and frame.
The frame duration is of 2 ms. The handset or
cordless portable part (CPP) transmits to the base
station or cordless fixed part (CFP) for 1 ms and the
base to the handset the other 1 ms. Each time slot
has 64 bits of user information and 4 bits for system
control information, D channel. Two guard bands of
8 bits are added. Hence, a 2 ms frame has a total of
144 bits providing an effective rate of 72 kb/s.

Figure 1. CT2 Time Slot and Frame.
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Modulation scheme is binary frequency
shift keying, the peak duration lying + 14.4 kHz and
+ 25.2 kHz, with logic 1 taking the higher of the two
frequencies. A Guassian filter shapes the
modulations and as the bit rate is 72 kb/s and bit
transitions are phase continous the result is GFSK.

Signalling of either 1 kb/s or 2 kb/s is
achieved by permitting two types of muitiplex in the
traffic channel, MUX 1.2 operates at 66 bits packets
and MUX 1.4 has 68 bits. These packets repeat
every 144 bits. Allowance is made for 1 bit of
propogation delay.

Figure 2. Multiplex 1

—3 Order of transmission

D|D 64 B D|D
Multiplex 1.4

— Order of transmission

D 64 B D
Multiplex 1.2

Layer 1 signalling in CT2 is responsible for
channel selection and link initiation. As a result
each TDD frame is divided among 3 channels, D
channel for signalling, B channel for voice and data
traffic and SYN channel for burst synchronization.

MUX 1.2 or MUX 1.4 exchanges traffic
between handset and base station once a link has
been established. However, while the establishment
of link is in process, and both the handset and base
station are trying to achieve synchronization, a
different pattern of bits is required in MUX 2 which
contains no B channel component. The frame is
committed entirely to synchronization and channel
marker data.

Figure 3. Multiplex 2
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A third multipex, MUX 3 is needed so that the base
station receiver can detect the call request from the
handset. When the base station transmitters are
silent during the 1 msec or so per 144 bits, the
handset repeats a series of 5 complete 144 bits
frames followed by 2 frame intervals during which
the handset listens for a response from the base
station.

Channel scanning and assessment of
channel status can be done by continuously
monitoring a channel for 2 secs. or by intermittent
scanning, pausing on a channel and sampling it in
200 msecs. intervals for a minimum of 5 samples.

CT2 systems must conform to line system
standards that permit a round trip delay of 5 msecs.
in the speech part. The TDD scheme introduces a 1
msec. delay, while the ADPCM codec keeps speech
processing within 4 msecs.

CT?2 allows for low cost hardware, an
estimated cell radius of 63m, using a frequency reuse
pattern every 200m, it allows for 10,000 users every
square mile. By deploying smaller cells in buildings
and externally one can increase the total number of
users.

3. CT2 RF REQUIREMENTS

Receiver:

Sensitivity - 100 dBm
Receiver Noise Figure <8dB
Receiver IIP3 -20dBm
Compression Point - 13 dBm
Spurious Emissions -36 dBm
RSSI Dynamic Range 75dB
RSSI Minimum Level - 105 dBm
Signal to Noise Ratio 15dB
Transmitter:

Output Power 14 dBm
Low Mode Output Power - 2dBm
Harmonics Spurious Emission - 40 dBc
Adjacent Channel Power - 20dBm

4. CT2 CHIP SET

TEMIC has introduced a new CT2 chip set,
comprising of four ICs. A GaAs front end U7001B
shown in Figure 4, which integrates a power
amplifier (50mW), antenna switch and low noise
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Figure 4. U7001BG (CT2 Front End IC
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Figure 8. CT2 Radio Block Diagram
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amplifier. The power amplifier has an efficiency of
45 percent and in the transmit mode draws 39 mA;
while in the receive mode draws 4 mA. It is
specially designed to operate from 839 - 952 Mhz.
The U2783B is a double PLL, shown in Figure 5,
silicon bipolar chip operating at frequencies upto
1250 Mhz and 400 Mhz from 2.7 to 5.5 V with a
phase noise floor of - 72 dBc/Hz. U2760B, shown in
Figure 6 is the Rx / Tx chip that includes the mixers,
VCOs, demodulator and RSSI circuits. Power
consuption is 23 mA.

The final TEMIC chip shown in Figure 7 is
the U3770M, I/Q Modulator, a CMOS IC that also
generates the system clock frequency. These chips
interface with AMD’s Am79C4xxA, CT2 PhoXTM
Controller which implements the baseband and
control functions of audio processing, protocol
control, data formatting and peripheral functions. A
complete working demonstartion board and kit is
available from WAVECOM®, France.

The complete CT2 radio block diagram
shown in Figure 8 has been successfully been
implemented in CT2 phones worldwide, Cordless
phones in the 902 - 928 MHz band in N. America
and Wireless PBX systems.

5. CONCLUSION

The committment made by different
standards authorities and manufacturers worldwide,
and allocation of frequencies shows significant
promise for this standard. The simplicity and
mobility allowed to a user makes it increasingly a
consumer product; an extension of our home cordless
phone.
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VCO’S FOR WIRELESS APPLICATION

By: Ulrich L. Rohde and Shankar Joshi
Synergy Microwave Corporation

Modern wireless systems require frequency sources which need to
combine low power consumption, small size, and good
performance. Good performance is defined as sufficient output
power, good phase noise, and low pulling. To complicate matters,
the trend towards low voltages reduced flexibility in the design to
add stabilization circuits,

To accommodate some of these conflicting requirements, Synergy
has developed a series of VCO’s in the range of §00-1000MHz,
1700-1900MHz, and 2200-2500MHz which meet those criteria.
This is accomplished by a combination of novel design techniques
which will be explained in this paper. Some of these items are
RF/DC feedback, printed conductors, and special electronic tuning
circuits,

These types of improvements to the VCO circuits have vastly
eliminated microphonic effects and improved the phase nice by at
least 15db. Further using IC types of oscillators rather than single
transistors, temperature compensation for bias and more uniform
output power is achievable,

The paper will show a combination of measureménts, design rules,
and CAD predictions/optimization.
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Dual-Mode Cellular/Satellite Hand-Held Phone Technology

Peter Karabinis

Development Manager

Ericsson, Inc., Satellite Phone Development Organization, 1 Triangle Drive, Research Triangle
Park, NC 27709, (919) 990-7169.

Ericsson is currently developing dual-mode GSM/Satellitc and AMPS/Satellite hand-held phones for the
Asian Cellular Satellite (ACeS) System. Using state-of-the-art techniques in circuit integration at RF and
baseband (RF and digital ASICs) in conjunction with a judiciously chosen Common Air Interface (CAl)
waveform, which allows for significant circuit synergies between cellular and satellite modes, these pecket
phones are envisaged to compete favorably in size, weight, and battery life with the best celtular-only
products of their era (1998).

The ACeS MSS System will deploy and advanced geostationary satellite which is currently being developed
by Lockheed-Martin Corporation. The satellite will span Asia in its footprint, using a significant number of
spot beams, and will offer service from India to Japan and from Northern China to Indonesia. The link
margin provided by the satellite to the hand-held units will be approximately 10 dB (over and above an
AWGN channel subject to a hand-held G/T of -26 dB/K (forward link) at a hand-held average EIRP of 4
dBW (return link). The frequency of operation of the mobile links will be at L-band.

The design challenges for the dual-mode cellular/satellite hand-held phones lie primarily in the RF section.
With the phone’s average radiated power constrained not to exceed the GSM limit of 250 mW (2 W peak
given the choice of an eight-slot TDMA return-link frame format), the antenna design on the hand-held unit
must provide 2 dBi gain to meet the average EIRP requirement of -4 dBW. At the same time, the antenna
design must be esthetically acceptable, mass producible, and capable of addressing the cellular mode
requirements as well (multiple antennas on the phone do not represent an attractive alternative). The

receiver front-end must he low-cost, small in size, and provide a low enough noise figure which when
combined with the stated antenna gain and expected antenna noise temperature, will yield an overall receiver
sensitivity satisfying the requirement of G/T = -26 dB/K.
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D-91058 Erlangen, Germany
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Abstract

This article will describe a radio transceiver system developed for digital data transmission
using FSK at speeds up to 100kBit/'second.

It operates in the European 433 MHz ISM band but may easiliy be modified to operate in differ-
ent frequency bands.

The transceiver uses cost-effective commercial SAW technology for the oscillator frequency
determining elements and filtering in the receiver, resulting in very good performance at low
cost.

A microcontroller performs channel coding and appropriate error protection of the transmitted
data, giving the user a transparent serial data link.

Originally developed for LON applications, this transceiver may also be included into other field
bus systems for home or factory automation.

The article will describe the transceiver architecture and will highlight the specific design prob-
lems coming with the relatively high temperature drift of most SAW resonators and the conse-
guences for receiver and transmitter design.

The problem of designing a SAW oscillator suitable for frequency modulation and offering the
required frequency deviation while maintaining sufficient linearity and temperature stability will
also be investigated.

Measurement results of the transceiver's performance will be included.

32









Mobile Communications

Session Chairperson: Paul Khanna,
Hewlett-Packard Co., Communications Components Division
(Santa Clara, CA)

The Location and Monitoring Service as An Alternative to Global
Positioning Systems. Wayne Stargardt, Pinpoint Communications, Inc.
(Dallas, TX) ..ottt i et ae e 34

Low-Loss SAW Filters for Mobile Communication. Pierre Dufile,
Thomson Ultrasound Div. (Vernon, CT); Eric Psaila, Luc Chommeloux,
and Frederic Roux, Thomson Microsonics (Sophia Antipolis, France) ...... 47

Optimum Direct-Conversion Receivers. Francisco Javier Ortega Gonzalez
and Jose Luis Jimenez Martin, Universidad Politecnica de Madrid, E.U.L'T.
Telecommunicacion (Madrid, Spain) ........... ... .. .o it 55

Design An S-Band PLL Synthesized Local Oscillator Utilizing CAD.
Mohamed K. Nezami, Allied Signal Aerospace (Fort Lauderdale,FL) ...... 61

SAW Devices for Digital Mobile Communication Systems.
Kimon Anemogiannis, Sawtek, Inc. (Orlando,FL) ....................... 88

Multipath-Fading Emulator. Risto Kilpi, Sofimation Ltd.
(Helsinki, Finland) . ........ ... o 94

33



The Location and Monitoring Service

as an Alternative to Global Positioning System

Wayne Stargardt

Vice President, Marketing

Pinpoint Communications, Inc
14651 Dallas North Parkway, Suite 600
Dallas, Texas 75240. fon: (214) 789-8900 fax: (214) 789-8989
e-mail: info@pinpoint.avl.com

1. ABSTRACT

Global positioning systems seem to be
coming of age. All of the GPS satellites -- a $13
billion positioning and navigation system sponsored
by the U.S. Department of Defense -- have been
deployed. Ground-based GPS receivers have been
reduced to PC cards, and connect to any portable
computer. And now, the technology is cheaper than
ever. The receiver-antenna costs less than $500, and

signals from the GPS satellites are free. Yes, it
appears GPS is coming of age.
Despite its usefulness and the high

enthusiasm being shown to apply the technology to
any problem requiring location information, GPS is
not always the most appropriate solution available.
In particular, when applied to problems exhibiting
the need for tracking over navigating, especially in
urban environments (collectively referred to as
automatic vehicle location or AVL applications),
GPS is plagued by deficiencies that aren’t easily
overcome. GPS, a one-way/receive-only technology,
provides no way to transmit collected data to another
location. The technology is able to determine
location and speed only and‘has no messaging
capabilities. GPS, like most satellite systems, require
a line-of-site link to the vehicle being located. And
finally, GPS is inherently inaccurate in non-military

34

applications; for security purposes, all GPS receivers
are subject to data degradation.

While GPS technology does have its limited
place, there is an alternative for applications
requiring one efficient technology for both accurate
automated vehicle location and two-way data
transmissions -- the Location and Monitoring Service
(LMS). LMS can provide reliable data
communications and precise location information
simultaneously to an external application or
individual.

Location and Monitoring Service, a new
class of mobile data communications and AVL
recently defined by the Federal
Communications Commission (FCC), provide both
services across a single communications link. LMS
is not associated with satellite-based systems and,

service

unlike GPS, requires no secondary communications
system, such as cellular telephone, for data
transmissions of location information.

This paper will explain the technology
behind a typical network designed for Location and
Monitoring Service and explain its capabilities for



AVL and data communications. It will discuss recent
FCC action in allocating spectrum permanently for
Location and Monitoring Services that affect some
AVL methods. In addition, the paper will discuss the
practical applications for LMS.

2. INTRODUCTION

The design and operation of viable radio-
location and messaging systems require both a
balance between, and optimization of, many often
conflicting requirements. To begin such a design and
optimization task it is necessary to come to grips with
the many variables involved, technical, economic,
and regulatory. Some of the more important include
target market identification, service offering, service
costs, service pricing in the market, new market
adoption rates, message traffic rates, hardware
design, link budgets, interference analysis, band
sharing, FCC regulation,
infrastructure cost, etc.

mobile unit costs,

2.1 Mobile Resource Management
(MRM)

In a wide range of mobile resource
management applications, data communication has
many advantages — primarily reliability, speed and
efficiency compared to voice based communication,
or no real time communication at all, that have been
traditionally employed. Computers can communicate
directly with other computers, so there is less chance
of operator error arising. Computers can handle
many routine tasks without human intervention and
can buffer interactions allowing the human operators
to get on with what they can uniquely do until such
time as they can attend to the messages intended for
them. Most importantly, data communication is
exponentially faster than any manual (or verbal)
the possibility of
tremendous operating cost economies.

methods, and therein lies
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Protocol, Radio-location,

Keywords: data-
messaging, spread-spectrum, RF-interference, air-
time, shared-band,

multilateration, multipath distortion.

mobile-resource-management,

A very important aspect of mobile data
communication is the management of the company
resources that are on the road, be they technicians
providing service at the customer site, auto parts
speeding on their way to an assembly plant,
salespeople collecting
needs, or beer being delivered to your favorite pub.

information on customer

There are increasingly more employees and corporate
inventory on the road every day; a result of better
planning and logistics abilities, and the desire to
provide better service to customers. When managers
are able to communicate more effectively with that
mobile resource, it can be better managed and
supported, reducing cost margins and providing
better service to the end user.

2.2 Role of Radio-location in Mobile
Resource Management

In many applications, an important element
in the efficient management of the resource is real
time knowledge of the resource’s whereabouts. With
this information, a mobile resource manager’s can
achieve dramatic improvements in efficiency,
supervisory control, and customer service. Think of
the cases of police vehicles being dispatched to
urgent events, taxi cabs being coordinated to pick up
clients or busses being organized to run on schedule
by avoiding bunching or overloading. These are all
cases where knowing the location of the vehicle is
essential to efficiently managing and supporting the

mobile resource.



2.3 Communications Characteristics

Transaction Characteristics by Segment
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A well designed mobile data network will
take into account the typical transaction profile of its
target market. Mobile
applications are characterized by the relatively short
message size used in their transactions. Unlike the
“mobile office” applications that make use of e-mail,
fax, and data-base file transfers, requiring message
sizes from thousands, to potentially millions, of bytes
of data, fleet management applications typically
require less than a few hundred bytes, and potentially
very large numbers of transactions requiring only
tens of bytes.

Another important characteristic of mobile
support or management applications is the frequency
of transactions with individual mobiles. To gain the
efficiency that is potential in better management or
support very frequent
between the mobile and the support center. Typical
feedback from users indicate numbers that range
from 5,000 to 20,000 communiques per month per

resource management

requires communication
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vehicle or employee. This has important network
design and economic considerations that we will visit
again later.

High volumes of short messages distinguishes
mobile support
from other data uses. At such small

resource  management and
applications
message sizes, the time it takes to set-up and
conclude a message transfer becomes a significant
factor in the overall network operation. Furthermore,
since efficient management of a fleet is often related
to the location of the vehicle, and because the
vehicles are “on the move,” the response time of the
network to service requests initiated by the fleet
management system or the vehicle becomes a very
important factor in service quality evaluation.

The requirement for short latency (the time
between communication initiation and completion)
affects the inbound and outbound message flow

aspect of the system design very differently. This is



because the mobile network is not symmetrical in its
treatment of inbound and outbound transactions.

A fairly typical arrangement of the network
structure has one base station transmitting messages
to many mobile transceivers, while many mobile
transceivers in a locality typically only communicate
with a small number of base stations in the network.
The network or the base station can easily control the
flow of data outbound to the recipient mobile
transceivers, if they are all “listening continuously”
to the local base station’s broadcasts. However, this
matter is not nearly so easy in the reverse direction.
In this case, many uncoordinated mobile transmitters
may wish to transmit their messages to the network at
the same time. If they did, there would be significant
message collisions experienced by the base stations.

This is the typical channel contention problem; a
problem any mobile data network must satisfactorily
address in order to successfully support a large user

base of mobiles.

2.4 Solution Alternatives & this paper

This paper will discuss a number of different
approaches to the kinds of radio-locating and
messaging systems that are capable of efficiently and
cost effectively supporting the kinds of mobile
resource management applications outlined briefly
above.

3. A BRIEF OVERVIEW OF TECHNOLOGIES USED
IN MOBILE RESOURCE MANAGEMENT

3.1 Satellite Radiolocation Systems

Satellite systems currently being used for
commercial vehicle location should more accurately
be called radio-navigation systems, since the satellite
"system" does not directly determine the location of
the vehicle.  Rather, using the signals being
continuously transmitted by the system allows
receivers in the vehicle to determine its own location,
in the vehicle. Global Positioning System (GPS) is
such a system. If location determined in the vehicle
is then to be communicated to the management and
support center, then this can only be done via another
communication channel, such as a satellite data-link,
a cell-phone or an SMR radio-link.

Near the end of the Cold-War, the US
military built the Navstar system—Ilater to become
the Global Positioning System—to provide an
facility
accurately placing self-guided weapons on remote

independent navigational capable of
military targets. It uses a constellation of about
twenty four low-earth-orbiting (LEO) satellites that

are very accurately coupled in time and position.
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The density of satellites is such that at most
any time there are enough satellites above the user's
horizon to provide an adequate position fix at any
time of the day. However, due to the military origins
of the system, the commercial users are not able to
enjoy the full performance of which the system is
capable. The reference signals from which the
location of the GPS receiver is determined are
programmatically ~ subjected to  random-like
perturbations, which limit the commercial position-
uncertainty of the system to about a hundred meters.
(Qualified military users have access to the
perturbing which then  be
programmatically removed in real time, resulting in

codes, can
position uncertainties about ten times smaller.)
However, by acquiring many position fixes over
and by
simultaneously obtaining fixes at both the unknown

a period of time (many minutes),
site as well at a nearby known site, it is possible to
improve the quality of the position fix, allowing
"survey grade" position fixes with uncertainties in the
order of inches. However, such certainty is obtained
at the cost of losing "real time" performance.



While GPS uses satellites to establish the radio-
navigation reference system, the satellites do not
provide capability (for the
commercial user). Once the vehicle's position has
been determined by the GPS receiver, an alternative

any messaging

communications pathway must be used to convey
that information to the support center. Various
organizations have used almost every known means
for doing this, from private carrier, SMR voice and
data radios, through wireline telephone and US Mail,
to cellular telephones and mobile-satellite-data
networks.

Another limitation of GPS is encountered in
urban environments. A GPS receiver must have line
of sight access to multiple satellites in order to
calculate its position. In airborne, waterborne, or
open road applications, this is rarely a problem.
However, in urban environments, buildings and other
man made and natural structures can block access to
enough satellites to make it impossible to compute a
location. In such circumstances, the user must either
accept the spotty performance, or combine positions
from GPS with estimated positions
supplementary inertial guidance system when GPS is
unavailable.

from a

3.2 Terrestrial Radiolocation Systems

3.2.1 Loran & DECCA Radio-navigation

LORAN and DECCA are low-frequency
radio-navigation systems originally developed as
navigation aids to shipping. DECCA was originally
deployed as a worldwide network, while LORAN
was initially deployed to aid navigation in the Great
Lakes and coastal waters of the US. The success and
widespread use of LORAN by both shipping and
aircraft lead to the expanded deployment of reference
stations to provide high signal quality coverage
across most of North America. Because of the low
frequency nature of the signals used by these
technologies (and hence very long wavelengths),
their resolution is in keeping with their intended use,
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and position uncertainties in good coverage areas can
be less than about a quarter mile.

Significant signal loss occurs between the
buildings found in typical urban and some suburban
settings due to the very long wavelengths, limiting
the effectiveness of the technology in those settings.

3.2.2 Terrestrial Multilateration

While all the systems outlined thus far use
hyperbolic multilateration algorithms to find the
position of the vehicle from the effective time-
difference-of-arrival (TDOA) of multiple reference
signals at the vehicular receiver, (effective, because
the time differences are implied from phase
difference measurements rather than actual time
measurements) there are systems that work off the
direct TDOA of a single signal transmitted by the
vehicle. These systems also typically reverse the
direction of the signals, such that the vehicle emits a
locating signal (rather than reference stations or
satellites transmitting reference signals), which is
detected at the nearby network of base stations. The
base stations estimate the time-of-arrival of the
signals against a time reference common to all the
base stations, and send these estimates to a network
control center (NCC), location is
calculated using the hyperbolic multilateration
algorithms. In this case the time-differences, and
hence positions are calculated remotely from the

where the

vehicle, and the results are sent directly (usually via
telephone line connections to the NCC) to the
vehicle's management and support center. Thus, in
such systems, the location of the vehicle is estimated
remotely from the vehicle, and does not need to be
separate link.
Furthermore, if the vehicular transmitter uses a radio-

transmitted across a message
frequency platform that is compatible with the
transmission of both the data and location signals,
then no additional channels would be needed to solve
the mobile resource management application's need

for communication and radio-location.




3.3 Radio-location System's Relationship
between TIME, BANDWIDTH & S/N
ratio

In the design of radio-location systems, a
very important relationship exists between the time it
takes to estimate a signal's arrival time to within the

precision required by the overall systeml, the
bandwidth used by the system, and the signal's
quality, usually expressed by its signal-to-noise ratio
or signal-to-interference ratio. This relationship
(often encapsulated in the form of the Cramer-Rao
bound) is one of the two key technical issues
involved in the choice of operating parameters for a
network. The other is the
relationship with the business/economic model for
the network's operation, which determines the
network's commercial viability (This
considered further below).

Fundamentally, this relationship implies that, all
other things being equal, the higher the signal-to-
noise ratio and the wider the occupied bandwidth, the
faster the signal's arrival time can be estimated to

interaction of this

will be

within the required uncertainty limit, (and hence the
network perform more fixes per unit time).

This implication does not take into account some
of the secondary limitations placed on the signal's
propagation by the urban suburban
communications environment (such as multipath
propagation and shadow fading), nor does the
implied fixing rate take into account the effect of

and

signal propagation delay and message processing
time requirements of the network.

In the design of high-resolutionz, high-

throughput systems3, these secondary effects play a
vital role in the effective throughput of the network,

typically expressed in terms such as ‘within x-
meters for y% of measurements’

2 high-resolution have

uncertainty

systems low positional

3 greater than hundreds of position fixes per second
per network
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and also dramatically effect the design of the
terrestrial infrastructure needed to achieve the

necessary performance and throughput.

3.3.1 NarrowBand Systems (FM Voice)

Under the wusual urban and suburban
conditions found in typical modern cities, narrow-
band systems can only provide very modestly small
location uncertainties, typically of a quarter to half a
mile, whether using phase ranging or comparative
signal strength methods to estimate position. With the
signal-to-noise ratios used in mobile
communications, rates of less than a few tens of fixes
per second can be achieved. Increasing the s/n ratio
does not improve the situation much, since the low-
bandwidth signals are unable to resolve or ameliorate

the multipath components that are the major

contributors to the position uncertainty.

3.3.2 WideBand Systems (DSS Radar)

Excess delay measurements of the radio
signal as scattered by typical urban & suburban
environments have shown some statistically
repeatable characteristics, which reflect the patterns

with which we build the urban environment. A plot

of signal excess delay4 (the amount of additional
delay that the signal undergoes due to scattering,
compared to the signal's propagation delay if it had
traveled line-of-sight) shows a strong peak in the
region of 50 to 300 nanoseconds (or feet). To
resolve multipath echoes in this range usually
requires bandwidths greater than the inverse of the
excess delay, or more than 3 MHz to 20 MHz
respectively. Such bandwidths are readily achieved
by direct-sequence spread-spectrum systems, and

See the paper s by Turin et al — “Simulation of
Urban Vehicle Monitoring Systems” and “A
Statistical Model of Urban Multipath Propagation.”
Both appear in IEEE Transaction on Vehicuiar
Technology, Volume VT-21 No 1, Feb. 1972.



have been used in the design of high-performance
military RADAR systems for a long time. The use of
direct sequence spread spectrum techniques also
provides modest additional resistance to in-band
interference, as experienced when the band is shared
between different users. The attainable process gains
are modest in light of necessary trade-offs between
conflicting requirements, such as processing gain
versus network service throughput,
transmit power level and infrastructure cost, etc.

In practical terms, systems serving the mobile

or mobile

resource management applications have been built
using bandwidths between | and 25 MHz. However,
recent regulatory action by the FCC has restricted the
amount of spectrum available for commercial radio-
location systems to less than 8 MHz.

Systems capable of resolving the various
multipath echoes have recently been built with these
wider bandwidths. They use modulation & detection
methodologies very similar to those used in the
military radar systems. The /ater arrivals can then be
separated from the early arrivals (the early arrivals
having the least excess-delay), significantly
improving the quality of arrival-time estimates over
those obtained from the more usual "energy centroid
of the signal's arrival" approach.

3.3.3 Network Density & Frequency
Reuse

A major consideration in the design of the
network is the trade-off between the network’s
service throughput and the cost of the infrastructure.
While satellite networks have the advantage of being
able to offer national coverage from a few “birds,”
they are very costly to deploy and maintain, and their
ultimate throughput is fixed by the design capacity of
the satellite, which is shared over the whole coverage
area. For the much higher aggregate capacity needed
typical metropolitan
applications, it is less costly to build and maintain a

for resource management

terrestrial network than a satellite network, for almost
any network throughput. However, there are many
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factors to consider in optimizing the deployment
design, some of which can dramatically effect the
business viability of the network.

Some of the lower priority factors are the cost of
base stations, their average spacing, the size of the
coverage area, the method and cost for back-hauling
data between the base stations and the network
control center, the cost of the network control center
The higher
priority factors are the effects of protocol design,

and the cost of network deployment.

airtime operation and signal processing (timing and
data signal transmission and detection) on the data
and radio-location rates, and the availability of
frequency reuse to increase the local network’s
overall throughput.

The reason for the difference between the higher
and lower priorities is that to a crude first
approximation, the cost of deploying alternative
terrestrial radio-location data-messaging network
approaches is similar, whereas the real service
throughput of different technical approaches can
differ by up to nearly three orders of magnitude.
Such a range can have a very dramatic effect on the
business approach, and on the class of service that
can be provided to the target market.

At one end of the throughput spectrum are the
systems using code-shift schemes for estimating
effective signal arrival times, capable of providing
maximum position fixes at rates of less than a
hundred per second per network, while providing
nearly no data-messaging capability. At the other
end are systems capable of providing near tens of
thousand of fixes per second, while providing
aggregate network message throughputs of megabits
per second, all in the same licensed bandwidths.




4. SPREAD SPECTRUM PLATFORMS

There are a number of different signal
modulations that qualify as “spread spectrum”. Each
of the differing modulation technologies have their
advantages and disadvantages in any particular
communications requirement and environment.

4.1 Direct Sequence

Direct sequence systems are capable of
providing fast, high-resolution estimates of arrival
time, can carry very high speed data, in spite of
severe multipath distortion, provide resistance to
signal fading in moving vehicles, and provide very
It does
however, only offer modest levels of resistance to in-

fast acquisition of transmitted signals.

band interference, and in shared bands, it must often
be used along with other techniques, such as spatial
diversity, to ensure reliable network operation.

4.2 Frequency Hopping

Frequency hopping systems are capable of

providing greater resistance to narrow-band
interference in a shared band but, by virtue of the
typically narrower bandwidths used, cannot provide
much resistance to multipath distortion or fading nor
quickly provide the signal arrival-time estimates to
within the uncertainties required by typical resource
management applications. However, by using large
numbers of hopping channels with frequency reuse

and effective high-level protocols, very robust, high-
5. MOBILE PROTOCOLS

5.1 Contention & Its Management

Previously we mentioned the contention
problem resulting from numerous uncoordinated
mobiles attempting the send data to the network at
the same time. One way to completely avoid the

problem would be for the base station to poll (or
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capacity data-messaging networks using a shared
band can be built.

4.3 Data Modulation & Recovery

At Pinpoint, a direct sequence modulation
scheme has been used to yield eight megahertz
occupied bandwidth signals using multiple symbols.
The scheme uses near-orthogonal coding sequences
to modulate a carrier operating in the ISM band.
These signals carry both network operational data
between the mobile ranging-transponder transceivers
and network’s base stations, while simultaneously
providing very accurate signal arrival time estimates
at the base stations.
maximal-length and Gold-codes sequences for
spreading codes. The base stations detect the
sequences using real-time correlation techniques.

The transceivers use both

The correlators provide their outputs to both code
detectors (for data extraction) and DSP’s for arrival-
time extraction. This scheme provides network
operational data throughputs of approximately 256
kilobits per second, and signal arrival time estimates
with a line-of-sight uncertainty of less than 5
nanoseconds, at vehicle speeds up to 75 MPH. This
approach to a platform for simultaneous data and
timing, yields a capacity of up to about 1500 remote
position fixes per second, while using a simple
airtime protocol in a single wideband channel.

interrogate) all the local mobiles sequentially to
determine whether it had a message pending, but then
the network would spend the majority of its available
airtime resource on this activity, without transacting
much useful business. At the other extreme, mobiles
could transmit their messages whenever ready, and
deal with the consequences of the collisions as they
occurred. This is the classic ALOHA technique used
in Ethernet and other systems. At very low system
utilization this works quite successfully, but when the



network traffic increases, the high rate of collisions,
and the resulting error recovery efforts of this
method, result in severe penalties in terms of
potential network throughput.

A more efficient method would be to use a
hybrid form of contention management, in which the
efficiency of fully scheduled outbound operation is
combined with modified form of the ALOHA
scheme. In this case the base station regularly signals
the mobile transceivers of “windows” during which
the mobile’s may attempt to gain the base station’s
attention to request service (indicating to the base
station that the transceiver has a specific size
message pending “pickup”). Such service requests
(SRQ) messages are of very short duration, so that
they do not represent a significant proportion of
overall airtime. To further minimize the collision
probability the SRQ’s can be forced to occur in
predefined but randomly selected “time-slots,”
thereby doubling the contention-limits throughput
characteristics (slotted-ALOHA.)

5.2 Latency

Such a hybrid, disciplined-slotted-ALOHA
approach, combined with frequent SRQ intervals, can
reduce the average message latency to very low
levels, typically less than two seconds from the time
a support application requests a position fix or for a
message delivery, until the delivery is confirmed or
the position fix is returned. Such short latencies are
essential to the efficient management of medium to
large fleets of vehicles, such a taxi-cabs, public safety
fleets, and public transport bus fleets.

Notice however, that this “average” latency is
not the same as transaction time, which is the
measure of how many of a particular transaction a
network can completed per unit time. Much of the
action involved in the network is “pipelined,” such
that base stations may initiate hundreds, or even
thousands of position fixes per second, only a few of
which may be destined to be delivered to any
particular application.

5.3 Network Performance

Networks have been built using these
schemes for fast delivery of short, bursty mobile
data messages and simultaneous radio-location.
They have achieved position fixing rates of up to
1500 fixes per second in minimum configurations,
and larger systems will achieve multiples of this
through modest frequency reuse. Inbound data rates
of about a quarter megabit per second are routinely
achieved with very high raw-data reliability,
(typically average error rate are less than 2%,
compared to the typical 50% error rates due to
Raleigh fading found in narrow-band mobile
systems). Such small error rates dramatically reduce
the system’s overhead for error correction, since
when an error does occur, its usually due to the
complete loss of the whole blocks of data, rather then
loss of a few bits of data. Therefore the data-block
only need contain error-checking blocks, rather than
error-correction  blocks
which consume much greater overheads. The “lost”
blocks are recovered by the higher-level protocol that
detects the “lost” or error blocks and requests

or convolutional-coding,

message retransmission.

6. ECONOMICS

Many alternatives currently exist for voice-
channel bandwidth systems capable of delivering
wireless data. However, almost all of them are

oriented around the voice-circuit paradigm. While
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this paradigm is eminently suitable for the voice links
it was designed to serve, it is quite in-efficient for the
relatively short, bursty messages that characterize the
majority of mobile digital-messaging.

Imagine, for example, trying to send a hundred
byte message over a cellular channel. The call setup




time, from initiating the dial sequence until the
cellular modems have synchronized can be as long as
thirty seconds, after which the hundred bytes are sent
in a second, along with whatever header is needed for
the network. Clearly, such a system is not very
efficient for this kind of message since more than
97% of the network time was spent in connection-
setup overheads. (Cellular was designed for typical
call times of a few minutes, in which case the
network overhead is only about 10% - a very
reasonable amount!)

Moreover, these narrow-band technologies only
provide a part of the mobile resource management
communication solution. A very large number of
mobile applications benefit greatly from knowledge
of the mobile’s location. As mentioned before, this
has typically been supplied by secondary tech-
nologies, such as Dead-Reckoning, LORAN or more
recently GPS.
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The economic viability of a data-messaging and
radio-locating network depends on a number of
factors. Most important among them is the operating
and/or infrastructure cost per unit of throughput. A
very low incremental service cost allows the service
to be priced very low, encouraging rapid adoption of
the service, and early success of the business. It also
provides a very important tool for staving off
competitors, whether from similar or different
competing services offerings.

It is clear that the larger the throughput
(provided there are enough service consumers who
will pay for it), the lower will be the incremental
pricing, or the higher will be the chance that the
network will operate profitably. Using Pinpoint’s
experience as a reference, we will consider here how
critically this depends on the design of the network’s
communication platform and its operating protocol.



Network Economics
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6.1 Infrastructure

The characteristics of the transmission
medium, the limits on available bandwidth, and the
limits on available transmission power set the
technical stage for the design of a communication
system for mobile resource management. The other
important factors influencing the business design are
the economic ones — with the main outcome being:
what will it cost the user to obtain a specific suite of
application benefits?

The shared-network and business model
developed by Pinpoint have been developed to
optimize for rapid market adoption and to spur rapid
market growth. That the network and business will
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* Timing (peaking)

achieve these goals is based on providing the
network a set of performance parameters that are
very easily integrated into support or management
applications, a very affordable entry cost of mobile
hardware and a low operating cost for the mobile
system’s manager. (Give the potential subscriber an
offer they can’t refuse!)

The infrastructure consists of a network control
center in each metropolitan coverage area, a network
of base stations to provide RF coverage of the region,
a backhaul network, provided by either the local
telecom provider or microwave links or both, and a
national data backbone network that links the
networks into a transparent
network, that allows transparent “roaming” to the

regional national

user.




The deployment of the base stations is the
major cost element in the infrastructure. It includes
the capital cost of site acquisition, base station
equipment and installation, and the operating costs of
site leasing, equipment maintenance and telecom

search for inexpensive ways to deploy the networks,

including inexpensive rooftop space (versus

commercial antenna sites), and private microwave
backhaul.
stations are deployed on a roughly five mile spacing

At the present stage of evolution, base

backhaul communications. The cost of the base “grid” depending somewhat on terrain and
station equipment is evolving to the point where it is urbanization.
becoming secondary to the other costs, leading to the
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7
g 100
E
~ SMR
o
e
O
©
)
c Packet Data L
) 10 - CDPD T :
s 3 Pinpoint = ; Cellular ]
® ESMR
[+
(71)
(T
(01}
[+})
(o))
©
1
S 1 .
< $10,000 $100,000 $1,000,000

Average Base Station Cost

6.2 Capacity

The capacity of the network is easily
scaleable. In its simplest deployment,
typical of a large town or small city, the minimum
throughput the network would be capable of is up to
1500 position fixes per second,
messaging up to about a quarter megabit per second.

or aggregate

However, since the messages are typically very short,
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this could also be expressed as about 500 hundred-
byte messages per second.

the network
becomes large enough for frequency reuse to be
applied, and the network’s throughput scales along
with that. In a metro area like Dallas/Fort Worth, the
radio-location reuse factor reaches between three and

In larger metropolitan areas,

five, while the data-only reuse factor can reach
fifteen or more. This can provide tremendous
capacity, allowing the network to offer services at
even lower cost than in the small cities, where reuse

of data-only communications is not feasible.
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7. CONCLUSION

The advent of Global Positioning System
and the availability of relatively low cost and
accurate vehicle location information it provides, has
ushered a new era of mobile resource management.
It has shown itself to be especially effective in open
area, applications. In
metropolitan area vehicle tracking applications,

navigation oriented
however, it shows limitations.

For these applications, a close terrestrial
based cousin holds greater promise. A new, wide-
band spread-spectrum technology can provide fast,
high-capacity, low-cost, mobile packet-data and
simultaneous high-resolution radio-location from a
single message stream transmitted by the vehicular
mobile radio. It provides shared network services for
high-speed, fast turn-around mobile data-messaging
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and radio-location at costs significantly less than
previous systems. It achieves these capabilities
through a unique
independently applied technologies, including
cellular radio, modern military RADAR techniques
for ranging and multipath resolution,
designed network and airtime protocols, and efficient
airtime management. The design intent has been to
deploy a network that will promote rapid market
adoption and so spur the explosive growth of mobile
resource management applications and markets.
Pinpoint anticipates that such growth is also likely to
be followed by rapid growth in
applications, as has occurred in the cellular and GPS
marketplaces.

combination of previously

custom-

consumer
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ABSTRACT

The trend is for mobile radio systems to evolve from
analog to digital communication systems. Two of these
systems are the Digital European Cordless Telephone
(DECT) in Europe and the direct sequence spread spectrum
Code Division Multiple Access (CDMA) in the US. With
this evolution comes more stringent requirements for IF
filters. Typical electrical requirements are for 1% to 2%
fractional bandwidth, low loss (5 to 15 dB), phase error
< 3.5° rms, shape factors as low as 1.3:1. In addition, they
must be low cost and supplied in a small surface mount

package.

Classical surface acoustic wave (SAW) filters have
drawbacks of high loss, triple transit time spurious, and large
size. Resonator filters are limited to small fractional
bandwidths and suffer from large group delay ripple. The
development of single phase unidirectional transducer
(SPUDT) technology has solved these problems. The
unidirectionality reduces the insertion loss, the time spurious,
and the size. Up to date designs exhibit very small group
delay and amplitude ripples and sharp shape factors.

Results will be presented for an IF filter for DECT
applications at 112.32 MHz and for a balanced drive IF filter
for CDMA applications at 85.38 MHz. These two products
exhibit very good performances and are now in mass
production.

I. INTRODUCTION

The SPUDT was first reported by Hanma et al [1] and
later developed by Hartmann et al [2] and Lewis {3]. This
type of unidirectional transducer structure has the advantages
of requiring only a single level fabrication process and of not
requiring the phasing networks needed by previously
developed “3-phase” and “group type” filter technologies.
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The development of this new technology has been slow
due to the complexity of the analysis and particularly the
synthesis. This is due to the fact that SPUDT’s incorporate
reflectors inside the transducer which convert the
conventional filter’s linear optimization problem into a
nonlinear optimization problem. Design tools have been
recently developed which solve these problems [4-7].

The introduction of products using this new technology
has created some confusion about how the filters are to be
properly matched. This stems from the fact that the
conventional SAW filter needs to be impedance mismatched
to obtain a reasonable level of amplitude and phase ripple.
The next two sections will describe both the conventional
SAW filter and low loss SPUDT SAW filters in terms of
simple transmission line models. From these models, the
effects that the electrical loading conditions have on the triple
transit spurious of the filter, the main cause of amplitude and
phase ripples, are determined for both filter types.

This paper will then present two products, one used as
an IF filter for DECT (Digital European Cordless
Telephone), the second is an IF filter for PCS using the
CDMA (Code Division Multiple Access) standard. These
products are mounted in hermetic surface mount (SMT)
ceramic packages and require simple fixed element matching
networks. Both filters utilize SPUDT structures because this
solution optimizes both the performance and the cost,
meaning small size and low sensitivity to manufacturing,
matching, and temperature, all key parameters for high
volume production. They were both designed using
procedures detailed in [4-7].

II. REVIEW OF A CONVENTIONAL SAW FILTER

A conventional SAW filter consists of two bidirectional
transducers, each having a pair of interdigitated metal



electrodes deposited on the surface of a piezoelectric
substrate as shown in fig 1. This device can be modeled as
shown in the simplified model of fig 2 with a transmission
line terminated at both ends and tapped at two places with
A4  transmission lines which are coupled through
transformers having tums ratios of ¢,(®):1 and ¢,(®):1. The
termination impedances Z, represent the acoustic absorber
material (fig 1) at the ends of the substrate. The input and
output admittances Y, and Y, are

Y, = G|+j(DC]
Y:=G2+joC;
where G1=9} /2 Z, and G2=9;/2Z,

(1a)
(1b)

The input admittance Y, is found with port 2 short
circuited. Under this condition, transducer 2 has no
reflection. The output admittance Y, is found in a similar
way.

Acoustic absorber
/l /_Bidireclionol transducer
X
71 T o P

=
s QUTPUT
o %

e

" Piezoelectric substrote

Figure 1 - Conventional SAW filter

Acoustic cbsorberx
/ ¥ |— Y, h |t
ZO%’ \ Z, v (Acoustic) \\’f % Z
ENEA N
Ne Wie

INPUT

Figure 2 - Transmission line model for Conventional
SAW filter

Maximum power transfer from the input to the output
is achieved when the input is conjugate matched to Yy and
the output is conjugate matched to Y, as shown in fig 3.
From the model of fig 2 it is clear that 1/2 the input power is
lost to the acoustic absorber (wave ¥ ). The remaining
signal (wave ¥R), is split into three signals at the output
transducer (reflected wave r'¥r, transmitted wave t¥r, and
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output wave ¥o). The resultant power delivered to the load
is 1/4 the input power or 6 dB loss.

9§ k-

!
Yy

4

Figure 3 - Conjugate matched filter

The drawback of achieving minimum loss is that a
conjugate match of the input and output is a mismatch to the
acoustic transmission line, giving a reflection coefficient of
IF] = 0.5 which results in a 12 dB triple transit (TT) time
spurious relative to the main signal. This spurious causes
large amplitude and phase ripples. The reflection can be
reduced by increasing the value of the load conductance, and
it is zero when the load is a short circuit. For the
conventional filter the triple transit is approximately twice
the filter insertion loss. It can also be shown that the voltage
transfer function of this filter for large source and load
conductance is related to the turns ratios

V2 oy
—~ - p,€ j2nfx/v
Vi

@

The above drawbacks have lead to the development of
low loss filter structures using SPUDTs. One type of
structure is described in the next section.

II. TWO TRANSDUCER SPUDT STRUCTURE

The simplest low loss filter structure consists of an
input and an output SPUDT as shown in fig 4. This
structure is the conventional SAW filter structure with the
bidirectional transducers replaced with SPUDTs. The
SPUDTs shown below are DARTs having regions of
electroacoustic transduction and regions of acoustic
reflection, resulting in a transducer which ideally emits
acoustic waves in only one direction. The electrical model
for the ideal case is given in fig 5.

The input and output admittances Y, and Y, for the
SPUDT filter the same as equs la and 1b with conductances
G; and G, given by



G1=6¢}/ Z,
G2=<P§ 1Z,

(3a)
(3b)

For this structure, the input admittance Y, is found
with port 2 conjugate matched (fig 3). Under this condition,
transducer 2 has no reflection. The output admittance Y, is
found in a similar way.

Acoustic reflectors
/[ Tronsduchon

/‘ SPUDT
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S Piezoelectric substrote

Figure 4 - SPUDT filter
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Figure § - Transmission line model for SPUDT filter

Achieving minimum loss also has the effect of
eliminating triple transit, minimizing amplitude and phase
ripples. An added benefit is that the impedance mismatch
between the input (output) and the source (load) is small,
resulting in a good VSWR.

The practical low loss filter is not perfectly
unidirectional, emitting a percentage of it’s energy in the
backward direction. The majority of SAW low loss filters
fall into this category. A transmission line model for the
practical low loss filter is given in fig 6. The quarter wave
sections of kZ. transmission line are a measure of the
transducer directionality, being the same for both transducers
in this example. The parameter k=1 for the conventional
bidirectional transducer and k=00 for the ideal
unidirectional transducer.

The input and output admittances Y, and Y, for the
practical SPUDT filter are given by equs la and 1b with
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conductances G, and G, given by

k 2
GFF"_I([)l 1Z, (4a)
k 2
G2=%+19,/ Zo (4b)
4
v, r Tw, * v, T ']w
S LN S
Zd 2, Ko N Zow (Acoustic) Nz Z,
N N
INPUT OUTPUT

Figure 6 - Transmission line model for practical
low loss filter

Zero reflection is obtained when the source and load
conductances are as given in equ 5.

2_

Gio= kkz ! G (5a)
2-—

Gao= k_zlG2 (Sb)

Thus for a practical low loss SAW filter there is an
optimum source and load (and corresponding insertion loss)
for which triple transit spurious can be minimized. The
required impedance mismatch is a function of the substrate,
metal thickness, and relative bandwidth of the filter.

IV. CDMA FILTER

A CDMA TF filter [8], for the cellular phones, has
been designed using this SPUDT structure. The interests
of such a structure in the CDMA architecture are : the
very small phase and amplitude ripples, the low losses,
but above all, compared to the classical structure, no triple
transit echo in the time domain response.

For this filter the typical performances at room
temperature are the following :

Center frequency 85.38 MHz
Insertion loss at f; 14.5dB
Passband at 5 dB 1.33 MHz



Rejection at 33 dB 1.71 MHz
Amplitude ripple within f;+300 kHz 0.35dB
Phase variations within fo* 1.26 MHz 1.7 °rms
Ultimate rejection 45 dB

In addition to the above, the filter is required to
operate with balanced impedances. This requires that the
+ and - ports of the input (output) have the same
impedance to ground.

To achieve such performances the filter must be
tuned as shown on the fig 7. The filter can be easily
tuned for other balanced impedances by changing the
values of the matching elements. The values of inductors,
and capacitors, principally depend on the structure of the
PC board and of the associated stray capacitances. For
the inductors, * 2% series and high Q (> 40) must be
used to guarantee good insertion loss and amplitude
ripple. However, depending upon the configuration of the
electronic circuitry, * 5% inductors series may be used as
well.

C1 Cc2
0——” + + H—O
ool COMA IF SAWFILTER s0a
differential L1 L2 differential

!

-7 X - °
C1 /7J777 C2

Figure 7 - Schematic of the tuning

Test fixture matching components values :

L1 =470 nH
Cl1=33pF

L2 =390 nH
C2=39pF

The filter is mounted in a 20.1 x 8 mm? hermetic
ceramic SMT package. A typical S21 and group delay
response of this filter are shown on the fig 8, with the
corresponding time domain response on fig 9.

All the performances of the TMX IF CDMA SAW
filter are guaranteed within the total temperature range,
which is -25°C to +80°C, and within the inductors and
capacitors tolerances. Fig 10 shows the variations of the
amplitude ripple and insertion losses at the three critical
temperatures +80°C, +25°C (corresponding to the turn

over temperature) and -30°C. These measurements have
been made on the SAW filter with its full tuning. On this
plot the higher losses correspond to the higher
temperature.
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Figure 9 - Typical time domain response

Concerning manufacturing, the reproductibility in
high volume production is very good. Figs 11 & 12
present a superposition of 20 filters illustrating the




production. The first plot corresponds to the amplitude
transfer function over 15 MHz and the second one to the
same response over 2 MHz and with the linearity phase
error over 1.26 Mhz.
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Figure 11 - 20 filters at room temperature

This low cost 85.38 MHz IF SAW filter is available
in mass production, it fulfills the mobile radio quality
standards. After passing an automated testing procedure

the filters are packed in standard tapes and reels for
automatic insertion, compatible with most automatic
assembly technologies used to built electronic circuits.
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Figure 12 - 20 filters at room temperature

V. DECT IF FILTER

The above low loss design principles have also been
used to design a DART filter on a 112 ° YX LiTa03
substrate [9]. This filter is dedicated to IF filtering for
DECT applications. The major advantages of this two
transducer SPUDT structure are low temperature and
matching sensitivity while exhibiting low insertion loss
(typically 6 dB).

The electrical specifications of this filter are the
following :

Source and load impedance : 50 Q2

Operating temperature range : 0°C to +55°C
Template center frequency fo : 112.32 MHz
Template on the amplitude of the transfer function:

- Bandwidthat -3dB: 20.576 MHz
- Bandwidth at -10dB : <1.00 MHz
- Bandwidth at -15 dB : <1.10 MHz
- Bandwidth at -20 dB : <1.15 MHz
- Bandwidth at -25 dB : <1.20 MHz

51



- Bandwidth at -28 dB : <1.35 MHz
- Bandwidth at -30 dB : <1.728 MHz
- Bandwidth at -40 dB : <2.00 MHz
Ultimate rejection :

2 40 dB from 50 MHz to 109.82 MHz
2 40 dB from 114.82 MHz to 150 MHz

Insertion loss : <8 dB (6 dB typ)
Group delay ripple: <600 ns -pp.
(fo £ 0.576 MHz)

These performances are obtained with a standard
parallel inductor for 50 ohms source/load impedances.
The filter is supplied in a SMT type package whose size is
13.3 x 6.5 mm? packed in tape and reel. The parallel
matching inductor values on our test fixture are indicated
in fig 12. The values of the inductors can be slightly
different when soldering the filter on the final PC board
because of the change in stray capacitances. This change
in inductor value may slightly affect the measured
insertion loss because of the Q of the inductors.

N0 500
ngut IF DECT ouput
L SAW FLTER w2
L1= 82 nH (£5%)

L2= 68 nH (5%)

Figure 12 - Schematic of the test circuit,

Fig 13(a) shows a typical transfer function with both
amplitude and group delay variations. The reference for
minimum insertion loss is 6.3 dB. The impulse response
(see fig 13(b)) , of this filter illustrates the efficiency of
SPUDT structures to increase the time length of the filter.

In a classical SAW filter the impulse response length is

directly related to the length of the substrate,
corresponding in this case to 3 pus. The reflectors in the
SPUDT:s extend this length to more than 4 ps. It appears
that the triple transit level is 30 dB (the filter delay is
1.03 ps), however this time lobe is in reality part of the
designed impulse response of the filter. If it were triple
transit then it would have approximately the same time
width as the main lobe.

The reproducibility of manufacturing is illustrated
on fig 14 where S21 parameter (mcasured with the same
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test circuit) of 20 filters are superimposed. Quantitative
analysis of dispersion over a more important quantity
(150 pieces) has been performed. It appears that variation
intervals (maximum - minimum ) for center frequency
and insertion loss are respectively 30 kHz and 0.5 dB
around the mean value.
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(a)

Amplitude of impulse response (dB)

(b)

Figure 13 - typical frequency (a) and impulse (b)
responses
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Figure 14 - Superimposed transfer functions of
20 filters

Figure 15 shows the variation of the amplitude of the
transfer function in the operating temperature range (3
plots corresponding to 0°C, 25°C and 55 °C). The transfer
function of the filter varies in frequency with a coefficient
of -18 ppm/°C. The minimum insertion loss typically
increases of 0.3 dB from 0°C to 55°C.
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Figure 15 - variation of amplitude responsc with
temperature from 0°C to 55 °C

53

Figure 16 illustrates the low sensitivity of the filter
to matching element variations. Five cases are
superimposed corresponding to a relative variation of
+5% of L1 and L2 values (see fig 16). The five L1,L2

combinations are the following :

Ll L2
0% 0%
5% 5%
5% 5%
5% 5%
5% 5%

The maximum insertion loss variation is about 0.3
dB over these cases.

Amplitude (dB)

| s 1 ) 1

-80

112 11¢

Frequency (MHz)

Figure 16 - variation of amplitude response with
matching elements tolerances (35%)

VL CONCLUSIONS

Transmission line models for both a conventional SAW
filter and low loss SPUDT SAW filter have been presented.
From these models, the effects of the electrical loading
conditions on the triple transit spurious in the filter have been
examined. Data on two SPUDT SAW filter products have
also been presented: an IF filter for DECT applications at
112.32 MHz and a balanced drive IF filter for CDMA
applications at 85.38 Mhz.
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Abstract - This paper analyzes the
theoretical and practical problems of direct
conversion receivers versus superheterodyne
receivers. Output data jitter, L.O. frequency
offset, discrete components, EMI-RFI and other
important problems of direct-conversion
techniques are evaluated. A low power, low
pushing crystal oscillator is proposed. Measures
over Direct Conversion Receivers and equivalent
Superheterodyne Receivers are presented and
compared. Most of these results are applicable to
BFSK direct conversion receivers.

1. Introduction

Nowadays direct-conversion receivers are
beginning to be used for applications such as paging
receivers, remote control and other Wireless systems
[1,2). That is due to their advantages over
superheterodyne receivers: Low power consumption,
small size and low cost. Nevertheless, to achieve the
best performance of this architecture, it is necessary
to optimize their main subsystems. This paper
reviews the most important theoretical and practical
problems, limitations and their solutions of direct-
conversion receivers specially for BFSK applications.

It must be remembered thatdirect-conversion
techniques are not anything new. The most primitive
receivers used direct-conversion. but they were
superseding quickly by the "latest” superheterodyne
techniques.  The benefit of direct conversion
receivers lies on low size and power consumption.
These reductions of size and consumption are
obtained by using monolithic integrated circuits [3].
These ICs contain most of the subsystems of this
architecture, specially the baseband signal processing
circuits. Silicon Bipolar processes are widely used
with direct-conversion receivers due to their relatively
good performance, low consumption and relatively
low cost [4]. Since some years it is possible to
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integrate a complete receiver for paging applications.
Nevertheless, not all the subsystems are integrated in
order to get the best performance or maximum
flexibility. So, it is desirable to use some external
circuits (usually low noise front-end or local
oscillator), made with discrete components. That is
specially a good solution if the application does not
justify the development of a custom IC.

Furthermore, with adequate  bipolar
integration processes a noise figure of the transistors
for the L.N.A. of 4 dB [5] is not a bad result. If
maximum sensitivity is required, like in most
personal communications devices for Wireless
applications the use of an external L.N.A. with
discrete devices that performs a noise figure less than
1.5 dB would be a good choice.

Direct-conversion techniques also present
theoretical disadvantages. Theoretically  Direct
Conversion B.F.S.K. receivers are "2 dB worse”
than an ideal incoherent B.F.S.K. receiver. For
B.F.S.K applications, the data jitter at the output is
an important problem that makes difficult clock
recovery of the received signal etc.

So the design of a direct conversion receiver
capable of replacing successfully a superheterodyne
one, it is not an easy task.

II. Data jitter and L.O. frequency offset.

One of the most important applications of
direct conversion receivers is the demodulation of
low rate B.F.S.K. signals such as signals of
P.0.C.S.A.G. The most widely used architecture
used for this application is shown in the figure I.
There are other architectures such as
frequency-offset, but that showed in figure 1 is
widely used [6,7].
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Fig.1. Dual channel D-C receiver

Like it can be observed, the receiver uses
two channels and its L.O. is not a coherent system,
In a superheterodyne topology it is not a special
problem. In a zero IF system with two channels (that
uses a standard phase comparator), the instantaneous
difference between the frequency of the carrier and
the frequency of the L.O. causes an important data
jitter in the output signal [8]. For a 1200 baud signal
(P.O.C.S.A.G.) a data jitter = 15% of the
demodulated signal is something usual with most
widely used demodulators. This results are obtained
for an L.O made up with a 10 p.p.m. quartz crystal.
This data jitter is lower for low data rates and would
make the clock recovery at the output impossible for
high data rates. Data jitter would be canceled with an
ideal phase detector with continuous monitoring of
the phase shift between i(t) and q(t) signals. Some
authors have proposed architectures based on the use
of eight I/Q signals [9). For high frequency
applications this solution is too complicate, expensive
and consumes (oo power to compete Wwith
superheterodyne  systems. More  sophisticated
demodulators using only two channels have been
proposed to achieve some improvements over
standard demodulators [10,11].

To get the best performance of a direct
conversion receiver (or any receiver), in a general
way it is a rule that the bandpass of their filters
must be kept at its minimum value. The response of
a true D-C receiver predetection filter is showed in
figure 2. Most selectivity of D-C receivers is
obtained at baseband. B.F.S.K. receivers usually
integrate gyrator filters using with built-in
silicon-nytride capacitors [12]. One of the most
important problems to achieve god selectivity is the
dynamic range at the input of these filters. The filter
must be able to select signals with very different
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levels. The input impedance to the R.F. mixers and
amplifiers of the integrated circuits is usually high
due to the use of differential amplifier topologies.
That simplifies the use of high selectivity filters at the
input. The use of a Loop antenna of high Q also
contributes to improve the filtering at R.F. [13].

0

10’ 10"
Fig 2. Filter resposnse of a true D-C receiver

The bandpass a widely used D.C. receiver
used for paging applications is approximately 4500
Hz. A crystal of standard quality with a tolerance of
50 p.p.m. can vary 8500 Hz the center frequency of
the baseband signal. A high quality local oscillator
with a tolerance of 10 p.p.m. is generally used.
Nevertheless, some tolerance in the bandpass of the
baseband filter is also desirable. The theoretical
degradations of B.E.R. with local oscillator drift
have been showed by Oishi [14]. A measure of this
with a true D.C. receiver is showed in figure 3.

BER

Fig 3. D-C versus Superhet. BER measures



[11.Discrete components.

Previously it has been mentioned that the
whole subsystems of the D-C receivers are not
usually integrated. Special cares must be taken in
order to get the best performance when selecting
those discrete parts. The next paragraphs analyze the
effects of the selection of discrete parts.

a) Discrete transistors: Discrete transistors
are used to design the low noise amplifier, the
crystal overtone oscillator and seldom the mixer.
New bipolar transistors designed for wireless
applications with small cases (SOT 23) are preferred.
Some are capable of getting a noise figure of 1 dB
with low Ic current ( 1mA) and V< 2. V. Like in
other systems, the best arguments to select these parts
are: minimum noise and high IPe3. Due to the low
voltages usually present in D-C receivers that are
difficult tasks. The experience shows that low noise
figure is useful when the source impedances needed
for low-noise operation is easy to synthesize.
Sometimes is desirable a transistor with a bit higher
noise figure if this can be easily obtained. It must be
remembered that often the source load of the low
noise amplifier varies continuously in a true wireless
system, so a stable point of operation is essential. To
kept high dynamic range a proper design of this
subsystem is crucial due to its relative high consume,
many times equal (even greater) than the rest of the
receiver. Nevertheless, 1 mA I_ of bias current will
give a very low compression point and IP3e. Very
low consumption DC receivers incline to saturate in
many environments. Therefore, an A.G.C. system is
always a good precaution [15,16].

b) Passive components: Most D.C. receivers
use components for surface mounting (At the present
0805 is the wide used size). With some inductors and
capacitors used with D-C receivers special cares must
be taken. The L.O. usually is very simple. To get
the best performance cares must be taken when
selecting the temperature coefficient of the reactive
associate components. To get a temperature stable
L.O.
attention must be paid to select capacitors and
variable capacitors (usually TC must be negative and
great)

Most architectures that use integrated bipolar
circuits exhibit relative high impedances at many
ports. See figure 4. Therefore, Q of passive
components is an important task. Standard coils for
S.M.D. (apart from parasitic effects) exhibits a very
poor Q due to the thin wire used. That can ruin the
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noise figure or the selectivity of an input circuit for
example. At this points air core inductors are
desirable. Some manufacturers sell this kind of coil
for SSM.D. The same cares must be taken with
capacitors, specially variable capacitors. The
tolerance also must be kept at its minimum value at
points where a high Q is required.
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Fig 4. input impedance to a true D-C receiver IC

c) Printed Circuit Board: Designers are
looking for minimum size when using D-C receivers,
so the length of the connections in the PCB usually is
kept as short as possible. In order to optimize space,
the lines are usually very thin (10 mils or less), and
the use of tortuous lines is something tempting. That
yields in the introduction of undesirable inductances,
and in I/ Q systems a dangerous lag of the phase of
any channel. Apart from this, like is obvious, the
radiated power is increased, that is specially
undesirable in some D-C receivers. The experience
shows that is desirable a greater P.C.B. if the lengths
of their lines are kept balanced.

The thickness of the PCB is usually kept at
minimum, apart from a mechanical benefit, a thin
PCB reduces radiation and R.F. losses.

IV. Radiation of the O.L.

Location of the L.O. is something critical in
order to reduce the interference with the received
signal. That is a true problem in systems where the
receiving antenna is to close to the P.C.B. The best
solution is to use modulation systems with the carrier
suppressed and to introduce a zero in transfer
function of the baseband filter. But if this radiation is
too high, risks of desensitization exist in systems



where the receiving antenna is to close to the P.C.B.
of the receiver such as pager receivers. That is the
reason because the use of ultra-low power L.O. and
high gain mixers stages are very adequate for these
systems.

The use of cascode low-noise amplifiers also
contributes to minimize de radiated power of the
L.O. due to its inherent low X,, parameter. Cascode
amplifiers exhibit more gain than single ended stages
and high output impedance. This high output
impedance makes easy the use of interstage high Q
R.F. filters to minimize desensitization of active
mixers due to neighbor interfering signals. Like is
the know, the main problem associated to cascode
stages is their tendency to oscillate. Taken some
precautions these oscillations may be "killed” without
sacrificing gain. A series resistor at the collector can
be used to make that.

The radiation of the O.L. also can cause
desensitization to nearest D-C receivers operating at
the same frequency. Therefore, to kept this radiation
at its lower value is important in D-C systems.

Figure 5 shows the measure of the radiated

output power of a true D.C. receiver for paging

applications. Like it can be observed, some

harmonics of the L.O. are also radiated, but with a

- proper design all the components are kept under the

maximum legal limits. This measures have been taken
into a calibrated anechoic chamber.

The radiation pattern is similar to a dipole.
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b

Fig 5. radiation pattern of a true D-C receiver
measured into anechoic chamber.

VI Local oscillator.

In previous paragraphs the importance of the
stability of the L.O. and the need of a minimum

power of this oscillator has been established.
Simulations where degradations of the B.E.R. of the
output signal are shown has been reported in previous
papers. Due to those hard specifications the pushing
of the L.O. is another important factor to consider.
So low-consumption regulators are used often. Some
authors had proposed the use of A.F.C. with D-C
receivers [17].

Therefore the L.O. used with D-C Receivers
must exhibit low power consumption, low pushing
and low pulling, high long term stability, low
radiation and low size. Those specifications at a fixed
frequency can be accomplished using crystal
oscillators.

Low power consumption means a low output
power level. Due to the relative high input impedance
of the mixers the required signal of the L.O. is
typically less than -20 dBm. With a typical efficiency
between 2% and 5% the typical power consumption
is 500 uW or 200 pW (1V*0.5 mA or 1V*0.2 mA).

The output frequency is usually located at
V.H.F. or U.H.F. Therefore, the designer must
decide between 7th and 9th overtone crystals or 3th
or 5th overtone oscillators plus a frequency
multiplier.

When using high overtone crystals greater
resistance appears that can cause difficulties to start
oscillations due to the low gain of a transistor
polarized with low currents (0.2mA-0.5mA)
Furthermore, those crystals are hard to manufacture
and the oscillator is quite difficult to adjust. By other
hand to use frequency multipliers means more
components, higher power consumption and a greater
P.C.B.

The experience of the authors shows that the
optimum oscillators to conjugate low size, low
power consumption and easy adjust using the less
expensive quartz crystal is showed in figure XX. It
uses a Sth overtone crystal and a frequency multiplier
using only one transistor. This oscillator is made of
one transistor, two coils, five capacitors, two
resistors and one crystal.

This oscillator is based on the classic
Colpitts oscillator using a 3th or Sth overtone which
is selected with the parallel resonant circuit in the
collector. At this point a current plenty of harmonics
can be extracted.
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Fig. 6. Proposed optimun crystal oscillator

With this oscillator a low pulling figure can
be achieved because the signal is extracted at the
collector of the transistor. This point exhibits a very
low impedance at the oscillating frequency due to the
high Q of the resonator.

Low pushing is crucial in receivers supplied
with batteries. That can be achieved working ina low
overtone. So the feedback capacitances of the
oscillator are quite higher that the parasitic
capacitances of the transistor. Therefore, a higher Q
is achieved with lower dependence of the oscillation
frequency on the variations of the active device due
to power supply variations. In table I typical values
of pushing and pulling figures that can be achieved
with this kind of oscillator are showed.

Table 1. Pushing and Pulling Figures

Frequency Pushing Frequency Pulling
Vce 0.09 12 db 0.17
+10% | p.p-m. | RtnLss. | p.p.m.
Vce 0.15 6 dB 0.05
+20% | p.p-m. | RtnLss | p.p.m.

Another important task is the right shielding
of the L.O. to avoid the interference of the radiated
signal of the O.L. on the received signal. (Some
pick up of the L.O. signal is unavoidable). The
crystal and the coils must be shielded if shielding is
not used.
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VII. Comparison between Direct conversion and
Superheterodyne techniques

When comparing superheterodyne Wireless
receivers versus D-C Wireless receivers, attention
must be paid to electrical performance, consumption,
size and cost aspects.

a) Electrical performance: If special cares
are taken, most direct conversion receivers would
exhibit similar electrical performance for many
commercial applications like superheterodyne
receivers. Nevertheless if the best electronic behavior
is the main target, superheterodyne receivers are
better. In B.F.S.K. applications (the most usual
application for D-C today), the presence of the data
jitter inherent to the most widely used D-C
architectures is a limiting factor that makes difficultly
the clock recovery for very low input signals. This is
a penalty in the maximum sensitivity of the receiver,
but in many cases the external noise and interference
are the true limits of the receiver. By other hand in
D-C architectures the problems of image rejection do
not exist.

b) Size: Due to the integration of R.F. and
baseband subsystems and the channel filters, the
reduction of size of a D.C. receiver is quite
important. Superheterodyne receivers need the narrow
bandpass filter (quartz or ceramic filters) which are
voluminous and expensive if high quality is
demanded). The size reduction of a superheterodyne
versus D-C, conversion is of 60-70 % more or less.
Nevertheless that reduction of size is possible if all
the subsystems of the receiver are integrated, that is
not always possible, specially the integration of the
low-noise amplifier.

¢) D-C techniques always offer a dramatic
reduction of power consumption. The consumption of
a D-C receiver usually is four or five times lower
than a superheterodyne receiver. Obviously, the
dynamic range of these receivers is not very high, so
an Automatic Gain Control is a must if high
performance is required. It is possible to avoid the
use of A.G.C. for B.F.S.K. applications such as
paging if the requirements are not very hard. In this
case is essential a high dynamic range baseband
processing circuits.

d) Cost. In a general way D-C receivers may
be cheaper than equivalent superheterodyne of similar
performance due to D-C receivers use less parts.
The most expensive component of a direct conversion
receiver is the integrated circuit and the precision
crystal quartz. By other hand the most expensive



parts of superheterodyne receivers are usually the
bandpass filters (if a crystal filter is used), integrated
circuits for P.L.L. (if used) and work force. But if
the application of the customer does not justify
making its own integrated circuits and depend on
external suppliers, this paragraph must be reviewed.
In such a case superheterodyne topology is less
sensible to market fluctuations.

Tabl«Cdst comparasion betwen D-C and Sphet.

ITEM D-C Superhet
Discretes 1/5 1
Monolithics 1 1/6
XTAL 1 1/6 or 1
P.C.B. 9/10 1
Manufact. 172 1
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The Microwave Multi-point Multi-Channel Distribution System (MMDS) is a
method in which traditional CATV Channels are transmitted via Microwave
Wireless equipment at an assigned S-band frequency (2500-2700 MHz). The
" technique is very attractive for countries were DBS or CATV infrastructure
does not exist or is too expensive.

The transmitter [1] is basically an upconverter and an amplifier, where the
modulated TV channels (200-400) spaced at 6 MHz for the PAL system are
upconverted to the 2500-2700 MHz band. The S-band signal is then amplified
up to 100 Watt/channel, and is fed to an antenna mounted on a high building
in the center of populated areas. One of the key components in the
transmitter is the synthesized Local Oscillator (LO) which is used to up-
convert the VHF channels to the S-band. This article will attempt to detail a
novel method which engineers can follow in designing an LO, utilizing
previous technical articles, software and off-the-shelf components available
from several RF and Microwave manufacturers.

The targeted specifications are as follows:

LO Level =9 dBm + 1 dBm

Frequency output = 2260-2302 MHZ by steps of 6 MHz

Operating Temperature -30 to +50 C.

Frequency stability is + 500 Hz.

Spur level < -60 dBc

Reference frequency is 10.00 MHz

Phase Noise performance is -94 dBc/Hz @ 10 KHz and -70 dBc/Hz @1 kHz.
additional requirements is that the parts be a common off shelf components.
The programming of the synthesizer must be done via hand setting of dip
switches to avoid the use of a Microcontroller. As part of a diagnostic system
for the complete transmitter, the LO must supply a flag to indicate a locked
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condition and also avoid transmitting while not locked to the correct
frequency. In addition, a DC- Signal proportional to the LO’s RF level at the
output is supplied.

The Synthesizer Topology Design:

The simplest and least expensive topology which will meet the requirements
listed above is to use the single Loop design as shown in figure-1A. Here, the
VCO is running at the desired LO frequency. This is used in conjunction
with a cascaded prescaler feedback network which will bring the VCO’s
frequency down to the range of an PLL IC (10-20 MHz). A VCO capable of
running in the range of 2260-2302 MHZ is available from sources such as Z-
comm, CA. First, the LO is divided by four using Prescaler UPB582 (NEC,
CA), yielding a frequency output of 565-575 MHZ. This output is then level-
shifted and scaled again using a dual modulus prescaler MC22022A
(Motorola, AZ) with division ratio of 64/65 yielding 8.8-8.9 MHZ. The level
is shifted again to feed the PLL chip MC145152 (Motorola, AZ). The PLL
synthesizer chip has a Phase detector, a lock detector indicator which goes
high as soon as the VCO gets locked in phase and frequency, and two
frequency dividers.

The first divider labeled as R is the Reference frequency divider; its division
ratio can be programmed via bits RAO-RA3. The second divider is the feed-
back divider; its division ratio can be programmed to via the bits NO-N9.
Also included is the Dual modulus divider required to toggle the 64/65
prescaler; the toggle control is from the A-counter inside the PLL chip via bits
AOQ-AS.

The VCO output is isolated from load variations by the use of a resistive pad
with an attenuation of 10dB. The output is level shifted to supply the desired
9 dBm output. Edge coupled Microstrip line couplers are constructed to
implement two 10 dB directional couplers. One is used to sample the VCO
output for the feed back loop. The other is used to supply a sample of the RF
output to an envelope detector. The envelope detector uses a diode with very
low forward voltage to convert the RF level to a DC signal, which then can
be buffered and used as a diagnostic measure to indicate that the LO RF level
is properly working. Both couplers should not have more loss than 1-dB.
The coupler design procedure is a simple and straight forward [3] and also
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available as WirePack from Sage Laboratories, Inc (Natick, MA) oras a
surface mount from Anaren Microwave Inc. (Syracuse, NY).

To assure a good isolation between the LO port on the mixer/up-converter
and the IF port a ferrite isolator with 1 dB loss and more than 28 dB of
isolation is used. This can be any drop-in Isolator, such as that supplied by
Renaissance Electronics Corp (Boxborough, MA).

Frequency Synthesis:

The first thing we need to do is to determine the phase detector frequency
which will allow us to increment the LO by 6.0 MHZ channel steps as
necessary, while utilizing the defacto broadcast standard of 10.00 MHz as a
reference. For example, we will attempt to synthesize 2278 MHz from a
divided ratio of the reference 10.0 MHz. The reference divider R inside the
PLL chip allows us to divide by 8, 64, 128, 256, 512, 1024, 1160, 2048.
Inspecting these values would lead us to the conclusion that there is no way
to synthesize the LO at 6 MHZ steps while utilizing the 10.0 MHz reference.

If the reference is 1.0 MHz, however, then it is feasible. We can utilize the
an external divide-by-10, Model SP8799 which is available from GEC-
Plessey. Essentially, we still utilize the standard 10 MHz crystal which is less
expensive and readily available from several sources, such as the model
ER7501 from Electronic Research CO. (Overland Park, KS). Some recent
PLL IC chips do offer more possible division ratios for the R-register than the
MC145152, but do not offer the luxury of being programmed in parallel as is
the case with our current design. The model 145190/91 has a range for the R
division ratio of 16-bits, giving divide ratios from 5 to 8191. The only
problem with using this chip is that a microprocessor interface or a fairly
complex sequential timer-parallel-in-serial out circuit programmer needed.
This may not work for us since we would like to keep the system very simple
and be able to program it via a set of on/off dip switches which will supply
the parallel word.

Using an external divide by 10 the reference is 1.0 MHz. The divide ratio of
8 yields a phase detector frequency of 0.125 MHz, which is the correct
frequency to synthesize the LO to 2278 Mhz. The channel spacing now is
four times that value or 0.5 MHz. Another combination which has worked
well is to use an external prescaler of divide-by-5 (Model SP8740, Plessy),
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yielding a reference of 2.0 MHz. The ratio of the internal divider would then
yield a phase detector frequency of 0.250 MHz. Hence, channel spacing at
this point would be four times that value or 1.00 MHz. We choose 250 kHz
simply to allow us to have a broader loop bandwidth. This is useful for the
purpose of combating Microphonics which can get induced into the VCO
circuit. The binary word needed to program the PLL IC with an R-divide
ratio (RAO-RA?2) of 8 is 000 binary [2]. This can be physically implemented
by pulling down pin 4,5, and 6. With the phase detector frequency set to
0.250 MHz we can proceed to show the mathematical algorithm to come up
with the required values for the N and A registers of the PLL‘s internal
prescalers. The output frequency from figure-2 can be shown mathematically
to follow the relation :

Fout = NTotal X Fref Equation-1
where Fref =Fcrystat/R s the Phase detector comparison frequency.

Where F,,, is the output frequency in MHz . N4 is the total division ratio
in the feed back loop prescaler chain which is Ntow = 4(64N+A) Where N
and A are the division ratio programmed in the N and A dividers inside the
PLL and can be programmed via pins NO-N9 and AO-A5 respectively. The
value 64 is the P-value of the dual modulus prescaler. Fges is the phase
detector frequency resulting from the R-Divider which is used to divide the
Ovenized Crystal Reference oscillator and can be programmed for the
division value via pins RAO-RA3. The channel spacing will be 4x Fres or in
our case would be a 1 MHz steps. It is worth noticing here that the Channel
spacing, unlike a conventional PLL synthesizer, is not the same as the Phase
detector Frequency, but always four times that. This is due to the fact that the
output is always divided by four before it gets synthesized inside the loop.
Let’s show how the value of 2278 MHz gets synthesized and programmed :

FRef = 250 kHz or 0.250 MHz

Fou = 2278 MHZ

Fou = Nto X 0.250 =2278 MHZ

Nto =18,224 and

Ntow = 4(64N+A) = 18,224

64N+A= 4,556 or N+A/64 =71.1875

Now the N-divider is the integer value of 71.1875 and the A/64 is the
Decimal portion. So N=71 and A/64 =0.1875 or A= 12.
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Now we need to convert to binary the value 12 and the value 71. N= decimal
71 and = 0001000111 for the 10-bit divider to be programmed via pins 11
through 20 of the PLL-IC. A=12 or 001100 for the 4-bit long word needed
for the A-register to program the A-counter via pins 21 through pin 25.

With a simple Excel or MS-Basic program and using the above equations one
can construct a table for the N and A registers values needed to program each
channel. Figure-3 shows the complete synthesizer circuit, notice that binary
ones are implemented by an open pin, because the device has an internal pull-
up resistor. The Binary zeros are implemented by pulling the pin to ground as
shown in figure-3.

Loop Filter Design:

One of the important sub-systems of the PLL-Synthesizer is the design of the
loop filter. The filter circuits have been investigated by a number of people.
The design methodology is well established in previous works [10],[4]. The
loop is the main factor contributing to the stability of the synthesizer, the loop
bandwidth and the switching speed, the spur level introduced by the reference
and other close-in spurs (i.e. switching power supply frequency spur,
harmonics of the phase detector frequency spur, the dual modulus 64/65 spur,
and the divide-by-five spur). The reason that the loop filter is so important in
limiting the above spurs is basically because the loop filter drives the varactor
diodes. Any amount of AC signal leakage in addition to the error signal will
make its way to the varactor and modulate it, resulting in a double side band
spur at the frequency of the AC signals. Meanwhile, if we limit the loop
bandwidth to cut off those leakages we may not be able to synthesize and
reject phase noise close-in to the carrier.

Another disadvantage with narrowing the loop filter is the loss of
Microphonics rejection. Microphonics power spectra tend to be from a few
100 Hertz to 10 kHz. So, the wider the loop bandwidth, the faster the system
response is and therefore the more rejection of microphonics. A very careful
design procedure has to be followed to assure a good compromise between
Loop Bandwidth and switching time, canceling phase noise of the LO within
the loop band width, and the spur levels.
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If we approximate the synthesizer system as a second order loop filter as that
shown in figure-2 Where

Ky = The Gain of the VCO Radians/seconds/volts.

Kr = The Transfer function of the loop filter.

K, = The gain of the PLL phase detector and usually is given by

For single ended Phase detector = Vdd/2rt Volts/Radians

For double ended phase detector = Vdd/4r Volts/Radians

where Vdd is the phase detector DC-power supply value.

To start coming up with the design values for the loop filter one needs to
determine the gain of the VCO, which is mainly controlled by the capacitance
ratio of the varactor. Gain of the VCO is given by :

Ky = 21 Upper Frequency - Lower Frequency
Varactor Tuning Range

and the  Upper Frequency = Upper Varactor Capacitance
Lower Frequency J Lower Varactor Capacitance

Let’s define the VCO as an integrator of a transfer function of (Kv/S)

since really the VCO is an integrator for the Phase error with one pole at the
origin. From figure-2, if we write an equation relating the output Phase signal
to the input Phase signal we would get the transfer function of the PLL
system. We can use it to come up with the design values for the loop filter
and reference spur filter.

cbin — input phase signal to the phase detector .

cbout — output phase signal.

Err = Error output of the phase detector .Then by inspection of figure-2
we can write: cbout =ErrKv Ke/S Equation -2

Err =( @in - (®0ut /NTolal )IKs Equation-3
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substituting equation-3 into equation-2 and substituting the transfer function
of the VCO as single pole at the origin with its gain Ky results in

cDout =Kv KeKo /S| q)in - (cDout / Nowt )] Equation-4
Rearranging equation-4 the open loop transfer function

q)out/q)in - Kv KpKe Equation-5
S+ (Kv KgKe/ Ntowar)

The loop filter in figure-3 is made of three parts. The loop error integrator,
the Sallen-Key low pass filter which assures enough suppression of the
reference spur at 250 kHz, and an additional low pass filter resulting from the
capacitance of the varactor and inductor L1.

Let’s assume for simplicity the model is a second order loop and that the
contribution of the additional low pass filters are minimal in the overall
transfer function. This should be a valid assumption since the loop bandwidth
will be as high as 1000 HZ and that is well below the 250 KHZ cut-off
frequency of the combined response of these Sallen key and the L1-Varactor
Capacitance Section. Of course, we are assuming that the response of these
filters are flat within the loop bandwidth, which really it is. Later, all of these
assumptions will be verified when we model the complete loop using CAD
tool. The stability, overshoot and switching time will be verified. The extent
of the contribution of the ignored Low pass sections will become apparent.

For now, to design the loop filter we will just assume the Differential Loop
Integrator shown in figure-3. Usually the loop integrator has only one resistor
R1 in its input path. However, splitting the resistor and adding a capacitor C.
will tend to smooth the error pulses, thereby eliminating the high frequency
portion of the error pulses which is also where most of the Reference
harmonics content are. Also some times the error pulses would tend to have
an imulse signal which may cause the Opamp to saturate unless C. is used.

Another thing we might simplify and assume ideal is the Transfer function of

the internal dynamics of the opamp and the finite delay in the Phase detector
which can be a Gaussian distributed with its mean at the half period of the
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phase detector comparison frequency. The simple model would work well as
a starting point for the CAD optimization model. However if the synthesizer
has a very wide loop bandwidth we can no longer ignore the effect of the
Opamp, the finite delay in the Dividers and the phase detector.

The transfer function of a simple RC integrator is

Ke=1+R, CS Equation-6
R; CS

Where R, C, and R, are the designations of the components shown in
figure-3.

Now substituting the value of K¢ of equation-6 into Equation-5 results in the
famous second order Laplace control theory equation describing a system

with a damping factor g and some resonance frequency is given by (3, or

cIDoutlcpin =

Kv Ko (1/C Ry )( 1+ CR2S)

Equation-7A
S24+ R, C (Ky Ko/C Ry N1o))S + Kv Ko/C Ry Nrouw

which is in the form of the classical formula of
Din/Pout = K Equation-7B
$2+2& M, + O,

The values of the damping factor and the natural resonance of the internal
structure of the system can control the systems response to an input by
controlling the location of Poles and Zeros on the Root Locus of the transfer
function [5]. This will also define the system’s settling time, and overshoot
level. Overshoot can be harmful in some cases where it forces the loop filter
(i.e. controller of the system) to saturate to infinity (in our case the Op-Amp
would saturate for a finite period to either the upper or lower rail). This
would result in an unexpected delay in the system response, due to the time it
takes the system to discharge the extra energy resulting from the overshoot,
which is the result of trying to respond too fast. So as we can see there is a
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tradeoff between all of these factors. Figure-4 shows the normalized output

frequency as a function of the Settling time and the Damping factor g
Equating equation-7B to equation 7B will result in a generic formulas for the

system behavior as a function of the Loop Filter & and (),
We have (%, =Ky Ko/C R; Nioa Equation-8A

2& ,=R, C (Kv Ko/C Ry Nioua)) Equation-8B
from equation-8 A the natural damping frequency is

M, = VKy Ko/C R; Nywa  Equation-9A_ Substituting this value in
Equation-8B gives & =R, C (Ky Ko/C Ry Nipar)/2 VKy Ko/C Ry Nigga
Which can be further simplified to g =R, C (0, /2 Equation-8B

The loop bandwidth which is not the same as the natural damping frequency

can be found by taking the magnitude of Equation-7A and equating it to 0.5
(i.e. equal -3.0 dB) and given by

Wagp = O, [ 142824V (2+4E%+4EH]?  Equation-8C

Notice that g and (1), are a function of the loop filter components C, R; ,
and R, , but also a function of the total division ratio in the feed back or the
total prescaler division ratio which is in this case is Ny = 4(64N+A). So

the value of g and (1, will vary as we vary the division ratio. The extent of
this is that the loop dynamics will change each time we synthesize a new

frequency. So the desired value of g and (0, can be assumed at the
midband and the geometric mean of N4 then the loop response can be
studied as we vary N in response to changing the frequency from the
lower desired LO frequency to the Upper desired LO frequency. One way to

hold the g and (1), constant would be to vary the Loop integrator
components to equalize the effect of changing Nt , but this would require

some voltage variable resistors and capacitors. This method has not been
been explored to any extent.
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Another method would be to implement the loop filter via a Digital Signal
Processing techniques, an area known as the Digital Control theory, where
the loop filter is an adaptive Z-transform of the lumped element equivalence.
The system’s phase detector signal would be digitized using an A/D. The data
then gets manipulated by the Digital loop filter, after which a D/A would put
it back on the tuning line. This method had been implemented by several
people, but for us it is not feasible from an economical aspect. Using equation
8 and Figure-4 and the frequency synthesis values of Nro. derived earlier
for the LO output at 2278.00 MHZ. We can proceed designing the loop
filter.

N = 18,224

Kv = (A Fvco output/ATuning voltage) 21

= (2300 Mhz-2200Mhz)/(10-2 ) 2r Radians/second/volts
=75x 10° Radians/Second/Volts

K, = Phase detector Power Supply/2r  Volts/Radians

= 0.796 Volts/Radians for a supply voltage of 9.0 Volts.

Using Figure-4 let’s pick an over shoot value of 20 %, then the value of E',

is roughly about 0.8. From the figure (1, {=5.5.

Now here we have no requirements on the switching speed, since this
synthesizer gets set by hand and stays at that specific channel. So let’s pick
the value of the settling time as 8.0 milli-seconds.

Then (1,t=5.5 which yields a settling to 5% of the steady state response.
with t= 8 x 10 2 seconds (0, = 687 Radians/seconds. Solving Equation-9B
for E', =R, C (1, /2 =0.80 yields R, C =0.00232727. Solving Equation-9A
(M, = VKv Ko/C Ry Ny = 687 yielding C R; = 0.007065

Since usually resistors are available at 1% values and Capacitors have less

flexibility on the available parts let’s choose the value of C to be equal 1UF.
ThenR; =70K QandR; =22K Q

One way to predict the change in the loop behavior is to find the range at

which E', and (0, can be. Since we have

73



Niotal maximum = Fout Maximum / Fret Equation-9

Niotal minimum = Fout Minimum / FRef

Now substituting equation-9 into Equation-8 yield the range of (1),

(M, minimum = Ko/C R; Fout Maximum / Frep) Equation-10
(Dn maximum = Keo/C Ry (Fout Minimum / Fref)
and alternately & minimum= R2 C O minimum /2 Equation-11

g maximum= R2 C mn maximum /2

From Equation 10 and 11 one can predict the worst case performance of the
system in term of the overshoot value, the loop bandwidth and hence the
worst case of the reference level. Also the switching time, which is dependent
on the loop bandwidth, can be predicted as well. Later we will see that by
using a CAD graphical modeling of the PLL Loop we can easily verify the
above much more easily and with out the use of complicated Mathematical
equations.

As we mentioned earlier we can split R; to two halves and then insert a
capacitor. This will tend to smooth the transient of phase detector pulses
before they propagate to the VCO, in turn modulating it at the reference
frequency of 250 KHZ. The value of the inserted capacitor C. is chosen in
such a way to place a pole that is at least ten times the 3dB loop bandwidth as
was defined in equation-8C. So

C.Ri /2= 10/F3p or C.=0.18UF
For further attenuation of the reference level spur we can incorporated the
Sallen-Key low pass filter shown in figure-3. The design is simple and
detailed in several articles and text books [2]. one quick method is to assume
the value of R3 to be between 1K to 1000 K Q and then letting C4=4C3.

The value of C3 is then chosen so the filters cut-off frequency is ten times the
loop Bandwidth.

C3= 0.1
(10;R

Yielding C3=0.018UF, C4= 0.047UF, while assuming R3=10 KQ
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If the suppression of the reference frequency is still to be attenuated more
we can use a higher order low pass filter. where the attenuation of the
reference level as a function of the low pass filters order is

aSide-Band =

20n LOgZ,o(Myp/2nF) dB. Equation-13

Where n = the low pass Filter order.

PLL Computer Model:

‘Since we have made a few assumptions on the system and reduced the order
to a second order system, we must demonstrate by the use of CAD-
simulations that the model is somehow close to that predicted by the simple
second order solution above. A process of trial and error or CAD
optimization will be conducted to overcome any unexpected behavior of the
loop. This process can be easily implemented by Pspice or using EESOF/HP-
MDS software. Figure SA shows a model using the Pspice. The detail of the
model can be obtained from [10]. Figure 4B Shows the Results of both
transient response of the loop to a step in frequency and the simulation of the
Gain Margin and Phase Margin. The Model that is presented implements the
VCO as a Laplace block with one pole at the origin. The opamp can be
modeled by a Laplace function with its transfer function given by :

H(S)OpAmp = A,
1 + S(A,/2ntGBW)

Where A, is the Large signal voltage gain and GBW is the Gain-
Bandwidth product. Both parameters are usually specified by the
manufacturer. For the OP-27 model available from Analog Devices (MA).

The A, =2x10°and GBW is 8 MHz.

The delay in the phase detector is usual a fraction of the Phase detector’s
period. Its magnitude can vary from zero to being complete cycle. The phase

detector can be modeled as a Laplace block with its gain given as Vdd/4Tl
times the delay of the period of the phase detector’s frequency. or

75



9L

.047ut
1L ®
1F
c1n
R Ry
R4 |
14 | * Eﬁ—l A b m l
N LS | ' E20
{ 3 (0} JR?; JR‘IS: E23 0 018ul ELA(PlACE 0
= | EIAPLACE C/52  V(ZINY, XIN )
g 0 e W viaine, zin-)
“o F— 4, i
E 0 18uf ! AAA | o 0 0
Vi1 o R§ =
[ E2
5‘&51—17 R24
% 0 0 129 § V(XIN, ZIN-)
ELAPLACE
0 (]

Figure-5A: A Pspice Loop Model. V11 used for Gain and
‘Phase Margin. V14 is used for the Switching Response.



* C:\PSPICE\aynmded, sch

Date/Time run: 11/11/9% 18:30:3¢

Temporature: 27.0

* C:\PSPICE\synmdsd.ach

Date/Time run: 11/11/95 18:24:351

Temperature: 27.0

h

LL

100

S0

=30

»>
=100

2

Sod

0d

=50d

~100d

10m;

(A) CI\PSPICEL\SYNMDS4 .DAT

L

+
z

[s4]

ld;nl l.&knz
® db{Vivili-)/ V(V11:#)) (2] = vp(Vil:=)-Vp(Vilise}
Frequency

s
10KHe

1000z

2.0V yeccccccscccssrrnasncannncanaacaascana

A

{A) C:\PSPICE\SYNMDS4.DAT

-
a
<
cssacccscacccecebcasacsaacevecencbosacananacanacaskonaaaaaaaacenansd

ov
Sas 10ms

]
® V(ES:2) o V{Vlid:e)

Date: November 11, 199% Page 1

Time: 10:36:57

Date: November 11, 1993 Page 1

Figure-5B: Phase/Gain Response (Left), Switching
response (Right).

Time:

18:26:%7



Fohase-der= Ko U(t+1/27F ) for t 2 0, where 1/27 F,; is the time
delay and U is the unit step function.

So the phase detector can be modeled by the Laplace of the above time
equation with its transfer function given by:

H(S)phase-detector= Ko /exp(S/2TtF ).

The Phase and Gain Margin results can be obtained by taking the AC-
response ratio of the Loop. The switching time can be viewed by probing the
error signal at the output of the Phase detector output. Notice.that the gain
and phase margins in figure 4B have not satisfied the 45 degrees merit figure
commonly used as a Phase margin at the zero dB crossing frequency.
Obviously at this point we must go back and redesign the Loop integrators.
Or yet simply have the computer do the job by running the optimizer with the
condition of Phase Margin is greater or equal to 45 degrees.

VCO Design:

Most VCOs for the Frequency region of 400-4 GHz tend to be a BJT type
devices with common base is the most common configuration. FETs which
are highly desirable at VHF are of no use in this band [9]. So a common
Base transistor Oscillator was utilized here. The oscillation is controlled by a
.combination of LC-type resonator. The inductor will be implemented by the
use of a Shorted piece of Microstrip Transmission Line. The Varactor can be
any of the common devices from Loral or Metalics. The design of the
Resonator is fairly simple at the start, but then the Microstrip line in practice
has to be trimmed experimentally to over come the parasitic and effects of the
ground vias. The design of the inductor is derived from the theory of the input
impedance of a transmission line given by:

Zin/Z,= _Z‘L + jZ tan Bd Equation-14
Z, +jZ; tanPd

where Bd is 2md/A, is the electrical length of the line and A,
is the wavelength in the Microstrip line and Xg = 7\.0/ ‘/ Ereff,
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€reff is the effective electrical permitivity of the board material.

Ereff =€re1 + Er [(1412h) W) % + 0.04(1-We/h)*]
2 2

d is the physical length of the printed microstrip inductor and Ao is the

wavelength of the frequency in free space [3]. Z., is the characteristics
impedance of the transmission line. For microstrip lines it can be found by

L= Equation 15
1207/ e ess
[(Wo/h) + 1.393 + 0.667 Ln((We/h) + 1.444)]

W, ™ W+(t/m)[Ln(Zhe/t) +1]
he = h-2t

W/h is the width to height ratio of the Microstrip line. Equation-15 is only
valid for impedance’s where W/h 2 1. Since an inductors impedance is of the

form +jx Then equation 14 has to have Zj, zero (short terminated stub) in
order to implement an inductor equivalence. equation 14 becomes

Zin= + jZ.tan Bd = +jX =j2nFL Equation-16

Now given the capacitance of the Varactor at the geometrical mean of the
frequency band whose wave length in the board materiel is known also. The
frequency of oscillation will be

Foscii = 1/27 \/LC . The length of the resonator Microstrip inductor can
be found from the relation +j2TFL= jZ,tan d .
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Phase Noise performance:

The Phase noise of a free running oscillator had been analyzed by Lessons
[2]. and given by

£(F) = Equation-17
10 Log;o{ [1+F./(2FQ)*)(1+F/F)FKT/2P+2K TRK ,*/F*} dBc/Hz

Where:
F=Noise Figure of the active device
K= Oscillator voltage gain
P = Average power at the Oscillator input.
R= Equivalent Noise Resistance of the Varactor diode.
F= Noise Factor
F = Frequency offset .
' F, = Carrier Frequency.

F. = Flicker Frequency of the BJT Device.
Q = Loaded Q of the tuned LC-Resonator.
KT=4.1x10 2

By inspection of Equation-17 it may be seen that the phase noise is
proportional to Q2 and F?, which means that for every octave decrease in the
offset F the phase noise power will increase by 4-times or at 6 dB/Octave.
Another factor in the phase noise contribution is the Noise figure of the
device, the Flicker noise or 1/F for close-in offsets, the AC swing of the
signal on the LC-resonator. But by far the most improvement in the
oscillator’s control over phase noise can be done through a careful design of
the loaded Q of the resonator circuit. Varactors usually can be obtained with
Q of 1000-4000 which is enough. But to obtain a high Q from the Microstrip
Inductor we must design the printed inductor carefully or use a Ceramic or
Dielectric resonators which for our current application is too expensive. The
unloaded Q of a microstrip line is given by:

1/ Qunloaded = 1/ Qdilecuic+1/ Qradiated +1/ Qcmucm, Equation-18
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Qradiatcd =
Zo(F)

4807 (h/ o) { ((Erei(F)+ 1)/Exett ~[(Ereti(F)-1)*/28esi(F) 2 (Ln(VEret +1)/ (Neret -1))1))

where Zo(F) = Zo[(Eresi/Eresi(F)]"

and Ee(F)= & - _&-Erfr
1+G(F/F,)’

F,= Z, /87h,
G=0.6 + 0.009 Z,

Where Fp is the cut-off frequency of the next higher order propagation mode.

Qdilectric = 27 5 3
Oldilectric

Oditectric = 27.3{(€rett - 1)/( & - 1)}( & /€resr )(tan & /A, )

Where tan O is the tangential loss of the Microstrip substrate and usually
specified by the manufacturer.

Qconducior= 4780 hV F

Where h is the substrate height in cm and F given in GHz. By inspecting the
above equations for the unloaded Q of the Resonator Inductor which is a
main contributor to the Phase Noise power as seen in Equation-17, to
maximize the Q of the Inductor we need to have less radiation loss, less
dielectric loss, and less conductor loss. After one comes with the required
length d and width of the Microstrip line needed for the center frequency, a
process of optimized by HP-EESOF MDS may improve the speed of the
design.
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VCO Computer Model:

The way to simulate the Oscillator is described in [6]. Basically the Active
device is a negative resistance device. by shunting the Resonator with the
active device and looking at the Input Scattering parameters S11 of the
combined parallel combination of the Resonator and the Active device. The
value of the Resonator’s impedance cancels the input impedance of the
device and results in oscillations or S11 greater than 1 . After the first few
cycles of oscillation the process can no longer be assumed linear and the
MDS analysis of the Oscillator can no longer apply. Usually Harmonic
balanced analysis is valid after that. MDS-HP (Palo Alto, CA) simulations are
" excellent at least to optimize the Microstrip inductor and the load matching.
For the varactor, substituting a capacitor with values corresponding to the
upper and lower Varactor values and with the inductor at the length and width
found from Equation-16 and then sweeping the Oscillator and looking at S11
[6). The frequency where S11 is maximum and where the reactive impedance
crosses the zero ohms is the frequency of oscillation. The value of the fixed
cap across the Inductor can be swept in range to emulate the varactor
capacitance curve. A process which should be able to tell the gain and range
of the VCO design. The optimize program can also be used to optimize the
Active circuit’s matching for a given varactor. Some flexibility has to still be
there to able the designer to trim the length of the Microstrip line.

Phase Noise Measurements:

The phase noise of the PLL synthesizer can be divided to three regions. The
first is the Phase Noise for offsets less than the closed loop bandwidth, for
frequency offsets greater than the closed loop bandwidth and up to several
100 kHz, and offsets larger than several 100 kHz to greater offsets away from
the carrier. Inside the loop bandwidth the phase noise is simply that of the
Crystal reference reduced by the Phase noise contribution of the Phase
detector, the voltage regulators, loop filter opamps, and the prescalers and
given by:

£(F)= Equation-17
20 L0g10(Ntom )+ £(Reference) + 3dB  dBc/Hz
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However the phase noise for offsets outside the loop bandwidth
and up to several 100 kHz, is simply that of a free running VCO.

£(F)= Equation-18

10 Logo{[1+F,Y(2FQ)*(1+F/F)FKT/2Ps+ 2KTRK*/F*}
dBc¢/Hz

- Notice that for these offsets the Phase noise of the PLL synthesizer
can not be improved or affected by the performance of any part of
the Synthesizer for offsets frequencies greater than the loop
bandwidth, since it is completely controlled by the VCO. For
frequency offsets far away from the loop bandwidth, the phase
noise is basically the noise floor of he system and very flat (
clearly can be seen if we let the frequency offset term F in
equation-18 goes to infinity).

£(F)= Zero Zero zero

10 Logo{[1+F.7(2PQ)|(1+E/F)FKT/2P+2K TRK ,*/F?}
dBc/Hz

or just £(F)=10 Log;[[KT/2P,] dBc/Hz

The only thing that could improve the PLL‘s Phase noise at these offsets is
by choosing an oscillating device with low noise figure F. And by increasing
the average power at the Active device input there by increasing the signal to
noise ratio effectively. This can be done by having minimum loss in the
Resonator and maximum reactive impedance in the resonator. Or in other
words, we are back to mandating a very high Q for the resonator.

Practically, and after building the PLL, there are two methods in which we
can test the Phase noise performance. We can use a dedicated HP-3048 test
gear, or simply with a Spectrum Analyzer. Figure-5 shows the spectrum of
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Figure-7: A spectrum Analyzer of the Synthesizer output.

The A Marker is used to compute the Phase
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the signal at 2278 MHZ. To measure the phase noise center the Span of the
spectrum analyzer on the carrier. Adjust the span so the appropriate offset
frequency can be viewed. The difference between the levels of the carrier
and the noise level at the offset minus 10Log;¢(Resolution bandwidth of the
Spectrum analyzer) is simply equal to the Phase Noise in dBc/Hz. As an
example the delta marker on figure-6 shows a

-73.67 dBc at an offset of 100 kHz from the carrier. The Resolution
Bandwidth is 3 kHz. So the Phase noise at an offset of 100kHz is  -73.67-
10Log10(3000) = -108 dBc/Hz.

The article should serve as a novel starting point to designers who are new to
the design of Frequency synthesizer and as a review to those who are
experienced in this field. The CAD model for simulating the Phase and gain
margins as well as the transient response had proven to be a powerful
method. It is easy, no math involved, and the software is very conveniently
available.

Note: This work has been conducted by the author prior to joining Allied-
Signal Aerospace.
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ABSTRACT

One of the major focuses of all modern systems
is to optimally utilize the allocated frequency
band for maximum subscriber capacity and
fastest data transfer. SAW filters are already
established as the key technology for channel
selection in almost every digital communication
system due to their high stopband transition, low
amplitude and delay variation in the passband
and a high temperature stability.

The paper focuses on high-performance SAW
components developed for IF filtering in COMA
and TDMA basestation and subscriber units.
System  requirements, full-custom  design
methods and the filter performance will be
discussed. Finally, the trends in SAW technology
will be highlighted.

I. INTRODUCTION

Recently, a number of new digital mobile
communications systems have been introduced
on the market. The systems provide digital radio
quality, higher subscriber density and numerous
functional features serving personal computers,
pagers and faxes.

Regarding the subscriber access modus, digital
mobile communication systems can be classified
into two groups: a) the Code Division Multiple
Access (CDMA) systems and b) the Time
Division Multiple Access (TDMA) systems. in the
case of CDMA, the digital information is
modulated by a particular digital code. By using
different orthogonal functions for the digital code
for every particular subscriber, a large number of
these spread-spectrum signals can occupy the
same radio band for transmission. In the receiver
the spread signals are separated from each
other without interference by applying the same
digital code used for the modulation. In TDMA

systems the subscribers are separated in the
time domain by using different time slots.
Accordingly, every physical channel contains a
number of subscriber signals.

Meanwhile, several different CDMA and TDMA
systems are already established or will start
operation soon. The common CDMA systems
are:

e cellular CDMA occupying a radio band at
800 MHz and
e PCS-CDMA at 1900 MHz.

The TDMA systems are:
o GSM at 900 MHz,

« PCN/DCS1800 at 1.8 GHz and
e PCN/DCS1900 at 1.9 GHz.

cellular

System CDMA GSM
Frequency range  |935-960 MHz | 824-849 MHz

890-915 MHz | 869-894 MHz
radio bandwidth 25 MHz 25 MHz
number of physical 10 125
channels
subscribers per 118 8
channel
channel spacing 1.23 MHz 200 kHz
data rate 1.228 Mbit/s | 270.8 kbit/s

Table I: Digital mobile communication systems:
system characteristics

Table | gives a brief comparison between two
representative systems, namely cellular CDMA
and GSM. Both systems accommodate several
subscribers in one physical channel. In the case
of CDMA, the spreading of the signal frequency
spectrum leads to rather wide physical channels.
However, due to the orthogonality of the
spreading codes, up to 118 subscribers can be
served in the same spectrum. With 10 physical
channels, the cellular CDMA has a capacity of




1,180 subscribers per cell cluster.

In GSM the channel spectrum is significantly
narrower. Every channel serves 8 subscribers,
by using different time slots. However, 125
physical channels are accommodated in the
25 MHz radio band giving a total capacity of
1000 subscribers per cell cluster.

The PCS-CDMA system uses the same
modulation and channel spacing as the cellular
CDMA. The main difference is a wider RF
frequency band at 1.9 GHz leading to a much
higher subscriber capacity.

The PCN/DCS1800 and the PCS/DCS1900
systems are similar to GSM. They use the same
channel spectrum and channel spacing. The
main difference is that they occupy a significantly
wider RF band at 1.8GHz and 1.9GHz
respectively, allowing a capacity of up to 3000
subscribers per cell cluster.

SAW technology can provide appropriate IF
fitering in both CDMA and TDMA mobile
communication systems. Section |l of this paper
deals with the system requirements for IF filters
in digital mobile communication systems. Section
Il introduces the main SAW design techniques
and the fabrication technology. Finally, sections
IV and V give some filter examples for CDMA
and TDMA systems.

Il. SYSTEM REQUIREMENTS

There are several receiver architectures for
CDMA and TDMA phones resulting in different
requirements for the center frequency, the
passband flatness and the stopband rejection of
the filter.

The choice of the receiver's 1st IF frequency
depends on the front-end concept, on the
synthesizer and oscillator architecture and finally
on the demodulation method. Therefore, about
every basestation or subscriber model uses a
different IF frequency. Generally, systems with
an RF below 1GHz use a 1st IF around
100 MHz. This simplifies the next down-
conversion and the demodulation. Systems with
an RF at 1.8 GHz and 1.9 GHz are designed
with an IF frequency around 200 MHz and above
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to simplify the filtering and the down conversion
in the RF stage.

fractional
system 1stIF bandwidth
cellular COMA | 45t0 110 MHz | 1.1t0 2.8%
PCS CDMA > 200 MHz <06 %
GSM 70 to 300 MHz | 0.3t0 0.07%
PCN/DCS1800 > 160 MHz <01%
PCS/DCS1900 > 160 MHz <0.1%

Table Il: IF frequencies of COMA and TDMA
mobile communication systems.

Table Il gives an overview of the current IF
frequencies used on the market. Most GSM |F
frequencies are around 100 MHz, however,
there is a trend to use frequencies above
200 MHz in order to have uniform receiver
platforms for GSM and PCS/DCS1800. The
required fractional bandwidths vary between
0.07% and 2.8%.

The system requirements of the IF filter
passband are generally different for COMA and
TDMA systems. The performance of CDMA
systems is sensitive to amplitude and phase
variation in the passband. In order to get an
acceptable bit-error rate, an amplitude ripple
around 1 dB and a phase linearity of 5°rms are
specified within the passband.

In TDMA systems the channel spectrum has a
gaussian shape with a 6dB bandwidth of
200 kHz. However, since the information is
concentrated in the center of the channel, the
required filter bandwidths are between 145 kHz
and 180 kHz. The bit-error rate primarily
depends upon the group delay ripple. Depending
on the receiver's architecture, the group delay
ripple is required to be in the range of 500 ns to
1 us.

The system requirements on the filter's stopband
rejection are primarily given by:

e the receiver's blocking performance since
strong, adjacent channels have to be
suppressed to allow the linear operation of the
receiver,

« the frequency of the 2nd IF since the image
frequency has to be suppressed before the
next conversion.



e the channel selection since the adjacent
channels have to be suppressed to avoid co-
channel interference in the demodulator.

Filters required for blocking and image frequency
suppression are usually wider than the channel
bandwidth and are known as roofing filters.
Filters contributing primarily to channel selection
have a sharp passband transition and are
usually called channel filters. In many cases, the
channel selectivity is distributed between several
IF stages and in the analog and the digital part of
the baseband.

For CDMA the requirements for stopband
rejection start at +900 kHz from the center
frequency and call for relative attenuation
between 30 dB and 50 dB. Due to the demands
for a very flat and wide passband, the resulting
shape factor for CDMA filters is in the range of
1.2. For TDMA filters the requirements on
stopband rejection start at +200 kHz and depend
on the additional filtering in other IF stages and
at baseband.

lll. SAW TECHNIQUES

The function of SAW filters is based on the
piezoelectric behavior of non-isotropic materials.
By applying a voltage on the surface of a
substrate, a surface acoustic wave (SAW)
propagates on the top of the crystal. Due to
reciprocity, a propagating wave can also induce
a current on electrodes placed on the surface.

In order to get a bandpass -characteristic,
interdigital transducers (IDTs) are deposited on
highly-polished piezoelectric substrates. The
IDTs consist of thin electrodes alternately
connected to the two bus bars. If an input
voltage is applied on the one transducer, it
excites an acoustic wave propagating on the top
of the surface. As it travels under a second
transducer, the wave induces a voltage at the
output of the filter. The center frequency is given
by the acoustic wave velocity and the periodicity
of the electrodes. Since the SAW velocity is 10™
slower than an electromagnetic wave, the
resulting wavelength and hence the dimensions
of SAW components are very small compared
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EM counterparts for a given impulse response
lentgh.
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Fig. 1: SAW filter schematic

Fig. 1 shows schematically a SAW bandpass
filter with two IDTs. Since every IDT launches
waves in both directions perpendicular to the
electrodes, some absorbing material is added on
the end of the substrate to suppress acoustic
waves reflected by the edges of the substrate.

The frequency response of the filter shown in
Fig. 1 can be easily described by means of the
Fourier transform: the impulse is given by the
convolution of the impulse response of the two
IDTs. Furthermore, the impulse response of
each IDT is given by the geometry of its
electrodes. By varying the length of the
electrodes it is possible to weight the impulse
response and hence shape the frequency
response of the filter.

For example, an IDT consisting of constant
electrode length will give a sinx/x response in
the frequency domain. This response is not
sufficient for IF filtering, since most applications
require a steeper shape factor and a better
stopband rejection. Actually, a filter with a
rectangular frequency response is usally optimal.

Based to the Fourier transform, however, a
rectangular characteristic in the frequency
domain corresponds to a sinx/x function in the
time domain and hence to an IDT with infinite
length. Therefore, several design methods have
been developed to optimize the frequency
response for a given IDT length. Nevertheless,



the steepness of the passband skirts, the
flatness of the passband and the stopband
rejection are primarily proportional to the length
of the IDTs.

The temperature dependence of the frequency
response is an important parameter of the
receiver's performance. Due to the tight
requirements on the transition bandwidth, a
quartz substrate is the most commonly used
material for narrowband IF fiters. It has a
parabolic temperature dependence of frequency
given by

(155 e

where Af / f is the frequency drift in ppm, T
the ambient temperature and T, the turnover

temperature. By choosing an appropriate crystal
cut, the turnover temperature point can be
optimally selected. In this case the frequency
drift of a filter operating, for example, in a range
between -20 °C and +70 °C will be 70 ppm.

Due to the considerably low electromechanical
coupling of quartz, the insertion loss of filters
consisting on two IDTs is considerably high. In
addition, in order to avoid acoustic echoes due
to regeneration, input and output IDT have to be
electrically mismatched to the source and load.
The resulting insertion loss depends on the
fractional bandwidth and the requested
passband ripple and is in a range between 20 dB
and 25 dB.

Some new IDT patterns have been developed to
reduce the insertion loss. These patterns use
reflective electrodes distributed within the IDTs,
allowing the waves to be launched in only one
direction. In this case it is possible to electrically
match the filter to the source and load without an
increase of acoustic echoes. This IDT technique
is called the single phase unidirectional
transducer (SPUDT) /1/. SPUDT filters have 10
to 15dB better insertion loss. Usually, their
passband ripple is slightly higher than in the
case of conventional 2 IDT filters.

A major reason for the high reliability and
reproducibility of SAW devices is their advanced
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process technology. Highly polished wafers and
the photolithographic ~ patterning  process
employed in the semiconductor industry lead to
precise and reproducible fabrication of the
electrode structures. Exposure, developing and
etching are critical parameters for the frequency
accuracy of the filters.

For the final assembly of the die, various
packages are in use. Long dies for high-
performance applications are housed in dual in-
line metal packages. For subscriber applications
however, size and surface mount capability are
as important as the frequency response. SMP
ceramic packages, available in different sizes,
are used in this case. Advanced packaging
technology can reduce the thickness of SMP
packages to less than 70 mils.

IV. IF filters for COMA

For IF applications in subscriber cellular-COMA
phones, fiters have been developed at
85.38 MHz. The SPUDT technique has been
applied to reduce the insertion loss and hence to
increase the system’s signal-to-noise ratio.

Fig. 2 shows the frequency response of the filter.
A simple network consisting of a parallel inductor
and a series capacitance matches the filter to a
1000 Q source and a 500 Q load. By changing
the matching network, the filter can be matched
to virtually any impedance. Depending on the
circuitry, the filter can be connected for single
ended, balanced operation or mixed operation.

Table Il summarizes the typical characteristics
of the filter. The filter is mounted in a 10 pin SMP
with a dimension of .75" x .26" x .07" and can
operate in a temperature range from -30°C to
+80°C without any degradation of the
performance.

For basestation applications the passband and
stopband requirements are significantly tighter,
resulting in a longer SAW structure. Fig. 3 gives
an example of an 86.01 MHz filter developed for
cellular CDMA basestations. Table IV
summarizes the filter characteristics.
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Fig 2: IF filter for COMA subscriber phones: Fig 3: IF filter for CDMA basestations:
frequency response. frequency response.
Parameter Typ. Value Parameter Typ. Value
Center Frequency fo 85.38MHz Center Frequency fo 86.01MHz
Insertion Loss 15.0 dB Insertion Loss 15.0 dB
Passband Variation at fo + 300 kHz 0.3 dB passband Variation at fo + 450 kHz 0.5 dB
Phase Linearity at fo + 630 kHz 2.0 °rms Phase Linearity at fo + 630 kHz 2.0 °rms
Attenuation at fo + 900 kHz 35.0 dB Attenuation at fo + 900 kHz 48.0 dB
Attenuation at fo + 1.23 MHz 38.0 dB Attenuation at fo + 1.23 MHz 50.0 dB
Ultimate Rejection 40.0 dB Ultimate Rejection 58.0 dB

Table lll: IF filter for CDMA subscriber phones:
filter characteristics
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Table IV: IF filter for CDMA basestations: filter

characteristics




The required 1.5 dB-to-35 dB shape factor of 1.2
led to a die length of 2.8" fitting into a 29"
bathtub metal DIP package. The operating
temperature range is -5°C to +65°C.

V. IF filters for TDMA

For TDMA applications below 200 MHz, SPUDT
fiters are the appropriate technique to achieve
the system specifications. Fig5 shows the
frequency response of a 71 MHz channel filter
developed for GSM basestations.
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Fig 5: SPUDT filter for TDMA basestations:
frequency response

The insertion loss is typically 6 dB and the group
delay ripple in the passband better than 750 ns.
The 2nd and 3rd adjacent channels at +400 kHz
and +600 kHz are suppressed by more than
32dB and 42 dB respectively. The ultimate
rejection is typically more than 50 dB. The die fits
into a 14-pin DIP metal package with the
dimensions of .87" x .50" x .21".

CONCLUSION

SAW filters offer substantial advantages for IF
filtering in digital mobile communication systems.
There are various SAW techniques offering an
optimum solution in every particular receiver
architecture. By using simple LC networks, the
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fiters can be matched to virtually every single
ended or balanced load giving a high degree of
flexibility in the circuit design.

Furthermore, the SAW filters have influenced the
receiver's architecture itself. In some cases SAW
fiters with high stopband rejection allow a
simplification of the demodulation and the digital
circuitry.

Finally, in subscriber phones, the use of compact
SMP packages has led to . a further
miniaturization of the PCB.

The rapid progress of communication systems
will continue to present a great challenge to the
component engineer. SAW filters will gain more
importance in miniaturized equipment,
simplifying circuitry and reducing manufacturing
cost in future digital mobile communication
systems.
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Multipath fading emulator

Risto Kilpi
Product Manager, Sofimation Ltd., P. O. Box 192, SF-00101, Helsinki, Finland; 358-(9)0-670370,
FAX: 358-(9)0-670208.

Sofimativn has developed a multipath fading emulator that exceeds current test standards for
evaluating the RF channel charactenistics of cellular communications systems. Is it necessary to
have a fading emulator with over 300 signal paths and a signal bandwidth of 35 MHZ?

This paper will explain the necessity of using advanced simulation instruments when making
developments for current and future wireless comiunications systems, including the development
of microcells and equipment for 1Digital European Cordless Telephone (DECT) systems, low-
earth-orbit (I.FO) satellite systems, and spread-spectrum-based systems. The paper will also offer
a briet hustory of fading simulator development.
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SYSTEM CONSIDERATIONS FOR UNLICENSED
DIGITAL TRANSMISSION BELOW VHF

Thomas J. Warnagiris, Staff Engineer

Communications Engineering Department
Southwest Research Institute
6220 Culebra Road
San Antonio, TX 78238

ABSTRACT

There has been a surge in the development of
Federal Communications Commission (FCC) Part 15
(unlicensed) devices for the UHF and microwave
region precipitated by the recent FCC regulation
changes for unlicensed spread spectrum operation in
these bands. Many digital applications, such as
wireless Local Area Networks and real time
telemetry, require high data rates. But, many low
data rate applications do not require the wide
bandwidth available at microwave frequencies. In
the press to develop unlicensed digital transmission
devices of all types, little consideration is being given
to operation at frequencies below the VHF region
(< 30 MHz).

This paper reviews the various FCC allocations
for unlicensed operation below 30 MHz, discusses
their advantages and disadvantages, recommends
various design architectures to maximize their
usefulness for digital communication, discusses
technologies that can be optimized to improve digital
link performance, presents some selected test data
demonstrating some design possibilities, and makes
some general conclusions.

I. INTRODUCTION

For those digital applications not requiring high
data rates (< 2400 BPS), there are several spectrum
allocations below 30 MHz that were made available in
the past by the FCC for various applications. Although
many of the original applications were analog (wireless
microphones, Citizens Band, etc.), in many cases the
regulations do not limit the modulation to analog
waveforms.
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Of course, all of these allocations follow the same
restrictions regarding interference to and susceptibility
from licensed users. That is. the transmissions must not
interfere with and must tolerate interference from
licensed users of the spectrum. In addition, the
transmission paths at frequencies below 30 MHz are
limited to a great degree by atmospheric noise. Also,
ionospheric reflections and day-to-night/seasonal noise
variation can be very troublesome for some applications
operating at certain frequencies. Fig. | [1] shows the
noise level in a 10 kHz band as a function of receiver
frequency. It is readily apparent that atmospheric noise
is much higher below 30 MHz. Also, note the wide
variation in noise level berween day and night. Despite
the highly variable noise level. these frequencies offer
some benefits that microwave spectrum cannot offer.
These include low signal path loss through non- and
partially-conductive obstacles, reduced multi-path
interference, very low component cost, and simple
construction practices.

Various transmit receive architectures can be
designed to overcome the spectrum-related problems.
Many of these architectures in some way allow the link
to respond and correct for interference and propagation
degradation. With the availability of low-cost
processors and special-purpose digital circuits,
propagation problems below 30 MHz can be overcome
or at least minimized. Recognizing these considerations
may pave the way for many new and useful unlicensed
digital wireless applications making use of spectrum
currently underutilized for digital communication.

II. REGULATIONS

Unlicensed intentional radiation below 30 MHz is
allowed by existing FCC regulations. In fact, many of
the unlicensed bands allocated have been in force for a
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Fig. 1. Atmospheric Noise in a 10 kHz Band Versus Frequency

very long time. This is evident even in the wording of
the regulations that exempt "heater current" from the
input power limitations. It has been at least thirty years
since vacuum tubes were necessary to generate the
limited signal strengths required for unlicensed
operation below 30 MHz. Despite the mention of
heater current, the specifications have changed over the
years. For example, the 100 milliwatt limitation for
unlicensed operation in the Citizens Band has been
reduced to a much lower level. Most of the low-power
citizen-band applications have been moved to the 49.82
to 49.90 MHz band. Also, Section 15.223 covering the
1.705 to 10 MHz band encourages the use of frequency
hopping and other spread spectrum modulations.

Table | lists the bands presently allocated by the
FCC for unlicensed operation below 30 MHz. Table 2
describes some modifications to Table 1. Notice that
there appears to be no regulated frequencies
(frequencies below 9 kHz are not regulated) that are not
available for unlicensed use. With the exception of
certain restricted frequencies, this is essentially correct.
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Table 3 lists restricted frequencies together with their
primary application. As can be seen by the
applications, there is good reason for restrictions on
these frequencies. But, also note that the total restricted
bandwidth is only 0.2047 MHz, which is less than |
percent of the .009 to 30 MHz range.

In addition to the general unlicensed transmit
power limitations shown in Table 1, the FCC has
provided some sub-bands with modifications of the
general power/field strength restrictions (Table 2).
These sub-bands have no restrictions on modulation
type or application. but their technical characteristics
are generally specified differently than the restrictions
exemplified by Table 1. For example, the radiation
limitations for the 160 to 190 kHz and .535 to
1.705 MHz bands are specified in terms of input power
to the final amplifier versus field strength at a given
distance from the transmit antenna. In any case,
unlicensed operation in many of these sub-bands is
allowed at higher levels than the general limitations
specified for 0.009 to 30 MHz operation in Table 1.



TABLE 1.

FCC PART 15 BASIC BANDS OF OPERATION BELOW 30 MHZ
NOT DESIGNATION FOR SPECIFIC APPLICATIONS

MAXIMUM MAIJOR
FREQUENCY FIELD TECHNICAL PROPAGATION AND DESIGN
RANGE STRENGTH MAXIMUM POWER RESTRICTIONS CONSIDERATIONS
9 - 490 kHz 2,400/Freq.(kHz) - | Approximately equivalent | Efficient antennas Atmospheric noise is high
micro-volts/meter to -47 dBm into a dipole are not physicatly restricting most applications to
at 300 meters at the lowest frequency. small and high noise | near field distances only.
level.

490 - 1705 kHz 24,000/Freq.(kHz) 0.1 Watts allowed at Variable noise The broadcast station interference
- micro-volts/meter | certain frequencies conditions. can be minimized by operation at
at 300 meters channel overlap. Ranges on the

order of 1 mile are easily possible
for low data rates.

1.705 - 30.0 MHz | 30 micro-volts/ Approximately equivalent Variable propagation | Atmospheric noise varies greatly

meter at 30 meters

1o -47 dBm into a dipole.

characteristics.

across this range of frequencies.

TABLE 2.

MODIFICATIONS OF THE BASIC FCC PART 15 BANDS OF OPERATION BELOW 30 MHZ
THAT ARE NOT DESIGNATION FOR SPECIFIC APPLICATIONS

MAXIMUM REGULATORY
FREQUENCY FIELD TECHNICAL PROPAGATION AND DESIGN
RANGE STRENGTH MAXIMUM POWER | RESTRICTIONS CONSIDERATIONS
160 -190 Khz NA 1 Watt input to the Total antenna Antenna size restrictions limit the
final stage length less than radiation efficiency of antennas. All
15 meters. links at this legal power level would
be near field designs with a maximum
usetul range of approximately 300
feet.
510 - 1705 kHz NA 0.1 Watts input 10 the | Total antenna The broadcast station interference can
final stage length less than be minimized by operation at channel
3 meters. overlap. Ranges on the order of |
mile are easily possible for low data
rates.
1.705 - 10.0 MHz 100 micro-volts/ Approximately None Atmospheric noise varies greatly
meter at 30 equivalent to across this range of frequencies.
meters -37 dBm into a
dipole.
13.553 - 13.567 MHz 10,000 micro- Approximately None Industrial Scientific and Medical

volts/meter at 30

equivalent to

applications produce can produce high

meters +3 dBm into a noise levels.
dipole.
26.96 - 27.28 MHz 10,000 micro- Approximately Primarily used for | Multiple coherent signals with
volts/meter at equivalent 10 "citizens band.” variable frequency and amplitude.
3 meters -17 dBm into a but not restricted
dipole. to that use.

98




TABLE 3.
FCC PART 15 RESTRICTED BANDS OF OPERATION BELOW 30 MHZ

TOTAL BANDWIDTH
FREQUENCY RANGE RESTRICTED PRESENT BAND USE
90 - 110 kHz 20 kHz LORAN C (navigation system) transmissions.
495 - 505 kHz 20 kHz International distress transmissions
2.1735 - 2.1905 MHz 17 kHz International distress transmissions
4.125 - 4.128 MHz 3 kHz International agreement
4.17725 - 4.17775 MHz 0.5 kHz International distress direct printing
4.20725 - 4.20775 MHz 0.5 kHz International distress digital selective calling
6.215 - 6.218 MHz 3 kHz International agreement
6.26775 - 6.26825 MHz 0.5 kHz International distress direct printing
6.31175 - 6.31225 MHz 0.5 kHz International distress digital selective calling
8.291 - 8.294 MHz 3 kHz International agreement
8.362 - 8.366 MHz 4 kHz Search and rescue of manned space vehicles
8.37625 - 8.38675 MHz 0.5 kHz International distress direct printing
8.41425 - 8.41475 MHz 0.5 kHz International distress digital selective cailing
12.29 - 12.293 MHz 3 kHz International agreement
12.51975 - 12.52025 MHz 0.5 kHz International distress direct printing
12.57675 - 12.57725 MHz 0.5 kHz International distress digital selective calling
13.36 - 13.41 MHz 5 kHz Radio astronomy
16.42 - 16.423 MHz 3 kHz International agreement
16.69475 - 16.69525 MHz 0.5 kHz International distress direct printing
16.80425 - 16.80475 MHz 0.5 kHz International distress digital selective calling
25.5 - 25.67 MHz 170 kHz Radio astronomy

A. Special Bands of Interest

Although the band regulations listed in Table 2
confer additional signal strength under certain
restrictions, the additional strength does not necessarily
provide longer range. But, greater range can be
obtained if the Part 15 transmitter is optimized to the
limits of Table 2. For example, the 160 to 190 kHz
band allows transmit final amplifier input power of up
to 1 Watt. This seems rather generous until the
implications of the antenna restrictions are recognized.
The total antenna length in this band is limited to 15
meters. Fifteen meters is only 0.088 wavelengths at
175 kHz. An antenna of this length can be expected to
be rather inefficient. Also, the atmospheric noise at this
frequency is very high (see Fig. 1). Still, this band is
rather underutilized since it is normally assigned to
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certain obsolete broadcasting and ground aeronautical
navigation stations. A spectrum analyzer plot of signals
during a summer day was taken on this band using a
1 meter diameter loop antenna followed by a low-noise
preamplifier to the spectrum analyzer input. No
coherent signals were present.

The 13.553 to 13.567 MHz band looks promising
for long-range communication until it is realized that
this frequency band is reserved for Industrial, Scientific
and Medical (ISM) applications.  Depending on
ionospheric propagation, these frequencies can be very
noisy. Industrial heating and welding at high RF levels
are typical applications found in this band. Still, for
narrowband signals (< 100 Hz), a fairly quiet frequency
can often be found somewhere in the 14 kHz wide
allocation.



The "Citizens Band” allocation from 26.96 to
27.28 MHz also offers the potential for long-range
communications, but the "noise" sources in that band
are well known. Modern microcontrollers in
conjunction with conventional Citizens Band RF
transceivers could be designed to provide digital packet
communications. How well the microcontroller
software copes with the signals. noise. and propagation
characteristics of this band would be the limiting factor
on data throughput.

Possibly the most useful band for low data rate
digital communications listed in Table 3 is the 310 to
1705 kHz band. This band is normally assigned to AM
broadcast stations throughout the world. Although there
are many AM broadcast stations, their frequencies of
operation are rigidly fixed. In the United States, the
FCC requires that the stations be assigned carrier
frequencies at 10 kHz spacing. No guard bands are
allocated, but the modulation energy components are
normally down quite a few dB at the center points
between assignments (see Fig. 3). This is especially
true for narrow bandwidths. In Europe and elsewhere,
the frequency assignments are not spaced as in the
United States, but those signals rarely reach this country
at levels sufficiently above the atmospheric noise level,
even at night. Atmospheric noise in this band is very
low during the day (see Fig. 1) but rises greatly at
night. This noise variation may present problems for
some applications, but should be investigated for each
potential application.

III. DIGITAL LINK ARCHITECTURES
FOR LOW DATA RATES

Although high data rates are usually desired. there
is a need and a place for low data rate wireless links.
The signal limitations due to Part 15 regulations do not
necessarily restrict the data rates for these links, but
they reinforce the design tradeoff between link range
and data rate. For a given signal-to-noise ratio, the data
rate is restricted to a value determined by the channel
bandwidth. This limitation is a well-known result of
Claude Shannon’s early work [2]. Slow data can still
be of great value especially if the cost is lower or the
data cannot be gotten by any other means. Fig. 3
shows a rough estimate of the approximate range that
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might be expected for “reliable” data transfer through
Part 15 compliant links below 30 MHz. Note that very
significant ranges (> 10 km) can be expected if the data
rate is very slow (<10 BPS).

Part 15 frequencies below 30 MHz are appropriate
for short (< 200 ft) and moderate (< 2 miles) range
transmission at data rates less than about 2400 bits per
second. Of course higher rates are possible, but the
dynamic characteristics of these frequencies make it
difficult to maintain equal signal quality over wide
bandwidths (> 100 kHz).

A. Low Digital Data Rate History

During August of 1858, on the sixth day of
communications through the new Atlantic cable, the
received message log consisted of about 50 words,
mostly short phrases. This was for the entire day. The
previous five days were allowed for setting up receiving
and transmitting equipment [3]. Assuming 32 bits per
word and a 24-hour day, this would be equivalent to
0.0185 bits per second, or 67 bits per hour. This was
typical operation until the cable went dead less than one
month after completion. The cost for this cable was
equivalent to several hundred million in today’s dollars.
Along with being possibly the slowest, this must have
been among the most expensive digital data
transmissions of all time. In a way this demonstrates
that the data rate or data content is not necessarily a
direct measure of the worth of a digital message. If
there is no alternative way of getting the data, then the
data rate may not be very important no matter how high
the cost.

B. Latency

For low data rate links, the message speed may be
much slower than normally encountered when using
links with high transmission power budgets and normal
bandwidths. Part 15 transmissions can overcome the
low transmit power by narrowing the link bandwidth.
This requires longer transmission times for any given
message and, therefore, introduces some latency. For
many applications, this is not a problem. A good
example is a wireless restaurant waiter call button, a
rather new wireless application using FCC Part 15
signals. These are placed on each restaurant table.
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1) Wireless Waiter Call Button: Such a call
button should be designed to operate in a wide variety
of locations. not all of which can be line of sight (a
VHF and higher frequency limitation). The signal from
the call button may have to reach a distance of several
hundred feet but the data rate can be very low. Data is
limited to either the presence of a signal or its absence.
Signal delay is also not a problem, since the restaurant
patron has no way of determining the receive time of
the waiter’s call. Of course a delay of several minutes
would be unacceptable for even the speediest waiter.
Nevertheless, with seconds or even minutes of time
margin, much can be done with narrowband Part 15
signals at frequencies below 30 MHz.

2) Wireless Doorbell: Another good under
30 MHz application currently on the market is the
wireless doorbell. This device must be designed to
penetrate normal building materials to a distance of up
to several hundred feet. The data rate is very low and
moderate latency is not a problem. A delay of a second
or so would not make the device any less useful. But,
the wireless doorbell link must have good error
rejection. A combination of high-level coding, clear
dynamic frequency selection, and link feedback should
be used to ensure that the doorbell only rings when the
button is pushed.

C. Modulation Structure

Part 15 regulations usually do not restrict the type
of link modulation. For frequencies that are
atmospherically noise limited, modulation techniques
requiring the minimum bandwidth for a given signal bit
rate are usually more advantageous. This is not a result
of the inherent improvement in modulation efficiency
due to the narrower bandwidth, but is related to the
ability of narrowband signals to be placed in "quiet”
spots on a crowded spectrum. For this reason, Single
Sideband (SSB) and On Off Keying (OOK) are usually
the modulation modes of choice below 30 MHz. Of
course there can be many variations of SSB and OOK
modulation. including pulse width, amplitude.
frequency, and phase variation. Normal AM. FM, FSK
and other modulations are also used to some extent
below 30 MHz. But, the various design tradeoffs for a
noise-limited channel is beyond the scope of this
discussion.
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D. Frequency Generation and Stability

One of the most significant problems in the design
of very narrowband communications links is the
frequency stability of the transmitter and receiver. At
frequencies up to a few MHz, crystal oscillators can be
designed to provide stabilities on the order of one part
in 10°. This is adequate for maintaining transmit and
receive frequencies for a receive filter bandwidth of 10
or 20 Hz, but is not adequate for narrower bandwidth
signals and signals at higher operating frequencies.
Automatic  frequency control will work once
communication is established: but without initial
frequency stability sufficient to get the signal into the
receiver bandpass, it is of little value. An alternative is
signal reuse. Both the transmit carrier and receive local
oscillator signal can be generated by receiving a signal
common at both points. The signal can be stripped of
modulation by filtering.

Depending on the short-term stability and the
separation distance between the Part |5 transmitter and
receiver, such a technique should be usable to
communicate over bandwidths of less than 1 Hz. Fig. 4
shows an approach for obtaining a carrier frequency
from a received signal, in this case the 10 MHz time
standard station. The main feature of this scheme is
that both the Part 15 transmitter and receiver at the
remote location will operate using the same coherent
frequency reference. Relative transmitter to receiver
stability can easily be maintained to within a few Hz.
The received carrier should not be amplified directly
because of the potential for oscillatory feedback. By
self-conversion or other means, the carrier can be
translated to another frequency with less potential for
positive feedback as shown in Fig. 4.

E. Automatic Link Establishment (ALE)

For conventional high-power LF through HF
military communications, the need to accommodate the
noise and signal path variation has resulted in the
acceptance of a technique called Automatic Link
Establishment (ALE). This is a signal protocol defined
by MIL-STD-188-141A and Federal Standard 1045
(FS-1045). The protocol is rather specific for ALE
compatible equipment. Part |5 devices need not meet
the letter of these requirements. but their design
architecture can benefit from the ALE concept. The
basic ALE concept requires compliance with certain
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operational rules that make sense for any link
established over a path with highly variable
characteristics. Some of the most important of these
rules are:

1. An ALE system must operate in parallel with
the primary receiver.

2. An ALE system must always scan and listen
for ALE signals.

3.  An ALE system must always respond unless
inhibited.
4. An ALE system must always scan if not

otherwise in use.

5. An ALE system must never interfere with an
active ALE link (or other signals).

6. An ALE system must always exchange link
quality data.

7. An ALE system must maintain time
synchronization.

8. An ALE system must maintain track of link
connectivity .

9. AnALE system must minimize transmit signal
power.

10. An ALE system must minimize time on
channel.
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1. An ALE system must use the highest level of
mutual ALE capability.

1) Duplex Error Correction: It has been
recognized by the ALE community that full duplex link
optimization can overcome both the errors introduced
by the signal path noise and correct for path failure
(insufficient path loss margin). By continuous
interchange between the source of the information and
the information receiver, it is possible to correct errors
that are recognized by “echoing” the message, i.e.,
repeating it back to the transmit site or acknowledging
correct receipt of the message by some coded means
(point 6 above). This is a fundamental requirement for
ALE systems and can be as simple or as complex as
cost-effective Part 15 communications application will
allow or require. This ALE feature is possibly the most
useful to modern Part 15 link architecture.

A Part 15 transceiver architecture that could easily
apply many of the ALE characteristics is shown in
Fig. 5. This transceiver makes use of a single Voltage
Controlled Oscillator (VCO) for the transmit carrier and
the receive local oscillator. It can be tuned to a
frequency within its design band and switched between
transmit and receive at that frequency. A simpler
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transceiver architecture suitable for low frequencies
(< 1 MHz) is shown in Fig. 6. This direct conversion
architecture combines the coherent demodulation with
the receive chain amplification.

IV. TECHNOLOGIES FOR MAXIMIZING
WIRELESS BITS PER WATT
OF SIGNAL POWER

A. Antennas

One of the key elements in the design of an
unlicensed communications system is the antenna
design.  For bands regulated by field intensity
restrictions, the transmit antenna can be quite simple
and fairly inefficient. For these bands, the primary
function of the transmit antenna is to produce a field
strength as near as practical to the regulated level in all
directions (omni-directional). Omni-directional
antennas are usually quite simple. A fundamental
example would be an electrically short monopole
mounted above a ground plane.

Transmitting antennas providing gain at field
strength restricted frequencies (see Tables | and 2) are
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of little value since the field strength in the direction of
maximum gain must still be less than the field strength
limit at the given distance. By transmitting through a
simple omni-directional antenna, it may be possible to
recover energy radiated in directions (reflections,
conducted signal, etc.) other than that radiated directly
to the receive site. Also, these antennas are simple to
design and interface to the low-level drive required.
Unless efficiency is a concern, matching to the drive
circuit can often be ignored. This is because there is no
great concemn to have all available output power
radiated. The only factor that is important is the field
strength at the specified (per regulation) distance.

On the other hand, receiving antennas for
unlicensed systems are where much of the system
design effort should be expended. There are no
restrictions on receive antenna gain. For operation at
these ambient noise limited frequencies. this is doubly
important. Not only will the antenna gain increase
receive signal strength, it has the potential for
drastically reducing the received signal noise. The
potential is only realized if the noise source is not in
the same direction as the uniicensed transmitter. This
is a system design factor often neglected by designers
of unlicensed equipment.
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1) Beam Forming: Antenna gain at
frequencies below 30 MHz is not an easy proposition if
the antenna must be of a limited size. To obtain
significant gain (> 10 dB), the antenna must on the
same order of size or larger than the wavelength of
interest. If the space is available, a steerable array such
as a yagi, cubical quad, or multi-element phased arrays
could provide both signal gain and noise rejection.

If a steerable antenna is not an option, antenna
diversity can also be of great value especially for noise
reduction. Simple antennas oriented orthogonally or in
different angles in the same plane can be electrically
switched at the receiver to produce the optimum receive
signal-to-noise ratio from the unlicensed transmitter
signal.

Although compact antennas seldom offer much
gain, simple antennas such as dipoles and loops can
provide a deep null usable against directional noise
sources. In some cases, it is even possible to combine
the phased signals from diversity antennas to reject the
noise source signal. For ambient noise limited signals,
noise rejection can be just as effective as antenna gain.
Multiple ferrite loop antennas, also electrically short
loop and dipole antennas, are prime candidates for
design of a compact noise rejection antenna system
suitable for Part 15 signals below 30 MHz.

2) Steering: If a beam-forming antenna is
used for the receiver, it may often be an advantage to
the link if the beam can be steered. Manual steering
may be acceptable for some fixed location applications
where personnel are available to steer the beam for
optimum link operation. For design situations where
link operation cannot be attended, some form of
automatic beam steering may be appropriate.
Automatic steering may be as simple as a circuit to
select between various antennas aimed in different
directions. This is very similar to spacial diversity
situations being different only in that the steered
antennas are all at the same location. It is also possible
to electrically switch the elements of an antenna to
change the maximum gain or null direction. Again, the
actual use of antenna steering will be determined by
many link factors and may not be possible or desirable
for some.

3) Antenna Loss Reduction: For those Part
15 bands that specify a maximum input power to the
final stage (160 to 190 kHz and 535 to 1705 kHz), the
transmit antenna efficiency is of high importance. The
regulations specify a maximum antenna size for these
bands, but do not define the antenna configuration.
Size is specified as a limitation on the total length of
antenna elements, lead in. and ground lines. The total
length specified is about | percent of the wavelength
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for these bands. That means that the antenna must be
very short electrically, which generally means low
radiation efficiency. Although the efficiency can be
very low for such short antennas, it can be
mathematically shown that the reduction in antenna gain
for an electrically short antenna can be very small (for
example, < 0.4 dB for an antenna 0.03 wavelengths
long), but this assumes optimum antenna matching and
ignores conduction losses. Loss reduction through low-
loss matching of electrically short antennas is not
difficult, but is often overlooked when designing Part
15 transmitters for these bands.

B. Noise Reduction

Noise is one of the major problems at frequencies
less than 30 MHz. Any technique that reduces the
ambient noise or recognizes, rejects. or corrects for it
can yield very significant increases in reliable range.

1) Filtering: The frequencies below 30 MHz
are usually considered ambient noise limited. Noise
external to the receive circuits (atmospheric noise)
limits the ultimate sensitivity. For many situations, this
is true; but the noise sources are quite varied with
diverse spectral distributions. For the most part, the
noise is not "white" noise, i.e., non-coherent signals
with energy equally distributed in frequency. For
example, ignition noise is a very common type of noise
prevalent at frequencies below about 3 MHz. This
noise is characterized by a repetition rate dependent on
the speed and type of engine. It may vary in intensity
with vehicle motion and velocity. If recognized, this
type of noise can be reduced through appropriate
filtering and/or synchronization. Noise related to the
60 Hz line frequency, rotating machine noise, and other
periodic noise is also amenable to filtering.

2) Noise Recognition: Frequencies below
30 MHz include not only noise but may also include
noise-like signals, and even signals that appear close to
the expected modulation. Consequently, noise
recognition may be necessary before appropriate noise
correction or reduction circuits can be applied. As Lily
Tomlin’s telephone operator Emestine would say, "Is
this the party to whom I am speaking?" It very
necessary to determine if the "party,” i.e., the signal, is
the correct "party." This can be accomplished by
various recognition algorithms. but one of the best
methods may be by closed-loop acknowledgement of
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the signal. Since the transmitter power level is so low
and the cost of the circuitry minimal, it makes sense to
provide a complete dupiex (i.e., transceive) capability
at each end of the link. even if data is only sent in one
direction.

C. Coding

Coding is a sophisticated and potentially
complicated method of dealing with error producing
noise. It has not seen much application is Part 15
designs, which in the past have been fairly simple.
Trellis coding, Viterbi coding, and other codes can be
added to the basic digital protocol encoding to provide
error correction. Coding often adds latency to the
signal. Time is required to code the signal at the
transmitter and to decode it at the receiver. But, for
low data rates signals. this additional latency should
rarely be a problem.

1) Spreading Codes: By spreading the signal
over a wide band, interference from narrowband sources
can be reduced by the so called processing gain
provided by the spreading. There are essentially two
spread spectrum techniques, direct sequence and
frequency hopping. Direct sequence spreads the signal
over a wide band of frequencies by modulating the
carrier with a high-rate spreading signal in addition to
the normal modulation. Frequency hopping is just like
it sounds. In frequency hopping, the modulation is
applied normally and the carrier frequency is “hopped”
from frequency to frequency in a coded pattern. Direct
sequence spread spectrum has not had much use at
frequencies below 30 MHz because of the problems
inherent in maintaining phase and amplitude coherency
over wide spreading bands. Frequency hopping on the
other hand does work fairly well in overcoming such a
signal environment especially if the hopping code is
dynamically optimized. That is, the hopping signals are
steered to frequencies that provide the best link bit error
rate (BER) as in ALE.

With many things under processor control, there
are many spreading and de-spreading techniques that
might be used. Implementation of any of the possible
techniques for Part 13 transmitters and receivers has
not been very popular for low data rate links. This was
because the cost for the spreading hardware and
software was too high to justify for low data rates. As
the cost for dedicated spectrum rises, this can be
expected to change in the near future.



2) Modulation Codes and Data Rate: Coding
can be used as a form of software automatic data rate
control. By such means, the data rate can be reduced
to overcome transitory link noise or increased if the
link noise is lessens. If a link bandwidth is fixed by
hardware constraints, the data throughput can be varied
by changing the levels of coding complexity. Shannon
has shown that the channel capacity is a function of not
just channel bandwidth, but also the modulation
complexity (see Fig. 7). Although the more complex
modulation allows higher data rates for a given
bandwidth, this is at the expense of a higher signal-to-
noise requirement. So, if the link has an inherent
method of sensing BER, the data rate can be
automatically reduced or increased by changing the
level of the code complexity. No hardware changes or
hardware state changes would be necessary. The code
rate can stay the same, but the transmitting levels and
receiving level decoding will have finer graduations.
This might mean more phase states beyond Quadrature
Phase Shift Keying (QPSK), i.e., 8 level PSK instead of
QPSK, 64 level Quadrature Amplitude Modulation
(64QAM) instead of 32QAM, etc. This is a form of
link adaptation to compensate for the varying link
characteristics, which is essential for maximum range
using low-power transmissions.

D. Adaption

On January 19, 1992, two amateur radio operators
established a confirmed one-way link over a path
distance of 1,500 miles from Massachusetts to Texas
using a transmitter power level of 0.72 microwatts
(-31.4 dBm) [4]. No esoteric equipment or processing
was used. The transmission was on a frequency of
28.636 MHz using a Hewlett Packard model 608D
signal generator as the signal source. Modulation was
conventional On Off Keying (OOK) in international
Morse code at five words per minute. The transmitter
output went to three element beams 43 feet above
ground. The receive site equipment was a conventional
communications receiver with a narrowband filter
(approximately 100 Hz). Signal recognition was done
manually.

As spectacular as this may seem, it fits within
what could be expected from the path loss calculations
for free-space conditions (Path Loss = P/P, = A A/d"7..
where P, = power transmitted, P, = power received,
A, = effective receive antenna area. A, = effective
transmit antenna area, A = the signal wavelength, and
d = the distance between the transmit and receive
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antennas) to a noise-free receiver of about 100 Hz
bandwidth. The receiver was not noise free, and it was
not a free space situation. But, the path conditions
were almost as ideal as that expected from free space.
Considerable effort went into selection of the optimum
time, frequency, noise conditions, and link path. By
adapting the link parameters to the path, it is apparent
that a low-power link can be established and maintained
in the face of almost any obstacle.

1) Signal Path Selection: Propagation path
selection is probably a fixed design consideration for
most simple Part 15 links. Once the transmitting and
receiving situations are defined, only a number of
propagation paths may be possible for a given operating
frequency. But, if the operating frequency is flexible,
many paths may be possible. For example, if the link
is completely within a building, some frequencies may
penetrate the building material, but be susceptible to
power line noise. Other frequencies may not penetrate
the building material, but may be conducted by the
building structure from transmission to reception point.
Another frequency may be reflected from point to point
to complete the link path. By supplying frequency
agility to the Part 15 link, much of the spectrum
available for unlicensed operation can be used to
overcome the path loss limitations in each application.

2) Clear Channel Determination: One of the
underutilized techniques for noise minimization is clear
channel recognition. Part 15 links are unencumbered
by frequency assignments. Any clear channel is “fair
game” as long as it is not a restricted channel (see
Table 3) or in use by a licensed station. A simple
scanning receiver can be used to determine a clear
channel frequency. With aduplex link, this information
can be shared at both ends of the link. The link can
then be moved to this frequency and move as necessary
to other frequencies where noise is less. Again, the
cost of this capability will be low because of the low
cost of components for these frequencies. But, the need
for channel determination may still not be worth the
effort in some cases.

A simpler approach to clear channel determination
may be to design for operation on frequencies
unlicensed for operation in a given area. This feature
can be made part of the design. The user can select a
particular operating frequency simply by setting a
switch corresponding to the geographic location of the
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link. The complexity of such an arrangement can be
fairly simple for operation in the AM broadcast band,
but may be impractical for other bands such as the
international (short wave) bands near 9 MHz.

E. Path Loss Reduction

Design features that reduce the path loss are not
easy to implement at these frequencies because the
signal path is often not a direct line-of-sight path. The
actual path may be by conduction or reflection from
objects out of sight to the link user. Knowledge of
low frequency propagation characteristics is often
essential for minimizing the path loss. For example,
the receive and transmit antennas should be removed as
far as possible from the vicinity of most objects. The
near field (inductive) field range is inversely
proportional to frequency. At 1 MHz, the near field
energy is still significant hundreds of meters from the
antenna. This can become a problem or a benefit
depending on how that near field energy is coupled
between the transmitter and receiver locations.

1) Path Maximizing: It is always possible to
extend the range of a Part 15 link by use of relays.
Since the power level is low, a full duplex Part 15
repeater can be built at low cost. Also, since there is
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no limit on the number of Part 15 repeaters or limits on
the amount of spectrum used, it would be possible to
establish a two-way Part 15 link over almost any path
distance.

V. TESTS OF SOME DESIGN POSSIBILITIES

A narrowband link was designed as a simple test
of what might be done with a Part 15 narrowband AM
broadcast band link. It was designed to transmit OOK
signals at a maximum bit rate of approximately 15 bits
per second. The transmitter was a crystal-controlled
transmitter operating at a carrier frequency of
1.17175 MHz. This is 1.75 kHz above the U.S.
assigned AM broadcast frequency of 1.17 MHz and so
was still within the 10 kHz bandwidth of the normal
AM frequency assignment. In this area of the country
(San Antonio. TX), it was not assigned.

The receiver made use of extreme front-end
filtering provided by a simple crystal filter centered at
the frequencv of interest. This was an attempt to
reduce the tront-end intermodulation noise, which can
easily be the limiting factor for noise at this frequency
(see Fig. 8).
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A. Antenna Design

Many antenna configurations were considered that
would make the most efficient use of the total 3 meters
allowed by Part 15 regulations. The eventual design
was a variant of the small loop. Small loops are
inherently efficient if the matching network can match
the extremely low radiation resistance (approximately
0.2 Ohms for this antenna) efficiently. That problem
was overcome somewhat by making the matching
network part of the antenna. Fig. 9 shows the
transmitter and 3 meter antenna designed and built for
the test. Unloaded Q was measured at 300. Of course,
this results in a very narrow resonant bandwidth, but
this was not a problem when transmitting at a 1 Hz
rate.

B. Transmitter Design

The transmitter consisted of a loop antenna fed by
a Class C single-stage amplifier limited to an input
power of 100 milliwatts. The drive to the amplifier
was supplied by a crystal oscillator at 1.17175 MHz
with output controlled by an RF switch. The switch
was keyed on and off by a square wave generator at a
rate of approximately 1 Hz (see Fig. 10). Power to the
transmitter was supplied by a 12-Volt battery. No
connections to an external power source or ground were
made.
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C. Receiver Design

Fig. 11 shows the receiver designed and assembled
for this test. The receiver was basically an automobile
AM broadcast radio with input filtering between the
antenna and the receiver input. The size of the
shielded loop antenna was increased empirically until
the receiver sensitivity was limited by the input noise
passing through the crystal filter. The crystal filter
3 dB bandwidth was measured at 15 Hz. Output from
the receiver was supplied to a tone decoder (National
Semiconductor LM567) which detected a particular tone
(coherent beat) and changed states for a signal-to-noise
level as low as -5 dB.

D. Test Results

The transmitter/antenna shown in Fig. 9 was placed
approximately | meter off the ground and the receiver
shown in Fig. 11 moved from point to point until the
received signal-to-noise ratio dropped to about 6 dB.
With the transmitter final amplifier input power
measured at 0.075 Watts, a 6 dB SN signal was
received over 1.6 kms away. This test was performed
in a rural environment at mid-day during the summer.
Receiver noise at night did not increase appreciably, but
nearby summer thunderstorms did produce transient
filter ringing 20 dB higher than the normal receive
noise level.
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VI. CONCLUSIONS

Part 15 of the FCC regulations provides many
frequencies below 30 MHz that can be used to design
low-cost communications links. These frequencies
provide superior non-line-of-sight operation, but are
susceptible to interference from variable ambient noise
as well as the signal normally licensed to these
frequencies. The variable nature of the characteristics
of these frequencies over wide bandwidths (> 100 kHz)
makes design of wideband links difficult, but not
impossible. Narrowband low data rate links can be
designed to make use of the long distance potential of
these frequencies.
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ABSTRACT

A Personal Arca Network (PAN) has been
developed to allow wearable electronic devices to
exchange data by capacitively coupling modulated
picoamp currents through the body. Cellular phones,
personal digital assistants (PDA), pocket video games,
and pagers are examples of wearable devices that
provide personal communication and entertainment.
Networking these devices reduces /O redundancies
and allows new conveniences and services. A low
frequency carmier (< | MHz) is used so no cnergy is
propagated, minimizing rcmote eavesdropping and
interference. A prototype PAN system allows people
to exchange eclectronic business cards by shaking
hands.

1. INTRODUCTION
A. Why A Personal Area Network?

Cellular phones and laptops have liberated people
from offices, providing mobile workers instant access
to customers, vendors, and databases. However, the
inability of wearable electronic devices to exchange
data leads to inefficiencies and limits their usefulness.
For example a2 mobile computer user should not have
to carry a cellular phonc and a cellular LAN; phone
numbers retrieved from a PDA should not have to be
manually typed into a cellular phone; and a message
watch should not have to be programmed by four
micro switches when a full sized QWERTY keyboard
is nearby. Networking these devices would alleviate
these inconveniences and allow new features; a watch
is too small to contain a multimedia computer, but is
large enough to contain a microphone, display, and
camera. An IO rich watch could be networked to a
fast powerful computer located in a waist pack or

pocket.

A network is commonly divid ed into layers [1].
The work presented here concerns the physical layer
of the PAN; examining the electrical properties of the
communication channel. PAN devices communicate
by electrostatically coupling picoamp currents through
the body. The PAN uses the salty blood-filled body as
a “wet wirc” to conduct the modulated currents. The
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body internally has a resistance of about 200 ohms
from head to toe [2]. A low frequency carmier (100
kHz to | MHz) is used to capacitively couple the
current into the body, eliminating the need for direct
(resistive) contact with the skin.

B. Comparison to Infrared and Far-Field
Near-field coupling is superior to infrared and far-
field methods for PAN applications. Infrared requires
line-of-sight which is not practical for devices located
inside wallets, purses, and pockets. Far-field (radio)
propagation falls off with distance squared (isotropic
transmitter), while near-field falls off with distance
cubed, making near-field coupling less susceptible to
eavesdropping and interference. Far-ficld transmission
is subject to regulations and licensing that vary from
country to country. Near-field communication avoids
these complications. The PAN prototype which is
slightly larger and thicker than a credit card, has a field
strength of 350 pV/m at 300 mcters, 86 dB below the
FCC allowable field strength.

Near-field communication may be more energy
efficient than far-field since power consumption
generally incrcases with frequency. Any increase in
the carrier frequency above that required to contain the
information represents wasted energy. The PAN
prototype operates at 330 klz at 30 volts with 10 pf
clectrode capacitance, consuming 1.5 mW to charge
and discharge the electrode capacitance. A majority of
this energy is conserved (recycled) by using a resonant
LC tank circuit.

Near-field communication lends itself to greater
integration than far-field since the carrier can be
generated directly by an inexpensive microcontroller.
The PAN demonstration transceiver uses a Microchip
Technology PIC16C71 ($3.50 quantity 10K).

3. PAN COMMUNICATION CHANNEL

Figure | shows a PAN transmitter communicating
with a PAN recciver. Each device has a pair of
electrodes (th and te, rb and re) that can be
incorporated into shoes, watches, credit cards, and
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Figure 1. Block diagram of a PAN system.
Information is encoded by modulating an
electric field which capacitively couples to
the body. The body conducts the picoamp
current to a receiver which demodulated the
signal. The earth ground provides a return
path for the signal.

wallets. The PAN transmitter capacitively couples a
modulated picoamp displacement current through the
human body to the receiver. The return path is
provided by the “earth ground™ which includes all
conductors and dielectrics in close proximity to the
PAN devices. The earth ground needs to be
electrically isolated from the body to prevent shorting
of the communication circuit. For example, in onc
experiment standing barefoot reduced communication
between wrist mounted devices 12 dB.

In Figure 2 thc PAN transmitter and receiver are
modeled as an oscillator and a differential amplifier,
respectively.  The basic  principle of a PAN
communication channel is to break the impedance
symmetry among the transmitter electrodes ( tb and te)
and receiver clectrodes (rb and re). The intra-electrode

A

B

8@9
(@)

D
|
il

Figure 2. Electrical lumped model of PAN
transmitter  (oscillator) and receiver
(differential amp). The impedances are
rearranged to reveal a Wheatstone bridge
configuration. Any imbalance of the bridge
causes a potential across the receiver.
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impedance of the devices are ignored since the
oscillator is a load on an ideal voltage source and the
differential amplifier is modeled as an open circuit.
The four remaining impedances are labeled A, B, C,
and D.

The circuit is rearranged to show that PAN device
communication works by breaking the impedance
symmetry between the four electrodes. The circuit is a
Wheatstone bridge where any imbalance of the
relationship

AB=C/D )
causcs a potential across the receiver. Since the ratios
must be exactly equal to null the circuit, and body-
based PAN devices are constantly in motion, there
will always be an electrical communication path, as
long as the receiver is sensitive enough to detect the
imbalance.

The concept of a body and environment electrode
is introduced to identify the impedance asymmetry.
The body electrode (tb and rb) is the electrode in
closer proximity (lower impedance) to the body.
Correspondingly, the environment electrode ( te and
re) is the eclectrode in closer proximity to the
environment. For a watch, the face is the environment
electrode and the backplate (near the skin) is the body
electrode. For a shoe insert, the top is an excellent
body clectrode due to its large area and close
proximity to the body (a sweaty foot is event better!)
and the bottom is an excellent environment electrode
due to it's large area and proximity to the earth. For a
credit card placed in a pocket, the body electrode is the
side that faces the body, and the environment
electrode is that which faces outward (away from the
body).

4. PAN LOCATIONS AND APPLICATIONS

Figure 3 shows typical locations for PAN devices.
Head mounted devices can include headphones,
hearing aids, microphones, and head mounted
displays. Shirt pocket devices can serve as
identification badges. The wrist watch is a natural
location for a display, microphone, camera, and
spcaker. A waist pouch can carry a PDA, cellular
phone, keypad, or other large devices. PAN medical
sensors can provide EKG, blood pressure, and
respiratory rate monitoring. Pants pockets are a natural
location for wallet based devices. Shoe inserts can be
self-powcered, capturing energy from walking (2], and
provide a data link to remote PAN devices located in
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Figure 3. Locations and applications for PAN
devices include head mounted display,
headphones, identification badge, cellular
phone (waist pack), credit and phone cards
(wallet), watch with display, microphone,
and speaker, and power sneakers (self
powering computer shoe inserts).

the environment, such as workstations and floor
transponders that detect the location and identity of

people.

5. PAN PROTOTYPE
A PAN prototype, shown in Figure 4, has been
developed to demonstrate the digital exchange of data

chopper (4066, TL.LO84) controlled by a digital
microcontroller (PIC16CT71). The detector
synchronously  integrates the tiny received
displacement current (e.g., 50 pA, 330 kHz) into a
voltage that can be measured by the microcontroller's
analog-to-digital converter (50 kHz, 8 bits, +5 volts
full scale). The analog components and
microcontroller may be combined into a single CMOS
integrated circuit, providing a low-cost integrated
PAN transceiver.

The transmitter is an L.C tank (Q=6) made from a
surface-mount inductor and the inherent electrode
capacitance. The tank circuit produces a clean sine
wave output from a square wave input, minimizing RF
harmonics, and boosts the output voltage in proportion
to the Q of the tank. The transmit voltage can also be
digitally programmed by varying the pulse width of
the tank driver. The integrator is discharged after every
message bit (integrate-and-dump filtering) to minimize
inter-symbol interference [3).

6. CHANNEL CAPACITY
A communication network is judged primarily by
channel capacity, with a theoretical limit defined by
the Hartley-Shannon law

through the human body using battery-powered low- C=Blog(1+S/N) 2
cost electronic circuitry. The receiver is a current amp
e . 6 .
(TLO84, gain=10") followed by an analog bipolar
PIC16CTI
ANALOG MICRO-
SWITCHES CONTROLLER
SAMPLE
RECEIVE NON-INVERTING
ELECTRODE
. INTEGRATOR DATAIN |¢—
DATA OUT—P
RECEIVE
(ANALOG)
CURRENT — RESET
AMP INTEGRATOR
INVERTER SAMPLE
TRANSMIT INVERTING
ELECTRODE
/@\ TRANSMIT
. FU s vep
3vpp C __ TANK
RESONATOR
=

Figure 4. Block diagram of half-duplex PAN transceiver. Microcontroller controls analog switches to
synchronously rectify and integrate amplified signal picked up by receive electrode.



where C is channel capacity in bits/second, B is
bandwidth, S is signal, and N is noise. The 3 dB
bandwidth of the prototype PAN receiver is 400 kHz
(100 kilz to 500 kHz), resulting in a maximum
theorctical channel capacity of 417 kbits per second,
assuming a robust signal-to-noise ratio of 10. The
PAN transceiver prototype implements a modest 2400
bit per sccond half-duplex modem.

7. MODULATION STRATEGIES

Two modulation stratcgies were examined for
PAN communication; on-off keying and direct
sequence spread spectrum. On-off keying tumns the
carrier on to represent a message bit onc, and turns the
carrier off for a message bit zcro. The signal-to-noise
performance is improved by increasing the transmit
voltage. Direct sequence spread spectrum modulates
the carrier with a pscudo-noise (PN) sequence,
producing a broadband transmission much greater
than the message bandwidth. Symbol-synchronous PN
modulation is used where a message bit one is
represented by transmitting the entire PN sequence,
and a message bit zero is represented by transmitting
the inverted PN sequence. The signal-to-noise
performance increases with the length of the PN
sequence.

The prototype hardware detects both on-off keying
and direct sequence spread spectrum, determined by
microcontroller coding. For on-off keying the bipolar
chopper switches are driven at the carrier frequency
and the integrated result is compared to a fixed
threshold to determine the value of the message bit.
Quadrature detection is implemented by performing
two sequential integrations at 90 degrees phase per
message bit. For spread spectrum the switches are
driven by the PN sequence (100 clements long) and
the integrated result (the correlation) is compared to
two thresholds. If the corrclation is greater than a
positive threshold, the message bit is one. If the
correlation is less than a negative threshold, the
message bit is zero. If the correlation is between these
thresholds (the dead zone) no message bit is received.

Once the message has been successfully received
and demodulated, the microcontroller transmits the
message to a host computer over an optical link (not
shown), which electrically isolates the transceiver
allowing evaluation and debugging independent of an
electrical ground reference.

8. THE BUSINESS CARD HANDSHAKE

The demonstration prototype consists of a battery

115

powered transmitter and receiver, and a host computer
running a terminal program. The PAN prototypes arc
mounted in aluminum cases measuring 94 mm x 120
mm x 37 mm. The lids are electrically isolated from
the cases and scrve as clectrodes. The transmitter
contains a microcontroller that continuously transmits
stored ASCII characters representing an electronic
business card. The devices are located near the feet of
two participants, simulating PAN shoe inserts.

When the participants arc in close proximity,
particularly when they shake hands, an electric circuit
is completed, allowing picoamp signals to pass from
the transmitter to the receiver through the participants
bodies, and back through the ecarth ground. ASCII
characters are sent to the receiver, demodulated and
sent via optical link to the host computer where they
are displayed.

9. CONCLUSION
A novel means to perform digital communication
between wearable electronic devices using electric
fields has been demonstrated. The trade-offs among
cost, speed, size, power, and operating range must be
further studied and quantified in order to enginecr
practical PAN devices.

The sensitivity and bit rate must be increased in
order to realize a watch-sized PAN transceiver. The
application of modem digital communication
techniques may deliver PAN channel capacities of 100
kbits per second, which can be further enhanced with
data compression. The low frequency carrier of near-
field communication makes direct sequence sprcad
spectrum both practical and desirable.

The concept of power sneakers is intriguing. Shoes
arc something that we always carry with us, are unlike
to lose, and arc hard to steal. Networked shoes could
keep track of who we've met, where we've been, and
what we've done. When we walk by a store,
advertiscments could upload, sticking like digital
chewing gum to our shoes. HHomework assignments,
grades, shopping lists, errands, and reminders could be
automatically exchanged among family members
during meals. Privacy issues are raised when personal
data can effortlessly be exchanged. Near-field
networking does offer some inherent sccurity over far-
field methods. However, as with any data
communication system, there arc tradc-offs among
access, convenience, and security.

Ultimately PAN devices will be judged a success



when they appear as common objects that perform
magic; from picturc telephone “Dick Tracy” watches
to self-powercd smant sncakers that seamlessly
interconnect us to a world-wide network of
information and communication.
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Accurate and Reliable Adjacent Channel Power and Burst Power Measurements on
Digital Wireless Transmitters

By Ken Geisheimer
Anritsu Wiltron Company
Richardson, Texas

Abstract: Accurate measurements
of today’s digital wireless transmitter
characteristics require special
equipment and measurement
techniques. Adjacent channel power
due to transients and burst power
versus time measurements are not
required for older analog systems such
as the Advanced Mobile Phone System
(AMPS). Spectral splatter, or
adjacent channel interference, outside
the defined communication channel is
of particular concern to RF frequency
planners since it affects overall system
capacity and performance. Users
should be able to communicate on
their assigned channels without
adjacent channel interference from
other transmitters. Interference
degrades the bit error rate (BER) of a
digital communication system and
thus the voice quality to the user.
Transients generated by bursting the
TDMA carrier on and off during its

assigned time slot increases the
adjacent channel interference.
Accurate measurements of both

adjacent channel power and burst
rising/falling edges are critical to
understanding and minimizing these
important parameters.

This paper will discuss the
measurement techniques used in a
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typical spectrum analyzer and the
Anritsu MS8604A Digital Mobile
Radio Transmitter Tester. A detailed
example will be presented based on
the NADC standard IS-55-A titled,
“Recommended Minimum
Performance Standards of 800 MHz
Dual Mode Mobile Stations.” A
summary of the relevant specifications
from IS-55-A is presented in Figures 1
and 2. The relative merits of each
measurement technique for adjacent
channel power (ACP) and burst
rise/fall time will be discussed.
Certain inherent limitations in the
spectrum analyzer test methods will be
detailed in this paper.

Burst Power Measurements

TDMA systems require good
transmission  power  versus time
characteristics in order to minimize
interference with other channels . This

interference can be either in the time
domain or the frequency domain. In the
time domain, interference may result
from bursts overlapping into adjacent
time slots. In the frequency domain,
spectral sidelobes from both the
modulation characteristics and bursting
of the signal may cause power to fall into
adjacent channels. Measurements used
to characterize a wireless transmitter’s
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IS-55-A Dagital Specifications

Frequency Stability: +/- 200 Hz

Carrier Switching Time: +4/-20 dB of the Mean
Output Power within 3 symbol periods

RF Output Power: 28 dBm (0.6 watts) Nominal
and Within +2/-4 dB of Mean Burst Power Over
Symbols 6 Through 162 (at least 140 symbols)

Modulation Accuracy:
* RMS Vector Error: 12.5% Maximum
* EVM (first 10 symbols): 25% Maximum
* Origin Offset:-20 dBc Maximum /inritsu

Big Enough to Serve, Small Enough to Care Wiltron

Figure 1
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IS-55-A Dagital Specifications Cont.

* Occupied Bandwidth: 30 KHz Maximum

* Adjacent Channel Power Due to Modulation and
Out of Band Power (ACP) Due to Transients:
* -26 dB at 30 KHz Offset
* -45 dB at 60 KHz Offset
* -45 dB or -13 dBm (lower) at 90 KHz Offset

* Conducted Harmonic and Spurious Emissions:
* -13 dBm in the 824-849 MHz TX Band

* -80 dBm in the 869-894 MHz RX Band )
Zinritsu

Big Enough to Serve, Small Enough to Care W“tron

Figure 2



power versus time characteristics include
carrier power, burst rise time, burst fall
time, and carrier off power. Figure 3
shows a typical transmitter burst power
measurement for half of a frame since the
pattern repeats (time slots 1/4, 2/5 and
3/6 are used in pairs for a full rate
vocoder).

RF power output or carrier power is
defined to be the mean power transmitted
during the active part of the burst (after
the rise time) as specified by each system
standard. Some standards specify the
start and stop symbols for the power
measurement. IS-55-A specifies that the
mean power is to be measured using
symbols 6 through 162 as shown in
Figure 4.

Carrier off or leakage power is defined as
the mean power in all inactive time slots
in a TDMA frame. The carrier on/off
ratio is important since it sets the
background interference level through
which the base station receiver must
receive transmissions on other channels.

Burst rise and fall times are usually
displayed with a burst mask showing the
specification limits which provide a
“pass” or “fail” criteria. The burst power
measurement with a rising edge view is
shown in Figure 5. The display time axis
is in symbol periods rather than psec for

convenience since the standard is
specified in symbols.

Adjacent Channel Power
Measurements

Frequency domain interference must be
minimized in digital communication
systems so that strong signals in adjacent
channels do not mask weaker signals in
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the assigned frequency channel. ACP is
affected by the digital modulation scheme
chosen, the frame repetition rate, and the
burst rising/falling characteristics of the
transmitter. Many wireless system
standards  require  separate = ACP
measurements for the mean power due to
modulation and the peak power due to
transients. Mean power due to
modulation measures the spectral
sideband levels of the continuous spectra
generated by both the digital modulation
method (n/4 DQPSK, GMSK, GFSK,
etc.) and the sin(x)/x pulse spectrum.
Peak power due to transients measures
the transient spectra generated by the
rising and falling edges of the burst.
Figure 6 shows the spectrum of a n/4
DQPSK modulated signal with its
spectral sidelobes spilling into adjacent
channels.

Interference close to the carrier is defined
as adjacent or alternate channel
interference. Interference far from the
carrier frequency is defined as spurious
emissions which are measured separately.
ACP is defined as the ratio of the amount
of leakage power in an adjacent channel
to the total carrier power in the assigned
channel. ACP is usually specified in dBc
relative to the carrier power, although
some standards do specify ACP in
absolute power levels (dBm).

Spectrum Analyzer Methods

Spectrum analyzers have recently added
a limited capability to make burst power
and ACP measurements by adding time-
gated analysis. Downloadable software
is used to control the spectrum analyzer
and perform measurements according to
the various existing international wireless
standards. There are, however, certain
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limitations to the spectrum analyzer test
methods which will be described below.

The spectrum analyzer is a swept tuned
receiver which peak detects the signal in
the resolution bandwidth as it is swept
across a specified frequency range. A
simplified block diagram of a spectrum
analyzer is shown in Figure 7. The
detected voltage is converted to power.
Incoming RF signals are downconverted
to an IF by a swept tuned local oscillator
(LO), filtered by the resolution
bandwidth filter, amplified by a log
amplifier, and peak detected by an
envelope detector. The demodulated
video signal is filtered by the video
bandwidth filter where it is integrated by
the filter’s time constant. The resulting
signal is sampled by an analog-to-digital
converter (A/D), quantized, stored in
memory, and displayed as points on the
video display CRT. Each point in the
swept trace is the total power in the
resolution bandwidth.

Time domain measurements on TDMA
carriers may be performed by setting the
spectrum analyzer to zero span mode.
Zero span mode implements a fixed
tuned receiver tuned to the carrier
frequency which results in an output
similar to an oscilloscope. The envelope
of the carrier may be viewed directly on
the display. Time measurements using
the traditional spectrum analyzer are
poor, and the burst shape of each
particular time slot cannot be measured
using this method.

Time-gated spectral analysis is required
for power versus time and ACP
measurements on TDMA signals since
the carrier is only on for short periods of
time. An analog switch is inserted
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between the envelope detector and the
video filter. The switch is closed by a
TTL level trigger signal (the GATE)
which is synchronous with the frame rate
of the TDMA carrier. The spectrum
analyzer can be triggered anywhere
within the frame by delaying the trigger
signal with respect to the beginning of
the frame as shown in Figure 8. Each
slot within the frame may be measured by
selecting the appropriate delay value.
Figure 9 shows how the instantaneous
spectrum of the burst varies with time
over the burst period.

The resolution bandwidth, video
bandwidth, and sweep time are key
parameters which must be carefully

selected when performing gated
measurements.  Resolution bandwidth
determines the frequency resolution

which is the ability to separate two
signals into distinct responses. Video
bandwidth determines the amount of
smoothing of the noise on the signal.
Sweep time should be chosen to show
the desired time interval with the
maximum time resolution.

Total power detection is required is
required to make ACP measurements on
signals that contain both the signal and
noise. A narrow video bandwidth will
cause erroneous total power
measurements due to noise peak
compression.  The video bandwidth
should be much wider (theoretically > 10
times) than the resolution bandwidth for
total power detection.

The combination of the resolution and
video bandwidths determines the pulse
response of the spectrum analyzer.
Good pulse response is critical to the
time resolution and amplitude accuracy
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of the analyzer. A resolution bandwidth
which is too narrow will distort the pulse
shape and increase the sweep time of the
analyzer. A resolution bandwidth which
is too wide will add excess noise and
degrade the dynamic range of the
analyzer. Figure 10 illustrates the effect
of resolution bandwidth on the pulse
response. The choice of resolution
bandwidth must take the system data rate
into account since the data rate of the
digital modulation is much faster than the
frame and burst repetition rate.

Anritsu MS8604A Digital Mobile
Radio Transmitter Tester Methods

The MS8604A Digital Mobile Radio
Transmitter Tester is really three
instruments in one: a spectrum analyzer,
a power meter, and a modulation
analyzer. Figure 11 shows a block
diagram of the MS8604A. Accurate
measurements can be made on
transmitters for the following systems:
PHS, PDC, NADC, GSM, DCS1800,
PCS1900, DECT, PACS, WCPE,
TETRA, and CT2. The MS8604A has
the flexibility to support all of these
standards at the touch of a button.
Measurements made by the MS8604A
include: frequency accuracy, data rate
accuracy, modulation accuracy, phase
error, RF power output, burst power
versus time characteristics, occupied
bandwidth, FM deviation, adjacent
channel power due to
modulation/transients, and  spurious
emissions.  All measurements conform
to the appropriate EIA/TIA, RCR,
MKK, or ETSI standard. Measurement
displays include an I/Q diagram, trellis
diagram, eye pattern, and
phase/amplitude error. High speed DSP
based measurements can be selected to
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greatly reduce the test time required for
manufacturing and servicing transmitters.
Automated test software may be written
to support custom test procedures and
executed by the microprocessor inside
the MS8604A.

Figure 12 shows a block diagram of the
digital demodulator inside the MS8604A.
The 21.4 MHz IF output of the spectrum
analyzer is downconverted to baseband
(at 1.4 MHz) to be sampled by an A/D
converter. The quadrature demodulator
section consists of a coherent quadrature
demodulator and a decimating digital
filter. By changing the decimating ratio
to suit the bit rate of the signal to be
measured, measurements may be made
on any signal having a bit rate from 100
bps to 1.25 Mbps. The decimated I/Q
data is stored in waveform memory for
further processing.

A block diagram of the DSP
measurements performed in the digital
demodulator is shown in Figure 13. A
baseband digital filter (root-Nyquist) is
then applied to the data if required by the
standard. The demodulator recovers the
signal amplitude and phase on a symbol-
by-symbol basis for the DSP based
power measurements. Re-sampling of
the data stored in memory occurs after
symbol timing detection. The display
resolution of the signal to be measured is
set at either 1/4 or 1/10 symbol
depending on which measurement option
is selected. SYNC word detection is
performed on the demodulated data in
order to re-assemble the burst symbols.

Frequency and phase error measurements
are performed by comparing the phase of
the signal to be measured with that of the
demodulated ideal signal. Phase
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difference is plotted versus time where
the slope is the frequency error and the
difference from the linear fit is the phase
error.

SYNC word detection provides an
accurate time reference so that an
external trigger signal is not required for
burst power and ACP measurements.
Power is measured using only the exact
symbols in the range specified by the
standard. The absolute accuracy of the
burst power measurement is 10% (not to
be confused with the +/- 0.5% of the
power meter) or 0.4 dB maximum for a
40 dBm (10 watt) input. A wide
dynamic range mode is also provided to
enhance the dynamic range during carrier
on/off measurements. In this mode, the
power in the ON time and that in the
OFF time are measured separately by
changing the internal attenuator value
and combining their waveforms for
display. This method yields about 100
dB dynamic range.

A high speed DSP based ACP
measurement method is provided to
decrease test time and increase
production throughput. The IS-55-A
specified ACP measurement shown in
Figure 14 is implemented using DSP.
Overall, the MS8604A provides a much
more flexible solution for transmitter
tests since it uses digital signal
processing and advanced measurement
techniques.

Time

Sources of Power Versus

Measurement Errors

Precise timing in the measurement
process is required to make power versus
time  measurements. Time-gated
spectrum analyzers are susceptible to

timing errors since they are designed to
make frequency domain measurements.
The major sources of measurement error
in the time domain for the spectrum
analyzer are: the sampling clock error,
the sampling clock time resolution error,
filter delay error, the trigger generation
and jitter, and delay time error.
Sampling clock error is defined as the
sweep time accuracy. Sampling clock
time resolution error is the sweep time
divided by the maximum number of
points (typically 401) in the trace display.
Resolution  bandwidth and video
bandwidth delay error is caused by the
signal being delayed by the filters relative
to the amplitude trigger signal. There are
also errors in the generation of the
trigger as well as jitter on the signal.
Sources of time domain measurement
error  for  power  versus  time
measurements as defined by the IS-55-A
NADC standard are given as a detailed
example in this section.

A. Spectrum Analyzer

The data sheet for a typical spectrum
analyzer lists the following major sources
of error:

1. Sweep time accuracy
= sweep time x +/- 0.02%
= 640 psec x .02%
128 nsec for rising edge
display

= 8 msec x .02%
= +/-1.6 usec for slot
display

2. Sampling clock time resolution error

= +/-1.6 psec for rising edge
display
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= +/- 20 psec for slot
display

3. Resolution bandwidth and video
bandwidth time delay = 4.5 psec

4. Amplitude trigger jitter = 1.3 usec

5. The trigger generation error is not
specified and is unknown.

The total measurement error is then for
burst display:

1.6 usec + 20 usec + 4.5 + 1.3 psec =
27.4 psec or about 2/3rds of one symbol

The total measurement error for the burst
rising/falling display:

1.6 pusec + 4.5 usec + 1.3 usec = 7.4
usec or about 1/5th of a symbol

B. MS8604A Digital Mobile
Radio Transmitter Tester

The major sources of error in the
MS8604A include only the sampling
clock error and the SYNC word
detection error.

1. Sampling clock error = +/- 0.1 ppm

Burst display = 7.407 msec x 0.1 ppm
= +/- 740 psec

Rising edge display
= 740.7 psec x 0.1 ppm
= +/- 74 psec

2. SYNC word detection error
= +/- 0.4 usec
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Since all measurement timing is relative
to the SYNC word, the total
measurement error is about 0.4 psec or
1/100th of a symbol. Therefore, the
Anritsu MS8604A is 20-68 times more
accurate than the typical spectrum
analyzer. The difference in accuracy can
be very significant when displaying the
burst ramp up with respect to the
specification mask. A fraction of a
symbol can be the difference between
meeting the specification and failing the
test.

Figures 15 and 16 show the measured
data taken on two commercially available
NADC mobile stations using the
MS8604A. The first mobile passes the
test and the second mobile fails by a
fraction of a symbol. The second mobile
passes the test when measured with a
typical spectrum analyzer.

Sources of Adjacent Channel Power
Measurement Errors

The IS-55-A standard specifies two
measurements of adjacent and alternate
channel power. The average (mean)
power due to modulation, and the out of
band (peak) power arising from
switching transients. The spectrum due
to modulation uses time-gated average
power measurement through a root-
Nyquist filter over at least 50% of the
symbols in a slot. Mean carrier power is
compared with the average power
measured at frequency offsets of +/- 30,
+/- 60, and +/- 90 KHz.

The spectrum due to transients uses a
peak power measurement through a
root-Nyquist filter. The peak carrier
power is measured by adjusting the
center frequency of the measuring
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receiver to the center frequency of the
transmitter under test. Peak ACP is
measured by sweeping the frequency
range with the spectrum analyzer peak
detector selected. The test criteria is
given below:

Frequency Offset (Khz)
ACP Level
+/-30 -26 dBc
+/- 60 -45 dBc
+/- 90 -45 dBc

or -13 dBm whichever is lower

The  typical  spectrum  analyzer
implements these ACP measurements by
performing two sweeps: one normal
sweep and one time-gated sweep. The
normal sweep measures both the ACP
due to modulation and transients. The
second sweep measures the ACP due to
modulation only by time- gating the
rising and falling edges of the burst out
of the measurement. The ACP due to
transients is derived by subtracting the
two sweeps. Both sweeps are performed
using a peak detector, and each sweep
takes about 8-14 seconds.

The typical spectrum analyzer uses a
four-pole Gaussian resolution bandwidth
filter in the IF section. A root-Nyquist
filter is required by IS-55-A prior to the
average or peak power detection. A
spectrum analyzer has no way to
properly implement this filter since phase
and amplitude data is required. The
spectrum  analyzer  attempts  to
compensate for the difference in filtering
by using a correction factor. The
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correction factor does not correct for
phase.

An amplitude trigger signal synchronous
to the burst rate must be provided to the
spectrum analyzer. The leading edge of
the burst is detected using an RF
amplitude detector, sometimes called a
burst carrier trigger. The accuracy of
this trigger signal is unknown and an

important factor that cannot be
overlooked.
An additional correction factor is

necessary to account for the fact that a
positive peak detector is used for both
sweeps, and during the time-gated sweep
the measurement time is cut in half (part
of the burst between 40 and 90% points
is gated out). This is inadequate since
the response of the detector depends on
the characteristics of the input signal.
The spectrum due to noise component is
somehow increased to account for the
shorter measurement time before the
spectrum subtraction operation.

The MS8604A uses a digital
demodulator which includes a pre-
detection digital root-Nyquist filter. The
carrier power can be measured
simultaneously with the adjacent and
alternate channel power since the entire 1
MHz IF bandwidth is digitized and
stored in wave memory for post
processing. The correct detection
method (average or peak) is applied to
the data to properly measure each ACP
noise component. No correction factors
are needed!

There is a large difference in
measurement speed between the two
techniques. The spectrum analyzer



method of measuring ACP typically
requires about 20-25 seconds. The
Anritsu MS8604A can make the ACP
measurement in about 1.5 seconds by
using advanced DSP based methods.

DSP based measurements are much more
reliable and accurate since precise
measurement timing is maintained. No
correction factors are necessary since the
correct digital filter response is applied.
Measurement comparisons for ACP
between the MS8604A and a spectrum
analyzer show that the spectrum analyzer
measurement results are 6-10 dB lower
than the correct ACP value measured by
the MS8604A for the IS-55-A standard.

Summary and Conclusions

Reliable and accurate measurements of
power versus time and ACP are
necessary to characterize today’s digital
TDMA wireless communication systems.
This paper has shown how limitations in
the time-gated spectrum analyzer
measurement  techniques result in
erroneous measurements of burst power
versus time and adjacent channel power.
A detailed example based on the IS-55-A
standard was presented in order to show
the magnitude of the measurement errors
for a typical spectrum analyzer.
Correction factors inadequately
compensate for the shortcomings of the
spectrum analyzer methods. The
MS8604A  Digital Mobile Radio
Transmitter Tester, from Anritsu Wiltron
Co.,, wuses advanced DSP based
measurements which improve the speed,
accuracy, and reliability of wireless
transmitter tests.
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Abstract

The AM-AM and AM-PM distortions of a high power amplifier have signif-
icant influence on the bit error probability performance of a CDMA system.
This paper presents two efficient methods to explore the nonlinear effects. The
constellation distortions and the E,/N, ratios, both for SSPA and TWTA with
different back-off points, are given as function of the number of the simultane-
ous users.

I. INTRODUCTION

The AM-AM and AM-PM nonlinear characteristics of the power amplifiers have signif-
icant effects on communication systems. Especially, for high power amplifiers operating in
CDMA base stations, this problem must be considered. Multiple users signals in CDMA
are permitted to be modulated at the same carrier frequency, to share the same entire
system bandwidth, and to occupy the same time slot. Therefore, a single transmitter sup-
ports multiple traffic channels which share one radio channel. The average power and the
instantaneous power fed to the power amplifier vary with the number of simultaneous users.
A large dynamic linearization range is required for a power amplifier in the base-station
transmitter [1]. If the transmitted signal is distorted by the AM-AM and AM-PM nonlinear
behavior of the high gain power amplifier, the bit error rate (BER) of the CDMA receiver
will increase. However, for general nonlinear channels, it is extremely difficult to calculate
the AM-AM and AM-PM effects on the degradation of the CDMA system performance
[2]. Therefore, many papers have evaluated the BER or E;/N, (bit energy-to-noise density
ratio) for the different number of users limited to linear channels only. Using a commercial
software SPW (Signal Processing Worksystem) [3], this paper presents estimation of power
amplifier nonlinearity effects on the performance of a CDMA system for multiple simulta-
neous users. The constellation distortion is introduced first. Then the E,/N, degradation
is revealed.

II. CONSTELLATION DISTORTION

As shown in Fig.1, a QPSK source is modulated by a complex pseudo-noise sequence
PN1 to generate a QPSK direct sequence spread spectrum (DS-SS) signal for a CDMA
user 1. The information rate and the chip rate are set as R, = 9.6 kb/s and R.=1.2288
MHz, respectively. It means that the radio channel bandwidth of the spread wideband
spectrum W,p,eaq is 1.2288 MHz after the raised-cosine filter. Similarly, multiple QPSK
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DS-SS signals of user 2 to user N are generated, wherein the Walsh function numbers for
different users are different.

The receiver for user 1 is supposed to be ideally synchronized. It means that the desired
signal is cross-correlated with a reference signal which has the same code as PN1, except
having m samples delay (where m depends on the two filters in Fig.1). Assuming the
additive white Gaussian noise is ignored, other unwanted users signals are considered as
interference. The resulting signal u4(t) at point B after de-spreading is

ud(t) =

CHt)Bi(t) + () [3_ C5(1) B;(1)]

=2

K B,(t) + jamming

(1)

where Bj(t) is the desired signal for user 1, C;(t) is the specified code PN1, while B;(t)
and C;(t) ( 7 # 1) correspond to other users.
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The integration and dump block in Fig.1 act as a narrow band low pass filter (LPF).
Therefore, ug(t) at point C includes the despread desired signal which does not change
after the LPF, while the power of the jamming component decreases by a factor, i.e., the
bandwidth expansion factor of the CDMA system. Finally, ug(t) is treated with a data
decoder and the transmitted QPSK signal of user 1 is recovered.

In order to investigate the nonlinear channel effect on the performance of the CDMA
system, two nonlinear amplifier models (TWTA and SSPA) are inserted into the transmis-
sion channel, shown in Fig.1, independently. The AM-AM and AM-PM characteristics of
each amplifier [4] are interpreted by two look-up tables. Assuming that each user has an
identical power, the operation point of the amplifier of a given number (N) of simultaneous
users is determined by the sum of the total users. It vary from back-off 0 dB to -12 dB.

The constellations of the signals uy(t) after LPF are then obtained for different cases.
It is shown in Fig.2, as an example, N = 40. Obviously, the constellation is more divergent
if the back-off is less. Also, the constellation divergence of the TWTA is more serious than
that of the SSPA (the normalized 0 dB back-off to saturation for these two amplifiers are
identical). These plots reveal the AM-AM and AM-PM nonlinear distortions that result in
the constellation distortions, from which the data decoder in the receiver is easier to have
the error bit decision.
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III. Ey/N, DEGRADATION

The BER is the most important specification to characterize the digital communication
system performance. However, to estimate the BER for a CDMA system needs a large
amount of data, either in experiment, or in simulation. For system illustrated in Fig.1,
even for obtain a BER at the order of 1073, at least 10° QPSK symbols are necessary.
Note that a QPSK-DSSS symbol corresponds to 128 PN chip symbols. Each chip symbol is
sampled by 8 samples in the simulation. Therefore, about 108 iteration points are needed.
Instead, the E3/N, after the LPF at point C in Fig.1 is calculated by the average power as
follows:

Psy1—Pr _ Ey /T, _ EyRy
PI No Wspread NoRb
Ey
= N (2)

where Ps, | is obtained if all the signals Z;-V:l S; (including the desired signal S;) are injected
to the power amplifier; P; is obtained if only the interference signals Zf':,_, S; are injected
to the power amplifier at the same operation point; Ej is the signal energy per bit; T is
the bit interval; R is the bit rate; Np is interference power density; and W, coa is equal to
the bandwidth of the LPF.

For different number of simultaneous users and different operation point, the simulation
results for both SSPA and TWTA are given in Fig.3. The iteration points taken are 2 x 10°.

16 T T T
-12 dB :
14 }-29® :\\A — SSPA _  _
12 \
10

EIN, (dB)
o <]

(=,

10 20 30 40 50 60 70
Number of simultaneous users

Fig.3 E4/N, as Functions of N and Operation Point of Power Amplifier
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It can be seen apparently: (1) for a given power amplifier, the more back-off, the higher
Ey/N,; (2) for a fixed operation point, E;/N, degrades if the number of simultaneous
users increases; (3)the lower the AM-AM and AM-PM distortions, the better the E;/N,
performance (e.g., SSPA is better than TWTA).

For a forward link, BER< 1073 can be achieved at Ey/N, = 5dB with powerful code [5].
Consequently, if the required E}/N, is 6 dB for N = 60, the simulated SSPA and TWTA
should operate at back-off -6 dB and -9 dB, respectively. Those two operation points
correspond to the third-order intermodulation product about -35~ -30 dBc [4]. Although
these values are device-dependent, the estimation approach is appropriate to a general case.

IV. CONCLUSION

For a CDMA system, the envelope of the combined multi-users signal varies within a
large dynamic range. Therefore, the AM-AM and the AM-PM distortions cause constel-
lation distortion, which can be examined at the point before the decision in the receiver.
This is a useful tool to qualitatively investigate the nonlinear channel effects. The E;/N,
ratio also can be calculated by two average power at the same point. This is more conve-
nient and realistic for microwave amplifier designers, rather than the BER calculation for
a CDMA system with nonlinear channel.

The proposed estimation approaches of the effects of nonlinear amplifiers on CDMA
communication systems can be applied to any power amplifier, providing that its AM-AM
and AM-PM characteristics are known in advance.
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Abstract

In this paper, the phase accumulator that
limits the maximum synthesized frequency
of direct digital frequency synthesizer (
DDEFS ) is improved with new design of
pipelined adder dynamic D-F/F. Using the
proposed method of sine amplitude
difference algorithm in coarse/fine ROM,
the data is compressed approximately 6.4:1
{ 2048 bit to 320 bit ), where the address
and data are set to 8 bhit.

It is also designed and added the high
spced 8 hit D/A converter at the end of
digital amplitude data output stage.

To design and verify the aimed
operation of logic circuit, the existing
standard cell library and a specific design
system of FPGA, QuickLogic and GEX
layout tool are used.

The maximum operating
phase accumulator in DDFS is estimated to
be 526.6MHz in the consideration of the
propagation delay time of D-F/IF and 1-bit
full which SPICE
simulation.

frequency of

adder, is verified via

I . Introduction

Direct Digital Frequency synthesizer
produces various frequencies applicable to
many  digital communication  systems,
CDMA digital cellular telephone, spread
spectrum  equipment and wireless LAN(
Local Area Network ). Resolution, band-

width, and frequency switching speed of
important in

The phasc
of the synthesizer used in those systems is
in need for the precise calculation con-
verting to amplitude of sine function.

In this study, the DDI'S is designed
using the pipeline method, coarse/fine ROM,
sine amplitude-difference
fast D/A converter. Adopting pipeline algo-
rithm, time delay of a phasce accumulator is
full
accumulator

the synthesis arc especially
modern mobile communication.

algorithm, and

the same as that of a 1 bit adder,
regardless of the number of
bits.

The
coarse/fine
difference algorithm is compared with that
of conventional ROM, and the ROM

change with combinational circuit for

ROM data compression ratio by

and sine  amplitude-phasc
can
real
speed. The speed of the phase accumulator
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is cstimated by simulating adder and the

dynamic D-F/F.

[T. Pipeline phase accumulator

A conventional structure of a phase
is not fit for getting UHF
frequencies. An addition of one digit can be
performed only after accepting the carry of

the previous digit. In the case of the 1-bit

accumulator

adder of which delay time is {4 the total

delay time of conventional N-bit
adder is NX¢, The problem can be solved

by rearranging delivery path of each carry.

Fig. 1. Pipeline phase-accumulator

In non-pipeline phase accumulator, a high
speed phase accumulator as a carry-lookahe
ad method, requires so many logic gates an
d long critical path. Consequently, total dela
y time of carry-lookahead method is much
longer than 1-bit full adder.

In the case of pipelined N-bit adder, the
total delay time is f, Because, in spite of

the length of bits, the pipelined phase accu
mulator is just one delay time( ¢,), the phas

e accumulator can run faster N times than
conventional phase accumulator.

II. ROM data compressions

The data length of sine function can be
reduced by using coarse ROM and fine
ROM. The look-up table
samples in this architecture is based upon
several trigonometric approximations. First,
the bits representing the phasc argument,

assignment  of

6, of one quarter period of the sine

function are decomposed into the sum of
three functions ;

a < '725 .
b < %(2““).
¢ < —’2'—(2""‘“”)

such that 8 = a+b+c.

sin(A+B+C)

= sin(A+B)cos C+cosAcos Bsin C »owo=eeeer (1)
—sinAsinBsin C

sin(A +B+C)=sin(A +B) +cosAsinC - (2)

Using trigonometric identity, eq. (1), and
its approximation, eq. (2), the function is
given by

sin(A+B+C)=sin(A +B)+cosAsinC.

A+B+C
T A

SIN(A+B)

LA
f’ COS{A)SIN(C) "

ct— |

—1

Fig. 2 Coarsc/fine ROM block diagram.
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sinis| 116

xr

+ [ *
nr L3

Amplitude-phase difference
algorithm

Iig. 3

IFor example, lower 9-bit of phase accu-
mulator except higher 2 bits are assigned to
A, B, and C each 3 bits respectively. When
data are 10 bits, equation (1) requires
5120(=10x2°%3=10x2°) bits. On the other
hand, equation (2) needs just 960(=10X
24345x23=10x64+5x64) bits. Therefore,
ROM area of equation (2) is less 5.1 times
than that of eguation (1).

A quarter period of a sine function can be
represented by AO=sin(f)-26/r to
the ratio. The
maximum value of [sin(8)—28/x] is less

improve compression

than a quarter of a sine function. Using
this method, 2 bits of ROM address is able
to be saved. f(8) is shown by Fig.3.

IV. D/A Converter Design

A 8-bhit weighted-current-sink digital-
to-analog converter with 10-90 percent
rise/fall time of 2ns, integrated with a 0.8u
m technology. The D/A Converter designed
by GEX design tool, and simulated by
HSPICE. Designed D/A Converter layout
shown by Fig. 4.

o

e
]

Fig. 4. A MOS-based 10 bit
weighted current DAC design

V. D-F/F design

In conventional CMOS circuits both static
and dynamic CMOS logic are used. For the
purpose  of system timing a clocking

strategy is always involved except for a
self-timed system.
The most popular clocking strategy is

clocked CMOS logicl C*MOS ). which uses
a nonoverlapping pscudo two phasce clock.
Clock skew in  the system
serious problems and result in difficulties
in increasing circuit speed. New clocking
method, known as TSPC, which fits not
only dynamic but also static CMOS circuits
and in most cases cam replace the NORA
CMOS technique, doesn’t require more than
one clock phase. But this flip—flop has a
hazardous discharge when its output should
remain stable.

will  cause

e

. $
E’—le »iié:?_-ﬁ:ju l'p-l:j v
. .m’)_f_P_lg - - {3

|, L| ¥
e
s
4] ’—Nl ” y "
ledly

“o %

M
["ARY
Edim l -
!
0 "

*:J,

Fig. 5 Final version of dynamic D-F/F with
CLEAR

The structure[3], which another transistor
is inserted into, prevents the QB
from discharging when it should remain
stable. this which
unnecessary transistors is  modified as
above figurc shows. Also CLLEAR of D-I/I
is added.

output

However, circuit has
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VI. DDFS design and logic simulation
ol 16-bit

accumulator is

I'requency controller consists
D=-Flip/Flop

composed of pipeline adder which uses 272

and phase

D-F/Fs. Total 16 bits of pipeline phasc
accumulator consist of 8-bit address of sine
ROM, 2 bits of phase control, and the

other bits arc not used.

In a 12-bit address of phase accumulator,
2 bits are used for phasce control, 8 bits for
address of coarse/fine ROM, and the other
hits When
consists of a=2, b=3, c¢=3, respectively, and
8 data bits, it is possible to design fine
ROM with 5 bits. Two coarse/fine ROM
data generation equation of is given by

are truncated. an address

asz+b

F.(a,b)=sin (_E)f_ \W) .................. (3)
(B+C) c
Fita.e)= sinCF a2 O g

—Fa,b)

Fig. 6. FPGA design of pipeline
phase-accumulator
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VI1I. Conclusions

In this paper, the DDIS is designed

using the pipeline method, coarse/fine
ROM, and sine amplitude-difference
algorithm.

Adopting pipeline  algorithm, the time

delay of a phase accumulator is the same as
that of a 1 bit full adder, regardliess of the
aumber of acaimulator bits. If address and
data bits are sct to 8 bits with existing
ROM table, the used bits are 2048 bits, but
using the data compression algorithm, the
used bits are reduced to 320 bits. It shows
that the data compression ratio of novelly
presented frequency synthesizer is roughly
6.4:1 in contrast with existing products.

We design the phase accumulator deciding
the the

frequency synthesizer, and D/A

maximum frequency of digital

converter

00. After drawing up the layout with GEX,

as a design tool, we extract SPICE files
and make simulation.
The operating frequency of D-F/F is

accurately 1.25GHz, and that of I-bit full
adder 925MHz. The
frequency of phase accumulator in DDFS is
he 526.6MHz the
consideration of the propagation delay times
of D-F/F and 1-bit full adder.

Since the generation frequency of DDFS

maximum operating

estimated to in

is maximally about the half of the system
DDFES
expected to have the maximum frequency of
263MIz, which about 10 of
Qualcom’'s Q2230 DDFS chip.

clock frequency, our designed is

is times
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UNDERSTANDING AND APPLYING ERROR VECTOR MEASUREMENTS IN
DIGITAL RF COMMUNICATIONS DESIGN

Ken Voelker
Hewlett-Packard Company, Everett, WA

The diverse technologies that comprise today’s digital RF communications systems share in
common one overarching goal: placing digital bitsteams onto RF carriers and then recovering
them with accuracy, reliability and efficiency. Achieving this goal demands engineering time
and expertise, coupled with keen insights into RF system performance such as those provided by
the most up-to-date test and measurement technologies.

Recently, many design and test engineers have begun to rely on a new category of test
instrumentation to help them meet their performance and schedule goals. Known as vector
signal analyzers, these tools perform time, frequency and modulation domain analysis on a wide
variety of signals. Because they process signals in full vector (magnitude and phase) form, they
easily accommodate the complex modulation formats commonly used for digital RF
communications. Perhaps most importantly, these analyzers contribute a new type of
measurement called “error vector magnitude”, or EVM.

Primarily a measure of signal quality, EVM provides both a simple, quantitative figure-of-merit
for a digitally modulated signal, along with a far-reaching methodology for uncovering and
attacking the underlying causes of signal impairments and distortion. EVM measurements are
growing rapidly in acceptance, having already been written into such important system standards
as GSM, NADC and PHS, and they are poised to appear in several upcoming standards,
including those for digital video transmission. This article will define error vector magnitude
and related measurements, discussing how they are implemented and explaining how they are
practically applied in digital RF communications design.

Error Vector Measurements -- an Overview

EVM Defined

In order to understand error vector magnitude, recall first that vector modulation transfers digital
bits onto an RF carrier by varying the carrier’s magnitude and phase such that, at each data clock
transition, the carrier occupies any one of several unique locations on the I vs. Q plane. Each
location encodes a specific data symbol, consisting of one or more data bits. A constellation
diagram shows the valid locations (i.e., the magnitude and phase) for all permitted symbols, of
which there must be 2N, given N bits transmitted per symbol. To demodulate the incoming
data one must thus accurately determine the exact magnitude and phase of the received signal for
each clock transition.

The layout of the constellation diagram and its ideal symbol locations is determined generically
by the modulation format chosen (BPSK, 16QAM, pi/4DQPSK, etc.). The trajectory taken by
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the signal from one symbol location to another is a function of the specific system
implementation, and is readily calculated.

At any moment in time, the signal’s magnitude and phase can be measured (relative to the
carrier), the values for which define its actual or “measured” phasor. At the same time, the ideal
or “reference” phasor can be determined by calculation, given some knowledge of the
transmitted data stream, the system clock rate, baseband filtering parameters, etc. Simply put,
error vector magnitude is the unsigned, scalar distance between the endpoints of these two
phasors.

Figure 1 defines EVM and several related terms. By convention, it is reported as a percentage of
the peak signal level, usually defined by the constellation's corner states. While the error vector
has a phase value associated with it, this angle generally turns out to be random, because it is a
function of both the error itself (which may or may not be random) and the position of the data
symbol on the constellation (which, for all practical purposes, is random). A more useful angle
is measured between the actual and ideal phasors (I-Q phase error), which will be shown later to
contains information useful in troubleshooting a wide variety of problems. Likewise, I-Q
magnitude error shows the magnitude difference between the actual and ideal signals.

Q Magnitude Error (IQ error mag)

\/
Measured
Signal

__— Error Vector

— Reference Signal

Phase Error (IQ error phase)
I

Figure 1 -- Error vector magnitude (EVM) measurements are based on the instantaneous
difference between a vector-modulated signal and an
ideal, noise-free “reference” version of itself.

Displaying EVM

The most common display of EVM is a simple plot its value as a function of symbol time, as
shown in figure 2. Vertical bars may be positioned along the x-axis at the actual symbol clock
transitions, with a height proportional to the EVM percentage. The display also shows the
instantaneous EVM (continuous line), which portrays the accuracy of the signal’s trajectory
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from one symbol state to another. This provides useful insights into the time domain
performance of system baseband filtering, and can be helpful in troubleshooting ISI problems.

PV/4 EmV Tim
1 L | ]

OA)J | i | | Y \ 1

|
|
Magnitude

oYM
0 / Y

0 Sym 25 Sym

Figure 2 EVM plot taken on an HP89441A vector signal analyzer, shows the error magnitude
both at the symbol clock times (vertical bars) and in-between (continuous line).

When qualifying a system against a specific performance standard, a detailed EVM plot may not
be the best answer, as compared with a single average value. This is readily calculated from the
rms average of the individual EVM percentages, taken across a user-specified block of symbols
(perhaps a single TDMA burst). The data table display in figure 3 provides this average value,
as well as the location and value of peak magnitude and phase errors within the data block.
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