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Security Applications of RFID 

James Eagleson 
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3125 N. 126'h Street 

Milwaukee, WI 

1-800-669-9946 eat 241 

jimeagle@execpc.com 

Some background 

The first security application of RFID was the IFF, or Identify Friend or Foe transponders which allowed allied 

forces to determine if incoming airplanes were friendly or enemy aircraft. 

By the 1970's, government agencies experimented with methods of identifying objects and personnel in nuclear 

facilities. Los Alamos Scientific Labs (LASL), was apparently one center of this activity. In the late 70's, this 

technology was transferred to the private sector with Amtech and Identronix Research independently developing 

commercial applications in the 900 MHz spectrum. 

By 1980, these companies had taken different paths with Amtech sticking with the original "modulated 
backscatter" technique and Identronix pursuing a "modulated harmonic" technique as a less efficient method but 
one having far less nulling problems. Both companies pursued transportation uses of RFID but Identronix (IDX, 

Inc.) also pursued use of RFID to identify stock animals and for industrial uses (1). 

These early efforts resulted in systems which by the mid 80s had ten to one hundred foot range at speeds up to 

120 MPH and data lengths up to 8K bytes. Versions had been developed with Read Only, Re-programmable, and 

full Read - Write capability. 

Kinds of Security Applications for RFID 

The basic areas where RFID is used for security include: 

• Access Control 

• Automatic Toll Collection 

• Emergency Response 

• Home Incarceration 

• Keyless Entry 

• Patient Monitoring / Security 

e Theft Protection 

• Personnel Monitoring 

• Pet Identification 

2 



Access Control 

Access control can include parking structures and 
lots, buildings, and secured or monitored areas. Ease 
of use of such a system may determine its effectiveness 
since, in general, people are also part of the formula. 
Their perspective on how much of a "nuisance" the 
system presents may determine its acceptability and thus 
affect its performance. 

The best system is a totally "hands off" system 
which requires no action by the user. If the card access 
to a parking lot requires leaning out the window of the 
vehicle in the middle of winter in North Dakota, it is 
not as "acceptable" as one which merely requires 
placing the card inside the car window then just driving 
through the barrier at a normal speed. In fact, many 
such systems provide a tag which can be "permanently" 
attached behind the rear view mirror or in the bottom, 

driver's side of the front window Illustration 1. Gate Access 

In one sense, the highway RF1D systems are also a kind of security system though the main emphasis is on 
automatic toll collection rather than access control. Only those vehicles having the appropriate "tag", after all, can 
bypass the usually slow manual toll booths and zip through special automatic toll collection lanes which allow 
passage at 45 to 60 MPH without even slowing down. 

An interesting problem for multi-lane use of RFID tags for this purpose is how to distinguish tags located in 
adjacent lanes. UHF signals can be made directional, but they can't be made to have no nulls or reflections. This 
might cause reading a tag in an adjacent lane. If full coverage of Lane 2 is required, some coverage, however spotty, 
is likely to occur in Lanes 1 and 3. 

Keep in mind that a vehicle passing a read site at 60 MPH is traveling 88 feet per second so that a 100 
millisecond transaction would require perfect reception over an 8.8 foot window. Any UHF signal covering this 
long a window is quite likely to cover up to three times this far in directions of enhanced reflections if set up to read 
through expected nulled signal levels. Spread Spectrum and/or spatial or polarization diversity may improve this, 
but lane to lane "leakage" is still quite likely. 

Of course, transaction times may be much less than 100 milliseconds at UHF, but antenna to vehicle distance 
will still need to be long enough to completely cover the lane being covered so that the problem would exist regardless 
of the transaction time requirement. UHF if has no "brick wall". 

COLLECT/ON 
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Illustration 2. Multiple Lane Automatic Toll Collection 

Amtech has a patent on one method to 
overcome this problem. They bury a VLF loop in 
the roadway in each lane. This loop transmits a 
unique lane identification code continuously. This 
code is picked up by the vehicle as it passes over 
the loop and is added to the tag information so 
that the lane number becomes part of the data 
transmitted during a normal UHF transaction. 
Thus a UHF antenna on an adjacent lane may 
interrogate the wrong tag, but the identification 
code won't match the lane so that such responses 
will be ignored (2). 
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Since the VLF loop can be driven with fairly high power, reception by the tag is much more likely than reception 
of a VLF tag's much weaker return signal if used in the usual transponder fashion. Furthermore, the data rate 
required to pass a short lane ID number is much lower than that required for the usual toll collection transaction so 
that reception is assured even at high passing speeds. The VLF transaction will not require an impracticably large 

loop antenna in order to provide a large enough window to pass the lane code. 

Representative vehicle access control systems are offered by Amtech, TIRIS, Indala/Motorola, and ISD LTD 

(Australia). 

The general technique of pairing VLF with UHF has been used elsewhere to work around other limitations each 

frequency band presents by itself. 

While VLF has excellent capability to limit radiation and pickup to a very controllable area, it lacks the distance 
capability often required for many applications. It also is prone to noise interference and has limited data rate 

capability due to its low carrier frequency. 

UHF, on the other hand, can operate over hundreds of feet in some cases with very high data rates, but it is also 
much more difficult to control in terms of trying to establish coverage up to but no further than some arbitrary "brick 
wall" due to reflections, multipath nulling, and the far field 20 Log (Distance) nature of VHF and UHF propagation 

loss. 

Chart 1: VHF versus UHF Characteristics 

SPECTRUM CHARACTERISTICS 

Band VLF HF VHF UHF uWAVE 

Data Rate Low Med Med High Very High 

Noise High Med Low Lower Negligible 

"Skip" 

Interference 
None High Tropo None None 

Absorption Low Low Med Med High 

Reflection None Low Med Higher High 

License 

Required 
No Y/N Y/N Y/N No 

Amtech has systems operating up to 2450 MHz for highway, rail, and containerized cargo use. They provide 
both bumper and window mounted versions of their tags for vehicle use. For containerized cargo, Amtech produces 
a dual mode tag offering the better performance of 915 MHz operation in those countries which allow it but also 
providing the more universal 2450 MHz frequency for countries where 915 MHz is not available. They have passive 
(batteryless) versions which achieve interrogation ranges up to 18 feet and battery powered tags usable to 300 feet. 
These longer ranges are at Automatic Vehicle Monitoring (AVM) levels, however, not the much lower Part 15 levels 

(3). 

Texas Instruments also provides a variety of VLF through UHF tags under the general heading of Texas 

Instruments RF Identification Systems or TIRIS(TM). Toll collection versions of these can also be window or 

bumper mounted, depending on the application (4). 
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Indala, another of the early VLF RFID companies, has become part of Motorola and offers systems useful for 
access control as well as industrial control applications (5). 

These systems fall under the general heading of ITS, or Intelligent Transportation Systems which utilize a 
variety of technologies to provide intermodal operation of vehicle transportation whether by car, truck, rail, or ship 
(6). 

Integrated Silicon Design, Limited (ISD, LTD) of Australia provides a variety of RFID products including 
both vehicle and personnel access control as well as anti-theft "tags" for cars. Car theft is a big problem in South 
Africa, for example, where vehicles are stolen then taken across the border into neighboring countries for re-sale. 
Some of the techniques used for these applications were explored in a paper delivered at the Wireless Symposium in 
March of 1966 for those who wish to find out more (7). 

Ticket Collection 

Ski operators have begun to use VLF RFID to provide lift "tickets" which provide hourly, weekly, or seasonal 
access depending on the balance stored in the tag. Theme park operators and transit systems have also used RFID 
as one means of access to rides. RFID, unlike bar codes and magnetic stripe cards, is much harder to "clone" and 
provides "contactless" access. 

While magnetic stripe cards and various contact versions of smart cards can also be used for these applications, 
contactless rf based systems can provide more convenience to someone wearing ski gloves at an access gate and 
reader site where ice may form or snow be blowing around. 

Generally these systems are either VLF or HF and have a read range under one foot. 

An interesting, recent use of RFID for security purposes was in "multimedia" badges used during the Summer 
Olympics. These provided picture, bar code, magnetic stripe, and RF identification to validate identity for athletes, 
coaches, officials, journalists and dignitaries. Another RFID "tag" was used with long distance runners to track 
them as they passed various check points. While the final tally of race times did not use this information exclusively, 
use of the RFID tag helped communicate the progress of individual runners throughout the event. 

The City of Atlanta also used RFID tags from Amtech to monitor check points along the route of the Metropolitan 
Atlanta Rapid Transit Authority (MARTA) to trigger on board announcements of upcoming stations through their 
automatic train announcement system (ATAS). This concept was first experimented with by the Toronto Transit 
Commission (TTC) on subways in 1983 using equipment developed by IDX, Inc. and was also experimented with 
several years later on Boston's Metropolitan Transit System. Atlanta, however, implemented their ATAS system on 
all 240 rail cars to provide announcements in several languages in order to meet the needs of foreign visitors to the 
Olympic games (8). 

Emergency Response Systems (ERS) 

We've all seen the "I've fallen and I can't get up" commercials. While we sometimes joke about it, help alert or 
emergency response systems (ERS) are becoming important to a growing number of Americans as "baby boomers" 
approach an age when they or their parent's continuing independence may depend on just such a system. 

ERS is used both in the home environment such as we see in the commercials, as well as in assisted living 
facilities and retirement communities. In the larger systems, often a means of determining the location of the alarm 
is provided in addition to the identification of the individual requiring assistance. 

The technologies involved include everything from simple, garage door opener style pendant transmitters to 
more sophisticated spread-spectrum systems such as the Code Alert ERS frequency hopping system. Interface to the 
public phone system, a paging system, or local area network is commonly part of such systems. 
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Illustration 3. Code Alert QRS (Quick Response) System: 

Campus security is another common use for ERS. Schools, hospitals, and business campuses are not always as 

safe as we'd like them to be so that ERS provides an extra measure of security and confidence to employees or 
students, especially during hours when security is more difficult to guarantee. Generally the system reports not only 
the number of the alarm device which has been triggered, but also indicates which receiver has received the signal. 
Determining location is a key element in this kind of system in addition to identifying the person seeking assistance. 

An ERS system may also include wireless fire or call box alarms to supplement the personal pendant alarm 

carried by individuals. 

Institutional uses of ERS includes mental facilities, prisons, military bases, or large businesses where guards 
making the rounds need to report in at call boxes and during emergency situations. The transmitters in these 
applications usually provide more than one coded signal so that a guard can use one button for checking on or off his 
shift, another for indicating arrival at a check point, another for non-priority assistance calls and, of course, a 

general alarm button. 

Often this kind of transmitter is worn on a belt clip and has both a pull pin and "person down" feature. A pull 
pin is set up to automatically causes an alarm if someone pulls the transmitter away from the guard thus triggering 
the alarm. The "person down" feature uses a tilt switch to indicate that a guard has been knocked to the ground. 

Pendant style Transmitter 

Illustration 4. ERS System Equipment 

Help Alert 
Man Down Transmitter 
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Some companies supplying equipment in the ERS area include Code Alert (RFT), Innovonics, Visonic, and 
Linear. One major distributor of such equipment is AD! of Syosset, New York (9). 

Home Incarceration 

About 20 years ago, my chief engineer at the time was involved in a consulting job for a group in California who 
were developing a method of "tagging" prisoners. The concept was to attach a secure RF "tag" to a prisoner so that 
they could serve their sentences for minor offenses at home rather than burdening the already overcrowded prison 
system. Since that time, more and more states and local governments have sought to use this approach to reduce the 
economic burden on the taxpayer of adding even more prison space to already expensive corrections systems. Home 
incarceration for non violent offenders is one way to do this while still providing effective deterrents to crime. 

Today these systems haven't changed much in concept, but the materials used for the attachment band are much 
tougher to cut, the interface to the outside world may include a GPS receiver as well as the standard phone connection, 
and, using the GPS location capabilities, the prisoner may also be allowed to travel to a limited number of destinations 
such as a place of employment or community service, government offices, parole offices, and so forth. His movements 
can be tracked all along the way using technologies which weren't readily available in the 1970s. 

Some companies involved in home incarceration equipment production include BI and Pro Tech Monitoring 
(10). 

Keyless Entry 

Time was that the only way to get into your car was to turn a key in a lock. That's a simple enough operation, 
but it becomes more difficult when loaded down with bags of groceries or when ice has frozen the lock shut. And, 
as every repo man knows, it's not that hard to find the right key to open almost any car if you know what you're 
doing. 

Not too many years back high end car makers provided a new option.. keyless entry. The first attempt was to use 
a keypad, but this proved less than practical in the automotive environment. Aside from requiring someone to 
remember a combination, environmental factors like ice, snow, dust, and dirt are not conducive to keeping keypads 
functional when mounted on the outside of vehicles. 

Since then, RF "keyless" entry (RICE) based on technology similar to garage door openers have become a 

standard option for even mid priced cars, vans, and trucks. 

Early units typically used 8 bit codes, but it was found that the enterprising thief could merely transmit all 256 
possible code combinations in about 30 seconds to open your car door. 

Attempts to get around this included delaying the time between allowable retries to 10 or 15 seconds which 
stretches the time required for entry to minutes instead of seconds. This, however, may make the system less 
convenient for the legitimate user whenever he doesn't gain entry upon the first try. It doesn't really provide much 
of a deterrent to a thief, anyway, since he can still keep trying for an extended period of time since he can do so from 
the relative safety of a location up to 100 feet away from your car. 

Raising the number of code bits to 40 bits eliminates the potential for transmitting all possible codes (it would 
take about 6000 years!), but anything being transmitted 50-100 feet to your car can also be intercepted by someone 
using a special receiver, stored, then transmitted back after you leave the area. 

Many methods have been developed to prevent such "cloning". One is to use a repeating sequence of codes 
programmed by the user (or automatically by the system). Rolling codes do not use the same code twice in a row to 

open the car. This helps prevent cloning except by a persistent thief willing to follow you around for several opening 
and closing cycles. 

More secure techniques include reprogramming the key's code each time. Essentially, each time the key is used 
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it is given a new code either through direct contact or through a VLF pickup coil. The code is changed each time the 

owner places the key is in the ignition. Thus the next code which can be used to open the door is both placed into the 
key and remembered by the vehicle's receive decoder. Only that number will open the lock. 

An example of this kind of system is the TI Marcstar rolling or hopping code system which "hops" randomly to 
a new 40-bit code with each use. The system can make more than 1-trillion different code combinations which will 
not be repeated during the entire lifetime of the vehicle. Provision has also been made to track up to 4 different 
validated users so that mom, dad, junior, and sis can all use the vehicle with their own unique code transactions but 

still not repeat any code combination! (11) 

Other companies offering this kind of chip include EXEL and MICROCHIP (12). 

Wanderers 

As the population ages, and life expectancies increase, dementia, Alzheimer's Disease and other problems of 
the very old are becoming much more common at the same time that we are trying to cut back on the cost of long 
term healthcare by reducing nursing home and group home staffing. Just one or two residents who tend to become 
disoriented and wander off can create major problems for such facilities. If the facility is located near a major road, 
in rough terrain, near a lake or swamp, or in an area of bitter cold winters, wandering residents could face serious 
consequences or even death, not to mention that the health care providers would face severe liability in such a 

situation. 

For quite a few years, companies like Code Alert have provided Low Frequency radio frequency transmitters or 
transponders to prevent monitored individuals from getting out of a facility without setting off a warning alarm. 
VLF is usually used to provide a signal which is harder to block than VHF or UHF signals and because VLF doesn't 

have the nulling and reflection range enhancement problems of the higher frequencies. 

If you are picking up a VLF signal, it is very likely that it is less than 10 feet and probably less than 5 feet from 
the antenna picking it up. At the same time, there is little likelihood that there will be a signal "hot spot" located 15 
or 20 feet in front of the door or exit. With VHF or higher frequencies, localization and control of undesired "hot 

spots" is much more difficult even when using diversity techniques. 

Transmitter 

I 

Switch 

C 9120 Receiver —) 

Illustration 5. Code Alert CA9I20 System 

f-- CA9120 Controlle 

4-- CA9120 Receiver 
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Restricting and controlling pickup is important for one other reason. Residents inside of a facility should be 
allowed to have complete freedom of movement. It is only when they go through an open exit door or are close to an 
exit door which is already open that an alarm should sound. At all other times, alarms should not occur. In 
particular, nuisance alarms should not occur when the resident is 15 or 20 feet away from a door when someone else 
opens it to go through! We do not want to create a "boy who cried 'wolf " atmosphere by having too many false 
alarms. 
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Illustration 6. Out of Ranger 

Many wanderer monitoring systems 
actually cause a closed door to 
magnetically lock whenever the monitored 
resident gets close to it. This prevents 
them from opening the door. If a 
monitored individual is 10 feet away from 
the door, however, we would certainly not 
want the door to lock down for staff, 
visitors, or other residents who might want 

to use it. 

There are, of course, NFPA fire safety 
regulations concerning use of magnetic 
locks which require that steady pressure 
applied to the door for more than about 
15 seconds will automatically release it. 
Fortunately, most wanderers will give up 
long before that amount of time making 
the system effective in preventing instead 
of just alarming on wandering incidents. 

Some wanderer monitoring systems 
also provide a UHF "supervision" signal 
which is used as a check to regularly report 
the continuing presence of the individual 
within range of the monitor receiver(s). 
It also reports status of the transmitter such 
as "low battery" and may indicate that the 
band holding the transmitter to the 
individual has been cut or removed. 

Use of the UHF signal allows longer range tracking to help find an individual if they should manage to get out 
of the facility undetected or wander far enough away to become "lost" before staff can respond to an alarm. VHF or 
UHF has the range required to provide several hundred feet (some as much as a half mile) when ground based 
equipment is used but can provide up to a couple of miles using an aircraft. 

Various out-of-range schemes have also been developed to monitor a moderate sized zone to allow an Alzheimer's 
patient freedom of a front or back yard or within a preset distance in a park during an outing yet alarm if the monitor 
signal is lost if the individual wanders outside the coverage area. Tracking equipment can then be used to locate the 
wanderer using directional antennas and full receiver sensitivity. 

Infant and Child Security Systems 

An unfortunate fact of life in the 1990s is that a number of newborn infants have been abducted from hospitals 
over the past ten years. While not yet a common occurrence, many hospitals have taken proactive steps to ensure 

that it doesn't happen in their facility. 
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At one hospital I visited last year, over 80 nurses were used to fill 8-12 full and part time positions per shift in 

the maternity ward. This facility had as many as 25 babies on any given day and the typical hospital stay was less 
than 20 hours, let alone the 48 hours recently debated in Congress! May I suggest that keeping track of infants 

under these circumstances can be difficult? 

There have been a number of methods applied to keep track of infants electronically. Some systems transmit a 
UHF signal which is totally supervised. If the signal is not picked up for a predetermined period of some number of 

seconds, it is presumed to be "missing" and an alarm will sound. 

If the band of any infant transmitter is cut or removed, the transmitted signal comes on immediately at full 
strength and changes its transmitted code to indicate a "cut band alert". If the unit's battery becomes weak, a data 
flag is set in the normal data transmission to indicate that the battery is near the end of its life. 

While this kind of system is "fail safe", that is, any fault will cause an alarm, it also can be subject to a great deal 

of "false" alarming. 

As discussed earlier, no "brick wall" exists where inside the ward the signal is always heard but outside the 
ward the signal is lost completely. Determining that an infant is about to be taken out an exit will also be difficult to 

determine until after the fact. 

Even within the desired coverage area there will be nulls and signal blockage, which inside of buildings can be 
20 to 40 dB deep.. very hard to overcome using Part 15 power levels, especially while trying to establish reliable 

coverage only up to a theoretical "brick wall". 

At RF Technologies we opted to take a different approach which integrates what we feel to be the best 

characteristics of both VLF and UHF systems. Our Infant and Child Security System (ICSS) uses a standard VLF 
wander monitoring transmitter to cover exit alarm functions but provides a wide area U'HF transmission if the 

attachment band is cut or removed. 

Illustration 7. Code Alert ICSS Diagram 

The UHF signal is received by a multiple diversity arrangement of many receivers so that an abductor cutting 
the band while trying the block the signal will have a difficult time doing so. The receivers form sort of a reverse 
cellular system with many intentionally overlapping "cells" to provide the ultimate in diversity reception. 

There is, of course, no perfect security system, but ICSS provides one more level of protection to aid in the 

multiple level security approach demanded by today's world. An ICSS installation should never take the place of 
staff vigilance, but it can provide a valuable addition to efforts to improve security. 
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Theft Protection 

We've all see the theft prevention systems in our local malls and retail stores. A variety of techniques have been 
used to detect items leaving a store without benefit of purchase. Some of these systems use magnetism. Others use 
a printed coil and paper capacitor which resonates when passing through the alarm portal thus setting off the alarm. 
If the item has been purchased, however, sufficient voltage is applied to the "capacitor" to blow it apart which makes 

the tuned circuit non resonant. 

Still other systems look for the harmonic or "backscatter modulation" generated or enhanced by a passive "tag" 

when it passes between the system's antennas. 

All of these systems are, in effect, "one bit" systems. The signal, harmonic, resonance, magnetic flux change, 
or whatever detection scheme being used is either present or absent. 

Simple systems of this kind are only about 90-95% effective in detecting theft but the tags are also very inexpensive. 
Given the relative low cost and the reusability of many of these tags, these system are quite adequate to reduce losses 
to the retailer. These systems also have a deterrent effect on all but the most persistent shoplifters. 

Illustration 8. Store Theft 

Another area of growing concern is the theft of high tech equipment from businesses. A common target is the 
laptop computer. Some businesses are using RFID tags to not only indicate whenever a laptop passes out of the 
plant, but which specific laptop. In combination with security check points, cameras, and other techniques, RF1D 
used in this way can provide a level of protection and detection not provided by simpler, "one bit" systems. 

Personnel Monitoring 

Personnel monitoring involves tracking individuals coming into or leaving a workplace. This may be donc for 

accounting reasons or to provide monitoring of personnel entering secured or hazardous areas. 
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Typically this is done using a magnetic card reader but some companies are changing to various forms of RFID. 

For one thing, RFD) cards are more difficult to counterfeit than magnetic cards, but a more important consideration 
is that many RFID cards can be read at a distance of several feet and do not require contact with the reader. Even if 
two people use one card to get in a door, both can be identified using RFID (assuming both have cards, of course.) 
This might become critical in a nuclear power plant after an emergency incident to make sure that everyone actually 

inside the critical area has been evacuated 

Some companies have even provided systems which replace the need for a receptionist in businesses which 
really don't have enough walk in business to warrant hiring one. Anyone who enters the lobby who is not wearing 
the appropriate "tag" will trigger a normal infrared or other kind of detector so that their presence can be indicated 

to staff inside the plant. 

Company employees, on the other hand, merely need to pass through the outer door, have their "tag" read, then 
proceed through the inner door. This is particularly useful when employees are carrying equipment or packages 
making use of a magnetic card reader, keypad, or other traditional entry device inconvenient. 

An example of receptionless building access is the 13.57 MHz system offered by ISD of Australia. It uses 11F 
RFID technology using a name tag sized transponder which responds up to 1 meter ( 3 feet ) from the reader. This 

provides hands free access to the building or secured area. 

Illustration 9. ISD Building Access System 

Pet Identification 

Another potentially large use for RFID security tags is to identify pets. In most cases the animal has a sub-
dermal implant made of a VLF transponder. While the reading distance of the transponder is only a few inches, 
most animals like cats and dogs are easily identified since getting close to them is not generally an issue. 

One unique application of RFID was to use the "tag" to allow only one's own pet to open a pet door by allowing 

the door to open only when the pet's tag was present. 

AIM, the Automatic Identification Manufacturers (13), has established an RFID specification for small animals. 

Some manufacturers in small animal I.D. include AVID, Destron, and Info Pet ( 14). 
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Summary: 

RF1D has been applied to widely varying kinds of security applications from simple to complex. Each application 
has its own special requirements and no "universal" solution exists. Both VLF and UHF techniques have been 
applied to these applications as well as VLF/UHF, RF/Infrared, and other combinations of complementary technologies. 

Notes: 
(1) RFID: Spectrum, Applications, and Techniques, J. Eagleson, Proceedings of 4" Annual Wireless Symposium, 

Santa Clara, February 1996, pp. 310-327 ) 

(2) Patent #5,351,052, Transponder Systems for Automatic Identification Purposes, L. D'Hont, A. Tip, and H. Meier, 

Texas Instruments, Dallas, TX 

(3) Amtech, 17304 Preston Road, Dallas, TX, 1-800-923-4824 (www.asctmd.com) 

(4) Texas Instruments, xxx, Dallas ? TX (www.ti.com/mc/docs/tiris/docs/index.htm) 

(5) 

(6) 

(7) 

(8) 

(9) 

Motorola/Indala, 3041 Orchard Parkway, San Jose, CA 95131 408/369-4625 (www.mot.com) 

"Intelligent Transportation Hits the Road", Electronic Design, Oct 14, 1996, pp. 91-102) 

Michael Loukine, "Integral Backscattering Transponders for Low Cost RFID Applications", Proceedings of 
Wireless Symposium, Santa Clara, February 1996 pp. 328-336) 

ADC Goes for the Gold", Paul Quinn, ID Systems, August 1996, pp. 32-38) 

RF Technologies ( Code Alert), 3125 N 125' Street, Brookfield, WI 53005, 1-800-669-9946 

(www.execpc.comf—rftech) 

Visonic, Linear, and Innovonics equipment is listed in the ADI catalog, 180 Michael Drive, 

Syosset, NY, 11791, 1-800-441-4130 (www.adilink.com) 
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(10) BI, Inc., Boulder, CO Fax 303/530-5349, Voice 1-800-241-2911, Pro Tech Monitoring, 1211 N Westshore 

Blvd., Tampa, FL 813/286-1038 (http://www.ptm.com) 

(11) www.ti.com TRC1300 and TRC1315, TRF1400 

(12) Exel, Inc., 2150 Commerce Dr., San Jose, CA 95161, 408/432-0500 (www.exel.com) 

Microchip, 2355 West Chandler Blvd., Chandler, AZ, 602/786-7200 (www.microchip.com) 

(13) AIM USA, 634 Alpha Drive, Pittsburg, PA, 412/963-8588 (www. 

(14)Avid, 3179 HammerAve., Norco, CA 91760 1-800-339-2843 Destron, Electronic ID, Inc., 131 East 

ExchangeAve., Suite 116, Ft. Worth, TX, 1-800-842-8725, (www.dfw.nett—tqgklectonicid) 

InfoPet, 415 W. Traveler's Trail, Burnsville, Mn 55337, 1-800463-6738 

Some Internet Web sites about RFID: 

http://www.execpc.com/—rftech 

http://rapidttp.com/rfid/ 

http://www.microcomcorp.com/rfid.html 

http://www.com.au/intag/index.hunl 

http://ilab.com/prosp43.htm 

http://www.hotsites.net/allflexusa/earvsimp.html 

http://www.psmfc.org/pittag/animlid.htm 

http://www.id-tech.coin/freebie.htm 

http://www.eleceng.adelaide.edu.au/Personal/dhaWisd.htm 

http://www.datalogic.com/index.htm 

http://www.datachip.com/overview.html 

hup://info.pix.za:80/0/business/rfid/supertag.html 

http://balogh-group.com/ 

http://www.flexnet.com/GTL/sirit.htm 

http://www.ptm.com 

http://www.versanet.com/infonet/index.html 

http://www.futureone.com/microchip/pressrel/keeprin. 

http://village.ios.com/—mkolb/avi.html 

http://dot.ca.gov/hq/traffops/elecsys/title21 

http://www.aiag.org 
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ABSTRACT. Wireless Vehicle 
Identification (WVI) offers an alternative 
to traditional toll-collection options. An 
early warning system (EWS) identifies 
and preprocesses all approaching 

vehicles, allowing them to pass through a 
toll lane without stopping. As vehicles 
approach a toll plaza, all vehicle-based 
transponder units wake up, execute a 
listen—transmit anticollision algorithm, 
and communicate their identification 

number to the EWS. Each patron's 
eligibility status is determined and 
communicated back to the appropriate 
transponder, allowing sufficient time for 
drivers to make any necessary lane 
changes. As vehicles pass an in- lane 
reader, the appropriate toll is charged to 
the driver's account. 

1. Introduction 

The $480 billion global telecommunications 
market is estimated to grow to $ 1.2 trillion over the 
next 4 years, with 70-80% of that growth coming 
from the enhanced services segment, largely 
composed of wireless services [ 8]. Highway toll-

collection systems are just one of the enhanced 

services areas actively being explored for the uses 
of wireless communications. 

Traditional toll-collection systems are 
dependent on humans and thus are subject to 
human error. Further, existing systems require 
each vehicle to come to a complete stop to pay 
the toll. These mandatory stops often result in a 
significant bottleneck at toll plazas. The processes 
of making change and issuing receipts only 
worsen the problem. 

Several states have recognized the potential 
benefits of applied wireless technology and 
implemented automated toll-collection systems on 
major roadways. Several of these systems are 
based on designs that allow only a single 
opportunity to detect and charge the driver; this 
usually occurs as the vehicle passes by an in- lane 
detector. Other systems have maximum speeds 
as low as 10 mph, and minimum speeds as low as 
0 mph (i.e., a complete stop). The authors 
personally experienced multiple vehicle detection 
failures with one of the existing systems, while 
obeying posted speed limits. Such systems may 
be failing to collect thousands of dollars per year in 
tolls. 

The next generation of wireless identification 
systems will most likely use early detection 
methods to provide ample time for vehicle 
identification and toll assessment. 
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2. System Overview 

The Wireless Vehicle Identification (WVI) 
system was developed to provide a highly 
accurate, secure, and automated alternative to 
traditional toll-collection options. The system was 
designed to detect and charge vehicles that pass 
through plaza toll lanes at speeds of up to 100 
mph. 

WVI includes an Early Warning System (EWS) 
that determines each patron's eligibility status as 
the vehicle approaches within 1000 ft of a toll 
plaza. The status is relayed to the patron so that 
any necessary lane changes may be made before 
passing through the toll lane. 

The WVI system charges an appropriate toll 
based on the vehicle class. A monthly statement 
detailing all account activity is mailed to WVI 
patrons. 

Net throughput depends on peak data rate and 
latencies attributed to medium access control 
(MAC) scheme, retransmission due to data packet 
collisions, and other data packet efficiencies. 
Moreover, net throughput and peak rates are 
meaningless unless the physical layer is reliable 
and robust to noise [ 1]. 

3. System Components 

The WVI system comprises the EWS, vehicle-
based transponders, and one in- lane reader for 

each lane of traffic. 
The EWS is made up of a 9-dB directional gain, 

corner reflector, extended range 900-960-MHz 
dipole antenna, with a 25-dB front-to-back ratio to 
reduce interference, and a land-based computer 
with custom software and hardware. 

The transponder, located in the vehicle, is a 
battery-operated RF transceiver, with audio and 
visual status indicators and additional circuitry. 

The in- lane reader consists of a short-range, 
900-926-MHz dipole antenna, an AC-powered 
Superhethrodyne FM receiver, an FM 915 MHz 
transmitter, and additional circuitry. 

4. System Operation 

The early warning system antenna sends an 
ENQuiry command to all transponders in the area. 
As vehicles enter zone 1, which is normally 1000 ft 
before the toll plaza, but can be any reasonable 
distance of similar magnitude ( Fig. 1), each 
transponder in the zone wakes up and processes 
the test signal. If the EWS antenna is determined 
to be the source of the signal, then both the EWS 
antenna and the transponder communicate by 
way of a custom-designed listen—transmit 
algorithm (LTA) [9]. 

After performing a check of the account 
information, the land-based computer (part of 
EWS) determines whether each patron is eligible 
to continue through to the express lane(s). The 
appropriate status is communicated back to each 
transponder, allowing sufficient time for patrons to 
make any necessary lane changes. The vehicle 
identification numbers (VID) and account status 
are simultaneously sent to all in-lane readers; thus 
the system knows the identity of, and is ready to 
process, all approaching vehicles. As vehicles 
pass a reader, the appropriate toll is charged to the 

patron's account. 

5. System Design 

5.1. Transponder. The vehicle-based 
transponder is a small, battery-operated unit that is 
composed of a 915-MHz transceiver, a digital 

microprocessor with nonvolatile RAM, and a 
power-management circuit. 

5.1.1. Sleep Mode. To conserve battery power, 
the unit operates in a sleep mode and remains 
there until energy is detected in the 906-926 MHz 
range. Upon sensing the energy, the unit will 
wake up and execute a self-test to verify that the 
receiver, transmitter, and memory are operational. 
If the input data contain a valid EWS trigger signal 
the unit will establish communication with the toll 
plaza EWS antenna and the unit will emit three 
beeps to inform the patron that it is awake and 
functional. If the transponder fails its self-test, the 
patron is warned not to use the automated toll lane 
because of an error condition. 
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Fig. 1. Schematic diagram of toll plaza with one traditional lane and one 
express lane. Note that the express lane does not require a barrier. The 
computer is shown in a room to the right, but may be virtually anywhere. (This 
diagram is not to scale) 

5.1.2. Receiver. A dual conversion, wideband 
FM (WBFM) receiver is implemented having 
frequency agility when controlled by a dual PLL 
synthesizer. A custom-built printed circuit board 

(PCB) that uses "off-the-shelf" communication 
surface-mount components. It comprises a PCB 
trace antenna, two RF filters, a low-noise amplifier 
(LNA), a two-stage mixer, and a local oscillator (LO) 
as shown in Fig. 2. 

The received signal is captured by the antenna 
and fed through a RF ceramic bandpass 

preselector filter centered at 915 MHz. The signal 
is amplified by a low- noise amplifier (MC13144 
LNA) [2] and passed through a second RF ceramic 

filter. The signal is fed into a single IC (MC13142) 
[3] that consists of a second LNA, a down-

converter, and a voltage-controlled oscillator 

(VCO). A 1.1 GHz dual PLL synthesizer 
(MC145220) [4] controls the receiver first LO. 

The output of the front-end section, described 
above, is sent to an 49.83 MHz IF fitter ( not shown 
in Fig. 2) and an IF subsystem (MC13158) [5] that 
consists of a second down-converter, IF and 
limiting amplifiers, wideband FM quadrature 
detector, and data slicer. Greater than 50dB 
second image rejection is provided by the receiver 
back-end section. Frequency tripling the 13.043 
MHz reference crystal oscillator provides the IF 
subsystem LO (receiver second LO); this 
eliminates the need for a second crystal source. 
The dual synthesizer is used to control both the 

first converter VCO and the transmitter 

oscillator/exciter (see section 5.1.3). The dual 
synthesizer is fully programmable via three digital 
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Fig. 2. Component block diagram of the three elements of the transponder unit 

outputs from the microprocessor. A data slicer ( not 
shown) converts the analog output into a TTL 
waveform ready to be fed into the 
encoder/decoder software module. This design is 
used to achieve —90 dBm at 110 kbps with a very 
low error rate. Higher data rates of 300kbps are 
achievable but cost is significantly higher. 

5.1.3. Transmitter. The transmitter converts the 
vehicle identification number into an FM signal. To 
limit transmission bandwidth, a baseband data 
stream signal is routed from the microprocessor 
through a raised cosine-rolloff premodulation filter. 
The output of the finer is then fed into a 
VCO/exciter (MC13142) [4] where is modulated 
unto the 915 MHz carrier. The wideband FM signal 
is filtered by a 915 MHz RF ceramic bandpass filter 
and radiated by the PCB trace antenna. 

The radiated power and harmonic content of 
the signal meet the criteria specified by the FCC in 
the Code of Federal Regulations (CFR), Title 47, 
Part 15 [6]. This system is designed for half duplex 
operation; both the transmitter and receiver are at 
915 MHz and have their own trace antennas. Both 
transmitter and receiver are shut off 

independently. 
5.1.4. Baseband. The baseband unit consists 

of an RISC processor with external nonvolatile 
RAM and rolling code encryptor/decryptor 
(XL107) [ 7]. The baseband is designed as a state 
machine for throughput and cost effectiveness. 
The baseband microprocessor performs the 
Manchester encoding and decoding and the serial 
communication with the EWS computer. The 

processor communicates with the EWS computer 
by using two additional digital I/O pins to transmit 
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and receive data. Nonvolatile RAM stores the 
rolling password and vehicle identification 
number. 

5.2. Early Warning System. 

5.2.1. Receiver and Transmitter. The EWS 
receiver and transmitter circuits are similar to those 
shown in Fig. 2 . The main difference is that the 
EWS uses a directional gain, comer reflector, 900 
MHz dipole antenna instead of a PCB trace 
antenna 
5.2.3. Baseband. The baseband unit consists of 
an 8 bit microprocessor, memory buffer, and a 
high speed serial port capable of transmitting up to 
300kbs. The microprocessor communicates data 
from the computer to the transponders and from 
the transponders to the computer. 

5.2.3. Operation. EWS initiates communication 

with all transponders within 1000 ft of the toll plaza 
by sending the ENQuiry wake-up signal. The 
wake-up signal is a 915 MHz signal with a 
modulated 128- bit code, which includes timing 
frames, synchronized pulses, encrypted data, and 
a noncryptic checksum that is emitted from the 
EWS antenna every 15.6 ms. The test signal is 
received and processed by the transponder to 
verify that the first 16 bits form a frame and 
synchronized pattern and that the checksum byte 
is correct. Upon successful recognition, each 
transponder and the EWS execute a custom 
anticollision listen—talk algorithm. The LTA allows 
only one transponder at time to successfully 
communicate its VID to EWS, after which time it 
waits for an eligibility response. 

Four possible communication scenarios exist after 
successful transponder recognition of EWS test 
signal: 

1. A. Transponder able to respond via LTA 
(successful VID transmission to EWS) 
B. Eligibility status relayed 
C. Unit dormant 

2. A. Transponder able to respond via LTA 
(successful VID transmission to EWS) 
B. No eligibility status relayed within 0.5 s. 
C. Transmission failure 
D. Re-execute LTA 

3. A. Transponder not able to respond via LTA 
(EWS accepted transmission from another 
transponder or general communication failure) 

B. Re-execute LTA 

4. A. Eligibility status not received within 3.5 
seconds. 
B. Error condition signaled at transponder 

5.3. In-Lane Reader. The receiver, 

transmitter, and baseband of the in-lane reader 
(ILR) are similar to those of the EWS. The ILR uses 
a short-range, directional, 45 degree antenna. 
The baseband unit utilizes an 8 bit microprocessor 
that is linked with the computer via a serial data 
connection and a circular memory buffer to store 
vehicle information. 

The ILR receives vehicle identification data (VID 
and eligibility status) from the computer and stores 
it in its circular memory buffer. As cars pass 
through the express toll lane, the ILR reader is 
triggered by a light-beam interruption or by a 
weight detecting treadle. 

The short range antenna independently reads 
the transponder's VID number, by sending an 
ENQuiry command, and compares it against the 
stored vehicle information. If the VID was deemed 
eligible by the EWS, a "charge" event is recorded 
in the local memory along with a date/time stamp. If 
the VID was not eligible to use the express lane, 
the ILR signals the violation enforcement system 
(see section 7) and records a"violation" event in 
the local memory along with a date/time stamp. 

The circular memory buffer is continuously read 
by the main computer to charge the appropriate 
toll fees to patron accounts. The circular memory 
buffer is managed memory. The data residing in 
memory are always made contiguous, and data is 
deleted and added under strict rules. 

6. Supporting Data 

The EWS was designed based on the following 
assumptions: 100 mph maximum vehicle speeds, 
vehicle detection begins 1000 ft before the toll 
plaza, two-lane highway (each way) with one 
traditional toll lane and one express lane, 300 kbs 
data transfer rates. 

Ina 5 second period the VVVI system is able to 
accurately process 25 vehicles within 1000 feet of 
the toll plaza while passing through the toll plaza at 
up to100 mph ( 147.67 ft/sec). 

(100 mi/hr) x (5280 ft/m) x (hr/3600 s) 
= 146.67 ft/s ( 1) 
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The EWS sends out 30 ENQuiry commands 
per second. Each vehicle (transponder) has 7.8 
ms in which to respond after "waking- up" from 

ENQuiry command. 
In the worst case scenario with no collisions, the 

LTA requires 1.6 ms to execute (from initial 
ENQuiry command to the time EWS receives VID). 

(vehicle/7.8ms) x (1.6ms/ENQuiry) = 
4 vehicles/ENQuiry command (2) 

(4 vehicles/ENQuiry) x (30 ENQuiry/s) = 
120 vehicles/s (3) 

The WVI system has the ability to process 600 

vehicles in 5 seconds. 

(5 s)(120 vehicles/s) = 600 vehicles (4) 

This allows for an average of 24 failed 
communication attempts per vehicle to establish 
an eligibility status within 5 seconds for 25 
vehicles at the worst-case communication rates. 

In 5 seconds the vehicle has traveled 733.3 ft 
and complete communication has occurred within 
this distance, and the toll lane computers are 
ready to receive the fast-paced vehicle. There is 
no required stopping or slowing of vehicles. 

The toll lane computer contains the 
approaching vehicle data in its memory. This 
allows for microsecond access while the vehicle 
travels through the lane and the account is 
charged. The necessary response time of the 
computer is 81.8 ms, which allows the computer 

10 retries within the 12 ft ILR zone. 

(12 ft read zone) / ( 147.67 ft/s) = 0.0818 s (5) 

With one express lane and one EWS, the 
expected throughput is 18000 vehicles/hr, which 
would all but eliminate toll plaza bottlenecks due to 
toll collection. 

(25 cars /5 s) x (3600 s/hr) = 18,000 vehicles/hr 
(6) 

The other important advantage of the early 
warning feature is the feedback of account status 
to the patron. The patron can change lanes early, 
without danger of collision. 

7. Violation Enforcement System 

Each express lane will be equipped with a 
violation enforcement system (VES) comprising 
an in-lane camera and a VES computer linked to 
the land-based main computer. In this way, 
violators will be identified and penalized 
accordingly. This offers the opportunity to recoup 
financial losses presently unrecoverable in most 

instances. 

8. Future Work and Applications 

The transponder of the future may also have 
multichannel capability in case of noise or heavy 
traffic at the selected frequency. This technology 
has myriad applications: 
1. Controlled parking facilities. Here, the system 

automatically detects the vehicle, authorizes 
or does not authorize the vehicle to proceed, 
and keeps a log of the entries and exits. This 

is well suited to schools, hospitals, 
courthouses, federal buildings, etc. 

2. Current smart-card facilities can also benefit: 
WVI adds the security advantage of not having 
to lower the window or come to a complete 
stop. Again, a log of entries and exits may be 

kept. 
3. This system can be used to check vehicles in 

and out of a secured facility. For example, mail 
trucks can be logged in and out. This way, 
missing, late, or stolen vehicles can be 

detected and tracked automatically. 
4. Rental car agencies could also benefit. WVI 

could be used to keep an up-to-date 

inventory. 
5. Land-based as well as water-based traffic could 

utilize this technology. The water-based 
applications mirror those on land (marina 

security, etc.). 
6. Finally, this technology can be applied to home 

security. It can be used to disarm the home 
security system, automatically alerting the user 
of a break in or emergency and thereby 
avoiding surprise attacks. In this way the 

vehicle can be used as a safety shield. 
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9. Conclusions 

In this paper, a state of the ad vehicle 
identification system has been described. By 
utilizing the technology of today, this system can 
be used to modernize current toll-collection 
systems, maximizing potential and minimizing 
current problems. 
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High Accuracy Radar Angle Sensor 
With Passive Nonlinear Transponder 

Mikhail Cherniakov, Peter Pong 
The University of Queensland, Brisbane Qld 4072 Australia 

Michael Loukine 
Integrated Silicon Design Pty Ltd Adelaide SA 5000 Australia 

This article considers theoretical and practical aspects of a high accuracy, as well as a reliable 

radar angle sensors, which was designed for the industrial mining applications 

In spite of the fact that mining is one of the most profitable resource exploration industry, the 
level of automation is still much less commonly used compare with manufacturing industry. 

This problem is an object of many R&D projects. One of the typical task here is to design 
sensors of angle displacement that obtain high accuracy ( fraction of a meter) when the 

operational distance can reach 100 m and more under the strong environmental conditions: 
dusty, dirty, humidity and so on. Most attractive for such applications are radar equipment. 
One of the serious restriction on the radar implementation is the target noise as the geometrical 

size of targets. In mining industry typically ( trucks, draglines, flat wagon and so on) this size 

much bigger then requirement accuracy. In order to solve this problem, a radar transponders 

are recommend to place on these targets. 

In the paper will be introduced some results in the design and field test of radar sensor for 
dragline's bucket ( the bucket size is about 4x4x8 m) azimuth angle measurement!' The 
requirement linear accuracy is about 0.5 m (standard deviation) at the distance 100 m from the 

target. In general this technique can also be extended to other applications. 

This sensor has a two channels receiver and spatially separated antennas. The phases of the 
signals are compared by the detector and after analog to digital conversion processed in the 

computer. The phase different will curry information regarding to the time delay of the signal 
propagation between target and the receivers centre axis. It can be recalculated for the bucket 
displacement relative to the axis. On the dragline bucket a transponder is used and it is merely 
functioning as a nonlinear frequency doubler This transponder contain 6 dBi gain patch cross 
polarized transmitter and receiver antennas, input and output filters and zero bias diode The 
operational frequencies are ISM 902 MHz-928 MHz for the transmitter and relevant second 
harmonic for the receiver. This type of transponder will work effectively with input power 
between - 10 dBm to - 15 dBm, that satisfy requirement distance with 1 W average power 

transmitter. 

This system architecture is tolerance to the target noise, and provide a fraction of meter linear 

accuracy at the distance 100 m. Some results of the field test for the working prototype, 
problems and future directions of the work will be described in the paper. 
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Advanced RF Solutions for Automotive RKE Systems 

Gordon Wilson, GEC Plessey Semiconductors, Cheney Manor Industrial Estate, 
Swindon, Wiltshire, United Kingdom SN2 2QW. 

Dale Wilson, GEC Plessey Semiconductors, Two Dedham Place, Dedham, MA 02026. 

Abstract 

This paper will address the advantages of Radio Frequency [RF] over Infra-Red in 
Remote Keyless Entry [RICE] systems. It will also address the various regulatory 
requirements worldwide and how they affect RF designs / solutions. A description of 
several RF solutions, including application highlights, will be presented as well. 

RF vs. IR 

The trend away from Infra-red (IR) systems, which dominated RICE in the 1980s, 
towards RF systems continues with a pace. The advantages of the low price and 
simplicity which IR systems can offer is no longer enough to satisfy the demands of 
OEM automotive manufacturers and their aftermarket Car Alarm / RICE counterparts. 

RF systems offer the following advantages: 

....do not require line-of-sight operation 

....not blocked by fog, snow, dirt or fluorescent lighting 

....multi-mode operation (trunk, remote start alarm, immobiliser, etc.) 

....increased security and complexity of encryption software 

....extended range of operation 

Regional Specification Issues 

The local regulatory authorities in each country issue specifications which set the RF 
performance of RKE systems that are intended for use in these countries. Although 
there is great similarity in these specifications, there are some particular regional 
differences that need to be fully understood in order to service these markets. For 

example, some countries have specific frequency allocations for periodic telemetry type 
communications only, and continuous transmission must be performed at a separate 
frequency. Discussions on these points will be included in the paper. 

Solutions Using Integrated RF Receivers and Transmitters 

The paper will also address the various design options / trade-offs and will provide 
valuable application solutions / suggestions. 
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Embedded Antennas — Promises, Pitfalls, and Precautions 

David L. Thomas 

CellNet Data Systems, 125 Shoreway Road, San Carlos, California 94070 

Abstract--Wireless applications often 
require the antenna to be embedded 
into a metallic assembly that is not 
necessarily ideal for good antenna 
performance. With careful design, 
multi-step prototyping, and accurate 
measurements, one can tailor the 
antenna to the application and achieve 
the desired performance. The pro-
cedure for embedded antenna develop-
ment, some examples, and pitfalls to 
avoid are presented. 

1.0 INTRODUCTION 

The dream of any antenna designer is 
to have plenty of space to fit an appropriate 
antenna into an application, with a completely 
unobstructed view from the antenna to the 
outside world. Unfortunately this ideal often 
is not the case. In many wireless applications 
the antenna must be hidden from view for 
aesthetic reasons, or located directly on the 
printed circuit board (PCB) for cost and 
manufacturability considerations. As a result 
the antenna may be smaller than optimum, a 
different shape than the "classical" antenna 
design, and surrounded by materials and 
circuit components that greatly influence its 
performance. Implementation of such 
"embedded" antennas require custom design 
with great attention to detail, along with 
accurate performance verification measure-
ments. While there are no hard and fast rules 
for embedded antenna design, this article 
describes some general guidelines, techniques, 
precautions, and design examples for em-
bedded antenna applications. 

2.0 OVERVIEW OF EMBEDDED 
ANTENNAS 

2.1 Definitions 

Before describing some typical types 
of antennas for embedded applications, a brief 
review of antenna related definitions is in 
order. Following are terms that are important 
for an antenna designer to understand: 

• Antenna: a device that transfers electro-
magnetic energy between a transmission 
line and free space. An antenna couples 
RF energy into or out of the electro-
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magnetic field in the vicinity of the 
antenna, and thus is affected by nearby 
objects that absorb or reflect RF energy. 

• Radiation pattern: a plot of the amplitude 
versus angle of a transmitted or received 
signal relative to that of a reference 
antenna, for a fixed frequency and 
polarization. Antenna patterns are usually 
plotted in dB relative to an isotropic source 
(dBi) or a dipole (dBd), where 0 dBd is 
equal to 2.2 dBi. Since most antennas are 
reciprocal devices, the pattern for receiving 
is the same as that for transmitting. Fig. 1 
shows an example. 

Directivity = 10 dBi 

Gain = 7 dBi 

Fig. 1 Antenna Radiation Patterns 
Illustrating the Definition of Efficiency 

Efficiency = -3 dB 

• Directivity: the ratio of the radiation 
intensity (watts/unit solid angle) to the 
average radiated power, in the direction 
where the radiation intensity is maximum. 
Directivity is a measure of the ability of the 
antenna to concentrate power in one 
direction. Directivity may be expressed as 
a ratio or in decibels. The peak of the 
antenna directivity pattern in Fig. 1 is the 
directivity. 

• Gain: same as directivity except total input 
power is used instead of average radiated 
power. Gain is directivity with ohmic 
losses and reflection losses in the antenna 
included. The peak of the antenna gain 
pattern in Fig. 1 is the gain. 

• Efficiency: the difference between gain 
and directivity, representing the absorptive 
and reflective losses in the antenna. For 
example, an antenna with a gain of 7 dBi 

and a directivity of 10 dBi has an 
efficiency of -3 dB, or 50%, as illustrated 
in Fig. 1. 

• Half-power beamwidth (HPBW): the 
angular width between the points on an 
antenna pattern that are 3 dB down from 
the peak, representing a power ratio of 
one-half. The half-power beamwidth is 
illustrated in Fig. 2. 

Half-power 
Beamwidth 

Fig. 2 Definition of Half-power 
Beamwidth 

-43 dB 

• Polarization: orientation of the electric 
field of an antenna or electromagnetic 
wave. Antennas must have matched 
polarizations for maximum power transfer. 

• Voltage standing wave ratio (VSWR): 
ratio of peaks to nulls of the standing wave 
produced by reflection from a discontinuity 
in a transmission line. VSWR is a 
measure of the power reflected back into 
the output circuit for a transmit antenna, or 
back into space for a receive antenna. 

• Bandwidth: frequency range over which a 
chosen parameter, such as VSWR, meets 
specification. 

2.2 What makes an antenna radiate? 

Also important for embedded antenna 
design is an understanding of the principle of 
antenna radiation. When an antenna is 
embedded into an assembly, there may be no 
clear cut definition of where the RF circuitry 
ends and the antenna begins. Care must be 
taken to assure that the antenna and not the 
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circuitry is the prime source of radiation or 
reception. 

An antenna will radiate (or receive) 
electromagnetic energy when it provides either 
a separation of charge or a current loop, as 
illustrated in Fig. 3, and its impedance is 
matched to the circuit. Parts of the circuitry or 
assembly to which the antenna is attached may 
radiate or receive unwanted energy if they also 
form separations of charge or current loops. 

• Transmission line vs radiator 

— Separation of charge 
j 

   E 

TRANSMISSION LINE 

— Current loop 

RADIATOR 

j j 

     E 

j j 

TRANSMISSION LINE RADIATOR 

.. 

... 

Fig. 3 Principle of Antenna Radiation 

2.3 Typical antenna types for 
embedded applications 

Embedded antennas for wireless 
applications usually must be small and operate 
at a single frequency or over a narrow 
frequency range. Typical small narrowband 
antennas types are monopoles, dipoles, loops, 
and patches, as illustrated in Fig. 4. The 
inverted-L, inverted-F, and planar inverted-F 
antennas are simply reduced height versions of 
the quarter-wave monopole. Monopole and 
dipole type antennas radiate because they 
provide a separation of charge, while the loop 
antenna forms a current loop. The patch 
antenna forms a separation of charge across 
the slot between the radiating element and the 
ground plane. Implementation of an embedded 
inverted-L antenna in an electric utility meter is 
shown in Fig. 5. 

• Monopoles 

— Quarter wave monopole 

— Inverted-L 

— Inverted-F 

— Planar inverted-F 

• Dipole 

— Half-wave dipole 

— Balun ( lance to un-
balance) transformer 

• Loops 

II 
Single Turn 

„dall1111111111I 

mi 
Multi-Turn 

Plate Ferrite Core 

• Microstrip patch antenna 

RADIATING 
ELEMENT 

XJ2 —0.1 

GROUND 
PLANE 

COAXIAL 
CABLE 

DRUECTRIC 
SUBSTRATE 
OR SPACER 

Fig. 4 Typical Antenna Types for Embedded 
Applications 
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1 

Fig. 5 Inverted-L Antenna (Arrow) Embedded 
in an Electric Utility Meter 

2.4 Requirements for embedded 
antennas 

All antennas have basic requirements 
that dictate antenna type, size, and shape, 
while embedded antennas may also have 
stringent physical constraints. The designer 
must assure that the antenna impedance is 
matched to the circuitry for maximum power 
transfer, usually stated as a VSWR spec-
ification. The frequency bandwidth may be 
expressed as a percentage about the center 
frequency, and must include a margin for 
variations in manufacturing. The peak gain 
and HPBW must provide sufficient link 
margin and angular coverage, while the 
polarization must be such that maximum 
energy is transferred to or from the antenna at 
the other end of the link. And the limits on 
size, location within the assembly, and 
manufacturing cost must be met. 

As an example of typical requirements 
for an embedded antenna application, an 
endpoint device for a wireless LAN microcell 
may require an antenna matched to 50 ohms 
with under 2:1 VSWR, over a frequency 
bandwidth of 3%, with good efficiency such 
that gain is optimized over a broad coverage 
angle ( i.e., low directivity since the direction 

to the base station is unknown), with 
predominantly vertical polarization. The 
antenna must be small, soldered directly on the 
PCB to reduce cost, and is surrounded by 
metal structures that may reflect, resonate, or 
absorb at the LAN frequency. 

3.0 ANTENNA DESIGN 
PROCEDURE 

Antenna design follows a basic 
procedure that involves theory and simulation, 
prototyping, and measurement, as described in 
the following sections. 

3.1 Design process 

While some antenna designers rely 
heavily on theory and others lean more toward 
empirical modeling, they all tend to follow the 
same basic steps: 

• Determine requirements. 

• Trade off candidate antenna types. 

• Search literature and text books for design 
information. 

• Perform numerical modeling. 

• Build and test breadboards. 

• Perform design iterations (as needed). 

• Build and test prototypes. 

• Specify design details for alpha, beta, and 
production builds. 

• Pray a lot. 

The last step results more often from 
desperation than from reverence! 

3.2 Theory and simulation 

A wealth of information on antennas 
exists in the literature, some highly theoretical, 
some very practical. Some of the more useful 
sources for embedded antenna design are listed 
in the references. Numerical analyses can be 
performed and antenna patterns computed 
using computer simulation programs such as 
NEC (Numerical Electromagnetics Code) and 
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MlNINEC; however, all antenna analysis 
programs require experience to determine their 
limitations, and verification of results by 
measurement is highly recommended. 

3.3 Prototyping 

Because of the limited predictability of 
antenna performance, particularly when the 
antenna is surrounded by absorbing and 
reflecting structures, the value of good 
prototyping cannot be overemphasized. Early 
prototyping of the antenna in the conceptual 
stage will prove feasibility of the design and 
verify performance predictions. Since the 
materials, circuit boards, and structures 
surrounding the antenna often do not exist 
early in the development, the designer must 
make the best effort to simulate them for early 
measurements, and then repeat prototype 
antenna measurements when the real materials, 
circuit boards, and structures become 
available. Rechecks of the antenna per-
formance for the alpha, beta, and production 
pilot versions of the product are important to 
verify that changes to board layout or other 
structures have not adversely impacted antenna 
performance. 

3.4 Measurement 

Prototyping of new antenna designs 
and verification of final performance require 
accurate measurement of antenna patterns and 
gain, and of VSWR. Embedded antennas are 
usually electrically small, which makes 
accurate measurements more difficult because 
test cables tend to radiate or receive RF energy 
with nearly as much gain as the antenna under 
test. Ferrite beads can be used on test cables 
to suppress stray radiation. Typically gain 
measurement accuracy of 1-2 dB and pattern 
dynamic range of 20-40 dB are required to 
verify link margins and pattern coverage, 
while VSWR (or return loss) must be 
measured with enough accuracy to verify that 
the antenna is properly tuned. All 
measurements should be performed with the 
antenna residing in the assembly with 
surroundings intact, to simulate any effects 
that may detune the antenna or change its gain 
or pattern shape. 

While accurate network analyzers for 
measuring VSWR are readily available, good 
range facilities for gain and pattern measure-
ments are expensive and require careful 
design. Construction and instrumentation of an 
anechoic chamber suitable for most wireless 
applications costs about $ 100K-200K. An-
echoic chambers or outdoor ranges can 
sometimes be rented. Open-air test sites 
designed for FCC-required radiated emissions 
measurements are not suitable for antenna 
development because the ground plane over 
which the measurements are performed does 
not simulate free-space. 

4.0 EMBEDDED ANTENNA 
EXAMPLES 

Several design examples will serve to 
illustrate design practices and effects of 
embedding antennas. 

4.1 Inverted-L wire monopole 

The inverted-L wire monopole antenna 
is compact and inexpensive to manufacture, 
and can be soldered directly to a PCB. 
Proximity of the wire to the ground plane 
lowers its impedance to about 10 ohms, versus 
37 ohms for a quarter-wave monopole over a 
ground plane. The antenna can be easily 
matched with a series or parallel capacitor, as 
shown in Fig. 6, where the length of the wire 
is adjusted to move the impedance or 
admittance to the unit circle on the Smith chart. 

Computed gain and patterns for two 
polarizations using MININEC shown in Fig. 7 
illustrate why the inverted-L antenna is 
desirable for applications where a mix of 
vertical and horizontal polarizations across a 
wide beam is desired Since the antenna is 
driven against a ground plane, mounting the 
inverted-L antenna on an actual PCB may 
cause the gain to drop several dB, depending 
on PCB material and shape, component 
density, and height of the antenna off the 
PCB. Patterns of an inverted-L antenna on a 
small PCB are shown in Fig. 8. When the 
height of the element is reduced and the PCB 
is buried in the metallic assemble of an electric 
utility meter, the gain is reduced and patterns 
are distorted further as shown in Fig. 9. 
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• Wire length adjusted to move to unit 
admittance or impedance circle 

• Parallel or series capacitor added to 

move to center ( perfect match) 

Fig. 6 Use of a Smith Plot to Match the 
Inverted-L Antenna 

Fig. 7 Calculated Patterns of the Inverted-L 
Antenna 

Fig. 8 Measured Patterns of an Inverted-L 
Antenna on a Small PCB 

Fig. 9 Measured Patterns of an Inverted-L 
Antenna Embedded in an Electric Meter 
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4.2 Loop antenna 

The loop antenna is small, rugged, and 
inexpensive to manufacture. Because it 
couples to the magnetic field rather than the 
electric field, a loop is generally less sensitive 
to surroundings and therefore more efficient 
than monopole type antennas. However, a 
small loop has a very low impedance, 
generally 1-2 ohms, which causes losses in the 
conductor and matching network to affect its 
gain more than for a monopole. Gain of the 
loop is proportional to its included area; thus 
the area should be made as large as possible. 
Matching should be done with capacitors 
rather than inductors, since inductors have 
lower Q (more loss) and will reduce the gain. 
A single series capacitor will match a loop of 
limited size, while two capacitors placed as 
shown in Fig. 10 will allow the loop to be 
larger for more gain. 

Fig. 10 Use of a Smith Plot to Match the 
Loop Antenna 

A loop on a small PCB produces the 
measured patterns shown in Fig. 11, which 
shows nulls perpendicular to the loop and 
predominant polarization in the plane of the 
loop. When the same loop and PCB are 
embedded into an electric utility meter, a broad 
pattern is produced in front of the meter due to 

the meter base acting as a ground plane as seen 
in Fig. 12, and the gain is several dB higher 
than that obtained from the loop and PCB 
alone. 

Fig. 11 Measured Patterns of a Loop Antenna 
on a Small PCB 

Fig. 12 Measured Patterns of a Loop Antenna 
Embedded in an Electric Meter 

Vert Pol 

Horiz Pol 
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4.3 Printed dipole antenna 

Sometimes the PCB is buried in an 
assembly such that an antenna mounted 
directly on the PCB cannot provide adequate 
pattern coverage. In this case a dipole printed 
on a flexible substrate with a coaxial cable 
attachment is a good solution, albeit more 
expensive to manufacture than a PCB-mounted 
antenna. The dipole can be placed in a part of 
the assembly that has minimal effect on its 
performance, and it can be oriented for the 
desired polarization. The printed circuit dipole 
shown in Fig. 13 is photoetched on 3 mil 
mylar and uses surface mount components to 
form a lattice balun to appropriately advance 
and delay the currents for balanced excitation 
from the coaxial cable. Measured free-space 
patterns shown in Fig. 14 are typical of a 
dipole antenna. Fig. 15 shows the patterns of 
this antenna when placed along the edge of an 
electric utility meter face. While the pattern is 
skewed off center due to the asymmetry of its 
location in the meter, the gain is high because 
the antenna is away from the structure and 
does not rely on the PCB to provide a ground Fig. 14 Measured Patterns of a Printed Dipole 
plane. Antenna in Free-Space 

LATTICE 
BALUN 

PRINTED DIPOLE 

COAXIAL CABLE 

Fig. 13 Printed Dipole Antenna 

Fig. 15 Measured Patterns of a Printed Dipole 
Antenna on an Electric Meter 
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5.0 CONCLUSIONS 

The foregoing discussion and ex-
amples should serve to illustrate some basic 
principles that must be observed for successful 
design and implementation of embedded 
antennas: 

• Design to fit the application. An 
"off-the shelf' antenna will not work in 
most embedded antenna applications. A 
custom design, taking into account all the 
requirements and trade-offs, is the key to 
success. 

• Pay attention to details. When the 
antenna is such an integral part of the 
whole assembly, small details or changes 
can have major effects on antenna 
performance. 

• Prototype, prototype, and proto-
type again. Never underestimate the 
value of prototyping and measuring 
performance at each step along the way. 

• Design for manufacturability. The 
design of a high performance antenna is 
wasted if its performance cannot be 
maintained though the manufacturing 
process, or if the cost to manufacture it is 
prohibitive. Early and frequent interface 
with manufacturing is essential to provide 
a finished product that meets requirements 
for manufacturability. 
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Introduction: 

The explosive growth of new point-to-point, 
point-to-multipoint, and satellite communica-

tion systems in the millimeterwave spectrum 
has created a demand for new and innovative 
antenna systems. Each system has its own set 

of special requirements. Some require 
sharply focused pencil beam antennas while 

others require shaped sector coverage. Cost 
and size are factors for all types. As the num-

ber of antennas on roof tops increases, so does 
the need for aesthetic solutions. 

This paper outlines the antenna de-

sign considerations, and describes recent de-
velopments in millimeterwave antennas. It 

also provides an overview of the various an-
tenna architectures and technologies used for 
new applications. The key characteristics of 
each antenna are compared, to highlight the 

relative advantages. Among the new products 
discussed are flat antennas for point-to-point 
radio systems and high gain sectorized anten-

nas for LMDS, LMCS, and MVDS point-to-
multipoint systems. Also, multiple beam an-
tennas are considered for point-to-multipoint 

applications. 

Millimeterwave Systems Overview: 

The recent need for both higher data 
rate communications as well as the ability to 
handle an increased traffic load has resulted in a 
push to higher frequency use, such as millime-

terwaves (loosely defined as the frequency range 
from 18 GHz to 100 GHz). With increased fre-

quency of operation comes the increased band-

width required for high data rate communica-
tions. Millimeterwave systems can support 
bandwidths in excess of 500MHz while cellular 
systems typically employ approximately 25MHz. 

Assuming this bandwidth, data rates comparable 

to fiber optical transmission are possible. 
Millimetenvave propagation attenuation 

is greater than it is for signals in the cellular re-

gion due to higher path loss. This results in a 

reduction of interfering signal strength. Unfor-
tunately, atmospheric absorption, rain, snow and 

fog cause significant desired signal attenuation at 
these frequencies, and prevents link ranges from 
exceeding about 10 km ( i.e., at 36GHz the at-

tenuation in medium rain is approximately 
6dB/Km.). The systems must be designed for 

statistical worst case rain conditions that very 
dramatically with latitude. The transmission 
through building walls and trees is reduced by 
approximately the ratio of the frequencies (e.g., 

36GHz / 0.9GHz). Therefore, unlike 900MHz 
cellular systems, millimeterwave reception de-

pends on line-of-sight propagation. This allows 
polarization diversity to effectively double the 

system bandwidth. These and a variety of other 
system tradeoffs dictate the antennas electrical 

requirements. 
New systems must be ubiquitous, reli-

able, cheap and easy to install and operate. It is 
possible that in the not so distant future, system 

installation costs will be less for millimeterwave 
systems than for comparable cellular systems. 
Millimeter wave antennas are smaller, lighter, 
and require simpler mounting bracketry. The 

resultant savings in installation cost will ap-
proach a significant percentage of the overall 
installed system cost. 

Design Considerations for millimeterwave 

Antenna Systems: 

An antenna is a transition between electromag-
netic waves in space and voltages or currents in a 
transmission line. When transmitting, the an-
tenna converts electrical signals into radio 

waves; a receiving antenna reverses the process 

and transforms radio waves back into electrical 

signals. Most antennas are passive; structures 

that launch or collect radio waves without the 

benefit of active circuitry. The ability of the an-
tenna to concentrate its radiated power is called 
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directivity. Antenna gain is the directivity re-
duced by the antenna's inherent inefficiency 

such as feed attenuation and miss-match loss. 
We refer to the angular width of the main beam 
measured between the 3 dB points as the half 
power beamwidth. Beamwidth and directivity 
vary inversely with each other; a high-directivity 
antenna has a narrow beamwidth and vice versa. 

Directivity is proportional to the physical area of 
an antenna expressed in square wavelengths. 
This infers a frequency scaling nature to antenna 
design. For example, if an antenna with a given 
directivity is 4m in diameter at 0.9GHz, a 
36GHz frequency scaled version of the antenna 
would have the same beamwidth and directivity 
characteristics but would be only 10cm. Alterna-
tively stated, the same size antenna provides 
narrower beamwidths and higher directivity as 
frequency increases. Therefore, millimeterwave 
antennas are smaller than their lower frequency 
counterparts, for equivalent performance. Subse-
quently they require higher tolerance production 
techniques. 

The dissipative loss associated with 
millimeterwave feed geometries makes it more 
difficult to achieve high efficiencies. At lower 
frequencies dielectric losses generally dominate 
the transmission line loss. A conductor's surface 
resistivity increases as the square root of fre-
quency. Therefore feed networks that have sig-
nificant transmission line content must employ 
low loss line geometries such as waveguide or 
suspended stripline. Free space is of course the 
lowest loss transmission line and antennas, such 
as parabolic reflectors and space fed arrays gen-
erally have higher efficiencies than printed cir-
cuit arrays. Table 1 lists common high gain 
geometries and notes the amount of dissipative 
loss. 

Because the feed structure is a key part 
of antenna design, a variety of schemes have 
been developed. Parallel, series, and resonant 
are the three common array feeding schemes. A 
parallel feed is essentially an N-way power di-
vider, N being the number of elements. In con-
trast, a series feed consists of a single transmis-
sion line. The array elements couple the appro-

priate amplitude and phase from the transmission 
line. An antenna with a series feed is refereed to 
as a traveling wave antenna. It typically has a 
matched load at the end of the transmission line 
to absorb the remaining power. The resonant 

feed is similar to the series feed except that it is 
short-circuited at the end of the transmission 
line. Hence, rather than a traveling wave, a 
standing wave resides in the transmission line. . 
Of the three feed types, traveling wave arrays 
normally have the lowest losses. Resonant ar-
rays are typically narrow band solutions. Paral-
lel feeds offer the most pattern control. 

Applications and Systems: 

Point-to-point links; The traditional use 
of millimeterwave frequencies is for high data 
rate point to point links. The fastest growing 
point-to-point application is in cellular networks, 
handling traffic between radio base stations and 
host switching centers, and between radio base 
stations. The main attraction of this type of radio 
transmission system is the speed with which the 
base station infrastructure can be installed. It 
eliminates the need for the civil engineering 
work and cable laying associated with land-lines. 
Each system handles between two and sixteen E-
1/T-1 channels over a distance of 3 to 15km de-
pending on frequency and antenna size. Radio 
frequencies of 23, 26 and 38 GHz are standard. 

The traditional antenna solution for 
point-to-point applications is the reflector an-
tenna. Parabolic "dishes" are the design of 
choice. These consist of a parabolic reflector 
illuminated directly by a feed antenna, or indi-
rectly through a subreflector. Feed antennas are 
usually horns or open ended waveguide. The 
directly illuminated version is referred to as a 
"prime focus fed" antenna. Indirectly illuminated 
versions are usually based on classical "folded" 
optical telescopes -- "Cassegrain" and 
"Gregorian" antennas for example. If a planar, 
subreflector is placed very close to the small 
feed horn, the subreflector is referred to as a 
splash plate. 
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Table 1. Antenna Architecture as a Function of Dissipative Loss 

Low Loss Medium Loss High Loss 

Horn / Reflector Waveguide Array Microstrip Array 

Space Fed Array / Lens Radial Slot Line Array Stripline Array 

Interference is a growing, pervasive threat to the 
wireless industry, particularly in dense urban 
regions. As wireless penetration increases, more 

dense urban cell sites are needed, causing in-
creased interference. To reduce the effects of in-
band interference the regulatory boards such as 

the FCC dictate that antenna sidelobes (spurious 
radiation in directions other than the desired 

main beam) must be suppressed below a certain 

level. In order to meet this requirement two ap-
proaches prevail. The traditional approach in-
volves using an absorbing shroud around the 

perimeter of the reflector to absorb the stray ra-
diation that results in sidelobes. However mod-
em design tools and software now make possible 

a second alternative that employs a broad beam 
feed and a reflector with a very small focal 

length to diameter ratio. Figure 1 shows the two 
structures. With proper design, both approaches 

yield comparable sidelobe levels. However, the 
second approach results in a significant reduc-
tion in antenna depth and therefore windloading, 

Figure 1. Reflector Antenna Geometries 
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lower cost through the elimination of the shroud 
and expensive absorber, and improved aesthet-

ics. This is important when considering the in-
creased resistance to highly visible antennas 

arising in the US and other countries. The radia-
tion pattern of a shroudless antenna and the vari-
ous regulatory specifications are shown in Fig-

ure 2. 
Although modern shroudless reflector 

antennas are much smaller, there is a strong de-
sire for even thinner "flat" antennas. Low pro-

file array antennas have been proposed as an 
alternative to parabolic reflectors. To truly be 

competitive the array must have a comparable 

cost, electrical and mechanical performance, and 
reliability. Therefore, the production materials 
must be environmentally robust, consistent, re-

peatable, and low cost. To achieve a gain of 
44dBi (assuming 100% efficiency), an array 
generally needs on the order of 25,000 radiating 

apertures or "elements". 
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This clearly would require a sophisti-
cated feed network to divided the power between 
the elements with the proper amplitude and 
phase. As mentioned earlier, such arrays suffer 
from significant attenuation due to feeder losses. 
This means that as the number of elements and 
therefore the size of the array grows, the at-
tenuation increases. Figure 3 shows antenna 
gain as a function of array size. What can be 
concluded from this figure is that printed circuit 
arrays are not practical for gains greater than 30 
(microstrip) or 35 (stripline) dBi. 

In order to achieve the high efficiencies 
required for back-haul applications, low loss 
waveguide type feeds must be employed. Addi-
tionally, in order to satisfy the stringent sidelobe 
levels imposed by the regulatory commissions, 
the amplitude and phase accuracies at each ele-
ment are extremely difficult to achieve, and 
maintain in high volume production. As an ex-
ample, for a 38 dBi array to meet the FCC stan-
dard "A" sidelobe levels, the allowable ampli-
tude or phase errors are approximately ± 0.8dB 
(RMS gaussian errors assuming no phase error) 

00 100 150 200 250 

(mstrip 

Qr ± 7° (RMS gaussian errors assuming no am-
plitude error) respectively. If both errors are 
present, the amount of errors allowable is a few 
tenths of dB in amplitude and a few degrees. 

Printed circuit arrays typical for lower 
frequency products are inappropriate at millime-
terwaves, due to inherent variabilities of the 
substrate materials used. This statement is true 
for even the most expensive materials available. 
As an example, Table 2 summarizes typical 
substrate errors for common materials, and the 
resultant amplitude and phase errors. Printed 
circuit array errors are too large for these appli-
cations. Therefore, arrays are not presently a cost 
effective alternative to high gain reflectors at 
millimeter wave frequencies. 

Present low profile printed arrays are 
not yet adequate for traditional point-to-point 
applications. They are best suited for smaller, 
lower performance applications such as short 
haul Ethernet links in business parks or within 
buildings. Examples of 12 and 38 GHz mi-
crostrip arrays are shown in Figure 4. 

Array Gain vs. Insertion Loss 

30.0 

Array Linear Dim. ( in.) ( 

1-4111111— 

mstrip (0.9dB/in.) 

slin ( 0.6 dB/in.) 

à blin (0.3 dB/in.) 

W.Guide (0.013 dB/in.) 

microstrip. = stripline, blin = air supported barline, w.guide = waveguide) 

Figure 3. Array Cain vs. Insertion Loss 
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Point to Multi-point links; This is an 
area of growing interest. Local Multi-point Dis-
tribution Systems (LMDS) provide interactive 
broadband video, voice, and data services help-
ing to meet the public demand for multichannel 
video programming and two-way voice and data 
services. Assuming the proposed FCC rulemak-
ing is adopted, they will use the radio frequency 
spectrum between 27.5 and 28.35 GHz and two 
smaller bands in the 28 to 31 GHz band. They 

will send and receive two-way broadband signals 
in cells of 3 to 6 miles in diameter. On the sur-
face, they work like the narrow band operations 
of cellular telephone systems. However, the 
video, voice and data broadband LMDS signals 
are two-way capable. The hub antenna require-
ment for LMDS systems is similar in scope to 
that of cellular base stations. The user end, how-
ever, is quite different. 

Table 2. Typical Array Errors 

Type of Error Physical Error Microstrip 
Series-fed 
Phase Error, 
5% Bandwidth 

(degrees) 

Microstrip 
Series-fed 

Amplitude Error, 
5% Bandwidth 

(dB) 

Aperture Coupled 
Phase Error, 

10% Bandwidth 
(degrees) 

Aperture Coupled 
Amplitude Error, 
10% Bandwidth 

(dB) 

Excitation Amplitude +/- 0.2 dB Mina& .1 ... .2 

Excitation Phase +/- 5 deg. 5 

Subs. Did. Constant +/- 0.04 8 .1 8 .1 

Subs. Thickness +/- 0.001 in. 12 .25 12 .25 

Etching Tolerance +/- 0.001 in. 12 .25 12 .25 

Manuf. Variation +/- 0.001 in. 12 .25 12 .25 

Element match (dB) -15 to -30 loss 6 .05 6 .05 

Element Positioning 0.001 in. 12 .25 12 .25 

Frequency Dispersion 0.2 dB, 5 deg. 5 / 10 .4 

Diffract./Space wave -20 dB 6 I 6 .1 

RSS Errors (1) 27.6 0.6 28.9 0.7 

(I) - Root Sum Squared 

Figure 4 - Low profile array antennas 
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One would like to broadcast power into 
a cell such that all the recipients in the cell re-
ceive comparable power levels, and all recipients 
outside the cell receive as little power as possi-
ble. The best solution is an antenna with eleva-
tion beam shaping capabilities and very low 
azimuthal sidelobes. Due to the frequency scal-
ing nature of antennas, the technology used for 
conventional cellular base stations is not feasible 
at 28GHz, because of to the associated difficul-
ties relating to achieving tight tolerances at low 
cost. At the moment there are few LMDS base 
station antennas on the market. Figure 5 shows a 
traveling wave array technology that is currently 
in use today. This antenna produces a 25dB gain 
fan beam suitable for 45 degree sector coverage. 
The antenna has a 2 degree elevation pattern and 
null filling to illuminate users near the base sta-
tion. Similar designs are available for other sec-
tor coverage. 

The LMDS customer requires antennas 
similar to that of the point to point links de-
scribed earlier. The most notable difference is 
the cost and reliability. Our telephone service 
providers are willing to pay a premium for sys-
tem reliability. Hence the point to point antennas 
described earlier must withstand extreme envi-
ronmental conditions without a significant sta-
tistical chance of failure. In general, the average 
consumer is not willing to pay this premium. 

I 
Figure 5 - LMDS Antenna 
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Therefore, lower cost alternatives are required. 
This normally means less sophisticated, low cost 
dish antennas and mounts, similar to the direct 
satellite TV dishes. These provide somewhat 
degraded electrical performance, relative to the 
traditional point-to-point reflectors. 

Another particularly interesting antenna 
for point to multi-point hubs is the spherical lens. 
The lens has radiation characteristics comparable 
to a reflector antenna with the same diameter. 
However, this shared aperture structure can gen-
erate many beams. The number of beams is 
limited only by the physical space behind the 
lens. It is an ideal hub structure for congested 
regions with limited "roof-rights". Figure 6 
shows a spherical lens with feeds that provide 
both 38GHz and 28GHz. 

Satellite Links; Most current low earth orbit 
(LEO) satellites lack sufficient space on the sys-
tem bus to deploy large antennas, but instead 
utilize simple monopole antennas, often called 
"whips." The reduction in antenna gain of these 
whips as compared to the reflector antennas car-
ried by a typical geostationary earth orbit (GEO) 
satellite is compensated for by the reduction in 
path loss resulting from shrinking the radio path 
length from perhaps 40,000 km for a GEO sat-
ellite to perhaps less than 2,000 km for a LEO 
satellite. 

Figure 6 - Multiple Beam Spherical 
Lens Antenna 



Ground antennas for LEO systems have 

tended to be Yagis or helices. Reflector antennas 
would be impractically large at the lower fre-

quencies used in present day systems. However, 
there is no inherent difference in the require-
ments for LEO and GEO system ground anten-

nas. Horn-fed reflector antennas constitute a 
mature technology which is particularly suited to 
those applications where an earth station or a 

satellite communicates with space or ground 
terminals in relatively fixed locations where 
there is room to install a dish. Thus most large 
GEO satellites carry front-fed offset parabolic 

antennas. Spot beams are generated by exciting 
appropriate collections of feed horns. Two re-

flectors may be nested one behind the other to 
provide beams with different shapes on, for ex-

ample, vertical and horizontal polarization. The 
front reflector reflects horizontally polarized 
signals while being nearly transparent to the or-
thogonal vertically polarized signals. The rear 

reflector reflects the vertically polarized waves 
that passed through the front reflector. 

Table 3 summarizes the information 
required by the ground-station antenna designer 

for some of the major upcoming communication 
satellite systems that have a significant millime-

terwave content. With the advent of LEO sys-
tems like Motorola's IRIDIUM, that require so-
phisticated beams, LEO satellites may soon be 

carrying phased arrays and reflector antennas. 

The uses of millimeterwave frequencies allow 

these structures to be small and therefore more 

easily deployed on satellites. 
The Teledesic system has by far the 

most millimeterwave content. Using a constella-
tion of several hundred low-Earth-orbit satellites, 

a global, broadband "Internet-in-the-sky," Tele-

desic will enable affordable access to fiber- like 
telecommunications capability anywhere in the 

world. Approximately 840 satellites in 21 planes 
in a sun-synchronous, inclined circular low earth 
orbits provide the services. Rather than targeting 
voice and supporting low bit-rate data as Odys-

sey and Iridium do, Teledesic focuses on provid-
ing wireless broadband services with a fiber-like 

quality, focusing on data and supporting voice. 

The user terminal antennas have a diameter 
ranging from 8 cm to 1.8 meters, and an average 
output power ranging from 0.01 W to 4.7 W. 
The antenna diameter is determined by maxi-
mum output power, maximum channel rate, cli-
matic region and availability requirements. 

These proposed Ka-band LEO systems 
will offer the antenna designer a challenge to 
develop a large quantity of low cost millimeter-
wave "user" antennas. More sophisticated 

(possibly scanning) antennas will be required for 

the gateways. 

Table 3. Planned Satellite Systems Utilizing Significant Millimeterwave Content 

Odyssey Iridium Teledesic 

Mobile down-link frequencies (MHz) 2483.5 -2500.0 (S-band) 1616.0 - 1626.5 (L-band) Ka-band 

Mobile up-link frequencies (MHz) 1610.0 - 1626.5 (1-band) 1616.0 - 1626.5 (L-band) Ka-band 

Feeder up-link frequencies (GHz) 29.1 - 29.4 (Ka-band) 27.5 -30.0 (Ka-band) Ka-band 

Feeder down-link frequencies (GHz) 19.3 - 19.6 (Ka-band) 18.8 -20.2 (Ka-band) Ka-band 

Inter-satellite Link (ISL) freq's (GHz) N/A 22.55 -23.550 60 

Beams per satellite 61 48 64 beams (supercells) 
576 cells 

Satellite antenna Steerable. moving cells 
using directed coverage 

Fixed. moving cells Steerable 
earth-fixed cells 

Orbit class MEO LEO LEO 

Altitude (km) 10354 780 695-705 

Number of Satellites 12 + 3 spare 66 +6 spare 840 + up to 84 spare 

Mobile terminal min. El. allele ( deg.) 20 8.2 40 
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Future Trends: 

The rapid development of cellular and 
PCS networks, video on demand, videoconfer-
encing, and interactive television are creating 
unprecedented demands for new millimeterwave 
systems and innovative antenna solutions. As 
build out continues, the need for smaller, less 
obtrusive antennas will become increasingly 
important. This is driven both from a societal 
desire for aesthetics, as well as the need to de-
ploy and install the greatest number of antennas 
in a fixed number of locations. Therefore, the 
antenna designer will be encouraged to develop 
smaller, lighter and simpler antenna solutions. 
Concealment will be an increasingly important 
design consideration, as will cost reduction as 
the competition drives the cost-per-installation 
downwards. The new "Campus-LAN" oppor-
tunities offer the designer the opportunity to de-
ploy inexpensive microstrip antenna arrays in 
large volume, while the backhaul requirements 
mandate the use of more sophisticated, highly 

efficient arrays. The greatest challenge lies in 
the innovation of new flat plate antenna concepts 
that lend themselves to high volume, low cost 
production. 

Another opportunity relates to the abil-
ity of service providers to adapt their system as 
they add new subscribers, without the need for 
an installer to climb the tower. One example is 
an adaptive multiple beam antenna which pro-
vides growth potential via switchable feeds. 
Unused beams are activated to accommodate 
new users. Further into the future the arrays 
might be fully adaptive. They would optimize 
the link through beam steering and pattern 
nulling. It becomes obvious that the associated 
active millimeter wave component costs must be 
reduced dramatically, to be feasible in these sce-
narios. Active integrated arrays offer the highest 
degree of antenna flexibility, but are not yet fea-
sible due to their economics. 
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ABSTRACT Low sidelobe arrays 
typically use feeding networks with 
appropriate amplitude and phase 
distributions which in some cases can be 
lossy and narrow-band as a result of their 

complexity. In the new approach 
presented in this paper, a simple uniform 

distribution is feeding the array elements 
which are not uniformly positioned in 
the traditional uniform grid. 
The location of the array elements is 

such that the sidelobes of the array factor 
are "pushed" in the end-fire direction. 
There, the element pattern is low enough 

in amplitude to effectively suppress the 
array-factor sidelobes to the required 

level. The combination between the 
simple uniform distribution feeding 
network and the spatial distribution of 
the array elements results in a simple 

design of a low-sidelobe array. 

1. INTRODUCTION 

The methods for the design of low 
sidelobe array are well established and 
are essentially based on complex feeding 
network feeding radiating elements 
positioned on a uniform grid. The 

realization of these feeding networks can 

be quite complex, and the results could 
be a 'crowded circuit' that generates the 

undesired mutual coupling between the 

feeding network and the radiating 

elements. 
In this paper, we propose a simple 

design of low-sidelobes arrays using a 

"reversed logic". The feeding network is 
of the simple binary type leading to a 
uniform distribution; the radiating 
elements though, are positioned on a 

non-uniform grid. The idea is to break 
the array-factor sidelobes close to the 

main-beam, and "push" them towards 
the end-fire where the attenuation due to 
the radiating element pattern will reduce 

the array sidelobes to the required level. 
As it will be shown, this is a wide band 
effect. The efficiency of such an array is 
very close to that of a classical array 
with the amplitude distribution 
producing the same sidelobe level. 

2. DESIGN 

The array described below is a linear (H-
plane) array of 32 patches (Figure 1). As 
mentioned above, the design involves 

the redistribution of the array elements 

so that the high sidelobes of the array-
factor rise towards the end-fire direction. 

The main consideration (except for the 

radiation pattern) was to obtain a 
relatively small antenna, in order to keep 
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the aperture efficiency comparable to the 
one obtained using the a traditional 
tapered feeding network. For example, 
if a 20 dB side-lobe array with a raised 
cosine distribution has a gain factor of 
0.833 [ 1], the non-uniform array should 
have a similar gain factor. 
The array was designed to work at 2.45 
GHz and was required to have a sidelobe 
level better than 18 dB. Initially, the 
synthesis method for non-planar arrays 
described in [2] was used. There, the 
displacement of elements from the 
uniform grid was relatively small and 
could be treated as a slight perturbation. 
The results obtained were not 
satisfactory, since to obtain a sidelobe 
level of about 20 dB, the size of the 
deviations from the uniform grid were 
such that they could not be considered 
just perturbations. A number of 
optimization routines (typically used in 
pattern synthesis) were used, however 
they did not give satisfactory results. 
The reason for this, probably resides in 
the difference between the character of 
the unknowns (coefficients in the array 
factor summation versus array element 
locations); the error function in the latter 
case is of an oscillatory kind which 
makes it very difficult to converge. 
Finally, the design was based on a 
Geometrical Optics cancellation of the 
first couple of sidelobes and was 

subsequently refined using a polynomial 
expansion for the location of the array 
elements: 

xi Q i )ixm 
=X•— + d 

N j o ) 
i=1 

0j≤N-1 (1) 

where 

x, - the location of the j-th element. 

- the initial distance between the first 
and the second element (0.72t,). 
m= 6.8. 

Q=3. 

Figure 1 - The layout of the array. 

A parameter study was performed and 
the values shown for m and Q where 
found to give the best results. The 
change in the distance between 
consecutive elements (in cm) for the 

array described, is shown in Figure 2. 
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Figure 2 - The change in the spacing 
between consecutive elements, 
compared with the spacing between the 
first and the second element. 

The radiation patterns of the array are 
shown in Figure 3. 
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Figure 3 - The radiation patterns of the 
array factor, the radiating element and 

the array itself. 

The performances of such an array were 
checked over a relatively wide range of 

frequencies. The results are shown in 
Figure 4. 
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Figure 4 - The Array Factor 
performance over 50% bandwidth. 

Considering the change in the radiating 
element pattern over this frequency 
range (assumed to be the pattern of a 

cosine distribution), the array patterns 
are shown in Figure 5. 
As shown in Figures 4 and 5, the effect 
obtained is relatively broadband. 
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Figure 5 - The Array performance over 
75% bandwidth. 

3. CONCLUSION 

It was found that the lower the sidelobe 
requirement is, the lower the resulting ' 

aperture efficiency is (compared with 
traditional tapered arrays). Thus, this 
method of design is best applicable for 
arrays where the highest sidelobes are in 

the 18-22 dB range. If the requirement 
is for sidelobes lower than 18-20 dB, 

then, the designer is facing the trade-off 
between the feeding network complexity 

(using the classical uniform grid) and 
aperture efficiency (using the approach 

proposed here). 
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1900 MHz LNA Design with High Linearity and Low Noise Figure 

by Robbin Damen 
Product Group Transistors and Diodes 

Philips Semiconductors 
Nijmegen, The Netherlands 

Today's wireless applications for cellular and POS require Low Noise Amplifiers (LNAs) 
with a combination of high IP3@ input and low noise figure. To accomplish these demands, well-
thought choices should be made. The choices are naturally on the device level, but especially on 
the level of the surrounding circuitry. 

With the advanced 'double poly' bipolar RF process, developed by Philips 
Semiconductors, it is possible to create devices that do not only have an excellent noise figure 
at high frequencies, but also have enough power handling capability for good IP3 performance. 
Such a device is the BFG425W, a XB425 crystal in SOT343 package. 

More important in LNA design with high linearity are the impedances which the matching 
circuits present to the device. One can not only match for optimum noise performance, but also 
use the matching circuits for other purposes which can significantly improve intermodulation 
performance. For example: 
- Base decoupling at low frequencies 
- Harmonic termination 

During the presentation, design techniques for optimized matching circuits will be shown. 
This will result in a low cost, robust design of the Low Noise Amplifier. A circuit is available and 
measured data will be compared to simulation results. 
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Aging and Anomalous Time Stability Behaviors 

of Quartz Crystal Frequency Sources 

Gregory L. Weaver 
Vice President of Marketing and Strategic Alliance 

Piezo Crystal Company 
100 K Street, P.O. Box 619 

Carlisle, PA 17013; 
(717) 249-2151, FAX: (717) 249-7861 

The aging of quartz crystal frequency sources has traditionally established the 
life, maintainability, and capability of communications systems. This aspect continues 
to be encountered by the designers of advanced wireless systems. This paper will 
provide a detailed overview of the time-dependent frequency stability of quartz and 
what limitations a designer should be aware of when specifying quartz controlled 
frequency sources. These limitations are particularly relevant when considering the 
use of a disciplined quartz system as a substitute for rubidium or other atomic based 

frequency standards. 

Aspects to be covered are aging drift, retrace, frequency and phase popping, 
hysteresis and noise (frequency jitter). Specific detail will be provided about 
unpredictable and non-repeating events. A technique will be revealed which allows 
the separation of the contribution of the quartz resonator from the sustaining circuitry 
to permit advanced diagnostics of the frequency control system. Finally, a review of 
the physical mechanisms will be discussed to provide a boundary to the limitations of 
quartz technology as it currently exists and what can be anticipated from precision 
quartz manufacturers in the future. 
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Ceramic Filter Design 
By 

Darryl Scofield 

Motorola Component Products Group 
4800 Alameda Blvd., N.E. 

Albuquerque, New Mexico 87113 

Introduction 

RF wireless communications has become a tremendous growth field. RF devices 
are appearing in applications from telephones to computers to wireless identification tags. 
In the vast majority of these applications radio transceivers are used of which RF filters 
are primary components. Ceramic filter technology offers a cost effective solution to 
many of today's new RF transceiver applications. 

Papers have been written that discuss the design of ceramic filters 12. The purpose 
of this paper is to augment the previous publications by embarking on a brief review of 
ceramic filter operation and then focussing on recent developments in intercell coupling, 
3D modelling of ceramic filters, and surfact mount application. 

Ceramic Filter Operation 
The vast majority of filters produced by Motorola CPD are distributed element 

combline filters. Their design is based on the quarter wave resonator. But before there 
can be discussion of the design of ceramic filters, a discussion of the resonant properties 
of ceramic must ensue. 

Figure 1 is a cross sectional view of a ceramic resonator. The resonant frequency 
of this structure can be approximately determined the following formula: 

(1) Fo= c/(4her1/2) 

where: 

Fo = Resonant frequency 
c = Speed of light in vacuum 
h = Height of the resonator 
er = Relative dielectric constant 

The reason that this is an approximate formula is that there is some fringing 
capacitance at the open circuit end of the resonator that lowers the resonant frequency 
slightly. 

It was discovered that these resonant elements could be placed in proximity of 
each other in a monolithic structure in such a manner that intercell coupling could be 
created and that the spacing of the resonant elements could be calculated for filters of 
desired bandwidth. Chebyshev responses of a monotonic nature could be created by 
assuring that all electric field fringing components were minimized, however, it was also 
discovered that the intercell fringing capacitances could be manipulated synergistically 
with intercell magnetic field coupling to place transmission zeros at finite frequencies. By 
using a quasi- elliptic response, higher values of attenuation close to the passband could 
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be achieved than the traditional monotonic response. 
The first monolithic ceramic bandpass filters that manipulated coupling zeros used 

an edge coupled pattern that was printed on the open-circuit side of the filter. This 
technique became very popular and is still in use today on duplex filters. However, this 
technique utilizes processes that, unless highly automated, are labor intensive and it soon 
became apparent that a less laborious coupling technique was needed. This led to using 
3D coupling structures. 

Recent Coupling Developments 
It was found that, by creating geometries on the open-circuit and short-circuit end 

of the resonators, the intercell coupling zeros could be manipulated in a similar manner 
to the printed patterns. The advantage of the new technique is that the forming of the 
geometries could be combined with the forming of the monolithic resonators. While the 
design of the structures became more complicated, 3D coupling structures significantly 
reduced the processing costs of the filter. 

As time progressed and cost pressures continued to ensue it became apparent 
that a new technique was needed to further reduce the manufacturing costs of ceramic 
monolithic bandpass filters. A new coupling technique was needed that reduced 
performance sensitivity to process variation and reduced the number of process steps 
required to manufacture the filter. A third technique has been developed that 
accomplishes many of the objectives. It is centered around the concept that, instead of 
manipulating the geometry of the resonator to adjust intercell coupling, it could be more 
cost effective to manipulate the ground plane in proximity of the resonator to achieve the 
desired result. This ground plane coupling technique reduces design sensitivity because 
the manipulation of coupling occurs in areas that are removed from the maximum electric 
and magnetic fields. By holding similar process tolerances that would be held for the 
former techniques, the net variation is reduced or, if net variation is not critical, less costly 
processes could be used to create the product. 

Another interesting concept evolved with the implementation of ground plane 
coupling structures. The top print and 3D coupling geometries are very useful for 
manipulating adjacent cell coupling zeros. As such, for an N pole filter, N-1 adjacent cell 
coupling zeros could be easily obtained. These structures do not easily lend themselves 
to non-adjacent resonator coupling. It was found that non-adjacent resonator coupling 
could be easily achieved by altering the ground plane. This means that the number of 
coupling zeros that can be theoretically manipulated increases from N-1 to NU2(N-2)!. 
With the introduction of additional coupling zeros stopband performance is again 
enhanced. 

3D Modelling of Monolithic Ceramic Bandpass Filters 
One of the challenges facing the design engineer in the design of monolithic 

ceramic bandpass filters is to find a design simulation tool that accurately predicts the 
performance and geometry of the final product. Such a tool, if established, would 
dramatically reduce design cycle time and iterative tooling costs. It would also prove 
valuable in estimating feasibility of new coupling and resonator concepts. 

Motorola CPD uses a combination of modelling tools in the design of this class of 
filters. Initial proof of concept is performed using Touchstone. Figure 2 is a Touchstone 
model of a typical filter. Parasitic effects can be qualitatively modelled using Touchstone, 
however, it is difficult to draw quantitative conclusions on parasitic effects. Optimal self 
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and mutual impedances can be quantitatively gathered as well as approximate resonator 
length. At that point it is best to switch to Ansoft Eminence. 

The first module that is helpful is the 2D parameter extractor. This module is used 
to obtain the cross sectional geometries of the resonators that are consistent with the self 
and mutual impedances established by Touchstone. The geometries are obtained 
through an iterative analysis of the impedance matrix which is transformed from the 
capacitance matrix using these formulas: 

N 
(2) Zoi = Self Impedance of the ith Resonator = er 1/2/( cc 

3,1 

(3) Zik = Mutual Impedance between Resonators i and k = er1/2 /( ICikl 

where; 

Cij = Capacitance between Resonator i and j 
c = Speed of Light in Meters per Second 
Cik = Capacitance between Resonators i and k 

Linpar can also be used to ahieve the same results. 
Once the cross sectional geometries are established they can be swept into a 

three dimensional structure and analyzed using the Eminence 3D structure simulator. 
Figure 3 is a model of a 3 pole ceramic filter that has been modelled using Eminence. 
Input and output ports of a coaxial nature have been used. The primary advantage in 
using Eminence is that, if care is taken during modelling, parasitic couplings can be 
realized to a reasonably accurate level. The secondary advantage is that the coupling 
structures can be precisely determined and tooling can be designed explicitly from model 
parameters. The latter concept significantly reduces development cycle time. 

Surface Mount Application of Ceramic Filters 
Monolithic Ceramic Filters are coated with a fired silver thick film metallization. 

This metallization is subject to interactions with the Tin component of molten solder alloys 
commonly selected for component attachment to printed circuit boards. This interaction 
is exacerbated by excessive heat. As such some time should be spent discussing the 
surface mounting of these filters. 

Monolithic Ceramic Filters are usually applied using solder paste. To minimize tin 
ingress into the silver metallization it is recommended that a silver bearing alloy be used. 
Two common silver bearing alloys are 62Sn/36Pb/2Ag and 62Sn/36Pb/1.4Ag. Non-silver 
bearing solder alloys have been used successfully, however, knowledge of this 
application is limited. 

The process physics behind the application of the silver metallization to the 
ceramic body is such that the metallization near the edges of the filter is not as thick as 
the metallization in the center of the metallized surfaces. As such, it is recommended 
that solder masks be designed to in such a manner to prevent solder from contacting the 
edges of the filter. An offset of . 030" is desirable and . 010" is an absolute minimum. 

Another issue that arises in the surface mount process is that, as the solder 
reaches reflow temperature, the filter will float on the liquid solder and move, causing 
solder shorts or poor attach. This effect can be significantly reduced by creating a grid 
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resist pattern in the areas where large quantities of solder is being applied. The resist 
grid breaks the surface cohesive forces and reduces filter slip. 

Furnace Reflow 
The optimum solder reflow technique for ceramic filters is furnace reflow. Reflow 

ovens provide greater thermal uniformity when ref lowing metallized components, however, 
care needs to be exercised when creating and adjusting oven reflow profiles so that the 
component is not subjected to temperatures that would accelerate tin ingress. This is 
particularly challenging when the large thermal mass of these filters is considered. 
Perhaps the best technique for administering this process is to attach a thermocouple 
inside the filter resonator hole and run a temperature profile of the filter as it is reflowed. 
The temperature of the filter body, as measured in the resonator hole, must not exceed 
205 degrees centigrade and should not dwell above 180 degrees centigrade for more 

than 60 seconds. 

Manual Reflow 
If manual reflow is necessary, it is recommended that a heat gun or hot plate be 

used. It is helpful that the filter be preheated to 180 degrees centigrade before final 
reflow. Pretinning the filter with a soldering iron is not recommended due to possible 
damage generated by a concentrated heat source. 

Humidity/DC Bias 
It was discovered that the application of a DC potential to the input and output 

terminations of the filter in the presence of humidity activates a migration of the silver ions 
from the ground areas to the termination, dropping the DC resistance from several 
megohms to several hundred ohms within a month of exposure. As such, when applying 
ceramic filters, it is recommended that blocking capacitors be used to eliminate this 
potential. 
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Steve Jost, Chuck Palmer 
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Abstract 

The markets for mobile application-specific 

devices and general purpose laptop personal 

computers promise great fortune for those pro-

viders who drive Wireless Lan cost and perfor-
mance. Unfortunately the lack of Wireless Lan 

industry standards has slowed the development 
of integrated chipset solutions. However, a com-

plete "antenna-to-bits" 802.11 draft DSSS com-
pliant chipset is available today to address 
many commercial applications. 

The chipset utilizes a single conversion 
architecture minimizing external components, 
providing a high level of integration for 2.4GHz 

RF, IF and baseband functions. This paper pre-
sents a brief overview of WLAN markets and 
Standards, the chipset architecture, and design 

considerations for chipset partition. The perfor-
mance and cost advantages of the chipset 
features will also be discussed including: low 

voltage operation, programmable data rates, 
BPSK and QPSK modulation, antenna diver-

sity, programmable PN code, and PCMCIA 

compatibility. 

I. Introduction 

Our desire for better and faster information 
seems to be growing at an astonishing rate in the 

last 10-12 years. With mobile electronic informa-
tion tools and communication devices now ubiqui-

tous in most modern societies, our expectations for 
untethered information systems (UIS) is becoming 

the norm. Although the masses of the world do not 
even have access to a telephone, millions of people 

in North America, Asia, and Europe could not 
conceive of life without cordless phones, cellular 

telecommunication, or laptop computing devices. 

Wireless data systems, only a half dozen years 

in existence, are quickly developing to satisfy this 

UIS appetite in every day life applications. Busi-
ness week recently reported a SmartCart, devel-

oped by Klever Marketing, Inc., Salt Lake City, 
UT., will put product advertisements, price, and 
location information in the hands of grocery shop-

ping customers. With a touch of a button, the shop-
ping cart display unit provides the store's point of 
sale computer network information, including 
price scanning, to the customer's cart in any part of 
the store. Product specials and advertisements are 

displayed as shoppers stroll throughout the store. 

Most major rental car companies now process your 
express reservations and checkout in an instant 
with application specific wireless data terminals in 

courtesy buses and parking lots. These devices dis-
play and process customer order and billing infor-
mation from the terminal's main computers via 
wireless local area network (WLAN) connection. 

Many major department and discount stores now 
perform all inventory verification with application 
specific wireless data terminals tied into the store's 

WLAN. 

II. Wireless Data Markets 

While these wireless data 'vertical market' 

applications have been instrumental in transform-

ing work processes in many cases, each applica-
tion is highly specialized with significant costs, 

relatively low levels of component integration, and 
rely on proprietary, non-interoperable technolo-
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gies. The UIS appetite is far from satisfied without 

addressing ' horizontal market' demands. UIS is 
slowly spreading to the offices, universities, hospi-
tals, warehouses, small offices, and home offices. 
Enterprise wide wireless data networks will 
untether office workers, institutional professionals, 

and university students in the same way mobile 
computing and communication did a dozen years 
ago for field service and sales people. Warehouse 

operators are already outfitting forklift trucks with 
laptop computers equipped with bar scanning 
devices. Inventory control and location tracking 

information is immediately transmitted via WLAN 
to the warehouse information systems for process-
ing, archive, and future dispatch instructions to 
forklift drivers. Students and professors will access 

databases, email, and other network services from 
any classroom or laboratory. Doctors and nurses 
will update and retrieve patient information at a 
patient's bedside. Engineers will be able to access 
drawings and bill of material information on the 
manufacturing floor or conference room. Mobility 
will take on a whole new meaning as office work-
ers share information and files with interoperable 
wireless LAN adapter cards inserted in the PCM-

CIA interface slot of their personal digital assistant 
(PDA) Email and faxes will be sent and received 
anywhere on campus. 

According to Data Quest, the PC based Wire-
less LAN market compounded average growth rate 

is 113% to calendar year 1999. This phenomenal 
growth rate will push the world wide shipments of 
Wireless LAN products to $2 billion by 2002. 

Great fortune can be predicted to those providers 
who drive Wireless LAN cost and performance. 
"The needs for mobility are significantly increas-

ing and the cost of the technology is falling due to 
integration", according to Jon Edney of InTalk, 
Inc. "As these factors of demand and cost meet, 
there will be a rapid growth in the market." InTalk 
plans to use Harris Semiconductor's PRISMTm 

chipset for a range of mixed media wireless office 
appliances and portable devices incorporating 
data, voice, and video capability. 

III. Standards Enable the Markets 

One of the key elements enabling the horizon-
tal market is WLAN interoperability standards. 

Standards usually drive lower prices through high 
volume standard chipsets rather than expensive, 
proprietary IC technologies. Standards should 
mean you can use a compliant product from any 
vendor and it will be interoperable with any other 
vendor. Standards tend to drive volume sales, 

encouraging IC vendors to strive for high levels of 

radio integration and lower costs. IC vendors must 
chase volume applications to liquidate the high 
capital costs of IC manufacturing, and to further 
reduce the cost/price per unit. This in turn brings 
down the cost of systems enough to enable a larger 

number of end users. We are very familiar with the 

cost/price curves of virtually all electronic devices 
over 3-5 years. 

IV. IEEE 802.11 Standard 

The IEEE 802.11 Global Standard for Wire-
less Data has been in committee development for 
several years. The 802.11 committee continues to 
refine the Media Access Control (MAC) and Phys-
ical (PHY) layers of the network. However, the 
IEEE 802.11 standard has been finalized to the 
extent necessary for IC vendors to build PHY and 
MAC chipsets, resulting in working draft compli-
ant evaluation radios available for WLAN system 
integrators today. 

'EFT 802.11 Standards provides the following 
key rules and guidelines for Wireless Data Sys-
tems: 

A. Media Access Control (MAC) 

Much like wired Ethernet, IEEE 802.11 uti-
lizes a shared media protocol known as carrier 
sense, multiple access, collision avoidance 
(CSMA/CA). The chance of wireless nodes col-
liding is minimized by first sending a short 
ready to send (RTS) message which tells other 
nodes the message duration and intended desti-
nation. This allows other nodes to hold their 
transmission for the duration of the active RTS 
signal. The receiving station then must issue a 
clear to send (CTS). This lets the transmitting 
node know that the medium is clear and the 
receiving station is ready to listen. After the data 
frame is received the receiver must then issue an 
acknowledgment (ACK) to verify the data frame 
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was received without error. If an ACK is not 
received, an attempt to transmit the data frame is 

repeated by the transmitter. 

B. Physical Layer (PHY) 

The physical layer specifications include 
two RF spread spectrum technologies and one 

Infrared technology. Spread spectrum radio 
technology reduces the average power spectral 

density by spreading radio energy over a much 
wider bandwidth than necessary for the desired 
data rate. This reduces transmitted power to 
keep users from interfering with others in the 
band. Both RF technologies use 83 MHz of the 
2.4 GHz industrial, scientific and medical (ISM) 
unlicensed band. Operation of RF spread spec-
u-um devices in this 2.4000 - 2.4835 GHz band 
is governed by FCC specification 15.247 part 

15. 

L Frequency Hopping (FH) 

The frequency hopping (FH) physical 
layer uses a transmitter and receiver predefined 
pseudorandom hopping pattern which must 
hop across 75, 1M:Hz frequency slots at least 
once every 400ms. Three sets of 22 hopping 
patterns are defined in the 802.11 standard. 
Each frequency slot must be utilized at least 

once every 30 seconds. Frequency hopping 
systems typically use Gaussian Frequency 
Shift Keying (GFSK) modulation. The 802.11 
standard specifies that an entire data frame 
must be sent before it hops to another fre-
quency. This reduces the level of interference 
immunity compared to the frequency diversity 

employed by some FH systems that spread 
individual data packets over the entire spec-
trum. Data rates for FH are typically 1Mb/sec-

ond. 

ii. Direct Sequence (DS) 

The direct spread (DS) physical layer 
requires that each data bit is spread over a 

22MHz slice of the ISM band by mixing 
(XOR) each data bit with a high rate pseudo-
random "chipping code" before being PSK 

modulated onto the RF carrier. For interopera-
bility, the only spreading code allowed by 

IEEE 802.11 is an 11 chip Barker sequence. 

The Barker Code is unique because no section 
of it matches any other part of the chip 
sequence unless the entire 11 chips are com-
pletely aligned. This eases the job of the DSP 
correlator in the despreading function of the 
DS receiver. Since each individual bit is trans-
mitted and received as an 11 chip sequence 
spread over a 22MHz band, a narrow band 

noise spike in one area of the band will most 
likely not prohibit the pattern from being 
decoded by the receiver. The length of the chip 

sequence is directly related to the processing 
gain. A chip rate of 11, increases the transmis-

sion rate by a factor of 11. The more the signal 
is spread, the greater the processing gain, and 
the lower the interference from other radios. 
The DS physical layer partitions the 83MHz 
band into 11 channels with 5MHz spacing 

between center frequencies. Direct Spread sys-
tems utilize BPSK modulation for 1 Mbit/Sec-
ond data rates, and QPSK for 2 Mbit/Second 

data rates. 

C. Wireless Data Network Configurations 

Wireless data network configurations 
include "ad-hoc" or peer to peer (node to node 
connection), and infrastructure where wireless 

nodes communicate with a wired LAN through 
access points installed throughout an enterprise 

or building. 

D. Data Framing 

Data framing specifications breaks data into 
blocks or packets, bundling each block with 

control and address information. IEEE 802.11 
guidelines show a 30 byte sequence for control, 

addressing, data frame length, and signaling 
information. After this information, the actual 
data follows ranging to a maximum of 2048 
bytes. A 4 byte CRC error detection code ends 

the data frame sequence. IEEE 802.11 recom-
mended data packet size is 400 bytes for HI 
radios and 1500 or 2048 bytes for DS radios. 

Implementing this recommendation means that 
Hi systems will add significantly to the over-

head required when transmitting long data pack-

ets. 
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E. Data Security 

Data security includes authentication for 

making sure a node joining the network is 

authorized to do so, and privacy data encryption 

to prohibit unauthorized listening on the net-
work. The encryption scheme specified can be 

characterized as moderately secure to assure 

there is no violation of US export licensing 

restrictions in the world wide standard. 

F. Power Management 

Provisions in 802.11 for power management 

allow inactive nodes to "sleep" and only "wake 
up" periodically to receive a beacon indicating 
the nodes for which data is waiting to be trans-

ferred. 

G. Roaming 

Roaming rules allow a node to "roam" 

between network access points. When a node 
experiences a weak signal from its current 
access point, it will look for a stronger signal 

from another one. If a new link is established all 
data then is transmitted through the new access 
point. JEFE 802.11 does not specify how a node 
chooses a unique access point. It leaves this up 
to system designers to come up with their own 
decision algorithm. 
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V. PRISMTm Chipset - A Complete 
"Antenna-to-Bits" Radio Solution 

A spread spectrum integrated circuit ( IC) 
IEEE 802.11 chip set can be a key enabler to the 

growth of wireless data systems. A PCMCIA Type 
H compatible chipset will provide UIS designers a 

significant advantage in board space, design time 

to market, and development costs. An effective 
chipset solution must offer flexibility for imple-

mentation of IEEE 802.11 standards as well as the 

ability to provide cost effective solutions in alter-
native application specific wireless data systems. 

Harris Semiconductor's PRISMTm chipset for 
2.4 GHz 802.11 compliant radios, and other RF 
modems employing Direct Sequence Spread Spec-

trum (DSSS) RF technology, offers a highly inte-
grated cost effective solution for wireless data 
system designers. Shown in Fig. 1, PRISMTm is 
the first RF through baseband DSSS chipset solu-

tion targeted specifically to the nearly complete 
IEEE 802.11 WLAN Standard. An integrated 
chipset radio solution offers a designer a simplified 

product design, speeding time to market and 
reducing system costs. The single power supply 
(2.7v-5.5v) chipset designed together to provide 
all RF, IF and Baseband functions, virtually elimi-
nates all passive tuning elements and signal inter-
face "glue" common in many of today's radio 
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designs. This is a real manufacturing cost advan-
tage when considering component costs, testabil-

ity, and first pass manufacturing yields. 

The PRISMTm chipset can achieve data rates 
up to 4 Mbit/second, yet also implements the JEFE 

802.11 proposed 2 Mbitisecond DS Physical Layer 

(DS-PHY) standard with ease. The radio architec-
ture reflects a single heterodyne IF down conver-

sion from 2.4GHz to an intermediate IF frequency 
(10MHz - 400MHz). IF is then converted into In 

phase (I) and Quadrature (Q) baseband compo-
nents. The signal is then despread into its original 
spectrum and demodulated packetized bit stream 

in the DSP Baseband Processor function.The DSP 
Baseband Processor provides antenna diversity 

implementation decision logic, and each IC in the 

chipset offers power management control. 

VI. Radio Features 

The chipset architecture and objective specifi-

cations were driven largely by a desired list of 
radio features. Several of the more important fea-
tures and/or categories of features include: Size, 

Cost, and Power; IEEE 802.11 Compliance; Per-
formance; and Flexibility. 

A. Size, Cost and Power 

Because many systems will be used with 
notebook computers and/or handheld comput-

ers, size, power consumption, and cost are all 
key drivers. A single conversion architecture 
was chosen with all three factors in mind. More 

than one conversion would require additional 
local oscillators, IF filters, and additional ampli-

fier stages. 

Certain system and chip level design objec-

tives were chosen to minimize the cost of the 
external filters needed to realize the complete 

radio. For instance, the signal path off chip is 
designed to be single-ended to take advantage of 

readily available, inexpensive filters. Other 
examples include allowing for enough front-end 
gain in the chipset to accommodate moderate IF 

filter losses, and designing for a high IF fre-

quency, up to 400 MHz, to ease the front-end 
image filtering requirements. 

The selection of PCMCIA type II compliant 

low cost plastic packaging for each of the chips 
was another key design consideration for both 

size and cost. 

Finally, power consumption was addressed 

through establishing a supply current budget for 

the radio and each of the chips, designing for 

low voltage operation, down to 2.7V, and by 

including on chip power down control logic for 

each of the circuits. 

B. IEEE 802.11 Compliance 

Compliance to the IEEE 802.11 standard 
brings with it the benefit of interoperability. In 

addition, there are no licenses required for oper-

ation in the 2.4GHz ISM frequency band (2.4 -2.483GHz), and no service provider fees 

required for air time. Although the JEFE 802.11 

specification is complex, a few of the key physi-

cal layer requirements and how these influenced 
the system design objectives merit consider-

ation. 

On the receive side, the required sensitivity 
is - 80dBm for a frame error rate (FER) of 
8 10 2 , using differential quadrature (DQPSK) 
modulation. With a bit to noise energy ratio 
(Eb/No)of approximately 16dB to meet the 

required FER, a front-end noise figure of 18dB 
is needed. In our implementation however, the 

goal for receiver sensitivity was -90dBm (to 
allow for greater range with a given transmit 
power), requiring a front-end noise figure of 

8dB. Since there is approximately 3.5dB of loss 
before the active receive components, the 
receive noise figure requirement at the low noise 

amplifier is actually 4.5dB. 

On the transmit side, the desired output 

power is + 16.5dBm. Since there is approxi-
mately 3.5dB of loss after the power amplifier, 

the amplifier must operate at +20dB m. After 
allowing for 3 to 4dB of back-off from its ldB 
compression point, the required amplifier com-

pression point is +23 to +24dBm. Also, the 

transmit spectral mask requires the first side-
lobe of the PSK signal to be suppressed at least 
30dB with respect to the main-lobe. An unfil-
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tered PSK signal would have the first sidelobe 
only 13dB below the main-lobe. This require-

ment drives the choice of the baseband transmit 
low pass filter, and sets the amount of back-off 
from compression allowable in the transmit 
chain. 

C. Performance 

In addition to the radio features discussed 
thus far, certain performance parameters such as 
range, throughput, and interference immunity 
were also considered important. A consideration 
of these factors led to the selection of the direct 
sequence (DS) architecture as shown in Fig. 1. 

The receiver employs limiting IF process-
ing, and analog demodulation to baseband. Digi-
tal signal processing (DSP) is used to despread 
and demodulate the signal. Limiting IF amplifi-
ers may be used with DS systems, and are espe-
cially suited for systems with short PN codes. 

With the 11 bit code specified by 802.11, the 
processing gain is modest, resulting in slightly 
positive signal to noise ratios at the limiter input 
while operating. As a consequence, limiting IF 
systems actually perform slightly better than 
automatic gain (AGC) IF systems in most envi-
ronments. The use of limiting IF amplifiers low-
ers system cost and complexity, as AGC IF 
systems are difficult to implement in a WLAN 
environment where fast acquisition (less than 20 
usec) of packets is required. 

The transition between analog signal pro-

cessing and digital signal processing was care-
fully chosen to exploit the advantages of DSP, 
while avoiding the high supply current penalty 
commonly associated with IF based DSP. Using 
low-cost DSP techniques at baseband maxi-
mizes overall system performance. For example, 

the second LO, used to provide quadrature 
demodulation in the receive path, is not part of a 
carrier recovery loop. Instead, a proprietary PSK 
demodulator achieves performance levels close 
to those of a complex coherent system, without 

the burden of an external feedback loop. The 

required simple fixed frequency LO is easily 
implemented. 

Other DSP techniques that improve system 
performance include the despreading and 
demodulation scheme, which is optimized to 

exploit the impact of the limiting IF amplifiers. 
This results in improved receiver sensitivity at a 

given bit-error rate (BER). Further, a DSP based 

leveling circuit is used to provide control of the 
received baseband signals, maximizing the 
dynamic range of the A/D converters. 

The transmit processing follows a similar 
single conversion flow. Starting at baseband, 

quadrature digital PSK modulated signals are 
generated, and then spread. The baseband sig-
nals are then low pass filtered to meet the trans-
mit spectral mask specified in 802.11. After this 
filtering, the remaining transmit components 
must be operated in a linear fashion to avoid 

spectral regrowth. Quadrature IF modulation is 
used to convert the baseband signals to the IF 
frequency. A further up conversion then shifts 
the carrier up to the desired channel in the 
2.4GHz ISM band. To develop the required out-
put power, an integrated RF power amplifier is 
used. As previously discussed, this power ampli-
fier must be operated in a linear manner, with a 
fixed back-off from its ldB compression point to 
avoid spectral regrowth. 

D. Flexibility 

Realizing that one size may not fit all, addi-
tional features were incorporated in the chipset 
design to allow for a certain degree of flexibility 
in the system implementation. In fact, the degree 
of flexibility available is enough to enable a 
wide range of 802.11 compliant and non 802.11 
compliant systems in the unlicensed 2.4GHz 
ISM band. The low power spectral density 
nature of DS lends itself nicely to the design of 

systems that are not necessarily disruptive to 
other narrowband or broadband communications 
on the same frequency. 

Examples of chip set features that allow for 
flexible system design include the choice of two 
different modulation types, programmable data 
rates, programmable PN code length, and dual 
antenna diversity. 
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Two modulation types, differential quadra-

ture phase shift keying (DQPSK), and differen-

tial binary phase shift keying (DBPSK), both 
types compliant with the 802.11 DS physical 

layer specifications, are supported by the base-
band processor. With a maximum symbol rate as 
specified by 802.11 of 1Msps, the resulting data 

rate is 2Mbps with DQPSK, and 1Mbps with 

DBPSK. 

The bit rate for QPSK is twice that of 
BPSK, but it takes 3dB more power per bit to 
get the same signal to noise ratio. Another way 

of saying this is that for a fixed transmit output 
power, the separation between transmitter and 

receiver (range) can be somewhere between 20 
to 40% greater (depending on the environment) 
using the lower rate BPSK modulation. Of 
course if the added range is not needed, one can 
take advantage of the higher rate possible with 

QPSK. 

Programmable data rates from 256Kbps to 

4Mbps can also accommodated, though it 

should be noted that the 802.11 specification 
currently supports only the 1Mbps and 2Mbps 

rates. Lower data rate systems offer the advan-
tage of increased channel capacity and extended 
range (or the same range with lower output 
power). Higher data rate systems offer the obvi-

ous advantage of speed. 

The PN code length can also be pro-

grammed, to lengths of 11, 13, 15, or 16 bits, 
although it should be noted that for interopera-
bility, the only code supported by 802.11 is an 

11-bit Barker code. The PN code psuedoran-

domly chops the phase of the data into brief time 
intervals, called chips. These chips are several 
times shorter than the duration of a data bit (e.g. 

an 11- bit PN code results in 11 chips per data 
symbol). The effect is that the energy of the data 

is spread across a much higher bandwidth 

appearing very much like low level broadband 

noise. To despread the signal, the receiver uses 

an identical PN code to the one used in the trans-

mitter. 

The characteristics of the spreading code are 
critical because the network code set must 

exhibit low cross-correlation characteristics 

among its individual codes. For non- 802.11 
applications a higher bit length spreading code 

could be used for improved processing gain. 
Processing gain means that a DS receiver can 

recover a signal even when the interfering signal 

has a higher power than the spread waveform. 

The chipset design also supports the use of 
single or dual antennas. Dual antennas can be 

used to combat the effects of delay spread (mul-
tipath). Delay spread is a general problem in 

mobile applications and in environments where 
there are many reflective surfaces, such as fac-

tory floors and some office environments. With 
PRISMTm, dual antennas may be utilized at 
both ends of the link or only at one. In small 

form factor applications such as PCMCIA type 
II WLAN cards, systems could use a single 

antenna on the PC card and antenna diversity on 
the access point or base station. 

In designs that take advantage of antenna 

diversity, a low loss diversity switch follows the 
antennas, Antenna selection is completely auto-
mated by the baseband processor and takes 

place during the preamble of each packet. 

VII. Process Technologies 

The chipset partitioning was heavily influ-
enced by the available process technologies. In this 

case, there were a wide range of available technol-

ogies including a GaAs MESFET process, a high 
speed silicon bipolar process, two separate mixed 

signal BiCMOS processes, and a digital CMOS 
process. Similar frequency processing was 
grouped together so that the process most appro-

priate for a given frequency could be optimally 

chosen. Also since the system operates in a half-
duplex mode, transmit and receive functions could 
be placed on the same die, with little concern for 

isolation. 

A GaAs MESFET process, appropriate for 

small level integration, was used for the integrated 

Power Amplifier and T/R switch. The same pro-

cess, with its low noise figure devices, is also used 
for an optional LNA which precedes the RF/IF 

Converter. 
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A high speed silicon bipolar process 

(UHF1X), with an NPN fmax of 13GHz, and a 
PNP fmax of 7GHz was used for the RF/IF Con-
verter and for the IF QMODEM. This complemen-

tary process is built using dielectrically isolated, 
bonded wafer techniques. By controlling the fea-

tures of the substrate, the high frequency losses 
commonly associated with silicon are minimized. 

A high speed BiCMOS process, suited to 

medium and large scale integration, with fast bipo-
lar and dense CMOS logic, was used for the dual 
synthesizer. 

A digital CMOS process, with high density 0.6 
micron triple level metal technology, was chosen 

for the integration of the DSP intensive DSSS 
Baseband Processor. 

VIII. Description of Major Blocks 

A. RF/IF Converter (HFA3624) 

The integrated RF/IF Converter incorporates 

on-chip spiral inductors and MOS capacitors to 
provide 50 ohm internal matching on all high 

frequency ports, as well as higher impedances 
for the IF ports, thus supporting simple connec-
tion to IF filters. No IF baluns are required. One 
LO input is needed, with internal connections 
between the transmit and receive mixers. The IF 

passband extends well beyond 400MHz. 

In the receive path, a two-stage LNA estab-
lishes the receiver noise figure. An optional 

external image rejection filter can enhance over-
all system sensitivity. The single- balanced 
receive mixer is optimized for high conversion 

gain, low noise figure, and high third-order 

intercept. The IF output is a differential structure 

that supports IF impedance-matching networks. 
Optionally, the IF output can be used in a single-

ended fashion. 

In the transmit path, the RF/IF Converter 

uses a double-balanced up-conversion mixer to 

minimize the amount of LO leakage in the trans-
mit output. The chip allows use of an external 

sideband selection filter, with characteristics 

similar to those in the receive image-reject filter. 

An on-chip two-stage exciter amplifier eases RF 
power amplifier gain requirements. 

The RF/IF Converter is partitioned sepa-

rately from the 1F sections to allow for high iso-
lation in the receive IF filter. The off-chip image 

filters associated with the RF/IF converter 

require only modest isolation for proper opera-

tion. 

B. IF Filtering 

Both the receive and transmit IF paths use 

filtering. A highly selective SAW filter provides 

receiver selectivity. At the recommended 
280MHz IF, and an 11Mcps chipping rate, the 
filter bandwidth should be approximately 

17MHz. Insertion loss should be less than 15dB, 
and differential group delay should be less than 
100ns. 

C. Dual Synthesizer (HFA3524) 

In both transmit and receive a dual- fre-
quency synthesizer provides the LO signal for 
both the RF/IF Converter and the phase splitter 
in the IF QMODEM. By maintaining identical 
IF frequencies in both transmit and receive paths 
there is no frequency switching and therefore no 
settling time requirements. This enhances trans-
mit/receive turnaround time, a key issue in car-
rier sense multiple access (CSMA) data 

applications. 

D. RF Power Amplifier (HFA3925) 

The linear RF power amplifier provides 

matched 50 ohm characteristic impedances and 
provides a +23dBm ldB compression point. To 

limit spectral regrowth, the amplifier operates 

3dB below the ldB compression point. Assum-

ing 3.5dB insertion loss for the antenna diversity 

scheme, + 16.5dBm of transmit power is avail-
able at the antenna. 

The RF power amplifier together with the 
TIR switch is partitioned as a separate IC due to 
thermal issues, as well as the large signal nature 

of the circuit. 

59 



E. IF QMODEM (HFA3724) 

In the IF QMODEM, a two-stage limiting 
amplifier in the receive path provides sufficient 

gain and bandwidth to exhibit a -84dBm -3dB 
limiting sensitivity at frequencies up to 
400MHz. The limited output is typically 

200mV, and is compensated over temperature. 

An internal RSSI (Received Signal Strength 
Indicator) provides linear temperature-compen-
sated performance. The RSSI signal is routed to 
the internal 6-bit RSSI AID converter on the 

baseband processor, where it is used for Clear 
Channel Assessment (CCA). 

Following limiting, the IF signal is routed to 

a quadrature demodulator featuring an internal, 
quadrature LO network that achieves accurate 
phase performance. The quadrature network uti-
lizes a divide-by-two approach to achieve broad-
band operation. Feedback circuits maintain 
phase accuracy over a wide range of LO input 
levels and duty cycles. The demodulator input 
compression point exceeds 1Vpp, making it 
suitable for use with the limiter output, or with 
any external AGC, should system designers 
wish to bypass the on-board limiters. The I/Q 
baseband signals exhibit ±-0. 6 degree phase bal-
ance and ±0.2 dB amplitude balance. On the 
transmit side, the quadrature modulator utilizes 
the same quadrature LO network and provides 
an accurate IF output from 10 to 400MHz. As a 
result of the excellent phase and amplitude bal-

ance, sideband suppression in a single sideband 
(SSB) operating mode is typically 33dB. 

The IF QMODEM also provides program-

mable baseband I and Q low pass filtering. Dual 
fifth-order Butterworth filters are internally mul-
tiplexed between the transmit and receive chan-
nels. These filters offer four digitally-selectable 
cutoffs: 2.2, 4.4, 8.8, and 17.6 MHz. These cut-
offs correspond to DS chip rates of 2.75, 5.5, 11, 
and 22Mcps. In addition, the filters may be 

tuned up to 20% above or below the fixed cut-
offs by changing an external resistor. The filter 

response was selected to meet the transmit spec-
tral mask requirements. Specifically, the first 

side-lobe attenuation of the transmitted spread 
DBPSK or DQPSK signal is typically -35dBc 

relative to the main-lobe. In receive mode, the 

demodulated, filtered I and Q signals are routed 
to the baseband processor. In transmit mode, the 
digital I and Q signals from the baseband pro-

cessor feed to the IF QMODEM. To avoid spec-
tral regrowth, once the transmit single-bit inputs 

are filtered by the fifth-order Butterworth filters, 

the rest of the transmit chain must operate lin-
early. In other words, all further transmit ele-
ments must be operated backed-off from their 
ldB compression points. Despite this character-
istic of BPSK and QPSK modulation, the 

improved receiver performance over simpler 
non-coherent modulations such as GFSK results 
in an overall system performance advantage, 
especially at high data rates. 

F. DSSS Baseband Processor (HSP3824) 

In the DSSS Baseband Processor, the analog 
I and Q signal outputs from the lowpass filters 
are digitized by 3-bit A/D converters at 22Msps, 
twice the chip rate.The quantized I and Q base-

band paths are correlated against a reference PN 
code, using separate matched filter correlators. 
The reference PN code is programmable from 
11 to 16 chips. The correlators despread infor-

mation of interest back to its original data rate 
while spreading interfering signals and noise. 
After the despreading, the I and Q signals are 
converted to polar form, and the phase informa-

tion is subsequently processed by the DPSK 
demodulator, which supports both DBPSK and 
DQPSK. A digital phase locked carrier tracking 

loop allows coherent DPSK data processing. In 
the transmit mode, the baseband processor func-
tions as a DPSK modulator, including a data 

scrambler, and a BPSK spread modulator. Serial 
data and control ports allow for flexible interfac-

ing with most major controllers. 

The baseband processor is partitioned as a 
separate IC due to the large digital content of 
this function. 

IX. Summary 

Utilizing the PRISMTm chipset in UIS designs 

speeds system level design time to market, reduces 
development costs up to 80%, and significantly 
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reduces manufacturing costs. UIS markets prom-
ises great fortune for those providers who drive 
WLAN costs and performance by implementing 
an effective radio chipset strategy to their early to 
market wireless data system design. 
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Abstract 

HIPERLAN (High PErformance Radio Local Area 
Networks) is an emerging European standard for wireless 
local area networks with an in air data rate of 23.5 
Mbits/sec. This paper details the design manufacture and 
measured performance of two application specific GaAs 
MMICs which form the majority of the 5.2 GHz RF front 
end. One MMIC is a power amplifier with level control 
and the other is an up/down-converter with on chip VCO. 
These are the first GaAs MMICs designed specifically for 
the HIPERLAN standard. 

I Introduction 

The European Telecommunication Institute, ETSI is 
looking towards the future of wireless data 

communication and is working on a standard for High 
Performance Radio Local Area Networks (HIPERLAN) 
[1]. The first HIPERLAN standard (Type 1) due to be 
published in late 1996 defines a system which will 

support data rates up to 23.5Mbit/s. Type 1 HIPERLAN 

uses a distributed medium access control protocol which 
can do away with base stations and access points. It does 

not however allow medium use per terminal to be 
scheduled since medium access is negotiated at each 

transmission event. This is a problem for wireless ATM. 
Realising this ETSI decided to develop a second standard 
aimed at wireless ATM access - HIPERLAN Type 2. 

This will be released for comment in 1997. The 

frequency allocations for HIPERLAN are 5.15 to 
5.25GHz and 17.1 to 17.2GHz. An extension of the 
lower band from 5.25 to 5.3GHz will be released by 
individual countries based on national demand. These 
bands are specific to HIPERLAN in the European Union 
and therefore provide a more benign operating 
environment from the point of view of interference. 

Unlike the ISM bands where spread spectrum techniques 

are essential to make the systems interference resistant. 
Up to three power levels are specified: 10dBm, 20 dBm 

and 30 dBm. The modulation scheme chosen is GMSK 
which allows the use of efficient non linear power 
amplifiers. Since a major application of HIPERLAN will 

be for battery operated portable equipment DC power 

consumption is an important consideration. Other power 
saving features have also been defined in the 

specification. 
The operating frequencies for HIPERLAN currently 
preclude the use of Silicon ASICs in the RF front end. 

The market areas that HIPERLAN is targeting (such as 
PCMCIA cards for personal computers) will also require 

very high levels of integration in order to meet the size 

constraints. Packaging of components at 5.2 GHz 
presents a problem since the low cost plastic packages 
used at 2.4 GHz become unusable at 5.2 GHz due to 

parasitic lead inductance's and the loading effect of the 
plastics. Multi Chip Module (MCM) technology can 
however provide a solution [2]. 

II GaAs Chip Set 

Fig. 1 shows a block diagram of the RF to IF section of a 
HIPERLAN radio designed around a custom GaAs 
MMIC chip set. Two MMICs are used. An up/down 

converter chip that contains; IF amplifiers, T/R 
switching, VCO with on chip varactor and resonator, bi-
directional mixer and Tx pre amplifier. The second chip 
is a 21 dBm power amplifier with power level control. 
The TIR switch and the diversity switch are realised 
using standard GMMT switch MMICs. 
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The MMICs are integrated into a multilayer MCM D 
substrate that provides a medium to realise lumped 
element and distributed microwave components for the 

filters and matching elements for the discrete HEMT 

LNA. MCM D technology allows the integration of the 
RF front end with CMOS control devices and a Silicon 
prescaler made using a 15 GHz Ft bipolar process. These 
can be solder bumped and flip chipped onto the substrate 

to form a very compact low cost assembly with good 
microwave performance. The MCM is assembled into a 
17mm square Ball Grid Array package which can then be 

surface mounted with other portions of the radio on a 
conventional PCB. Fig 2 shows the MCMD assembly 
containing the GaAs MMIC chip set and the MCM LNA. 

Also shown next to the MCM tile is a ceramic microstrip 
filter linking the transceiver to the Power Amplifier. 

Fig. 2. MCM D Assembly 

The two stage LNA utilises discrete HEMT die and 

MCM passive components to achieve a gain of 22 dB 
with a noise figure of 2 dB. This is used to buffer the 

noise figure of the down-converter. 

The key performance requirements of the two GaAs 
MMICs are given below. 

Power Amplifier: 
Frequency 
Gain 
Return Losses 
1 dB CP 
Psat 
Current 

5.15 to 5.3 GHz 
>16 dB 
>10 dB 
>21 dBm 
23±2 dBm 
<150 mA 

Transceiver: 
LO 
RF 
Rx Gain 
Rx Noise Figure 
Rx Input IP3 
Rx Current 
Tx Power Out 
Tx spurious 
Tx current 

5.80 to 6.05 GHz 
5.15 to 5.30 GHz 
>-7 dB 
<22 dB 
>10 dBm 
<50 mA 
>9 dBm 
<-63 dBc 
<200 mA 

I - 4 V 

300 mV IF in 
4.88 - 5.55 GHz 

Both MMICs were fabricated using the standard GMMT 
F20 process, which utilises 0.5 gm gate length, depletion 
mode MESFETs. The simple 9 mask process is ideally 

suited to volume manufacture of MMICs. 

HI Power Amplifier 

Fig. 3 shows a photograph of the two stage power 
amplifier MMIC. 
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Fig. 3. Power Amplifier MMIC Photograph 

The output stage is realised by two devices in parallel. A 
low gain / output power mode is available when an 
interstage attenuator is switched in. At the same time one 
of the two output stage FETs is pinched-off resulting in 
an output power reduction of around 10 dB with a 38% 
DC power consumption saving. The measured gain of the 

power amplifier is over 20 dB and both input and output 
return losses are greater than 17 dB. The small signal S-

parameters of the power amplifier are plotted in Fig 4 and 
the power transfer characteristics of a sample of 24 
amplifiers is shown in Fig 5. 
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Fig. 4. Power Amplifier Measured S-Parameters 
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Fig. 5. Power Amplifier Power Transfer 
Characteristics 

IV Transceiver 

10 

As shown in Fig. 1, the transceiver MMIC comprises a 
VCO, buffer amplifier, mixer, RF balun, RF and IF 
Tx/Rx switches, Rx and Tx IF amplifiers and a Tx RF 

pre-amplifier. To minimise component count, the VCO, 
buffer, mixer and balun are used in both transmit and 
receive modes. Following the MCM LNA and filter, the 
receive input signal is selected by the Tx/Rx switch and 

fed through the 180° splitter to the mixer. An IF 
amplifier provides the down-converted signal with gain 
and match to the high impedance external IF filter. In 

transmit operation, an IF amplifier provides a high input 
impedance and gain prior to up-conversion using the 
same LO and mixer. The mixer RF output is converted 

to single-ended by the RF balun. The signal is then 
routed off chip for USB removal before returning to the 
pre-amplifier contained within the same chip. The 

individual sub-circuits are described below. 

VCO / Buffer / Mixer 

The on-chip Clapp-type VCO is fully self-contained and 

includes the resonator and tuning varactor. This push-
pull device essentially comprises two separate oscillators 

connected and biased through virtual earths where a 
corresponding single-ended oscillator would have 
demanded RF grounding. The varactor tuning voltage is 
also applied at a virtual earth. The push-pull arrangement 

minimises on-chip RF decoupling requirements as well as 
providing the differential input to the double-balanced 
mixer. Over the required 200 MHz bandwidth, the 
linearity of the VCO is better than 1.3:1. and the phase 

noise was measured at - 133 dBc/Hz at 10 MHz offset. 
The VCO consumes approximately 25 mA. The tuning 
Characreristics of the oscillator are shown in Fig 6. 
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Fig. 6. VCO Tuning Characteristics 
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The buffer amplifier is required to provide a differential 
sample of the on-chip LO signal to allow external phase 
locking. It is also required to isolate the VCO from the 

loading and possible pulling effects of the phase locked 

loop (PLL). The buffer amplifier Consists of a long-
tailed pair of small FETs, biased by a current source. No 
input matching is used in order to present a high input 
impedance to the VCO. Reactive matching is used at 
the output to provide a good match and thereby power 
gain. The current drawn by the buffer amplifier is —7 

mA. 

The double-balanced mixer is formed by a quad ring of 
FETs. With differential signals at RF, LO and IF ports, 

each port is a virtual earth of the other two. The gates 
are driven by the differential output of the VCO. A 200 

1-/ resistor across the LO input reduces the LO voltage 
available to the gates but reduces the pulling effect of 

Tx/Rx switching at the RF and IF ports. 

Diplexer / IF Amplifiers 

The IF side of the mixer is connected to the Tx/Rx 
switches by means of a diplexer filter. This assures a 
resistive termination at LO, RF, image, 2LO, 2RF etc., 
minimising VCO pulling and controlling 

intermodulation. 

The IF amplifiers are essentially low-pass in design, i.e. 

unmatched, since it is not practical to provide reactive 
matching on-chip at 700 MHz. The low frequency cut-
off is determined by the coupling and active load bias 
capacitors. The Rx IF amplifier is a single stage with 
approximately 7 dB gain when conjugately matched 

(-600 S.1) to the external IF filter and consumes 13 mA. 

The Tx IFA is similar in design but has two stages with 
an inter-stage variable attenuator included to control the 
IF power into the mixer to ensure linearity. 
Differentially measured s-parameters of the Tx IF 
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amplifiers are shown in Fig 7. Allowing for the 

difference between the sub-circuit measurement system 
impedance and the amplifier input impedance, show the 
IFA provides 18 dB gain. 13 dB of gain control is 

available by means of the voltage-variable attenuator. 
The Tx IF amplifier draws 63 mA and has a 1 dB 

compression point of just under 10 dBm. 
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Fig. 7. Tx IF Amplifier Measurements 

RF Ba/un / Tx Pre-Amplifier 

1.2 

A 180° splitter/ combiner is formed by combination of a 

lumped element Wilkinson splitter/ combiner and high 
and low pass filter sections. This is used in Rx and Tx 

modes to generate a differential signal for down-
conversion and a single-ended up-converted signal 
respectively. The RF pre-amplifier is used to boost the 
level of the up-converted mixer output. The amplifier is 
realised as a three stage reactively matched circuit. The 

measured S-Parameters of the pre -amplifier sub circuit 
are shown in Fig 8. Gain is —27 dB at 5.2 GHz and 
nearly 10 dB down at the lowest frequency of the 

(unwanted) USB. Return losses are better than 13 dB 

over the required RF range. The pre-amplifier has a 1 dB 
compression point of 19 dBm and a saturated output 
power of 20.5 dBm while drawing less than 90 mA. 

(dB) 
30 

20 

10 

o 

S211 

10 

-20   
2 4 6 

Frog (GHz) 

Fig. 8. Tx RF Pre-Amplifier Measurements 
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The sub-circuits are interconnected into a single MMIC, 

Fig. 9. On chip bias networks are included. These allow 
the Tx, Rx and common circuits to be independently 

enabled by means of single-ended 0/ -5 V controls at 
about 0.4 mA each when on. In the standby mode with 
all control inputs at -5 V, the total current drawn by the 
MMIC from the fixed +5 and -5 V supplies is < 1 mA 
and <0.2 mA respectively. 

Fig. 9. Transceiver MMIC Photograph 

The down-converter is designed to have conversion loss. 

Fig. 10 shows the conversion loss of a random sample of 
down-converters measured directly on wafer. The 
measured conversion loss is 8 dB, this improves to 6 dB 

when the IF outputs are conjugately matched, as will 
happen in practice. 
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Fig. 10. Transceiver Rx Conversion Loss 
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In transmit mode, the up-converter has an output power 

of over 10 dBm for an input of -13 dBm (Fig. 11). When 
integrated into the MCM, this output is filtered and is 
then used to drive the PA MMIC. After filtering there 
will still be sufficient power to drive the PA into 
saturation, providing +23 dBm of output power. 
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Fig. 11. Transceiver Tx Output Power 

Fig. 12 shows a typical output spectrum of the 

transceiver, without any additional filtering. All spurious 
signals are at least 20 dB below the wanted signal, with 
the LO at -28 dBc. This is a reflection of the excellent 

balance of the VCO and mixer. In band spurious signals 
are at -70 dBc which is due to both a good choice of IF 

frequency (resulting in only very high order spurs. falling 
in-band) and the IF amplifier operating sufficiently 

linearly so as not to generate large harmonic tones. 
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Fig. 12. Transceiver Output, 0 to 15 GHz 

A consequence of the incorporation of the MMICs into 

MCMs is that full on-wafer RF measurement of the 
MMICs is necessary to select known good die. With the 
up/down-converter MMIC, a set of custom mixed RF and 

DC probes are used for this purpose. Differential probes 
are used to interface to the IF input and output. These are 
matched to a differential impedance of 200f1. To reduce 
the number of separate measurements to be made, the up-

converter output is connected to the pre-amplifier input 
by means of a track through the saw lane on the wafer. 

This track is severed at die separation, but allows the 
whole transmit chain to be checked with a single 
measurement at the wafer stage. 

V Conclusions 

A power amplifier and highly integrated transceiver 
MMICs have been manufactured in a single design cycle. 

The functionality of the sub-circuits is very close to the 
target requirements with the result that the integrated 

transceiver operates to specification. On-wafer 
measurement of circuit RF functionality allows selection 
of known good die for incorporation into a Multi-Chip 

Module. 
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ABSTRACT 

This paper gives a broad overview of the proposed RF waveforms to be utilized for Wireless LAN's as 
defined in the proposed IEEE802.11 standard. It provides a brief background of the ISM band and of 
Spread Spectrum waveforms. Details of the RF specifications for Direct Sequence Spread Spectrum is then 
described. It addresses implementation specifications as well as international regulatory rules. The 
standard is based on a CSMA/CA protocol and defines two RF waveforms for the transmissions of the 
packets. The two waveforms are Frequency Hop (Fil) and Direct Sequence (DS) Spread Spectrum signals. 
The allocated band is the unlicensed 2.4 GHz ISM band. Spread Spectrum techniques appear to have 
desirable performance properties as well as being within the regulatory transmission restrictions for various 
countries. 

INTRODUCTION 

The lEEE802.11 committee has been chartered to 
define a standard for wireless LAN's. At the time of 
this paper the standard has not been completed. It is 
being finalized and is undergoing the steps of the 
IEEE approval cycle. Any reference to the standard 
is based on the latest available draft of the 
MEE802.11 working group (Draft 5.1). 
The two RF waveforms defined by IEEE802.11 are 
Frequency Hop (FH) and Direct Sequence (DS) 
Spread Spectrum signals. This paper will overview 
both and will concentrate on the RF requirements of 
the DS waveform. Harris Semiconductor has proved 
feasibility of the DS requirements by designing 
PRISM TM , which is a DS radio chip set. 

Spread Spectrum techniques "spread" the signal 
energy over a wide frequency range. The two spread 
spectrum waveforms chosen for the standard are: 

A. Frequency Hop (FH). 

FH is constantly switching its instantaneous 
transmit frequency in time at a minimum rate 
of 1 hop/sec. The FH system follows a 

pseudorandom sequence of frequencies. This 
pseudorandom sequence is known to the 
receiver and synchronizes to it for successful 
demodulation. FH systems average the total 
energy in time throughout the overall frequency 
band. 

B. Direct Sequence (DS). 

DS is spreading the narrowband energy by 
switching the phase of each actual bit with a 
"spreading code" running at a rate that is at 
least 10 times faster than the data rate. The 
spreading code is once again a pseudorandom 
sequence and the receiver needs to synchronize 
to it for successful demodulation. The channels 
of operation have been selected to meet 
requirements of the various international 
regulatory bodies. 

IL BACKGROUND 

Spread spectrum technology has been around for 
many decades. It was initially developed for 
government defense communications systems. 
Today this technology is being used in modern radio 
design for unlicensed commercial application, and 
has been positioned as an alternative to frequency 
bands requiring licenses. The knowledge gained 
over the years using this technology for government 
use, has led to the spawning of a number of start-up 
companies pioneering proprietary spread spectrum 
radio transceivers for the marketplace. The demand 
for this technology did not expand commercially 
until the late 1980's. In 1983 when the U.S. Federal 
Communication Commission (FCC) made changes 
to the spectrum allocation and opened three 
frequency bands, 902-928 MHz, 2400-2483.5 MHz, 
and 5728-5750 MHz. These frequencies were 
defined as the Industrial Scientific and Medical 
(ISM) band and reserved for unlicensed users with 
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transmit power restriction set by the provision of 
Rule 15.247. Much of the commercial equipment 
manufactured today is made to operate in the 900 

MHz band. 

In recent years, the 900 MHz ISM band has been 
troubled with user overcrowding and interfering 
congestion. Much of the overcrowding was 

attributed to inadequate spectrum allocation, and the 
lack of standards and interoperability. It is apparent 
that the 900 MHz band was the 1st generation or 
trial band for this technology. Unfortunately this 
band suffers from spectral efficiency because of the 
number of users which coexist. In the last few years, 
the overcrowded 900 MHz band has challenged the 
equipment and semiconductor manufacturers of this 
technology to start a 2nd generation of products, by 
migrating to the 2.4 GHz band. The 2.4 GHz band 
offers more spectrum bandwidth, permits higher data 
rates with substantial reduction in implementation 
size and power. Most importantly, this band will 
promote standards and protocols which will be the 
roadmap of global representation. Much of the 
credit in this effort is given to the work of the 
IEEE802.11 WLAN standards committee having as 
a goal to set the basis for interoperability between the 
various vendors and well defined communication 
protocols. TEEE802.11 introduces Spread Spectrum 
as the form of RF WLAN communications. 

III SPREAD SPECTRUM 
COMMUNICATIONS OVERVIEW. 

Spread spectrum communication systems utilize a 
transmission frequency bandwidth that is much 
wider than the actual data bandwidth (BW). Spread 
spectrum is attractive to military users for the 

following fundamental reasons. 

• It can provide Low Probability of Interception 

(-131). 
• It has Anti Jamming (A.1) properties. 
• It can allow for simultaneous multiple signal 

access. 

In addition, it has inherent properties of secure 
cortununications, making it difficult for adversaries 
to recover the signal intelligence even if they are 
capable of detecting the presence of such signals. 
Spread spectrum techniques to find their way into 
commercial applications. The benefits that 
commercial users are deriving are parallel to those 
that motivated the military users. If we attempt to 

define a parallel set of benefits that Spread spectrum 
systems offer to the commercial environment, they 

are: 

A. Low transmit power density function 

per Hertz. 

This helps the spectral contamination issue 
malcing it easier to comply with regulatory 
requirements. In addition, the interference 
generated from each operating channel to 
others is reduced. 

B. Interference rejection capability. 

This provides a performance advantage over 

classical narrowband transmissions due to the 
fact that spread spectrum systems are more 
immune to interference sources. 

C. Simultaneous multiple system 
transmissions over the same frequency 

bandwidth. 

This allows for code division multiplexing 

schemes that allow for simultaneous 
transmission of more than one signals. 

Communication security or less expensive privacy 
protection aspects are also important to commercial 
networks. The primary spread spectrum waveforms 
are Frequency Hoping (FH) and Direct Sequence 
(DS) spread spectrum. Both of these techniques 
capitalize on the utilization of a wide frequency 
bandwidth for their conununications in order to 
extract the stated benefits. 

IV. WORLDWIDE REGULATORY 
BODIES AND DOCUMENT SUMMARY. 

The various countries have adapted their own set of 
regulatory rules for the ISM band around which the 
IEEE802.11 is developed. The working group, as 
part of the standard development process, has 
considered the variations of the regulations per 
geographical area. The documents listed on Table 1 
below have been used as reference for the current 
regulatory requirements for various geographic areas 
at the time that the standard was developed. This set 
of documents are provided for information only. The 
table is a sample of some geographies and it should 
be understood that the references are subject to 
change or revision at any time. 
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TABLE I. REFERENCE TO REGULATORY AUTHORITIES/DOCUMENTS 

EUROPE 

Approval Standards: European Telecommunications Standards Institute 
Documents: ETS 300-328, ETS 300-339 

Approval Authority: National Type Approval Authorities 

FRANCE 

Approval Standards: La Reglementation en France por les Equipements fonctionnant dans la 
bande de frequences 2.4 GHz "RLAN-Radio Local Area Network" 

Documents: SP/DGPT/ATAS/23, ETS 300-328, ETS 300-339 

Approval Authority: Direction Generale des Postes et Telecommunications 

JAPAN 

Approval Standards: Research and Development Center for Radio Communications (RCR) 

Documents: RCR STD-33A 
Approval Authority: Ministry of Telecommunications (MKK) 

NORTH AMERICA 

Approval Standards: Industry Canada (IC), Canada 

Documents: GL36 

Federal Communications Commission (FCC), USA 

Documents: CFR47, Part 15, Sections 15.205, 15.209, 15.247. 

Approval Authority: Industry Canada (Canada), FCC (USA) 

SPAIN 

Approval Standards: Supplemento Del Numero 164 Del Boletin Oficial Del Estado 
(Published 10 July 91, Revised 25 June 93) 

Documents: ETS 300-328, ETS 300-339 
Approval Authority: Cuadro Nacional De Atribucion De Frecuesias 
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V. RF FREQUENCY RANGES AND 
BANDWIDTH. 

Even though most geographic areas allow operation 
at the 2.4 GHz band, the exact frequencies and 
bandwidth allocation vary per each area. Table 2 
below illustrates an example of the allocated 
frequency bands for selected geographies: 

TABLE 2. FREQUENCY ALLOCATION 
TABLE 

FREQUENCY 
RANGES 

GEOGRAPHICAL 
AREA 

2.400-2.4835 GHz North America 

2.400-2.4835 GHz Europe 

2.471-2.497 GHz Japan 

2.445-2.475 GHz Spain 

2.4465-2.4835 GHz France 

The total bandwidth allocated is of significant 
importance because it defines the number of 
channels that can be utilized at each geographical 
area. The same IEEE802.11 standard can be more 
versatile in areas that there is additional overall 
bandwidth allocated. The advantage is due to the 
greater number of channels that can be potentially 

deployed. 

VI. DS RF POWER REQUIREMENTS. 

In addition to the frequency and bandwidth 

allocation one key parameter that is regulated by the 
various authorities is the allowable transmit output 
power. The transmit output power is directly related 
with the range of coverage that a particular radio can 
achieve. Even though the more the power the larger 
the range, there are power (DC) consumption and 
cost implications that the industry would have to 
trade even if regulators were to allow liberal power 
transmission levels. Table 3 below illustrates a 
sample of allowable power output levels for selected 
geographies. 

TABLE 3. Tx POWER REQUIREMENTS. 

MAXIMUM 
ALLOWABLE POWER 

GEOGRAPHICAL 
AREA 

1000 mw USA 

100 mw (EIRP) EUROPE 

10 mw/Mhz JAPAN 

VIL PROCESSING GAIN. 

One other key parameter that is regulated is 
processing gain. Processing gain is what 
distinguishes spread spectrum waveforms from their 
narrowband counterparts. Processing gain provides 
spread spectrum waveforms with properties that 
result, among other things, additional immunity to 
interference and low power spectral density. In the 
case of the DS waveform processing gain is defined 

as the ratio of the spread BW over the data BW 
expressed in dB. The FCC defines processing gain 

for a DS system to be a minimum of 10 dB. Even 
though the greater the processing gain the better its 
outcome benefits, there is a BW trade off and design 
complexity that needs consideration. High 
processing gain systems occupy more total BW 
together with a proportional increase in 
implementation complexity. The result of the trade 
off for the IEEE802.11 is to comply with the 
minimum requirement of 10 dB. 

VIM HEADER AND SYNCHRONIZATION. 

IEEE802.11 defines a synchronization pattern of 
128 bits, followed by a header field of 64 bits for all 
DS packets. The 128 synchronization bits are all 
logic 1's and they are required, by the receiver, for 
initial acquisition of a packet. The synchronization 
field is followed with 64 bits of Physical Layer 
(PHY) header information. The header fields 
contain information such as address ID, data rate, 
packet size and a CRC error detection field. The 
synchronization and header fields are always 
transmitted at a rate of 1 Mbps independent of the 
rate of the actual data packet that follows. 

IX. DS PHY SCRAMBLER AND 
DESCRAMBLER. 

IEEE802.11 draft 5.1, requires data scrambling of 
all DS transmissions. Scrambling helps to avoid any 
CW transmission that can cause the waveform to be 
nonconfonnant to regulations. The entire packet 
including synchronization and PHY header bits are 

always scrambled. The polynomial G(z) = 2-7 + z4 
+ 1 is used to scramble. The implementation is a 
feedthrough configuration that is self synchronizing 
requiring no prior knowledge of the transmit 

initialization. 

X. SPREADING SEQUENCE. 

The spread properties of the DS waveform are 
attributed to the use of a pseudonoise (PN) random 
code that is used to modulate each of the transmitted 
bits. The code selected by 1EEE802.11 belongs to a 
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class of codes known as Barker codes. The Barker 
codes have desirable autocorrelation properties that 
can contribute to the design of effective receivers. 
The following 11 chip Barker sequence is used as the 
PN code sequence: 

+1, - 1,+1,+1, - 1,+1, + 1, + 1, - 1, - 1, -1 

The left most chip is being output first in time. The 
symbol duration is exactly 11 chips long. 

XL MODULATION AND RATES. 

Two modulation formats and data rates are 
specified for the DS PHY.A Basic Access Rate and 
an Enhanced Access Rate. The Basic Access Rate is 
based on 1 Mbps DBPSK modulation. The 
Enhanced Access Rate is based on 2 Mbps DQPSK. 

XII. SPURIOUS EMISSIONS. 

The DS PHY conforms with in-band and out-of-band 
spurious emissions as set by regulatory bodies. For 
the USA, refer to FCC 15.247, 15.205, and 15.209. 
For Europe, refer to ETS 300-328. 

XM. RF TURNAROUND TIMES 

The transmit (TX) to receive (RX) turnaround time 
is less than 10 ¡ts including the power down ramp. 
The TX to RX turnaround time is measured at the 
air interface from the trailing edge of the last 
transmitted bit to the valid detection of an incoming 
signal. The to TX turnaround time is less than or 
equal to 5 kts. This includes the transmit power up 
ramp described. This is primarily the delay from the 
network processor to the radio. The transmit power 
on ramp for 10% to 90% of maximum power is no 
greater than 2 i.ts. The transmit power down ramp 
for 90% to 10% maximum power is no greater than 
2 ;Is. 

XIV. POWER LEVEL CONTROL 

Power control is required for transmitted power 
greater than 100 mW. A maximum of 4 power 
levels may be provided. At a minimum, a radio 
capable of transmission greater than 100 mW shall 
be capable of switching power back to 100 mW or 
less. 

XV. TX POWER SPECTRAL MASK. 

The transmit spectral mask is designed to meet the 
requirements of the various regulatory bodies. The 
transmitted spectral products shall be less than -30 
dBr (dB relative to the SINx/x peak) for fc -22 MHz 

<f<fc -11 MHzandfc +11 MHz<f<fc+ 22 MHz 

and -50 dBr for f < fc -22 MHz and f > fc + 22 MHz 

where fc is the channel center frequency. The 

measurements are made using 100 KHz resolution 
bandwidth and a 30 KHz video bandwidth. 

XVL RF CARRIER SUPPRESSION. 

To comply with regulations, the RF carrier 
suppression measured at the channel center 
frequency must be at least 15 dB below the peak 
SIN(x)/x power spectrum. The RF carrier 
suppression is measured while transmitting a 
repetitive 01 data sequence with the scrambler 
disabled and by using DQPSK modulation. A 100 
kHz resolution bandwidth must be used to perform 
this measurement. 

XVII RECEIVER SENSITIVITY. 

For an input level of -80 dBm measured at the 
antenna connector, the Frame Error Rate (FER) must 

be less than 8x10-2 for a packet length of 1024 bytes. 
FER is specified for 2 Mbps DQPSK modulation. 
For an input level of -4 dBm measured at the 
antenna connector, the Frame Error Rate (FER) must 

be less than 8x10-2 for a packet length of 1024 bytes. 
Again, FER is specified for 2 Mbps DQPSK 
modulation. 

XVILL ADJACENT CHANNEL REJECTION. 

The adjacent channel rejection must be equal to or 

better than 35 dB with an FER of 8x10 -2 using 2 
Mbps DQPSK modulation for a packet length of 
1024 bytes. 

XIX. CLEAR CHANNEL ASSESSMENT. 

The DS PHY provides the capability to perform 
Clear Channel Assessment (CCA) according to at 
least one of the following three methods: 

• Energy above threshold. 

CCA shall report a busy medium upon 
detecting any energy above a predefined the ED 
threshold. 

• Carrier sense only. 

CCA shall report a busy medium only upon the 
detection of a DS signal. This implies 
detection of a valid spread sequence. This 
signal may be above or below the ED threshold. 

• Carrier sense with energy above threshold. 
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CCA shall report a busy medium upon the detection 
of a DS signal with energy above the predefined ED 

threshold. 
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Abstract - This paper shows a new wireless 
system developed in order to automate surveys. The 
system is primarily intended for population surveys 
but it can be used with another system for surveys. 
The main features of the system are its inherent 
simplicity, and low cost. The paper is focused 
specially on the low cost wireless devices developed 
to work in this new system. 

I. INTRODUCTION 

Surveys that use a great amount of data are 
expensive and slow. Some surveys, specially surveys of 
population designed to predict new public transport 
services into towns or to measure movements of 
population in some areas, are specially suited to be 
automated using wireless systems. 

These surveys are very expensive and slow 
too. Avoiding the problem of the post processing of the 
collected data, in a general way most surveys need a lot 
of samples to improve its accuracy. This data must be 
taken by trained agents. Apart from this, some problems 
appear derived from false answers, etc. 

An automatic system to collect this data is very 
helpful to improve the efficiency of these surveys and 
to reduce cost. 

The system proposed in this paper uses very 
small, reliable, and cheap transmitters that must be 
carried by the population to be analyzed. Apart from the 
transmitters a set of receivers located in strategic points 
are also necessary. 

A unit of the transmitter must be give to any of 
the persons that are going to be "used" as sample for the 
survey. To incentive hisor her collaboration and to 

recover the transmitter (alive) at the end of the work a 

small reward must be give to the collaborators. For 
example a Council must give free bonus for public 

transport and so on. Obviously the cost of the 

transmitter must be as low as possible because the risk 
associated to it. The receiver must very reliable and 
capable to work in "hostile" environments. 

In the next paragraphs we will discuss about 
the more interesting electronic aspects for the designer. 

II. Oscillator of the transmitter unit 

One of the most important parts of the whole 
system is the transmitter. Its main requirements are the 
following: 
-Small size 
-Low power consumption 
-Low cost 
-Reliable operation 

One effective way to satisfy the previous 
points is to use the smallest amount of parts as possible. 

This lead to very simple topologies. Nevertheless, 
simple topologies usually exhibit poor electric 
performance. To avoid it the designer can work over: 
-The specifications of the whole system, making them 
less strict. 
-Optimizing the electronic design, searching for easy 
solutions to improve the final performance. 

To solve this problem we have design and 
tested two topologies: 
-Transmitters based on a low power crystal oscillator. 
-Transmitter based on an S.A.W. oscillator. 

a) Transmitter based on a low power crystal 
oscillator. The advantages and the design methods of 
the low power crystal oscillators have been described 

by several authors [ 1,2,3]. The main advantage of this 
kind of oscillators is low size, low power consumption 
and very high stability. This stability depends on the Q 
of the quartz crystal, so the cost of the oscillator 
depends on the stability desired [4,5]. 

Table I. Comparison of pushing and pulling figures 

Crystal 
Oscillator 

S.A.W. 
Oscillator 

Pushing ± I ppm / V. ±17 ppm N. 

Pulling 
(12 db R.L.) 

± 0.5 ppm 7.8 ppm 

The maximum frequency that can be reach with a 
crystal oscillator is lower than the frequency of the band used 
by the whole system. 
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The scheme of the figure 1 shows a transmitter 
based on a quartz crystal. The output frequency is an 
overtone of the fundamental frequency of the crystal. Several 
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II 

Fig 1. Transmitter based on crystal oscillator 

topologies have been studied [2] to perform this function 
and the selected are showed in the figure I. 
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b) Transmitter based on S.A.W. oscillator. The main advantage of this topology is its inherent simplicity. It doesn't need 

special adjustment if is properly designed. The amount of parts used by this topology is minimum, so the reliability is also high. 

Fig 2. Transmitter based on S.A.W. oscillator 

The main disadvantage of this topology is the low stability of 
its output frequency. This cannot be accepted by all the 
systems. So its validity depends on the specifications of the 
system. Furthermore this topology doesn't need a frequency 

MAP. 

OR 

ANTENNA 

multiplier. Therefore, if the bandwidth assigned to the system 
is not narrow it would be the preferred. 

Another disadvantage is the cost of the parts, 
specially the S.A.W. device that usually is higher tan the cost 
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of an equivalent quartz crystal to get similar performance. 

III. POWER AMPLIFIER OF THE 

TRANSMITTER 

The output power of the transmitter is low ( 10 dBm 
aprox). Nevertheless, it is a good practice to locate one or 
more amplifier stages after the oscillator to improve the 
stability, specially, when a S.A.W. oscillator is employed. 
These stages not only increase the output level but also are 
useful to get isolament of the amplifier from the load 
variations. 

The most power consumed by the transmitter is 
done by this stage. So it is very important to get the highest 
efficiency possible. High efficiency operation modes are not 
very easy to perform in such a limited environment 

Due to the low levels at the output of the oscillator 
and the limits imposed by simplicity of the transmitter, high 
efficiency modes are not suitable for this amplifier. Even 
mode "C" or "CD" modes of amplification are not a good 
choice. 

Because the "output impedance" of the power 
transistor is high, using a C-L-C (Pi network) for matching it 
is possible to approximate an "E" amplification mode ( it is 

not a true E mode), nevertheless the limits imposed by the 
low excitation level that precludes this mode. 

The power amplifier is biased similar like a class 
"AB amplifier." The matching network and bias have been 

optimized to maximize the efficiency of the amplifier using 
simulation and tests. 

Bipolar technology has been selected because its 
low cost and good performance for the working voltage. 

The efficiency obtained is 50% aprox. for a 
50-Ohm load. This is a good value for the efficiency because 
the working voltage is only 3 volt. To improve the efficiency 
with low voltages we also have work over the dynamic load 
line of the amplifier. The impedances showed to the 
harmonics are purely reactive. 
Nevertheless we have considered that it is not very useful to 
get improvements on the efficiency working to exhibit exotic 
values of the load impedance at the harmonics because this 

impedance is varying continuously. The results in efficiency 
working in such a way over the load at the harmonic 
frequencies would be worse than the obtained value if the 
load impedance changes. 

Here we also considered it is better to get a stable 
point of work sacrificing electrical features. 

IV ANTENNA OF THE TRANSMITTER 

The transmitter is enclosed into a small plastic box. 
A small multitum antenna is used. The main benefit of this 
antenna is its small size. The main problem is its bad 
efficiency (-6 dB). Several designs have been tested. The 
P.C.B loop antenna used in [ 1] has not been selected due to 
its size. We have used a multiturn antenna made of silver 

coated wire. With this antenna, at the frequency of operation 
it is possible to get good performance in spite of the electric 
and radiation losses. 

The core of the antenna is the air. Therefore, the 
input impedance of the antenna is low. To minimize the 

matching losses the components of the matching network 
have been selected of high Q. 

Fig 3. Photograph of the transmitter 

V. TOPOLOGY OF THE RECEIVER 

The "boundary specifications" of the receiver are 
not as strong as the transmitter. A small amount of receivers 
is needed compared to the amount of transmitters. By other 
hand thee receivers are located in fixed places and there are 
not restrictions in size. 

The most important features of this receiver are 
similar to the features of any receiver for mobile 
communications located into a city: 
-Good Sensitivity 
-High Dynamic range 

-Good cochannel interfererence rejection . 
-High reliability. 
-Low power consumption 

Several architectures were studied during the first 
designing stages. A Direct Conversion receiver was proposed 
due to its important advantages and the experience of the 
group of researchers on the matter. This receiver must use a 
powerful A.G.C. system [6] to work in some electromagnetic 
"pollutioned" environments. 

Nevertheless, the size is not a problem in this 
design, neither the power consumption (with some limits). A 
proper designed superheterodyne receiver usually offers 
better electrical behavior than a Direct Conversion system. 
This is the reason because the superheterodyne topology was 
selected (The D.C. system has not been rejected yet). 

The power consumption is not the most important 
problem of a receiver supplied by an A.C. line. Nevertheless, 
this receiver will be located in very offensive environments. 

Not only electromagnetic interferences but also thermal limits 
must be taken into account. 

So it is very important to perform a low power 
consumption to minimize the derated power and the 
temperature into the enclosures of the receiver set. 

The dynamic range with A.G.C. and without it, of 
the proper designed superheterodyne topology is better. The 
previous are more true if there is not limit for power 
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consumption. 
In the next paragraphs the most important different 

stages of the receiver will be discussed: 
a) Low noise amplifier: The first amplifier 

determines more than any stage the noise figure of the 
receiver. A Bipolar Low Noise transistor has been selected for 
this stage. The lc bias current is 20 mA and the Vce is 6 volts. 
This ensures a high IP3 (30dBm) and a noise figure of only 
(2.5) dB. It is more than enough for an urban location. 

The location of the receiver is important to select a 
receiver with maximum dynamic range instead of minimum 
noise figure. 

The receiver will be located in a place where the 
impedance of the antenna is not varying continuously. This 
let us to select a transistor with minimum noise figure being 
sure that this noise figure will be reached [ I]. 

b) Mixer: A passive, "high injection level," diode 

ring mixer was selected. This mixer ensures high dynamic 
range and reliability. Nevertheless a previous system analysis 
and simulation were performed to determine exactly the 
specifications of the mixer in order to keep "specifications 

balance" along the receiving chain. 
C) Intermediate frequency: The intermediate 

frequency is divided into to stages at 21.4 MHz and 455 KHz 
respectively. To keep the high dynamic range desired in the 
receiver MOS transistor was used in the amplifiers of this 

stage. 
The filters are both ceramic an crystal based. In this 

way the selectivity is better than 60 dB for the adjacent 
channel. The rest of the amplifier chain is inside a 
commercial Integrated Circuit that includes: I.F. stages, active 

mixer, F.M. detector, L.F. filter and a data slicer. 
After this stage a buffer stage with a very simple 

data filter is located to help the digital decoding operation. 
The decoding operation is performed by a software running 
into a special microprocessor. This ¡LP is only entrusted to do 

this function. 

VI. TECHNOLOGY 

Low cost is one of the most important goals in the 
design of the transmitters. A lot of transmitters will be 
constructed and probably, many of them will be damaged or 
lost. 

So the technology used with the transmitter must be 
as cheap as possible but satisfying the previous requirements. 

The P.C.B uses dual coated G 1 0 material (0.7mm 

thick). This ensures good performance and minimum cost. 
The number or parts have been reduced as possible and they 
are intended for surface mounting (0805 size). 

A low cost PVC enclosure has been used to protect 
the circuit. This is a "transparent" material for the R.F. 
Therefore the antenna can radiate without problems. The R.F. 
shielding has been reduced to one cooper side of the PCB. 
The whole receiver has got a small chain to be used as a 

turnkey. 
The receiver is more sophisticated than the 

transmitter. G10 also has been used for the PCB of the 
receiver. Surface mounted components are employed. The 
main difference is in the enclosures hardware. Like the 
subsystems are essentially "cool" all of they are enclosed in 

tin enclosures. This is enough for shielding and not very 
expensive. The receiver is mounted on a waterproof anodized 
aluminum box. This box is,covered of plastic, is capable of 
working in adverse climatological conditions. 

It only has two waterproof hidden connectors: one 

is for the antenna and the other one is a multipin connector 
for the supply and data communications. 

This set (receiver) has been tested to work between 

-20° C and +60 ° C and it has not exhibited problems. 

Fig 4. Photograph of the receiver 

VII. CONCLUSIONS 

The most important electrical features of the 
transmitter (SAW. version) and the receiver are shown in the 
next tables,table I and table Il respectively. 

Table II. Main features of the transmitter. 

• Vcc = 3 V. 
• Pout = 10 dBm. 
• Stability = +- 180 ppm from -20° to 60° 

• Size = 1000 mm2. 
• range> 2 months. 
• Spurs and Harmonics < -60 dBc. 
• Rate: 256 bits/s 

Table III. Electrical features of the receiver. 

• Vcc = 9 V. 
• Sensitivity < - 123 dBm. 
• Stability = +- 28 ppm to -20° to 60° 
• Size = 12500 mm2. 
• Adjacent channel rejection < -70 dBc. 
• frequency: 330 Mhz. 

• Rate: 256 bits/sec. 
• Intermediate frequency: 21.4 Mhz / 455 KHz. 

The use of a small amount of components and 
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widely used technologies reduce the cost of the 
transmitter to be reliable and competitive with 
traditional systems. 

Low power superheterodyne technologies 
allow high reliability in hostile electromagnetic and 
climatological locations. 

The receiver and a transmitter intended to 
perform automatic data collection for surveys showed. 
Apart from the electric shave fulfilled the cost 
specifications of the project. 

Automatic data collection based on wireless 
systems have not been widely used (even evaluated and 
studied) yet. This new wireless application will be 
probably massively developed in the future because its 
inherent advantages over the traditional systems. The 
use of wireless technology joined to the use of data 
networks have important potential of growing in the 
future. The validity of the idea and its industrial 
potential has been extensively proved in this work. 
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A Constant Envelope Modulation Technique 
for WLAN DS-SS Applications 

Yanpeng Guo, Member IEEE 

Abstract: A newly developed constant envelope 
modulation technique is proposed for wireless LAN 

direct sequence spread spectrum (WLAN DS-SS) 
applications to improve system power efficiency. By 

introducing I/Q cross-correlation to an offset QPSK 
system and employing modified baseband filtering 
techniques, the proposed modulation architecture 

provides a constant envelope modulated signal and 
improves power efficiency by 4 - 7 dB as compared to 
the current WLAN DS-SS standard QPSK. Bit error 
rate (BER) and error floor characteristic of this system 
are evaluated in non-linear amplified (NLA) Rayleigh 
fading channels corrupted by co-channel interference 

(CCI) and delay spreading. System capacity and 
throughput are analyzed based on the evaluation 
results. Hardware implementation and measured results 

are also briefly discussed. It is demonstrated that by 
selecting different system parameters, this system can 

be optimized for a wide range of PCS and mobile 

communication applications. 

1. Introduction 

Due to the wireless nature of the network and the 
limited power of the mobile unites, both power 

efficiency and spectrum efficiency are very desirable 

for wireless LAN applications. Unfortunately, power 

efficiency and spectrum efficiency are mutually 
incompatible in most extant systems. For example, 

constant envelope modulation schemes usually have 

higher power efficiency because they are capable of 
using class-C power amplifiers without introducing 

spectrum regeneration. However, most constant 
envelope systems don't have the desired spectrum 

efficiency [4]. For the IEEE 802.11 wireless LAN DS-
SS applications, since no appropriate constant envelope 

modulation system can meet the FCC output spectrum 
mask which guarantees the efficiency of spectrum 

utilization, a non-constant envelope linear modulation 
method, QPSK, had to be used, therefore the system 

suffers a low power efficiency. 

The author is with the Department of Electrical & Computer 

Engineering, University of Missouri-Columbia/Kansas City. 
Kansas City, MO 64110 

In this paper, a novel constant envelope modulation 
technique is proposed and investigated for the WLAN 
DS-SS applications. This technique introduces a 

modified double jump filter ( DJ) to an I/Q cross-
correlated offset QPSK structure, by controlling the DJ 

filter parameters and the I/Q cross-correlation factor, it 
provides a constant envelope modulated signal as well 
as meets the FCC spectrum mask. As compared to the 
conventional QPSK, the power efficiency can be 

improved by 4 - 7 dB. BER performance of this system 

is evaluated in a CCI limited Rayleigh fading channel, 
and a time delay spreading channel. System capacity 
and throughput are also analyzed. It is demonstrated 
that with different system parameters, this new 
modulation architecture can be optimized for a wide 
range of PCS and mobile communications applications. 

This paper is organized as follows. After the 

introduction, the proposed system architecture 
including both modulator and demodulator is described 
in detail in section 2. System performance such as 

spectral efficiency, power efficiency, BER, and system 
capacity/throughput are presented in section 3. 
Hardware implementation and measured results are 
discussed in Section 4. And Section 5 is a summary of 

this paper. 

2. The Proposed System Architecture 

The block diagram of the proposed system is presented 

in Figure I. This modulation architecture is developed 
based on an I/Q cross-correlated offset QPSK 
(XPSK)[1] structure which was invented and patented 

by Kato and Feher[2]. The I/Q baseband signals are 
first applied to the inter-symbol interference and jitter 

free ( IJF)[3] low pass filters which have the impulse 

response expressed as: 

h(t) = 12 
—s 1[1+ co le/ 

\ Ts)] 
Ts 

o otherwise 

Then a controlled amount of cross-correlation between 

the I and Q channel signals is introduced. The basic 
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schedule to introduce the cross correlation can be 
described as follows: (i) when the I channel signal is 

zero, the shifted Q channel signal is the maximum 
amplitude of 1 (normalized), (ii) when the I channel 
signal is non-zero, the maximum magnitude of the 
shifted Q channel signal is reduced from I to A, ( iii) 
when the Q channel signal is zero, the I channel signal 

is 1, ( iv) when the Q channel signal is non-zero, the I 
channel signal is reduced from 1 to A. Figure 2 

presents an example of the base band signals, where 
the solid line represents the output of the I/Q cross-

correlator, and the dot line is the input I/Q signal. The 
four different signal transition functions are defined as: 

= 1—kcos2(e/ f2 = 1— ksin 2(r 
7; Ts 

f,= — I+ kcos2(e4A) J = — 1+ ksin 2(%) 

where k = 1 - A. Table 1 illustrates the eight possible 

transition patterns, and Figure 3 presents the signal 
space diagrams at the output of the cross-correlator 

with A = 0.707, and 0.5 as compared to the input signal 
space diagram (A = I). It can be observed from Figure 
3 that by controlling the amount of cross correlation, 
the envelope fluctuation can be reduced from 3 dB to 

approximately 0 dB (quasi constant envelope), thus 
improving its performance in NLA systems [ 1]. 
Unfortunately, the spectrum efficiency was not be 

improved by this technique[1], it has practically the 
same spectrum efficiency as conventional FQPSK and 
GMSK[4]. 

Table I. Eight possible transition functions 

In order to achieve higher spectral efficiency while 
keeping the constant envelope nature, a modified 
double jump filter was introduced to the I/Q cross-
correlated off-set QPSK structure, which forms a new 

category of constant envelope modem/radio 
techniques, double jump filtered QPSK (DJ-FQPSK). 
Based on the study and computer aided optimization, a 

square root DJ filter with a very small jump rate factor 
has been found to be the optimal filter for this 
application. The frequency response of the square root 
DJ filter can be expressed as 

- 2yXf + al. - f.) 

2af. 

o 

a)f. 5 .1 * 

+ Of ≤ f 

where fn. is the Nyquist frequency, a is roll-off factor, 

and y is the jump rate factor. By optimizing the DJ 

filter parameters, a, y, and I/Q cross correlation factor 
A, the DJ-FQPSK can improve spectrum efficiency and 
system capacity significantly for different PCS and 
cellular mobile communications [4]. 

After passing through the DJ filters, I, Q channel 
baseband signals go to the quadrature modulator. The 
output of the hard limiter is the DJ-FQPSK modulated 

signal. As a constant envelope modulated signal, this 
system is capable of operating with class C power 
amplifiers without any output back-off (OB0). This is 

in contrast with the conventional non-constant 
envelope QPSK modulation which typically requires 1 
- 3 dB OBO to avoid spectral spreading caused by non-
linear amplification [7], plus 3 - 4 dB margin against 
gain fluctuation of the power amplifier due to 
environmental variations. Thus the proposed DJ 

filtered FQPSK is 4 - 7 dB more power efficient than 
the QPSK structure used in the wireless LAN DS-SS 
standards. 

DJ-FQPSK signal can be demodulated by a 
conventional OQPSK demodulator. Therefore this 
technique could be easily adopted by the QPSK 
modulated systems such as WLAN DS-SS. This is 
another advantage of this scheme over other similar 

constant envelope modulation methods such as TFM, 
which requires a more complex signal processing 

approach[ I]. Based on our investigation, Buttworth 

BPF or LPF with BTb = 0.55 provides the best BER 
performance for the demodulator as shown in Figure 4. 
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3. Performance Evaluation 

A. Spectral Efficiency 

Spectral efficiency qf (b/s/Hz) of a digital modulation 

scheme is defined as qf = 1/(WTb ), where W is 
channel spacing and Tb is the one bit duration. In a 
multi-channel system, normalized channel spacing, 
WTb, is usually determined by the maximum 
acceptable adjacent channel interference (ACI) level. 
For different applications, there are different 
definitions for the normalized bandwidth WTb. For 

example, in wireless LAN systems, -20 dB and -30 dB 
power spectrum density (PSD) points are defined as the 

channel spacing[10]. In the US EIA IS-54 and 
European DECT standards, the integrated signal power 

in a specific bandwidth is used to determine the 
channel spacing[5,6]. And in the public Land Mobile 
Radio (PLMR) systems, -40 dB PSD point is the 

critical point to decide the channel spacing. 

For the IEEE 802.11 wireless LAN direct sequence 
spread spectrum (DS-SS) applications, the FCC rules 

can be interpreted as shown in Figure 5 [ 1O]. It is 
required that the system has to achieve at least 1 b/s/Hz 
and 0.5b/s/Hz at -30 dB and -50 dB PSD points, 
respectively. Since extant constant envelope 
modulation schemes including GMSK, and the 

conventional I/Q cross-correlated QPSK can not meet 
these requirements as we can see in Figure 6 and Table 
2, linear DQPSK has been adopted as one of the 
standards [ I 0], which makes the system suffer about 4 

- 7 dB power efficiency loss as compared to a constant 
envelope system. With the proposed constant envelope 

DJ-FQPSK system, however, by selecting A = 0.5, y = 

0.01, and a = 0.5 these requirements can be met 
comfortably as shown in Figure 6 and Table 2. 

Spectrum Efficiency(bisitiz) C/1 Capacity 

PSD ACI Rayleigh 
@ io -2 

TIT (b/s/lizim2) 
@ -26dB ACI -30dB -40dB -50dB -26dB 

GMSK 
BT = 05 

058 
(100%) 

0.46 
(100%) 

0.40 
(100%) 

0.86 
(100%) 

I 4dB  
0.12 
(100%) 

XPS K 
A = 0 707 

0.87 
(150%) 

0.67 
(146%) 

0.41 
(102%) 

1.18 
(137%) 

I 4dB 
0.17 
(142%) 

DJ- FQPSK 
A = 0 5, a - 05 

I.17 
(200%) 

0.55 
(137%) 

1.42 
((65%) 

I 4dB 
0.21 
(172%) 

DI-FQPSK 
A = 0 5. a = I 

092 
(200%) 

Table 2. Summary of DJ-FQPSK performance 

As compared to other constant envelope modulation 

techniques, the proposed DJ-FQPSK system has 
significant spectrum efficiency advantage. By selecting 
different system parameters, It can be optimized for 
different applications such as IEEE 802.11 wireless 

LAN frequency hopping (FH) spread spectrum 
systems, public land mobile radio (PLMR) systems, 
and the DECT related applications. Table 2 presents a 
summary of the spectrum efficiency of DJ-FQPSK as 
compared with other techniques, which shows 20 - 

100% spectrum efficiency improvements can be 

achieved depending on different specifications. 

B. BER Performance 

For most digital modulation schemes, BER 
performance will be degraded while reducing the 
signal bandwidth or increasing the spectrum efficiency. 

However, this proposed DJ-FQPSK doesn't suffer BER 
degradation for higher spectrum efficiency. In his 

section the BER performance of DJ-FQPSK is 
evaluated in a NLA CCI limited Rayleigh fading 
channel. Error floor characteristics is evaluated in a 

delay spreading Rayleigh fading channel. System 

parameters, A, a, and y, are selected as the same as that 
to obtain the best spectral efficiency for different 

applications. Coherent detection is assumed for 
demodulation. Receiver BPF is a 4th order Buttworth 

filter with BTb=0.55. Figure 4 presents a block 

diagram of the demodulator. 

Figure 7 presents the BER performance of DJ-FQPSK 

with different system parameters in a CCI limited 

environment as compared to coherent QPSK and 

GMSK. It is shown that with A = 0.5, a = 0.5, and y = 

0.01 as specified for the WLAN DS-SS applications, 
DJ-FQPSK has about the same BER performance with 

QPSK and GMSK. 

The error floor characteristics of DJ-FQPSK in a time 

delay spread Rayleigh fading environment is also 
evaluated. Two-way equal gain channel model is used 
in the evaluation. Results as shown in Figure 8 indicate 

that DJ-FQPSK has about the same performance as 
linear QPSK in a delay spread Rayleigh fading 

environment. 

C. System Power Efficiency and Throughput 

Power efficiency of a system is determined by two 
major factors, the output power amplifier efficiency 
and BER performance. In order to use the most 

efficient class-C power amplifier without spectrum 
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regeneration, a constant envelope modulated signal is 
required. For linear modulation schemes such as 
QPSK, about 1 - 3 dB output back-off (0130) is 

necessary to avoid spectral spreading caused by non-
linear amplification[3], and 3 - 4 dB margin is required 

against gain fluctuation of the power amplifier due to 
environmental variations. Therefore the proposed 

constant envelope DJ-FQPSK system is 4 - 7 dB more 
power efficient than the conventional QPSK as 

employed by the WLAN DS-SS systems. 

More importantly, this 4-7dB power efficiency 

improvement does not sacrifice the BER performance 
as shown in the previous section. In wireless LAN 
applications, system capacity or throughput is 
determined by spectral efficiency, and BER 
performance. This better BER performance not only 
represents higher power efficiency (longer battery life 

time), since less power needs to be transmitted to 
achieve the same quality of link connection, but also 
leads to a shorter data file transfer time/message delay 
and increased system throughput which are the most 
important issues in wireless LAN applications. 

In a cellular/micro-cellular PCS system, capacity is 

determined by spectral efficiency, BER (power 
efficiency), and frequency reuse ability. This means 
that applications of our power and spectrally efficient 
DJ-FQPSK in PCS and other cellular mobile systems 
could lead to a higher system capacity. The capacity of 
DJ-FQPSK based on IS-54 definition is presented in 

Table 2. 

4. Hardware Experiments 

The proposed DJ-FQPSK architecture can be 
implemented with many methods[9]. One of them is 
the Xilinx Field Programmable Gate Array (FPGA) 

implementation [9]. A look-up table was developed to 
implement the I/Q cross-correlator for reduced 

memory. The proposed DJ filter can be approximated 
with a 7th order Kaiser window FIR. Detailed design 
and implementation of this scheme can be found in [9]. 
Figure 9 presents the measured space diagram and 
output PSD of the Xilinx FPGA implemented DJ-

FQPSK with A = 0.5, a = 0.5, and y = 0.0/. 

5. Summary 

A spectrally efficient constant envelope DJ-FQPSK 
modulation system is proposed and investigated for the 

WLAN DS-SS applications. Performance of this 
system including spectral efficiency, power efficiency, 

BER, and system capacity/throughput is evaluated in a 
NLA AWGN/Rayleigh fading environment. Results 

show that the proposed DJ-FQPSK meets the spectrum 
efficiency requirements and improves system power 

efficiency by 4-7dB as compared to the standard 
QPSK system. With no BER degradation, this system 

therefore also improves the system capacity and 

throughput significantly. It is also demonstrated that 
the proposed DJ-FQPSK system can be optimized for a 

wide range of wireless applications to improve 
spectrum efficiency and system capacity. 
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Designing a High Speed Direct Sequence Spread Spectrum Radio 

This session shares some of Lucent 
Technologies wide experience (10+ years) in 

developing high speed Direct Sequence Spread 
Spectrum radios. It will elaborate on the 
differences between Direct Sequence (DS) and 
Frequency Hopping (FH) modulation techniques. 
How to achieve a high quality radio design while 
meeting the customer requirements in cost, 

coverage, performance, capacity, power & 
regulations will be discussed. The session will 
cover future technology and development dir-

ections with respect to wireless LANs & chip 
development for the different layers (MAC, PHY, 
and Radio), with emphasis on the IEEE 802.11 
standard currently under development. 

INTRODUCTION 

From day one, designing data 
communication products has always been a 
fight for higher data rates and throughput, in 
cabled systems as well as in wireless systems. 
The Narrow band radios used in various 
applications by nature have their limitations with 
respect to throughput. The small bandwidth 
available for Narrow band radios do not allow 
for high throughput. Regulations however do 
allow for higher output power on Narrow band 
radios which results in relative large coverage 
area. Therefore the Narrow band applications 
only cover a niche market where low throughput 
and high range are acceptable parameters and 
where standard system compatibility is no issue. 
Therefore this option will not be discussed in 
any more detail in this document. The 
considerations in this paper on designing a radio 
will be totally focused on Spread Spectrum 
radios, which because of higher available 
bandwidth allows for higher data throughput. 
Spread Spectrum Radios will also allow for 
unlicensed use of the Band. 

The Direct Sequence Spread Spectrum 
(DSSS) Radios, transmit a signal over multiple 
frequencies simultaneously, which allows it to 
allocate the complete Waveband, and makes it 
highly resistant to interference. A receiver, by 
match filtering, will retrieve the original data. 
The Frequency Hopping Spread Spectrum 
(FHSS) Radios, modulate a signal into a 
number of different packets, that are transmitted 
one by one, over multiple frequencies. Most 
frequency hoppers on the market today are so-
called "slow frequency hoppers". Slow 
Frequency Hoppers transmit the data in 
relatively low number of large datapackets. 
When a hop fails the packets must be sent 
again over another hop. 

The pro's and con's of the different 
systems will be highlighted in the section design 
trade off's. First the standards and regulations, 
and the requirements for wireless LANs will be 
discussed in more detail. 

Il. NEED FOR WIRELESS LAN COMMUNICATIONS 

Workers in jobs ranging from retail 
organizations to shipping companies to medical 
environment to the office executive, set the 
requirement for Mobility and Connectivity at the 
same time. The Solution here is Wireless 
communications. 

Data Communication requirements for 
the mobile worker can be identified in both, 
Local Area and Wide Area Applications. 

Wireless Communication products for voice 
became widely accepted over the past few 
years. 

Future systems will move towards a full 
integration of the different wireless applications 
into Multi-Media Systems. 

Enterprises worldwide are finding that 
wireless data-communication schemes can be 
leveraged to Increase work force efficiency, 
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improve customer service, and simplify the 
installation and connection of nformation 
systems. Specifically, wireless LANs are easy to 
deploy and can serve in applications ranging 
from retail to manufacturing. No industry-wide 
standards exists however, and the different 
implementations of spread spectrum technology 

used by different vendors results in substantially 
different performance. Examine the spread 
spectrum implementation closely before 
choosing a wireless LAN technology. 

Wireless LANs are a close cousin of 
the ubiquitous Ethernet LAN. The wireless 
alternative simply uses RF data transmission 
techniques in place of the wire used in Ethernet 
environments. In either case, the LAN allows 
users to seamlessly access disk drives, 
printers, and other peripherals on other 
connected systems. In fact, wired and wireless 
nodes are regularly combined on the same 
network with no logical distinction from a users' 
perspective. 

The expanding wireless LAN market 
has overcome several obstacles to reach its 
current stage of growth. Wireless LANs offer the 
throughput necessary to serve in environments 
ranging from point-of-sale applications to office 
networks. Price hasn't reached the level of wired 
Ethernet LANs, but the cost has dropped to 
around $700 for wireless LAN interface cards. 
Many companies find the price very affordable 
relative to the cost of installation of wired LANs, 
and relative to the increased productivity and 
revenue realized through the use of wireless 
technology in compelling applications. 

Ill. STANDARDS AND REGULATIONS 

The lack of industry standards remains 
the most significant obstacle to ubiquitous 
deployment of wireless LANs. Today, products 
from different vendors won't necessarily 
interoperate the same way Ethernet cards from 
different vendors can be seamlessly connected. 
What standard will there be for the PHY and 
MAC Layers? 

The IEEE is addressing the need for a 
standard via its 802.11 working group and draft 
standard for the 2.4 GHz ISM Band, which is 
available worldwide as unlicensed spectrum. 
Completion of the standard is six months away. 

A number of LAN vendor companies did put in 
significant efforts to create this standard. Lucent 
Technologies, one of the main proposers of the 
protocol, did contribute with their experience on 
WaveLAN products to make the proposal and 
develop the current specification. The 
modulation is the same as in the current 
VVaveLAN product which was chosen for its 
efficient coding. The MAC Protocol is based on 
a Proposal developed in cooperation between 
Lucent Technologies, Symbol Technologies and 
Xircom. A wide market acceptance for this 

standard is expected, in fact the market already 
shows a strong pull for IEEE products. 

The IEEE 802.11 standard actually 
defines two different types of RF-based wireless 
LANs -- Direct Sequence Spread Spectrum 
(DSSS) and Frequency Hopping Spread 
Spectrum (FHSS). Despite sharing the name 
spread spectrum, DSSS and FHSS technologies 
have little in common. 

FHSS is by far the simpler of the two. 
As the name implies, the systems hop from 
narrow band to narrow band within a wide band. 
Specifically, FHSS radios send one or more 
data packets at one carrier frequency, hop to 
another frequency and send one or more data 
packets and continue this hop-transmit 
sequence. The time the FHSS radios dwell on 
each frequency depends on a combination of 
individual implementation, governmental 
regulations, and adherence to the IEEE 802.11 
draft standard. The hopping pattern or sequence 
appears random but is actually a periodic 
sequence tracked by sender and receiver. 
FHSS systems can be susceptible to noise 
during any one hop but typically can achieve 
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error-free transmissions during other hops 
around the wide band. 

DSSS increases modulation rate. DSSS 
systems spread transmissions across a 
relatively wide band by artificially increasing the 
used bandwidth. A DSSS transmitter converts 
an incoming data stream into a symbol stream 
where each symbol represents a group of 1, 2, 
or more bits. Using a phase-varying modulation 
technique such as quadrature phase shift keying 
(QPSK), the DSSS transmitter modulates or 
multiplies each symbol with a pseudorandom 
sequence which is called a "chip" sequence. 
The multiplication operation in a DSSS 
transmitter artificially increases the used 
bandwidth based on the length of the chip 
sequence. 

IEEE defines the use of an 11-chip 
sequence which is actually a sequence of 11 -1 
and +1 values. The spread signal can undergo 
as many as 11 phase changes per symbol 
period where a nonspreaded QPSK signal would 
undergo a maximum of one phase change per 
symbol period. The receiver correlates the 
received signal with the 11 chip sequence to 
obtain the originally sent data. Thanks to the 
redundancy in the transmitted information, the 
receiver can better identify the data even if the 
received signal was compromised by noise or 
interference. 

What standards will there be to define 
the Protocol on the Backbone? 

IAPP. The IEEE 802.11 Standard does 
only standardize the MAC and the PHY layers 
and does not give any directions for the higher 
layers. This implies that for the cable backbone 
there is no standard for handover of messages 
from access point to access point in case of 
roaming in a multi cell environment. Therefore 
the IEEE 802.11 standard on its own still does 
not guarantee compatibility between access 
points in multi vendor environments. For this 
reason Lucent Technologies, Aironet 
corporation and Digital Ocean came up with the 
Inter Access Point Protocol ( IAPP), which allows 
for multi-Vendor interoperability. The IAPP 
enables wireless LAN system vendors to build 
systems providing real lnteroperability. IAPP 

was finalized based on the inputs from 
interested parties, the majority of the IEEE 
members. The goal is to add this to the 802.11 
standard in the future. 

What Regulations to comply to? 

Worldwide a number regulatory bodies 
are setting rules with respect to output power 
and spurious emissions. for Radio products to 
be used in their countries. Also the IEEE 
standard sets additional rules for spectrum and 
spurs. These rules translated to specific Radio 
requirements increases the complexity of radio 

design for Wireless LANs. A short summary of 
the radio regulations; 

US, The FCC. Specifies a maximum 
output power of 30 dBm (1 Watt) at the 
products' connector. Effective Isotropic 
Radiated power 36 dBm (4 watt). The available 
frequency band 2400 MHz to 2483.5 MHz is 
directly limited by the so called Restricted bands 
at 2390 MHz and 2483.5 MHz, where absolute 
radiated levels have to be lower then -41 dBm. 

Europe, The ETS. Standard specifies a 
maximum output 20 dBm EIRP (100 mVV 
Effective Isotopic Radiated Power). Building a 
worldwide applicable product, reduces the 
design impact of the ETS spurious emission 
requirements significantly because the FCC 
forbidden band are more stringent. 

Japan, MKK. Specifies the output power 
limit as 10 dBm per MHz (10 mWatt / MHz), in 
practice this is 18.5 dBm output power at the 
connector. The available frequency band in 
Japan is only from 2471 MHz through 2497 MHz 
(26 MHz), which limits the throughput 
significantly relative to other countries. For 
spurious emissions also the MKK requirements 
are covered by the equal or more stringent 
requirements of the FCC and the IEEE. 

IEEE specifies that all spurs outside 22 
MHz from centerfrequency should be lower than 
50 dB relative to the center frequency. The so 
called "Transmit Spectrum Mask". This 
translates to absolute levels of spurs outside the 
44 MHz band of - 53 dBm! 
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IV. THE MAJOR REQUIREMENTS FOR A WIRELESS LAN PRODUCT 

A General 

For most users of a Wireless Local Area 
network product, it is of little importance what 
type of modulation or spread spectrum 
technology is available, or how it operates. The 
key requirements for wireless networking are: 
- Ability to use it anywhere with Reliable Data 
Transfer 

- High Speed Data Transfer 
- Large coverage area (minimize cost, 

calculated in number of access points per 
meter) 

- Compatibility with Other LAN products. 
- Efficient Power consumption to save battery 

capacity on portable computing devices. 

B. Form factor 

With the need for mobility it is clear that 
for Wireless LANs there is a continuous focus 
on miniaturization. The most common form 
factor is the PC Card type of products. 
Integration in other devices like handheld and 
scanners, can result in even more stringent form 
factor requirements. Therefore designing 
today's wireless LAN product automatically 
implies chip level integration in different parts of 
the radio. 

C. Power consumption 

Power consumption, often confused 

with peak current consumption, is an important 
aspect in mobility. The battery life, depending 
on the application will be affected by the use of 
wireless connections. Wireless LAN products 
have different modes of operating. Transmit 
mode (TX), in which the Transmitter has to 
generate the required output power to be able to 
reach the other station. Receive mode (RX), 
where the receiver has to receive the package 
and needs to retrieve the original data. Sleep 
mode, which is the actual power save mode 
where as much as possible is switched off in 
order to save battery life time. 

A. DS vs. FH 

Most of the Mobile Platforms today can handle 
peak current consumption's for PC Card 
products of 300 mA, which sets the maximum 
requirement for wireless LAN designs in TX and 
RX mode. Of course anything below this value 
will help, but this is not where the real saving is. 
The total average power consumption is mostly 
defined by the consumption in sleep mode if a 
good power management scheme is used to 
control the products' hardware. This power 
management scheme will keep the product in 
sleep mode for 95°/0(or higher) of its time. 
Additional functionality in the Access point will 
be required for Buffering messages when the 
mobile unit is in sleep in order to achieve this 
kind of Power savings. 

D Speed 

Users will usually look for the highest 
speed products or equivalents to wired products 
with 10 Mbps Ethernet being one of the 
standards compared to. With the IEEE 802.11 
standard (2 Mbps for DSSS and 1 Mbps for 
FHSS), which now soon will become the 
standard for Wireless LANs, it is clear that 
whoever starts designing a radio today, has to 
look at alternative speeds. This is generating a 
hard design requirement for radios to be 
compatible with the IEEE 802.11 standard and 
allow for higher speeds. 

E. Security 

For radio communication often the 
perception exists that it is by definition less 
secure than a wired system. The IEEE 802.11 
standard however is providing a security 
mechanism that is called "Wired Equivalent 
Privacy". This is a security mechanism which 
ensures the wireless link to be as secure as a 
wired link. This security mechanism is based on 
the RC4 algorithm and gives a Wireless LAN 
product the required security for the majority of 
applications. 

V DESIGN TRADE-OFF'S 

In specifying both spread spectrum 
alternatives, members of the 802.11 working 
committee felt that DSSS would offer 

advantages in applications requiring reliability, 
robustness to noise, and peak data rate, while 
FHSS would offer advantages in applications 
that demand low cost. A closer look at DSSS 
and FHSS implementations reveals actual cost 
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and performance differences and highlight the 
issue of aggregate throughput supported in a 
wireless cell. 

Modulation differences. The differences 
in performance, capacity, and price depends 
both on the choice of DSSS or FHSS and on the 
type of modulation scheme used. The choice of 
modulation scheme, however, isn't entirely 
arbitrary. The reliability and high data rates of 
the DSSS scheme is best realized using a 

phase-varying modulation such as (QPSK), or 
differential phase shift keying (DQPSK). The 
FHSS concept doesn't presume any specific 
modulation scheme but the IEEE 802.11 draft 
prescribes the use of Gaussian frequency shift 
keying (GFSK). Moreover, most existing FHSS 
implementations use some form of frequency 
shift keying (FSK). 

The theoretical cost difference between 
DSSS and FHSS can be attributed to both the 
modulation and spread spectrum schemes. 
Compared to DSSS, the simpler FHSS scheme 
requires fewer DSP MIPS in the receiver to 
recover the spread signal. Therefore, an FHSS 
system could potentially use a lower cost DSP. 

From the modulation perspective, the 
IEEE 802.11 committee selected GFSK for use 
in FHSS systems because it simplifies the 
design of the RF transmitter. The frequency 
component of an FSK signal conveys the 
content. The amplitude of the signal is 
unimportant. Such a modulation scheme is 
referred to as a constant envelope scheme. A 
low-cost, nonlinear power amplifier can be used 
to transmit the constant envelope signal without 
regard for clipping of the signal peaks. 

QPSK, conversely, relies on accurate 
transmission of amplitude ripples to maintain 
the spectral purity of the transmitted signal. To 
avoid clipping of the signal peaks, designers of 
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QPSK radios must use linear power 
amplifiers. Without question, nonlinear 

amplifiers cost less 
than linear amplifiers. Moreover, many 

developers of wireless LAN products may lack 
the capability to design and manufacture linear 
amplifiers. On the other hand, companies with 
mixed-signal IC design expertise can minimize 
the cost difference. 

Ultimately, the cost of a linear amplifier 
is easily justified relative to performance. 
QPSK-based DSSS, in fact, provides a 
significant theoretical advantage over FSK-
based FHSS in terms of peak data rate and 
robustness to noise. Figures 1, 2 and 3 
graphically depict this advantage. The first 
figure graphs the bit error rate (BER) advantage 
afforded by DSSS relative to FHSS, as a 
function of the SNR. This directly results in an 
improved probability of a reliable link at a 
certain sensitivity and/or range, as depicted in in 
figures 2 and 3. 
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Peak data rates and aggregate 
throughput. As Figure 1 shows, the BER of 
GFSK-based FHSS at 2 Mbps makes 
transmission at that rate unreliable. The 
IEEE 802.11 draft actually describes FHSS 
LANs operating at a standard speed of 1 
Mbps, with optional 2 Mbps speeds possible 
in optimal-quality conditions. Meanwhile, 2-
Mbps QPSK-based DSSS systems offer 
significantly better BER than FHSS systems 
operating at a peak rate of 1 Mbps. The 
IEEE 802.11 draft describes standard DSSS 
links at 2 Mbps using QPSK with fallback to 

1-Mbps binary phase shift keying (BPSK) in 
noisy conditions. 

Perhaps even more important than 
peak data rate, however, is aggregate 
throughput. The former is key to how fast a 
single file can be transferred but the latter 
determines how many users can effectively 
connect to a wireless LAN via a single 
access point (AP). As you might expect 
based on peak data rates, a DSSS AP 
offers substantially more aggregate 
throughput than can a FHSS AP. The 
advantage in most applications, in fact, is 
far beyond the 2:1 peak data rate 
difference. 

To maximize aggregate throughput, 
you need to minimize latencies related to 
medium access, to minimize errors that 
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result in the rebroadcast of packets, and to 
optimize packet efficiencies. Ultimately, the 
IEEE 802.11 standard will prescribe that 
both DSSS and FHSS systems use similar 
medium access schemes. FHSS systems, 
however, suffer latencies on each frequency 
hop. FHSS systems also suffer from more 
frequent rebroadcast of packets because 
the systems are fundamentally more 
susceptible to noise. 

Moreover the IEEE 802.11 
recommended packet size is only 400 bytes 
for FHSS, while it is 1500 or 2400 bytes for 
DSSS. This means that FHSS systems will 
have to break up almost all long data 
packets into fragments. A transmission 
preamble and a MAC header are needed for 
each fragment as well as a separate 
acknowledgment frame per transmission. 
These packet issues significantly add to the 
overhead of FHSS systems transmitting 
long packets. The fact that DSSS uses the 
airwaves more efficiently can result in a 4 to 
10x difference in realized performance. 

Capacity and channels. The higher 
data rate and lower latency offered by 
DSSS translates directly into the ability to 
serve more users from a single AP. 
VVaveLAN, in fact, has been successfully 
deployed in point-of-sale applications with 



more than 120 nodes connected to a single 
AP. 

While the capacity comparison 
between DSSS and FHSS systems is 
straightforward when a single access point 
is concerned, multiple access points 
complicate the matter significantly. In fact, 
multiple APs can be collocated in the same 
area to boost aggregate throughput in either 
type of system. A close look will reveal just 
how much capacity can be reasonably 
realized through multiple access points. 

Consider systems that meet US or 
European governmental regulations for 
operating in the 2.4-GHz-band designated 
for industrial scientific and medical (ISM) 
applications. The regulatory agencies have 
set aside an 83.5-MHz band for unlicensed 
use by spread-spectrum-based devices. A 
DSSS system such as VVaveLAN requires 
an 11-MHz channel to transmit a 2 Mbps 
signal. Lucent Technologies actually 
reserves a 22-MHz band for each channel 
to minimize the risk of crosstalk between 
channels. The VVaveLAN design breaks the 
available 83.5 MHz of bandwidth into eight 
separate channels. Adjacent channels 
overlap and access points using adjacent 
channels would not typically be located in 
the same or adjacent cells. 

The VVaveLAN frequency allocation 
does result in three channels that are 
separated by more than 22 MHz. APs using 
these three channels can be collocated thus 
tripling the available aggregate bandwidth. 
The remainder of the channels can 
complete the layout of a cell structure that 
minimizes interference between cells. 

Each FHSS AP, meanwhile, uses 
almost the full 83.5-MHz band for hopping. 
To collocate FHSS APs, you must 
acknowledge that the APs will occasionally 
collide on a hop. Different hopping patterns 
minimize the collision risk to a degree, and 
can result in a near linear increase in total 
shareable throughput with a low number of 
collocated APs. 
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Some FHSS proponents have even 
claimed the ability to collocate 10 or more 
access points and claimed a 10x or greater 
linear ramp in aggregate throughput. To 
date, such capabilities haven't been proven 
in real-world demonstrations. 

Practical FHSS limitations. 
Theoretical calculations, in fact, show 
substantially different results between DSSS 
and FHSS (See figure 4). The calculations 
reveal degradation that occurs as more 
access points are collocated thereby 
increasing the number of collisions. Such 
collisions require regular retransmission by 
both APs. 

Such calculations show that when 
using 1-Mbps FHSS access points, 
aggregate bandwidth (taking latencies and 
packet overhead into account) never 
exceeds 4 Mbps regardless of how many 
APs are used. Moreover, more than 10 APs 

are required to reach 3.7 Mbps in aggregate 
throughput. DSSS systems can offer more 
than 4 Mbps of aggregate throughput with 
only 3 APs. 
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Minimizing reuse distance. Not only 
does a detailed examination reveal that 
DSSS systems scale significantly better 
than FHSS systems, but the former can 
also be packed more closely together. The 
QPSK-based DSSS system is more robust 
relative to cochannel interference than is 
GFSK-based FHSS systems. This 
advantage means that the same channel in 
DSSS systems can be used in nearby cells 
with only occasional interference. The IEEE 
802.11 draft spec recognizes this fact in 
how it defines a difference in signal capture 

with respect to power level. The spec has 
set the DSSS defer level for valid 
transmissions 15 dB above the FHSS defer 
level. This defer threshold advantage allows 
two DSSS cells using the same channel to 
be packed four to eight times as dense as 
two FHSS cells that use the same hop 
sequence. This same behavior accounts for 
a lower susceptibility to interference in 
general. 

B. Conformity to Standards IEEE and IAPP 

Is it an option at all to not to design 
according to a Standard? No, this year, for 
wireless LANs, is the year of 
standardization. There is a strong move, 
driven by customer requirements, towards 
systems conform to an open standard. It is 
clear that given the level of support in the 
IEEE by major LAN providers, the 802.11 
will be the open standard for wireless LANs 
once its there. Further, the only known way 
to provide real Inter vendor inter-operability, 
is to adhere to the IAPP standard. For any 

A. Radio Development 

vendor starting a Wireless LAN design 
today, this is probably setting the most 
important set of parameters for his design. 

C. What chips to use 

Given the form factor requirements 
and functionality it is a must to achieve a 
high level of integration in the design. The 
question is, does one use integrated 
components available on the market, or is 
ASIC development required to be able to 
meet al requirements. A thorough 
investigation at the start of a Wireless LAN 
development will need to be performed to 
summarize the available alternatives. New 
development programs within Lucent 
Technologies showed that all the large 
building blocks available in the market have 
their own disadvantages which limits the 
designs' ability to meet the requirements. 
For example; available MAC controllers 
usually have on board processors to be able 
to adopt the latest IEEE changes (where it is 
still questionable if it can handle the final 
standard), the consequence of this is a high 
current consumption device. 
Also there are no devices available 
supporting high speed radio designs beyond 
IEEE, which also still guarantee IEEE 
compatibility. 
Although several man-years of development 
are involved, Lucent Technologies decided 
to start their own chip set development in 
order to design a Wireless LAN product with 
a good price / performance / functionality 
balance. 

VI. DESIGNING THE RADIO 

The radio development is mainly 
focused high integration to fit into the PC 
Card size and a highly linear design for the 
transmit and receive path. This means that 
the components in use, e.g. transistor, are 
used a number of dB's below its 1 dB 
compression point. Blocking of unwanted 
signals is done with help of numerous filters 
(very steep S(urface) A(ucoustic) VV(ave) 
filter). The 3.3 V requirement for platforms 

only supporting this, is a challenge for the 
Power stage design. It is difficult to achieve 
a Linear Amplifier at low voltage generating 
the required output power. Integration of RF 
parts, such as Filters and VCO's, requires 
some very specific expertise in RF chip 
technology and RF radio design. Therefore 
in most cases Companies have to bundle 
their strengths like Lucent Technologies 
does with Partner alliances to achieve the 
right form fit and function at low cost. PCB 
design for this kind of applications is an art, 
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with the required density and RF 
characteristics the PCB becomes a high 

tech RF component. Striplines and 
embedded filters complicate the PCB 
design even more, only very few parallels to 
conventional digital PCB design still exist. 

B. Radio block diagram 

The Radio blockdiagram (Figure 5) 
shows a design for a DSSS Radio in the 2.4 
GHz band. 

The block diagram shows I and Q 
modulation and demodulation, into the 
Digital Signal Processor. In the Transmit 
path the signal is via a mixer transformed 
an intermediate frequency (352 MHz), after 
filtering the signal is transformed to the 2.4 
GHz band. A Linear power amplifier 
generates the required output power to the 
transmit antenna. In the Receive path the 
signal is coming in via one of the antenna's 
(antenna diversity) and fed into the Low 
Noise Amplifier (LNA). The LNA is one of 
the most important pieces of the radio 
design since the sensitivity of this block can 
be directly translated into range. Further 
down the receive path the signal will be fed 
into the automatic gain control block to 

adjust the receive level on the inputs of the 
DSP. 

C. MAC and DSP chip development 

Both the MAC and the PHY 
functionality require large scale integration 
because of their complexity. For the MAC 
functionality there are some chips available 
in the market today, these devices however 
do have some disadvantages with respect 
to current consumption, required support 
chips and size (form factor). Therefore 
Lucent Technologies for example decided to 
do its own MAC development for their next 
generation Product. The DSP chip is a very 
critical component in the Radio design, it 

carries the spreading and the modulation 
functionality. For LAN vendors to prepare 
for higher speeds, beyond IEEE 802.11, 
significant investments are required in DSP 
development. The only alternative for LAN 

Vendors is to use of the shelf available 
chips which has its limitations with respect 
to migration to higher speeds. 

D. Antenna Development 

Integrated antenna's are preferred 
in this type of application, this way the end 
user does not have to worry about antenna 
connections and placement. Also the cost of 
the total unit can be kept as low as possible 
with internal antennas. Two antenna's are 
used which are placed to have optimum 
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sensitivity in both a horizontal and vertical 
polarization. One of the two antennas is 
selected during the training based on signal 
quality. If thus one antenna is in a fade, the 
other antenna will be selected automatically. 
The performance improvement is 
approximately 10 dB by using this so called 

Antenna diversity. This considerably 
increases the coverage area of the system. 
External antenna's are only used when the 
application of the internal antenna through 
its use is hindered by obstacles that prevent 
radiation. 

VII. CONCLUSIONS AND FUTURE DIRECTIONS 

A. Technology DSSS vs. FHSS 

A look to the future suggests that 
DSSS will be the best technical choice for 
wireless LANs operating at two to five times 
current 2 Mbps speed as available today. 
FHSS proponents have hinted that they can 
double data rates through new modulation 
schemes, however it is likely that more 
expensive linear amplifiers will be required, 
which are already included in DSSS. 

Our research indicates that DSSS 
has the potential to make a jump to 10-
Mbps data rates. In such a case, three 
collocated access points could afford an 
aggregate throughput of 30 Mbps. Lucent 
Technologies has extensive experience in 
modulation algorithms and radio designs 
that will enable a move to 10 Mbps. 

Today, FHSS offers a small 
advantage in implementation cost. Even 
this advantage will shrink as companies 
such as Lucent Technologies combine their 
DSP and mixed-signal expertise to develop 
single-chip DSSS interfaces. Meanwhile, 
virtually all applications benefit from the 
faster and more robust DSSS scheme. 
Although this does not mean to say that 
there will be no future for Frequency 
Hoppers as a lower speed (utility) LAN if 
costs and prices can be reduced to a level 
where is a significant reduction below that of 
Direct Sequence. 

C. Flexible Wireless systems 

Flexibility will be key in future 
systems, where different applications 
require different system specifications with 

respect to Range and Speed. For example a 
retail environment requires relative low 

speed and high coverage, where as in an 
office environment usually higher system 
throughputs are required. Since data 
throughput and range, by nature are each 
others enemy in Radio design, future 
systems will have to adapt to the customer 
needs on these parameters. This way the 
customer can design its wireless system 
according to local throughput requirements 
in the system. By simply increasing the 
density of access points which are 
automatically switching speeds (1 and 2 
Mbps IEEE and higher speeds 10 Mbps-30 
Mbps), performance tuning based on 
customer needs can be achieved. Today's 
systems only allow for duplicating the 
number of access points, which in case of 
FHSS is only adding marginal steps, and for 
both systems FHSS and DSSS is an 
expensive solution for a high speed system. 
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ABSTRACT 

The need to communicate via voice, data, and 

video, anytime and anywhere has resulted in new 

technologies rapidly unfolding and being 

successfully implemented in the Americas. 

Rapid advances in personal telecommunications 

such as the advent of PCS1900, Wireless Local 

Loop, and CT2, have allowed consumers to 

increasingly avail themselves to new voice 

services. 

The advent of low cost dual mode (Analog / 

Digital) and tri-mode (Analog / IS- 136 / GSM) 

cellular phones and reductions in service costs 

have resulted in a growing number of users 

benefiting from the advantages offered by cellular 

telephony. This enables the users to use the same 

phone at home, in the car or at the office for voice 

and data services. 

Being able to access the internet via a hand held 

cellular phone is a feature that is increasingly 

being coveted by the mobile business person. 

Wireless video technology offers real time, cost 

effective, near broadcast quality services being 

offered over Wireless Local Loop and Fixed 

Wireless Access networks. A standard 

National Television System Committee (NTSC) 

video format occupies a bandwidth of 4.5 MHz 

which means that in a FM system the bandwidth 

will vary from 14 to 27 MHz. 

In the ISM bands, 24MHz, 81MHz and 123MHz 

are the usable spectrum found in the 900MHz, 

2400MHz and 5700MHz bands, respectively. 

Propagation of direct broadcast services via 

satellite, fixed wireless services in developing and 

remote regions, and the installation of GSM 

platforms to support GSM based PCS1900 in N. 

America are rapidly unfolding the information 

age for voice, video and data. 

The deployment of Hybrid Fiber Coax by 

telephone and cable operating companies after 

deregulation of cable and telephone industries has 

spawned new interactive services. 

This paper discusses voice, data and video services 

over a GSM network. Diagram below shows how 

different services will allow for the remotest and 

urban areas to be connected. 

Figure 1. PCS SERVICES 
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I. PRIMARY GSM 

In primary GSM the mobile station 

transmits in the 890 - 915 Mhz (uplink) band; and 

the base station in the 935 - 960 Mhz (downlink). 

The basic rate is 13 kb/s, using residual 

excited linear predictive coder (RELP) with a long 

term predictor (LTP). Speech is processed in 20 

msec frames. Each speech frame consists of 260 

bits, a 3 bit cyclic redundancy check (CRC) is 

added to 182 most significant bits, 4 tail bits 

making a total of 189 bits. Through a half rate 

channel encoder 378 bits are produced. The 

remaining 78 least significant coded speech bits 

are then added making a total of 456 bits. 

Information is conveyed in a 8 time slot 

frame of duration 4.615 ms. The transmitted bit 

rate is 270.83 kb/s (approx. 156.25 bits in 0.577 

ms). A 26 multi-frame structure is used for the 

traffic channel combinations and a 51 multi-frame 

structure is used for signaling combinations. The 

total length of a 26 frame structure is 120 ms, i.e. 

(26 x 4.615 ms). 

We have 125 carriers with widths of 200 

kHz each for a total of 125 x 8 (1000 channels). 

As indicated above a duplex spacing of 45 Mhz is 

used. 

2. CHANNEL DATA RATE 

In primary GSM there are five different 

data channels. For the purpose of this paper the 

highest data rate channel is discussed. TCH/F9.6 

is the one with the highest data rate. 

A user bit stream is divided into four 

blocks of 60 bits each, for a total of 240 bits. Four 

zero bits are added to the 240 bits to reset the 

decoder. A convolution coding scheme of r = 1/2, 

K = 5 is applied to the 244 bits which results in 

488 coded bits. 

The 488 bits are punctured to fit the 456 

bits per block scheme as used in coded speech 

data. These 32 bits (488 - 456) are not 

transmitted. 

The blocks are spread over 22 bursts with 

its Slow Associated Control Channel (SACCH) 

and idle frame. A complex mapping scheme is 
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performed on 456 bits so as to fit the 22 bursts. 

The scheme breaks up the 456 bit block into 16 

parts of 24 bits, and 2 parts of 18 bits, 2 parts of 

12 bits, and 2 parts of 6 bits each. A time slot or 

burst consists of information from either 5 or 6 

consecutive data blocks, that is 4 parts of 24 bits 

(4 x 24 = 96 bits) and either 1 part of 18 bits (1 x 

18 bits = 18) for a total of 114 bits (96 + 18) or 

1 part of 12 bits (1 x 12 = 12) and 1 part of 6 bits 

(1 x 6 = 6); for a total of 144 bits (96 + 12 + 6). 

The first and twenty-second bursts 

contain 6 bits each (2 x 6 = 12). The second and 

twenty-first burst contain 12 bits each (2 x 12 = 

24). The third and twentieth burst carry 18 bits 

each (2 x 28 = 36). Now 6 bits are used up and 16 

bursts remain of the 22 bursts we started with. 

24 bits in each of the fourth through nineteenth 

bursts (16 x 24 = 384). All 456 bits are thus 

accomodated in the 22 traffic channel frames. 

The structure repeats itself at every fourth burst 

so that the bits are distributed over 22 time slots 

diagonally. Each burst carries 5 or 6 different 

data contirbutions, depending on which frame in 

the traffic channel multiframe is refered to. 

Even though the transmission data rate is 

9.6 kb/s, the actual rate is brought upto 12 kbps 

though coding in the customer equipment. 

See Figure 2 below. 

Figure 2. CODING SCHEME FOR 9.6kb/s 
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3. MULTIMEDIA COMMUNICATIONS Table 2. CIF & QCIF PARAMETERS 

TERMINAL 

PARAMETER Cif QCIF 

H.324 standard is an international 

standard for a videophone terminal operating 

over the public switched telephone network. In 

1995 the ITU began work on the H.324 series of 

recommendations for application to mobile 

networks, called H.324M. 

Table 1. ITU NETWORK & TERMINAL 

STANDARDS 

PSTN MOBILE  

Overall H.324 H.324M 

Video H.261/ H.261/ 

H.263 H.263 

Mux H.223 H.223 (A) 

Ctrl./Sig. H.245 H.245 

Audio G.723.1 G.723.1 (C) 

Comm. Inter. V.34 Modem Mobile Radio 

All H.324 terminals offering video 

communications support H.263 and H.261 video 

codecs. The five standardized image formats are 

16 CIF, 4 CIF, CIF, QCIF and SQCIF. 

Due to incompatibility betweeen the TV 

broadcast standards, specific picture structures, 

CIF (Common Intermediate Format) and QCIF 

had to be employed. 

The QCIF format employs half the CIF 

spatial resolution in both horizontal and vertical 

directions, full CIF is optional. For videophone 

applications QCIF is used where head and 

shoulder pictures are required. Conversely, the 

full CIF format is used for teleconferencing. 

The H.263 coding algorithm is an 

extension of H.261. H.263 describes a DPCM/ 

DCT video coding method. Both standards use 

techniques such as DCT, motion compensation, 

variable length coding, and scalar quantization 

and both use the well known macroblock 

structure. The maximum data rate for H.261 

isthat associated with the V.34 modem i.e. 28.8 

Kp/s. 

Coded Pictures Per Second 29.97 (or Integ-

ral subm-
ultiple) 

Coded Luminance Pixels 

Per Line 352 176 

Coded Luminance Pixels 

Per Picture 288 144 

Coded Color Pixels Per Line 176 88 

Coded Color Lines Per Picture 144 72 

If conventional 8 bit PCM encoding was 
applied to a standard TV signal, a bit rate of 90 

Mb/s would be required for transmission. Comp-

ression technology is used to reduce this bit rate to 

the primary rates ( 1.544 Mb/s, 2.048 Mp/s), 

fractional primary rates (384 Kb/s) and basic 

(64 Kp/s and multiples) for economical 

transmission. The compression function is 

performed by a video codec and H.261 is the ITU 

recommendation. 

Table 3, gives the basic resolutions and 

transfer rates for video telephony, video conferen-

cing and Digital TV. 

Table 3. INFORMATION VOLUME & 

TRANSMISSION RATES 

VIDEO VIDEO DIGITAL 

TELE. CONF. TV 

Spat. Res. 176XI44 352X288 720X480 

(NTSC) 

720x576 

(PAL) 

Temp. Res. 30 f/s 30 f/s 30 f/s 

Color Repr.  Luminance (Y)  

 Chrominance (Cr, Cb)  

Bit Rate Req. 64kp/s x n 64kp/s x n 30-45Mb/s 

or 

140 Mb/s 
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The G.723.1 speech coder can be used for 

a wide range of audio signals but is optimized to 

code speech. The system's two mandatory bit 

rates are 5.3 Kp/s and 6.3 Kp/s. The coder 

provides a quality essentially equivalent to that of 

a POTS call. For clear speech or with back-

ground speech, the 6.3 Kb/s mode provides speech 

quality equivalent to the 32 Kb/s G.726 coder. 

The 5.3 Kp/s mode performs better than the IS-54 

digital cellular standard. 

4. GSM / HSCSD 

GSM standard is evolving to incorporate 

High Speed Circuit Switched Data (HSCSD), 

which will boost user capacity upto 64 kb/s and 

higher. 

GSM uses TDMA technology which 

divides each 200 kHz carrier into eight time slots. 

To provide a single voice channel one time slot is 

used, also one time slot isused to provide a single 

9.6 kb/s data circuit. The TCH/F9.6 channel was 

explained above. However, all eight time slots 

will be used to prvoide one 64 kb/s circuit. This 

will require a new radio link protocol. 

HSCSD has an inbuilt bandwidth on 

demand capability, hence the service will provide 

whatever speed they require upto 64 kb/s. 

Fast setup times and high link quality will 

be achieved when such a 64 kb/s wireless terminal 

is interconnected to the ISDN network, giving the 

user complete end-to-end digital connectivity. 

HSCSD will spwan several new 

applications for mobile communications, video 

conferencing, medical tele-imaging and scaning. 

Connecting to the internet and downloading text 

with high graphic content will be made easy and 

as quick as terrestrial services. 

5. ODEUM OFFERINGS 

Odeum Microsystems Inc. offers QPSK 

and QAM demodulators for DVB broadcasts 

suitable for Receiver implementations in either 

headends or customer terminals. Furthermore, 

MPEG audio and video decoders available from 

Odeum are suitable for video decoding in PDAs, 

multimedia terminals or in file servers for World 

Wide Web services. 
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CONCLUSION 

Communicating video over GSM 

networks is becoming an increasing reality. 

HSCSD will allow each carrier in GSM to carry 

video and audio upto 64 kb/s. H.324M will 

ensure compatibility betweeen mobile terminals 

worldwide to allow for video telephony and video 

conferencing. 
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An Simple and Efficient Method of Adding a Voice Recording and Playback System 

into a Digital Cellular Phone.  

Abstract 

Cellular and mobile telephony has experienced tremendous growth in the last decade. Various digital cellular 

schemes such as GSM, IS-54, IS- 95, IS-136 and others have emerged in the last few years to address the 
capacity crunch in heavily congested areas. GSM has found itself as a very well accepted standard in Europe, 
Asia and the Ifiddle East while in the US there are many competing technologies. Explosive growth in the 

digital cellular market has provided an opportunity and a challenge to cellular phone manufacturers at the 
same time. Their customers are demanding smaller size, lower cost, longer talk times, data modem interface 
and other attractive features such as a built-in voice recording. This article features a simple and efficient 
solution to implement a voice memo recording system by adding a specialized voice recorder chip to a digital 
cellular phone and compares its benefits to an all digital approach. 
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I. Introduction 

Cellular phone manufacturers are constantly under pressure to release new models of phones with more user 
features and compact designs. This puts tremendous pressure on the development teams to re-engineer the phone 
architecture, software, hardware, and layout. Time to market with a new product is also very important fir 
manufacturers to remain competitive. 

An emerging trend in cellular phone handsets is the addition of 'voice' features. These voice features 
include: 1) the ability to record 'on-the-fly' conversations, to eliminate the need for writing down notes from a 
conversation and enable hands free driving safety, 2) voice memos, to record voice reminders to oneself, and 3) 
integrated telephone answering machines, to screen or capture otherwise missed calls and store those messages right 
in the handset. The basic function which enables these new features to is the ability to reliably record and playback 
voice. To meet the requirements of cellular handset performance, the solution must be low power, to conserve 
battery life, a small form factor, to enable a compact design, low cost to keep the retail pricing down, and reproduce 
high quality sound, to meet the expectations of consumers. Additional factors in design is development time and 
costs, since time to market and design investment are important considerations for any new products design. 

Designers have several approaches available to them, especially in digital cellular handsets, where 
intuitively much of the required hardware to store voice digitally seems to be resident in the handset design. The 
design approaches described here compares available solutions to implement these voice functions using a GSM 
handset application as a digital cellular example. 

This examination concludes a specialized, 3V, single voice record and playback chip is superior in power 
consumption, design cycle time, board space and cross platform flexibility compared to storing the digital voice data 
stream into digital memory 

II. Overview of the GSM System 

The GSM (originally Groupe Speciale Mobile -- now known as Global System for Mobile 
Communications) is a Time Division Multiple Access (TDMA) system for mobile communication of voice and 
data information. There are 124 channels in the system with 200 KHz bandwidth for the transmit and receive bands. 
There are eight time slots in each frame and the frame duration is 4.615 msec. Each time slot is assigned to a single 
mobile subscriber. The data rate on the channel is 270.83 Kb/s. The full rate speech coder has a rate of 13 Kb/s for 
the speech data. The speech coder operates on a 13-bit speech data sample with a sampling rate of 8 ksps. The 
sample data is reduced to coefficients on a 20 ms window. Each window is 20 ms wide. Therefore 160 samples in 
each window which are converted to the coefficients of 260 bits for each window. 

The RF section typically consists of the front-end RF switch, low noise amplifier (LNA), filters, down-
converter, frequency synthesizers, I/Q demodulator, I/Q modulator, power amplifier, power control circuitry and a 
VCTCXO. The received signal is in the 935-960 MHz band with a 200 KHz channel bandwidth and spacing. The 
transmit signal is in the 890-915 MHz band and 200 KHz channel bandwidth and spacing. The LNA amplifies the 
signal, the down converter brings the amplified signal to an intermediate frequency and the I/Q demodulators resolve 
the signal into a baseband I and Q data stream. The I/Q modulator accepts the baseband signal and upconverts it to 
the RF. The power control circuitry does the power ramp up control and the VCTCXO provides a voltage 
controlled temperature compensated crystal reference frequency to the synthesizers. 

The baseband sub-section consists of a high performance DSP, a mixed mode ASIC with AID, D/A 
converters, and analog interface to microphone and speaker. The DSP performs the channel equalization, decryption, 
de- interleaving, channel decoding, speech decoding, speech encoding, channel encoding, interleaving and encryption 
of data. The voice band and base band signal quantization and reconstruction is typically performed by the mixed 
mode ASIC. The system microcontroller implements the GSM protocol stack layers 2 and 3, the code to run the 
DSP engines, memory management, man-machine interface to keyboard, display and battery power management. 
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III. Digital Voice Recording in a GSM Phone 

To digitally store voice messages in a GSM phone, voice data from the GSM baseband section needs to be 
accessed, routed and stored into available digital memory. With the full-rate speech codec running at 13Kbs, 1 

Mbit of memory stores 79 seconds of voice data. 

Since the data stream between the channel codec and the voice codec is usually in a serial format and most 
of the high density memories have parallel data inputs and outputs, additional serial to parallel and parallel to serial 
converters are required to store this data into memory. 

A typical block diagram of the GSM phone utilizing digital memory to record and playback voice 

information is shown in Figure 1. 

GSM 
RF Section 

System 
Microcontroller 

Figure 1  

GSM 
Baseband 
Section 

II 
Serial to Parallel an 
Parallel to Serial 

System 
Flash 

Memory 

In a typical GSM phone implementation, approximately 750 Kbytes to 900 Kbytes (6 to 7 Mbit) of Flash 
memory would be required for the protocol stack, layer 1, layer 2 and layer 3, human interface, etc. Utilizing one 
8Mb ( 1Mb x 8) Flash memory to store this program code means there remains excess Flash memory which could 
theoretically store approximately 80 to 160 seconds of voice data. However, due the block/sector erase structure cf 
Flash memories entire blocks/sectors need to be free to allow storage and deletion of voice messages without 
affecting stored system program code. In addition, bus access timing and memory read, write or erase cycles need 
careful consideration to avoid bus conflicts between the microcontroller accessing the memory for GSM protocol and 
the voice message read, write or erase. 

GSM speech frames operate on a 20 ms window and some Flash memories have programming times as 
high as 10 ms. DSP engines can take as much as 8 to 9 ms or more for the channel encoding/decoding and speech 
encoding/decoding process. This could be potentially problematic for 'on-the-fly' recording. Well thought out 
software architecture and implementation is needed to avoid these problems. 

Additional and/or alternative message storage can be accomplished by utilizing separate Flash memory 
which would avoid some of the bus contention concerns. However, in either case software needs to be developed for 
the message and memory management of stored voice messages. 
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4Mb Flash memories are usually available in either block write/erase mode or sectored write/erase mode. 
In the memories with block write/erase mode there are usually 3-4 main blocks of 128K x 8 which are available fcr 
storage. If no special memory management techniques are implemented, this would imply that only 3-4 messages 
could be stored in the entire chip, one message in each block. Each message would have to be less than 80 seconds 
in length. If any message exceeds 80 seconds in length, then fewer than 3 messages would be stored on the chip. 
Sectored write/erase memories have sector size of 64Kbytes which can be individually erased or written, and thus 
would provide up to 8 messages of 40 seconds each. 

To optimize the storage of messages shorter than 40 seconds (or the equivalent duration of the available 
block or sector), additional software management is needed for the 'housekeeping' of the message pointer. When a 
message which only occupies a portion of a block or sector needs to be erased, the microcontroller could re-write the 
remaining of stored messages in an unused block and then erase the entire block. This 'garbage' collection method 
does compact the storage space and improve message flexibility, but also requires one blank block/sector to be 
available at all times. It also increases the software complexity and the power consumption because of the additional 
power consumed by the microcontroller to process the memory management and the additional power required to 
erase and rewrite within the memory. If a separate digital memory chip is utilized for voice, then appropriate chip 
selects and read/write signals would also be required. The software development required for the digital storage ce 
voice data represents the largest component of development time and cost in this implementation. 

Design layout will have to consider the board space needed for the serial to parallel and a parallel to serial 
interfaces and a separate memory, if used, for this design. Devices such as a 74HC7597 and a 74HC4094 to interface 
the serial port on the DSP side and the parallel bus of the Flash memory. These devices come in 16 pin SOPs and 
the Flash memory in a 48 pin TSOP. Figure 2 shows the block diagram of the digital voice storage using a 
separate Flash memory. There are some serial input/output memories also available for voice message storage 
which eliminates the need for the serial to parallel and parallel to serial converters. Serial input/output memories 
such as serial Flash or SRAM still mean additional packages over the system memory requirement are needed, plus 
the software support for addressing and accessing the memories, memory management. 
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Serial Flash and SRAM memories software development would involve a few extra steps in interfacing 
with the DSP. Typically the format used by the voice codec and DSP to communicate is different that the format 
used by the serial memories to read and write from a controller. After the serial data between the DSP and the voice 
codec is intercepted, it is necessary to reformat it to write into the serial memory. A similar situation will arise in 
reading from the serial memory and sending the data to the voice codec for playback of recorded messages. 
Additional glue logic may be necessary to accomplish this data transfer between the microcontroller, DSP and voice 
codec. The standard controls such as chip enable, chip select and serial clock signals would also be required fix 

interfacing with the serial memories. 

SRAM also requires battery back up to retain stored voice data which increases power consumption. A 
separate lithium battery is needed to preserve stored messages when phone batteries have been discharged or are 
being replaced. This amounts to extra cost, weight, size and complexity in implementation. Figure 3 shows the 
SRAM implementation. 

Intelligent memory and message management can be implemented in the software to maximize the memory 
storage when messages are erased out of sequence. It would read and re-write messages to occupy a contiguous 
block of memory when a message has been erased. This would optimize the memory storage but would result in 
additional power consumption due to the read and write operations on the Flash memory or serial SRAMs. 

GSM 
RF Section 

System 
Microcontroller 

GSM 
Baseband 
Section 

It 
Serial to Parallel and 

Parallel to Serial 

• uf  

 II Voice SRAM 
• Memory 4  

System 
Flash 

Memory 

Lithium 
Battery 

Figure 3 

In either case (serial or parallel memories) board space considerations are needed to make to room for the added 
memory and interface Ics. 
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Power consumption of this type of solution is considered next. The Flash memory required in this digital 
voice data storage system consumes about 90 mA in the record or playback mode and about 130 µA in standby 
mode. The DSP also contributes to the current consumption while it is executing the code for the speech codec as 
does the codec itself. Typical speech encoder and decoder function requires about 5 MIPS loading on the DSP. 
When in the playback mode the DSP loading is about 1.5 MIPS and when in the record mode about 3.5 MIPS 
loading of the DSP is typical. Given these loadings, the DSP consumes approximately 75 mA while active and 6 
mA in standby mode. The codec consumes about 18 mA while active in the recording or playback mode. Thus the 
total current consumption for the digital implementation will be typically 183 mA in active mode and less than 10 
mA in standby mode. Figures 4 and 5 show the systems power consumption during 'on-the-fly' message recording, 
message playback and standby modes for the system utilizing resident system Flash memory and dedicated Flash 
memory for voice storage, respectively. 

Device Record Playback Standby 

DSP Engine / Core 75 mA 65 mA 6 mA 

System Flash Memory 80 mA 80 mA 130 µA 

Micro-controller 30 - 45 mA 30 - 45 mA 2 mA 

Serial to Parallel 3-6 mA - - 

Parallel to Serial - 3-6 mA - 

Codec, DIA, AID 18 mA 18 mA 30 µA 

Total — 224 mA —214 mA — 8 mA 

Figure 4  

Device Record Playback 
— 

Standby 

DSP Engine / Core 75 mA 65 mA 6 mA 

System Flash Memory 80 mA 80 mA 130 µA 

Voice Flash Memory 90 mA 80 mA 130 µA 

Micro-controller 30 - 45 mA 30 - 45 mA 2 mA 

Serial to Parallel 3-6 mA - - 

Parallel to Serial - 3-6 mA - 

Codec, D/A, A/D 18 mA 18 mA 30 µA 

Total —314 mA — 294 mA — 8 mA 

Figure 5 

104 



Voice Storage Utilizing a Specialized Voice Record and Playback Chip 

Voice storage and retrieval can also be achieved by utilizing a voice recording and playback chip 
specifically designed for cellular phone integration. The block diagram of this type of solution in GSM cellular 
handset is shown in Figure 6. 
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This 3V chip stores analog voice and audio signals directly into on-chip nonvolatile memory. The 
product is available in a series of durations ranging from one to four minutes. The overall device duration is 
determined by the sampling rate selected. The highest sound quality is achieved by sampling the audio inputs at an 
8KHz rate. Other available sampling rates include 6.4KHz, 5.3KHz and 4.0KHz. Because of its analog input and 
outputs, this device interfaces directly to the speaker and microphone signals, which avoids involving the DSP 
software for speech encoding and decoding or adding code to the protocol stack, layer 1, layer 2 and layer 3 of the 
GSM protocol. The voice recording and user interface is controlled via a 3-pin serial peripheral interface (SPI), 
which connects directly to the system micro-controllers standard 8-bit general purpose I/O (GP10) port. This 
interface also provides the control for message management. This device is available in 28-pin TSOP packaging. 

Besides the voice recorder two other ICs are utilized: switches are used as an analog multiplexer to select 
the audio input and output paths, and an audio amplifier with fixed gain drives the speaker. A 74HC4053 can be 
used as the analog mutiplexer switch, which comes in a single 16-pin SOIC package and a TDA7050T can provide 
the amplification and is available in a 8-pin SOIC . The GPIOs on the systems microcontroller control the switches 
for source selection between the audio input/output of the voice storage chip and the GSM baseband section and the 
speaker and microphone. 

In layout, optimal device performance requires power supply decoupling capacitors and a good ground 
plane around the device to enhance the noise performance and audio reproduction. All the peripheral components 
should be placed as close as possible to the chip and lead lengths and trace lengths should be minimized. If 
possible, the RF and IF sections of the GSM radio section should be isolated from the baseband section of the 
phone to avoid noise, spurious injection or pickup from the proximity of resonating components. 

Due to the serial architecture of this devices nonvolatile memory array and its ability to be addressed, read, 
written and erased by row, software development for message management and control of this voice record and 
playback chip is straight forward. Figures 7 shows the basic flowchart for recording 'on-the-fly' conversations. 
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Flowchart to Record" On-the-Fly" 

Initialize ISD33000 

Select Switch to Route Signal 
from DSP Audio Output to Input 

of Voice Rec rding Chip 

Recotd tir Incaning Voice 
" On-the-Fly" in the Device 

Store the " On-the-Fly" 
Messe Record Pointer 

Exit 

Figure 7 

The power consumption of this solution is minimized because of the 3V supply and low current 
consumption characteristics of this specialized voice record/playback chip. This translates into longer battery life. 
Figure 8 displays the total power consumption for recording, playback and standby. For instance, in standby mode 
this device contributes is less than 10 µA. When in active mode, it adds less than 45 mA to the systems power 
consumption. Because this audio chip plays directly to the speaker and does not require the baseband or codec 
functions, or microcontroller processing past the initial control, the systems power consumption during playback is 
minimized. 

Device Record Playback Standby 

DSP Engine / Core 75 mA 6 mA 6 mA 

System Flash Memory 80 mA 130 µA 130 µA 

Voice Rec/Play Device 40 mA 30 mA 10 µA 

Micro-controller 30 - 45 mA 2 mA 2 mA 

Switches/Amp 8 mA 20 mA 8 mA 

Codec, D/A, A/D 18 mA 30 µA 30 µA 

Total — 266mA — 58 mA — 16 mA 

Figure 8  

IV. Comparison Between the Digital Storage and the Specialized Audio Chip Storage for Recording and 
Playback Voice 

From the above analysis of the two methods of implementation for a voice recording and playback system 
in a GSM cellular phone, the specialized recording / playback chip demonstrates several advantages. The first and 
foremost is the development time required. The primary component of the development time for the digital 
approach is in the software development. In the case of the specialized voice recording device the software 
development is simplified because of its ease of control and row accessible memory array. Figure 9 estimates the 
total development time of each approach by development task. By this estimate total development time using the 
specific voice record / playback device is 2-3 weeks as opposed to the digital approach which requires 2-3 months. 

106 



Development Tasks Voice Recording / 
Playback Device 

Digital Storage 
Flash / SRAM 

Hardware Design 3 days 

Printed Circuit Board Layout 1 day 

Software Development 10 days 

Storage Memory Management 2 days 

Message Management 4 days 

Total Est. Development time 3 - 4 Weeks 2 -3 Months 

Figure 9 

Power consumption utilizing the voice record and playback chip is also substantially less than the digital 
implementation especially during message playback. Figure 10 compares the two methods power consumption in 
each mode. Considering longer battery life and smaller, lighter phones are critical features for cellular handsets, the 
benefits of the lower power consumption of the dedicated voice recording/playback device are significant. 

Mode Voice Recording / 
Playback Device 

Digital Storage Flash / 
SRAM 

Record 266 mA 316 mA 

Playback 101 mA 294 mA 

Standby 16 mA 8 mA 

figure 10 

V. Conclusion 

New cost effective features will continue to be added in cellular phones to increase the utility and value to 
the end-user and to help differentiate cellular phones between manufacturers. A voice recording and playback system 
based on a specialized 3V, audio record / playback chip was discussed and compared to alternative digital voice 
storage systems. The comparison shows that the specialized audio chip requires less development time and system 
power and provides high quality voice reproduction. The shorter development time enables an accelerated time to 
market of new 'voice' features, such as call recording, voice memos and integrated telephone answering machines. 
Also the single-chip form factor and superior power performance insures the final cellular design will remain compact 
and provide long battery life. 

Most digital cellular handset designs are similar in architecture regardless of their protocol standards (IS-54, 
IS- 136, CDMA, etc...). Because this audio chip is integrated along the analog audio path and not in the digital 
baseband section, this design not only provides superior solution to the storage and retrieval of digital voice data 
but also provides a flexible cross-platform solution for all digital or analog cellular phones standards. 
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Abstract 

As wireless receiver designs continue to evolve, the 
required insertion loss of the IF filtering components 
continue to be reduced. This reduction is due to the dynamic 
range and noise figure requirements of the ASICs that are 
becoming more common in receiver designs. In addition, the 
lower losses in the IF chain reduce the DC power 
requirements of the portable phone. 

For a given filter requirement, as the insertion loss of 
the filter is reduced, various parameters of the SAW filter are 
affected. Among these are VSWR, rejection, passband ripple, 
and nns phase error. Most of these parameters are dependent 
on the matching network. The overall performance of the 
filter in production will therefore depend on the 
manufacturing tolerances that the phone manufacturer can 
achieve. 

Presented are three different PCS filter designs at 
210.38 MHz, each optimized for a different nominal 
insertion loss. Comparisons of the filters' performances and 
sensitivities to matching element variations will be 
presented. Also presented will be various IF filters designed 
specifically for high volume production. 

Introduction 

The communication market is booming. One 
particularly strong market segment is wireless 
communications, driven by a technical advances in 
electronics. One form of wireless, the cellular phone, is a 
consumer product requiring high technology components in 
high volume, with high quality and a low price. 

The Surface Acoustic Wave filters are used for both 
RF and IF filtering inside mobile phones. These filters are 
key components because they have a direct impact on the 

channel filtering which translates to communication quality. 
Recent advances in SAW filter design has led to the ability to 
build low insertion loss filters. 

The drawback of the lower insertion loss is the higher 
matching element sensitivity and increased sensitivity to the 
manufacturing variations of the SAW filter. These effects, if 
not thoroughly considered in the system design, can result in 
low product yields. 

This paper will explain the properties of the SPUDT 
(Single Phase UniDirectional Transducter), used in the 
majority of low loss SAW filters now on the market. Then a 
transmission line model for the SPUDT based SAW filter 
will be used to derive relationships between insertion loss, 
mismatch loss, and VSWR. Next, the effects of matching 
element variations and SAW filter capacitance variations on 
the passband ripple and insertion loss will be presented. 

Three IF PCS-CDMA filters designed for different 
nominal insertion losses are presented and performances are 
compared with the results of the model. The lowest loss filter 
is shown to be too sensitive to matching and manufacturing 
variations to be a practical filter. Matching element 
sensitivities will be shown for the optimum filter, along with 
filter guaranteed performances in manufacturing. Finally, 
conclusions will be presented. 

I. The SPUDT structure 

The Single Phase Unidirectional Transducer (SPUDT) 
is one of the most interesting techniques for reducing the 
insertion loss: it only requires a single level fabrication, uses 
simple tuning and can achieve very low amplitude and phase 
/ group delay ripple by canceling the triple transit. It can take 
on many structures. A general theory has been presented by 
J.M. Hodé [ 1] with a global approach of the relations 
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between the transmission and the reflection the transducer 
must have to achieve maximum directivity. 

A transmission line model of a filter made with two 
SPUDTs has been introduced by P. Dufilié [ 1]. This model 
(Fig. 2) is accurate enough to describe the behavior of the 
filter near the center frequency. 

A DART (Distributed Acoustic Reflection Transducer) 
is an important type of SPUDT structure. The term DART 
can be used to represent all structures which use sets of metal 
strips for the transduction without acoustic reflection and sets 
of strips for only acoustic reflection. The general relation of 
the phase between transduction and reflection for the SPUDT 
is a localized relation in the DART. 

The figure below (Fig. 1) illustrates the local directivity 
of a DART. Acoustic waves are emitted in both directions 
from the transduction center, the backward wave (to the left) 
is reflected at the reflection center. At a specific distance 
between transduction and reflection centers the reflected 
wave is in phase with the forward wave (to the right) making 
this cell directional in the forward direction. 

INPUT 

backward 

Acoustic Reflectors 

Transduction 

Cell   

1-1-1 

Reflection Transduction 
Center Center 

Fig. 1 - SPUDT filter 

OUTPUT 

forward 

For low triple transit, the total reflection at the forward 
acoustic port must equal zero, which means that the short-
circuit reflection must exactly cancel the electrical 
regeneration. This can be achieved by an optimal tuning. 

The load conductivity can be written: 

k 2 + 1 
from [ 2] : GL = k 1 where Ic=1 for the 

—  
conventional bidirectional transducer and k=00 for the ideal 
unidirectional transducer. 

The tranducer directivity is the normalized difference 
of power radiated in the two directions. The directivity can 
be seen as the acoustic short-circuit reflection. 

k 2 — 1 
d= , 

lc' + 1 
(1) 

from [ 1] : GL = —G where d is the directivity of the 
d 

transducer. Both results are identical. 

The presence of acoustic reflection internal to the 
transducer makes the design of SPUDT based filters more 
complex than the design of conventional bidirectional filters 
([ 3]). A simultaneous reflection and transduction nonlinear 
algorithm was developed in order to optimize all the filter 
parameters ([ 4],[ 5]). This optimization procedure converges 
to transducer designs with resonant cavities inside, 
increasing the impulse responses of the SPUDTs and 
resulting in a better filtering efficiency for the transducer. 
Comparing different SPUDTs with the same characteristics, 
these Resonant SPUDTs ([ 6]) have a smaller size, resulting 
in a smaller package and smaller price. 

II. Insertion Loss 

From the transmission line model presented by P. 
Dufilie [ 1], it is possible to deduce the insertion loss of the 
filter. Assuming that a SPUDT is a non-dissipative system 
(i.e. neglecting ohmic losses, propagation and diffraction 
losses) its losses are only related to electrical mismatch and 
acoustic directivity. 

Fig. 2 - Transmission line model for Practical low loss 
filter 

The transmission at the electrical port is : 
1 

te —Ir2el where 1,1 is the electrical reflection 

coefficient of the tuned transducer. At the center frequency, 
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assuming the static capacitance of the transducer is perfectly 

compensated by the inductor (that means LCtoo2 = 1) : 

SO 

Irel— 
G — Go 

G+Go = ki2 

1 
te = — 

(2) 

( 3) 

The practical SPUDT is not perfectly unidirectional. 
The electrical power is converted into a forward wave and a 
backward wave which is lost. The transmitted power to 
forward direction can be written: 

k 2 

k2 
(4) 

For the ideal unidirectional transducer, k=00, all the 
power is transmitted, t<1=1 and for the conventional 
bidirectional transducer, k=1, only half the power is 
transmitted. 

For port 1 the transmission is 

1 
= te • I. d = — — 

k 2 
(5) 

Both transducer don't necessarily have the same 
directivity. The total transmission of the filter is 

-- k —21- \II — 1 2 

i k2 

1.5 2 2.5 3 3.5 4 

Fig. 3 - Total insertion loss of the filter. 

(6) 

As the directivity and parameter k increase, both types 
of loss are decreasing : acoustic and mismatch loss. The 
directivity is directly related to the acoustic reflection 
coefficient of the tranducer. It's value is then a function of 
the substate. the metal thickness and relative bandwidth of 
the filter. 

III. Insertion Loss outcome 

The TMX PCS-CDMA filter FBF033 will be used to 
illustrate this outcome. This filter is the object of a more 
detailed presentation in the last chapter. In this section, 
simulation results on the insertion loss will be presented. 

Four insertion loss mechanisms can identified: 

A. electrical mismatch and directivity loss 

A detailed filter simulation gives a center frequency 
insertion loss of 5.35 dB. The ratio of the input filter 
conductivity to the source conductivity (and output to load) is 

G 
approximatly — = 0.4. This corresponds to a parameter 

Go 

k=1.53. On the plot of the insertion loss versus k (Fig. 3), we 
determine an insertion loss of 5 dB. It can be noted that the 
filter under this condition is not perfectly impedance 
matched. All the resistive losses, inductor losses and 
capacitives parasitics are taken into account in the design of 
the filter so that the filter is optimaly matched on the 
specified source and load. In this simulation, all the resistive 
parasitics have been removed, so the filter is no longer 
perfectly matched. This can explain the discrepency in the 
results. 

B. Internal resistive loss 

In this simulation, electrode, bus bar and wirebounding 
resistance and inductance as well as package and PC board 
capacitance have been added. The center frequency insertion 
loss increases by 0.6 dB. 

C. Diffraction loss 

Diffraction analysis has been added to this simulation. 
The loss due to the diffraction is 1 dB. 

D. Resistive loss in the inductor 

If we take into account the resistive parasitic of the 
matching inductor, it adds 1.8 dB to the center frequency 
insertion loss. 

1 1 0 



The total simulated center frequency insertion loss is 
then 8.24 dB and the measured insertion loss is between 8.21 

and 8.3 dB on 5 filters. 

IV. VSWR 

The VSWR can easily be deduced from the electrical 

reflection coefficient given in equation 2. 

k 2 + 1 
VSWR - :1 ( 7) 

k2 - 1 

8 

7 - 

6 - 

3 - 

2 - 

1   

1 1.5 2 2.5 3 3.5 4 

Fig. 4 - VSWR of one transducer 

Decreasing the nominal insertion loss has also the 
benefit of reducing the impedance mismatch between the 
input (output) and source (load), resulting in a good VSWR. 

V. Insertion Loss sensitivity to a 
mismatch 

In this chapter, we will see the effect of variation of the 

matching inductance. 

If we assume that the transducer conductance is 
constant over the bandwidth, then the electrical reflection 

coefficient can be written: 

(G-GL)+j(Cco- 1 ) 
Lw 

re - 

(G+GL)+j[Cco- Lto I ) 

The transmission is then: 

(8) 

G 2 \1L G  
te 

G + 112 jozd  w wo  

GL ) L coo (0 ) 

where 

(9) 

Lcco02 ( 10) 

Q C wo RL 
- 
GL Lcoo 

wo is not the center frequency of the filter (oh). They 
correspond only when the filter is perfectly matched. 

QL is the Q of the matching network. 

In the bandwidth it is very accurate to assume that 
Aco = w- w0 « coo. We can write : 

2 \i-à— 
GL 

te - G 

+1 
GL 

( 12) 

Then, the insertion loss in dB is the sum of two terms. 

The first one does not vary with the mismatch, we have seen 
this term in the preceding chapter. The second term can be 

written : 

t dB 

40  Q21. ( Aco y 

1n(10) G 

+1 )2 
GL 

( 13) 

This term simply adds a parabola shape to the insertion 
loss. When the inductor value varies, the center frequency of 

this parabola moves: 

1 
coo — ( 14) 

This small inductance variation is called 8. 

L=L N(1+6) ( 15) 

where LN is the nominal inductance value which gives 

the perfect matching. 

SO 
Ô 

1°0 = WC (1 
2 

( 16) 
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where oc is the center frequency of the filter. 

Frequency (MHz) 
209.8 210 210.2 210.4 210.6 210.8 211 

0 0  

0.05 - 

0.1 

0.25 — 

0.3 — 

0.35 

•••••„.  

.. 

L+5% 

L+2% 

L+1% 

Nom 

Bandpass 
Ripple 

Fig. 5 - Insertion induced by an inductance variation 

Parameters used for the plot: 

-QL= 10 
G 

- — =0.4 
GL 

A variation of the inductance has two main effects: 
- increase of the center frequency insertion loss 
- generation of a tilt in the passband. This tilt is the 

main reason for the increase of the passband ripple. 

As it can be seen on the figure, if the inductors have the 
same sign variation from the nominal, the bandwidth tilt will 
be maximum. If the variations are of opposite sign, the tilts 
are canceling but it still remains an increase of the insertion 

loss. This will be seen in the last chaper on a practical 
exemple. 

Q. is the main parameter of these two effects. We will 
see in the following chapter that Q. is increasing when the 
nominal insertion loss is decreasing. The filter becomes more 
sensitive to a mismatch. For this reason the maximum 
insertion is a much a more accurate specification than the 
nominal insertion loss. 

VI. Static capacitance 

In a first approximation, we can assume that the static 

capacitance of the transducer is proportional to the 

capacitance of a single electrode in an array of grounded 
electrodes. 

+V 

a 
11.1  

Lubstrate 

///////// 

Fig. 6: Illustration of the strucutre used for the static 
capacitance calculation. 

The result of the simulation with different linewidths 
for a constant period is plotted below 

._ .., 

10% — 

5% — 

1% -10% 0% 10% 20 

-5% — 

-10% — 

Ito' 

linewidth variation 

Fig. 7 - capacitance variation with the line‘N kith. 

An error on the linewidth generates a variation of the 
static capacitance of the filter. This variation of the 
capacitance operates like a variation of the matching 
inductor generating ripple and insertion loss discrepancy. 

The linewidth error does not depend on the linewidth. 
That means the error is expressed in tun and not in %. So 
when the center frequency of the filter is inscreasing (the 
linewidth is decreasing), the capacitance variation becomes 
larger. 
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VII. The matching Q 

The matching Q is the ratio of the load impedance to 
the load susceptance. This value is related the material, the 

relative bandwidth and the nominal insertion loss. 

On the figure below is plotted the matching Q versus 

insertion loss for the three PCS-CDMA filters. All three have 
the same center frequency, bandwidth and are manufactured 
on the same material but are designed to have a different 

nominal insertion loss. 
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Fig. 8 : Evolution of the electrical Q of the matching for 

different TMX PCS-CDMA filters. The black points are 
simulations and the white one are mesurements. 

This series of filter has different source and load 

impedance and different Q. As the sensitivity evolves with 
Q2 the higher value will be the most important part of the 
performance variation. 

The lowest loss filter : FB F012 will be 4 times more 
sensitive to the inductor and the linewidth variation than the 
FB E548. It is in fact too sensitive to be a practical filter 

today. 

The filter we will present next is an optimum tradeoff 
between insertion loss and sensitivity to inductor variation 

and manufacturing tolerances. 

VIII. PCS-CDMA IF filter: TMX FBF033 

The interests of using the SPUDT structure for the PCS 
and CDMA architecture are : the very small phase and 
amplitude ripples, the low losses, but above all, no triple 

transit echo in the time domain response. 

For this filter, the typical performances at room 

temperature are the following: 

Center frequency 
Insertion Loss at FO 
Passband at 5 dB 
Rejection at 31 dB 
Amplitude Ripple within fo±-0.3 MHz 

Phase variations within f0±1.26 MHz 

210.38 MHz 
8.25 dB 
1.48 MHz 

2.30 MHz 

0.3 dB 

1.3 °RMS 

The filter can either be driven balanced or single ended 

or a combination of both. It is mounted in a 13.3 x 6.5 mm2 

ceramic SMT package. 

The filter is tuned with two parallel inductors (Fig. 9). 
The values of the inductors depend on the structure of the PC 

board and its associated stray capacitance. They also depend 

on the way the filter is driven. The filter requires ±2% 
inductors with a high Q (Q>55) to guaranteee good insertion 

loss and amplitude ripple. 

All the performances of the TMX IF filters are 

guaranteed within the total temperature range and within the 
inductor tolerances specified for the filter. 

Fig. 9 - Schematic of the tuning. 

A typical S21 and phase response of this filter are 

shown on the Fig. 10. The corresponding time domain 

response is shown on Fig. 11. 
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Fig. 10 - Typical response 
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Fig. 11 - Typical time domain response 

15 

The variation of the ripple due to the inductors is 

shown on the Fig. 12. For variations which are a little more 

than ±2%, the ripple remains very good. We must add the 

static capacitance variation due to the linewidth variation to 
obtain the maximum ripple in the passband. 

Frequency (MHz) 
209.78 210.08 210.38 210.68 210.98 

o 

1.5 

2 

Fig. 12 - S21 referenced to minimum insertion loss of the 

same filter with different values of inductors. 

The variation of the insertion loss is shown on the next 
figure (Fig. 12). 

Frequency (MHz) 

209.78 210.08 210.38 210.68 210.98 

8 

10 

Fig. 13 - S21 of the same filter with different values of 

inductors. 
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On the next figure, the phase of the filter has been 
plotted in the same condition of inductor variation. 

2.5 

2 

1.5 

1 

-1 5 

-2 

-2.5 

209.75 210.25 210.75 
Frequency (MHz) 

Fig. 14 - Phase of the same filter with different values of 
inductors. 

The table below stunmerize the RMS phase error for 
different inductor values. As it can be seen on the figure, the 
maximum error is for inductor variations of the same sign 
for both input and ouput. These values remain very good. 

Inductor values 

nominal 
In -2.2 % Out -2.5 % 
In -2.2 % Out +2.6 % 
In +2.3 % Out -2.5 % 
In +2.3 % Out +2.6 % 

RMS Phase Error 

0.891 
0.928 
0.887 
0.896 
0.938 

Table 1 : Variation of the RMS phase error versus the 
inductors values. 

IX. Conclusion 

We first explained the properties of the SPUDT 
structureand the benefits for the IF filters for PCS and 
CDMA handset. A simple explanation of the filters 

sensitivity to matching inductors and linewidth variation has 

been presented based on the SPUDT transmission line 
model. It has also been shown that the sensitivity increases 
when the insertion loss are decreases. The design of a SAW 
filter is then a tradeoff between insertion loss and 
performance. We also presented data on an optimized IF 
SAW filter for PCS-CDMA applications at 210.38 MHz. 
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SUMMARY 

To develop a modern, cost-efficient Department of Defense (DoD) common data link standard for a 
Family of Interoperable Range System Transceivers (FIRST) which could serve Test and Evaluation 
(T&E) Training, within the US Navy, Air Force and Army, a new standard development task has been 
undertaken. Study of commercially available wireless standards and equipment led to the conclusion that 
a strong synergism between commercial and military resources could lead to enhanced performance, 
increased capacity and range, reduced latency and system cost for DoD's ranges of the FIRST 
standardized radio program. DoD's studies [ 1,2] indicate that more than $250 million savings will be 
achieved by the FIRST standard in the military field. Use of "dual mode" military and commercial 
technology/synergism could lead to the first universal bit rate, global joint commercial/military standard. 

It is the intent of DoD's Common Data Link Technical Working Group (TWG) to develop FIRST, a 
comprehensive wireless/radio standard that will not only serve the needs of the military range community, 
but also those of many similar applications required in the military and in emerging commercial wireless 
digital and personal communication systems. Current DoD systems, such as RAJP0 DLS-1, NGTCS, 
JTCTS, MAIS, RDMS upgrade, operate in the data range of 10kb/s to 2Mb/s and chip/bit rates to 
30Mchip/sec. Based on current trends we foresee, within the next 15 years, potential requirements for 
increased data rates from the low 8kb/s range to 2Mb/s and even in the 30Mb/s (30Mchip/s) range. Some 
of these systems operate with relatively low power (in the m-Watt to 1Watt range), while others require 
almost 100Watt of transmitted RF power. Most of these systems deploy modulation techniques which are 
suitable for Non Linearly Amplified (NLA) i.e., saturated RF power amplification in the 100MHz to 
multiple GHz range. 

The TWG of FIRST, in consultations with industrial organizations, has been developing a re-
configurable, programmable, multi-RF-band-based strategy for a variety of bit rate, chip rate and RF band 
multiple-purpose applications. By means of a "mix-and-match" approach, readily available and most 
efficient technology components from world leading wireless digital communications standards such as 
GSM, DECT, CDMA and TDMA and from emerging not-yet-standardized applications and products 
have been considered. To meet stringent RF spectral/power efficiency (of more than 1.2 b/s/Hz-for 99% 
in band power), small-size, reduced-cost and robust BER performance (maximal range with lowest 
BER=Pe) requirements the FIRST-TWG-proposed FQPSK or compatible/interoperable enhanced 
efficiency OQPSK-GMSK quadrature modem/radio architectures. These interoperable systems are 
suitable for NLA operation. Among the robust BER performance modem/radio NLA technologies FQPSK 
offers the highest combined power and spectral efficiency and meets the specifications of the FIRST 
standard. In this paper the most important performance criteria/specifications of the Physical Layer 
(PUY) modem/radio are highlighted. 

* Material in this publication is based on FIRST Program Office, DoD Common Data Link Technical 
Working Group (TWG) briefings/reports and on other reports and publications of the authors, listed in 
the references. 
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1. INTRODUCTION 

RF data links are used at over 50 military test and training ranges to relay position and status data from 
vehicle instrumentation to ground control and recording facilities and to exercise control over vehicles 
and other assets such as targets. Links in use today were for the most part developed on an "ad hoc" basis 

as incidental parts of larger applications and are largely incompatible with one another. They operate in 
many different spectral regions, with different modulation, coding and signaling formats. Until recently 
use of so many different "point solutions" was acceptable since range operations and functions were 
traditionally autonomous, involving minimal coordination. Plans to integrate future test and training 
activities more fully (and the successful use of open system standards in the commercial community) have 

led to the realization that this situation should be changed. An effort is now underway, funded by the 
Department of Defense (DoD) Central Test and Evaluation Investment Program, to develop a general-

purpose data link that can be tailored to serve in a wide variety of common test and training applications. 
Known as project FIRST (Family of Interoperable Radio or Range System Transceivers), that effort is 
focusing on the development of a common air interface standard. 

The standard will cover a variety of transceiver types, from those carried by individual troops to report 
their position and status to those used in high-performance aircraft, with appropriate differences in 
transmission rate and RF output power. It will promote the concept of tailorability through software (and 
modular hardware) changes so that transceivers can be adapted to provide the performance demanded by 
the particular application. For example the transceiver developed for use on high-performance aircraft 
will be programmable to provide maximum net capacity (throughput) in some applications (e.g., 
observation and recording of air combat training exercises) or minimum latency and high link reliability 
in others (e.g., drone control). Where throughput limitations permit, it will be possible to accommodate 
multiple applications and transceiver types simultaneously on the same net. A variety of vehicular 
interfaces will be provided for connection to different types of vehicle data collection systems and to 
accommodate different types of information (e.g., packetized telemetry, speech, imagery). 

Development of the standard is a collaborative effort involving all military services and the entire military 
test and training range community. All major current development programs that involve range data 
links are also involved. Although it has just recently begun, the activity will adopt the approach used by 
the commercial wireless communications community in the development of recent wireless system 
standards. This is a major change from the way range data link business has been done in the past, and 
an example of how the military hopes to benefit in the future from adopting commercial technologies and 
methodologies. In return we hope to develop a comprehensive standard that will not only serve the needs 
of the military range community but also those of may similar efforts in the commercial community. In 
Fig. 1 to Fig. 3 the architecture of a typical FIRST standardized installation, signal path and performed 

functions are depicted. The predicted cost savings of the DoD in the more-than-$250 million range are 
documented in [ 1,2] and other FIRST program office reports. In this publication we present some of the 
most essential highlights of the technology selection process and specifications of the PHY (Physical 
Layer) of the FIRST draft standard. This includes modulation/radio transceiver architectures and 
performance requirement highlights [ 1-21]. 

2. MODULATION/RADIO TRANSCEIVER TECHNICAL CONSIDERATIONS/HIGHLIGHTS 

We surveyed a large class of commercially available digital radio/microwave modulation technologies and 
found that compatible and interoperable modulated NLA radio architectures of FQPSK, enhanced 
efficiency GMSK and OQPSK [ 10-21] could meet the transmit RF spectrum and power efficiency and 

wide bit range rate variation requirements of FIRST. To meet the simultaneous NLA transmit RF power 
efficiency and robust BER = f(Eb/No) requirement, for a variety of mobile applications, which may be 
Rayleigh-faded (Rician-faded in case of some satellite applications) and operated over NLA radio in an 
interference-controlled environment, we concluded that quadrature FQPSK and enhanced performance 
GMSK and OQPSK coherent quadrature demodulation structures have a considerably better performance 
than their non-coherent counterparts. For normalized NLA radio spectral efficiencies in terms of b/s/Flz, 

for minimum 1.2b/s/Hz RF spectral efficiency requirement the link margin advantage of quadrature 
modems is in the 7dB tol5dB range. For large delay spread (frequency selective fading) environments, 
quadrature radio demodulators have been equipped with efficient adaptive equalizers, while effective delay 
spread countermeasures of non-coherent systems are not commercially available. 
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Fig.4 Transceiver Block Diagram of a typical FIRST Quadrature Modem/Radio suitable for Nonlinearly Amplified(NLA) RF 
power and spectrally efficient mode and robust BER operation.. The illustrated FQPSK[references 3;4; 10-16 and 2111 architecture 
enables backward and forward compatible interoperable operation with current DoD quadrature modulated OQPSK and MSK systems, 
with major commercially standardized GN1SK based systems as well as future new system developments. 

Fig 5. Widely open demodulated EYE diagram measurement results of commercially available FQPSK and GMSK [10-191 products. 
These photographs are an indication of the robust BER performance of these systems 
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Fig 6. BER f (Eb/No) results of an FQPSK modem/radio system, operated at 34Mb/s equivalent 17Mchip/sec rate , measured at the 
FIRST program office ,US Navy, Point Mugu, CA Practically the same results were measured at the University of California, Davis ( 

UC Davis) and at Lockheed Martin, Salt Lake City. The "EB2OOKF: FQPSK-GMSK Universal Modern/Radio" Lockheed Martin 
manufactured product, manufactured under license of Feher et al. patents-Ref.[10], property of IOTA, Inc.-I000MM [ 16 and 18] , 
illustrates the very robust performance of nonlinear!). amplified FQPSK, to be within 1dB of ideal coherent linearly amplified QPSK 
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Symms, Order of RF Banda RF Bit Rate Spectral Unceded Module 
Standard. Magnitude (outwork Randeddsh [WM EIStienry BER•10-° doe 

of Eadoneeed mate) (-10 to 10 ( bd014 Eel. i4B1 
Number of -20d8) foe Required 
Subscriber. -20dfir in 
by Year 2000 Stariorry 
I. Millions AWC2i 
On 

I CT-2 20M+ 930MHz 100kHz 72kb/s 0.7b/s/Hz GFSK 

2 COPO I M+ 8%MHz 30kHz 19.2kb/s 0.7b/s/Hz I8-22dB GMSK 
(BTbv0 5) 
approx 
GFSK 

3 LNER 2M++ 150MHz 5kHz to 9.6- 1.56/1/Hz 10-13dB FQPSK or 
(non- to 5.0kliz 64kb/s other 

standard) 900MHz 

4 GSM 80M++ 900MHz 200kHz 270.833 1.3b/s/Fiz 10-13dB GMSK 
kb/s -ICU& 13Tb40.3 

5 PCS-I900 25M+ I.9GHz 200kHz 270.833 1.2b/s/Hz 10-13dB GMSK 
kb/s -10dBr BT>v0.3 

6 DCS-I800 30M++ 1.80Hz 200kHz 270.833 1.3b/se 10-13dB GMSK 
kb/s -10d/3r EiTe0.3 

7 RAM- 1M+ 935MHz I2.5kHz SIdals 0.65b/s/Hz 7 GMSK 
Motet= BTb0.3 

8 IEEE 1M 2.4GHz IMHz 1Mb/s lb/s/Hz 22-2.11dEt GFSK 
802.11-FH and (-20dBr) BTe0.5 

5.70Hz 

9 DECT 50M++ I.85GHz 1.728 1.152 0.6b/s/Hz 20-25dB GFSK 
MHz MIds BT1,40.5 

10 HIPERIAN 3M+? 5.7GHz 10MHz to 10-30 0.7b/s/liz 10-13dB GMSK 
50MHz Mb/s 1.3b/s11-lz 10-13dB FQPSK 

It Non- 30M++ 2.4GHz IMHz to 300kb/s- 1.0b/s/Hz 20-25dB GFSK 
standard 5.7GHz 100MHz 10Mb/s 1.3b/s/Hz 10-13dB GMSK 
WIL; ILL; 246Hz 4. 4-0. 1.5b.s.Hz 10-15dB FQPSK 
INLAN; other RF. OQPSK 

SATCOM , SQAM 
QPSK-C 

12 Wireless - 10M+ 2.2GHz 5MHz+ 10Mbis 1 . 3b/s/Rz 10-15dB FQPSK Of 
Cable + other equivalent? 

Table 1 Commercial major US and International standardized 
FDMA, TOMA and TOMA -FH-SS (CDMA) and non-standardized systems use GMSK.. GFSK and 

equivalent enhanced efficiency compatible OQPSK.FQPSK QPSK-C. SQAM 

and other modems. For RF-power efficiency Nonlinearly Amplified (NLA) 

low cost/reduced size/reduced battery power is desired. All entries are approximate, estimated values. 

Table 2 DoD Common Range Data Link Parameters[1-91 

Parameter 

Data Link System 

CMTC-IS DLS JRTC-IS JTCTS MAIS NGTCS NTC-IS PRIME 

Frequency Range 
(MHz) 

30-88 1350-1390+ 225-250 1710-1850 512-806 1350-1390 824-894 350-450 

Multiple Access FDMA/TDMA FDMA/TDMA FDMA/TDMA TOMA FDMA/TDMA FOMA/TDMA FDMArAsync. 

TOMA 

FDMA/Polling/ 

TOMA 

4 of RF Channels 42 

(5KHz) 

6 

(3MHzx2) 

42 

(25KHz) 

2 

(22.5MHz) 

6 

(150KHz) 

-10 

(1.2 MHz) 

27-78 

(30KHz) 

e 

(25KHz) 

Slots/Sec/RF Ch Variable 330 Variable P=280T+10R, 

S=30B+60A+10H 

<250 330 -10 

(Variable) 

Variable 

(30 IY13.) 

4 ol Users 2000/4000 >3000 2000/4000 138 1830 48 2000 300 

User Assignment 

Technique 

Fixed. 

Reassignable 

Fixed. 

Reassignable 

Fixed, 

Reassignable 

Fixed, 

Reassignable 

Fixed, 

Reassignable 

Fixed 

Reassignable 

Random Polling/ 

Assignable 

Message Size 

(Bits) 

Variable 

(40-2040) 

736 Variable 

(40-2040) 

Variable 

(496-26,880) 

Variable 

40-2000 

62 

1024 

337 

Variable 

40-2040 

(he. 500) 

2 

Variable 

(tYP. 800) 

<8 Throughput (kbps) <8 242 <8 138.9 + Relay 

Modulation Non-Coherent 
FM 

MSK Non-Coherent 

FM 

OOPSK Non-Coherent 
FM 

Square-Root 
Raised Cosine 

OPSK 

Non-Coherent 
FM 

Non-Coherent 
FM 

Peak Into Transfer 
Rate (kbps) 

9.6 628 9.6 351/703/1406 6.25 
846 

10 9.6 

Error Correction 

Technique 

None ConvNiterbi None R-S (78.62) + 

R-S ( 100,84) 

None R-S + Viterbi BCH/Repeal None 

Error Detection Checksum . CRC-24 Checksum FEC CRC- 16 CRC-24 CRC- 16 Checksum 

COMSEC None REM/CEC None AMODSM REM/CEC REM/CEC None Nono 

Range per Hop 

(nmi) 

20 150 10 150 20 200 (G-A) 

100 (A-A) 

18 3 

Relaying No Any User. 

Automatically 

No Dedicated by 
Platform or Any 

User (Automatically) 

No Any User 

Automatically 

Automatic 

If required 

No 

Timing GPS or 
Internal 

GPS or 
Internal 

GPS or 
Internal 

GPS or Internal GPS or 
internal 

GPS GPS or 
Internal 

GPS 
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Fig 7 Performance comparison of standardized DECT, IEEE 802.11 and of 

nonlinearly amplified FQPSK systems Illustrative measured data 

and approximate standardized system specifications of BER as a function of 

received RF level in dBmi are shown. Curve ( 1) is a Lockheed Martin 

measurement result of a 2.40-2.48GHz RF link operated at 1.54-1Mb/s with 

FQPSK and a chipping rate of 16.984NIchips/second Measured at Lockheed 

Martin, Salt Lake City, UT on 10/15/96 with EB2OOKF 70MHz IF modem and 

Celentek's IF-RF link operated at full saturation. C-class RF amplifier 

(+25.5dBm at 11)D switch output). Curve ( 2) is an illustrative DECT 

standardized BER specification for GFSK with BT,=0.5 operated at a 

I.152N1b/s data rate in the 1.88-1 99011e RF band. Curve ( 1) is a typical IEEE 

802.11 performance measured at IMb/s rate with standardized GFSK with 

BTb=0.5 in the 2.40-2.48GHz band. Curves ( 2) and ( 3) arc based on: 

"Cost effective evaluation of digital communication ICs," an article by 

Marc Brendan Judson of the Philips Semiconductor-Communications Product 

Division, in "RF Design," October 1996. 

The significant 10dB to I6dB fade margin advantages of the FQPSK and 

GMSK systems arc evident from the measured data on the Lockheed Martin 

EB2OOKF 2.4GHz system. For a received carnet power of -95dBm, the BER 

of this system is 10,000 times lower than that of the DECT and IEEE 802.11 

systems 
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Fig.8 2.4Gliz power spectrum of an FQPSK[10;11] product in full saturation NI-A RF output power 

of +27.5dBm at 192kb/s rate. In Fig. 8, 9, 10, 15 different coefficients have been programmed -for 

a variety of specific radio requirements and applications. 
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Fig 9 Measured PSD of Direct Sequence Spread Spectrurn/CDMA of he NIA 
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Fig. 10 FQPSK (lower trace) and OQPSK NLA spectra at 34Mb/s 
over CELERITEK RF-2 4GHz system Modern "EB2OOKF" manufactured by 

Lockheed Martin under license of Feher et al, patents listed in reference [ 10]. 
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In the commercial arena the major standardized 270kb/s+ rate GSM (more than 60 million GMSK 
quadrature modulated subscribers), 20Mb/s+ rate flexible bit rate HIPERLAN, the 1Mchip/s+ CDMA and 
numerous other higher-speed wireless and SATCOM products operated up to 120Mb/s+ rates, use 
quadrature modulator/coherent demodulator FQPSK, GMSK and OQPSK interoperable and compatible 
structures. Among the surveyed robust BER performance modem/ NLA radio techniques, FQPSK offers 
the highest power and spectral efficiency [ 1-21]. 

3. COMPATIBLE ARCHITECTURES/INTEROPERABILITY OF MILITARY AND 

COMMERCIAL SYSTEMS 

From Table 1 note that GMSK modulation is used in major commercial standards in the US and 
internationally by many millions of users. From Table 2 note that higher speed systems (more than 
50kb/s) use quadrature modulated OQPSK, QPSK and MSK systems. To leverage commercial products 

and developments with military applications and to develop a new standard, we selected techniques used 
by both communities. The new FIRST standard has initial applications in the military range, Test and 
Evaluation (T&E) and training fields. It also has the potential to be applicable in the commercial arena. 

Dual mode military and commercial joint developments and implementations will lead to significant 
performance improvement, increased power and spectral efficiency by using compatible modulation/radio 

- Physical Layer (PHY) interfaces. These systems include: 

"FQPSK" = "OQPSK" = "GMSK" = "MSK" 

The above "equal" ("=") signs between FQPSK, OQPSK, GMSK and MSK indicate that these systems 
(appropriately designed and specified) have interoperable and compatible architectures [ 10-16]. Note that 
"FQPSK" is an abbreviation for Feher's QPSK [ 10-121. Enhanced performance quadrature modulated 
GMSK and OQPSK systems have also been implemented [ 10-24 The well-known MSK systems have 
the advantage of NLA radio applications, however are not sufficiently spectrally efficient for new, 
emerging applications. Interoperability of DoD's FIRST, potential other new emerging military or 
telemetry applications and commercial, universal global wireless systems and networks [ 1-21] is attained 
by the above "architectural and interoperable/compatible" aforementioned relationship. 

In Fig. 1-3 architectures, signal pass and functions performed by a typical FIRST vehicle transceiver are 
illustrated. In Fig. 4 a typical transceiver block diagram of a Nonlinearly Amplified (NLA) modem/RF 
system is illustrated. In Fig. 5-6 the wide-open demodulated eye diagrams and the measured BER 
performance of a 34Mb/s system are depicted. Note that the FQPSK system in an NLA as well as LIN 
mode is within 1 dB of ideal LIN (Linearly Amplified) coherent PSK theory. In Fig. 7 a performance 
comparison between standardized IEEE 802.11, DECT and FQPSK systems illustrates 7dB to 15dB 

advantage of the measured 2.4GHz FQPSK-RF link operated at 1.544Mb/s. Fig. 8-15 illustrate the 
spectral efficiencies attainable by programmable modulation formats. 

Due to space limitation in this Conference Proceedings we limit our briefing to figures and tables. These 
highlight DoD's FIRST-TWO-standardized specifications and preliminary conclusions as of December 
1996. In Table 3 requirements of the FIRST standard Physical Layer (PHY) technologies and 
specifications [Draft.1.0; Rev 1; Dec. 9, 1996] are highlighted. The list of references provided in Section 
4 is particularly useful for details not contained in this paper. 
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Fig . 14 PSD Comparison of NLA RF conventional OQPSK 
(4- order Butterworth LPF at 11.25MHz ) and of FQPSK-in 
relation to the NTIA mask(1.8GHz ; +48dBm). Within this 
mask with FQPSK the transmission rate could be increased by 
1.8 times(80%) relative to conventional OQPSK .In both cases 
22.5Mb/s rate is used. 

NTIA required mask 

OPSK-B(x=0.7;134:l3t=0.5) 
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Fig. 15 Out of band/in band power ratio of 22.5Mb/s rate-

NLA radio FQPSK and OQPSK systems. For an in band power of 
99% (-20dB out of band power) the FQPSK system is 10%-25% 
more spectrally efficient than OQPSK.. By programming different 
FQPSK coefficients[10;11;15Ithis advantage at 99% power could 

be increased to 40% (with minor BER degradation in Rayleigh fades) 
For 99.9% in band (-30dB out of band) power the FQPSK integrated 
spectral efficiency advantage is 100')/0(double) more efficient. 
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Table 3 Specifications/requirements of DoD's common RF data link 
standard FIRST. Physical Layer(PHY). Modulation/RF. 
Data rates and performance highlights 
FIRST Technical Working Group (TWG) Specification 
Draft 1.0, Rev. 1, Dec. 9, 1996. Partial list from specifications. 

I. Bit rate range 

2 Data rate increments 

3 Modulation 

4 RF amplification and 
transceiver 

5 Integrated power spectral 

efficiency [b/s/Hz1 
requirements 

6 Power Spectral Density 
(PSD) rb/s/Hz1 
minimal efficiency 
requirements relative to 
maximal in-band PSD 

7 Probability of Error 
Performance(BER): 
BER = f(Et/N,,) requirement 
(raw - uncoded) for both 
LIN and NLA systems 
specified in AWGN 
stationary environment 

10kb/s to 45Mb/a (22.5 Mchip/sec) 

N • 8kb/s (low rates) 
N • 64kb/s (medium rates) 
N • 256kb/s (high data rates) 
N = L2,3,4,... 

FQPSK or compatible enhanced efficiency GMSK or OQPSK 

Modulation/demodulation must be suitable for NLA (NoriLinearly 
Amplified (saturated) RF power efficient Transceivers as well as for 
Linearly Amplified (LIN) increased spectral efficiency RF 
applications 

For NLA (saturated; C-class) and for LIN operated transceivers the 
spectral efficiency will meet at least the following objectives: 

NIA transceivers LIN transceivers 
Ibianiz1 

1.2b/s/Hz 1.8b/s/Hz 99% occupied in-band power 
(-20dB integrated out of band) 
99.9% in-band power 0.9b/s/Hz I.6b/s/Hz 
(-30dB integrated out of band) 
99.99% in-band power 0.7b/s/Hz 1.5b/s/Hz 
(40dB integrated out of band) 

-20dB 
-30dB 
40dB 
-60dB 

NIA transceivers 
1.0 b/s/Hz 
0 9 b/s/Hz 

0.45 b/s/Hz 
0.25 b/s/Hz 

E./N.1dB' 

9dB 
I 1dB 

13dB• 
15dB• 

LIN transceivers 
1.70 b/s/Hz 
1.60 b/s/Hz 
1.55 b/s/Hz 
1.50 Ws/Hz 

BER better than 

10-3 
lO 
10-6 
10-6 

0 for systems above 300kb/s 
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Analysis of Wide-Area Wireless Data Communication Services 

Kamran Ghane, 511 141st Ave. S.E., #41, Bellevue, WA 98007; E-mail: kamran@neda.com. 

Most of the existing applications were originally designed for wired networks. Unreliable RF environments and 
limited available bandwidth are the major differences between wired and wireless networks. The wireless net-
works with higher layer protocols optimized for wireless environments have better performance, but it is costly to 
port the existing wire-line applications to these new higher layer protocols. Both circuit-switched and packet-
switched approaches have been used for wireless data communications. However, the packet-switching approach 
makes more efficient use of the wireless medium. Several protocol suites are introduced for wireless networks, 

which are mostly closed networks. 

Ericsson's MOBITEX is a mobile data technology which uses a cellular architecture with multichannel frequency 
reuse, store and forward capability, and an air interface known as ROSI (Radi0 Signaling). It uses a proprietary 
network-layer protocol (MPAK) and transport protocol (MTP/l) that are optimized for radio environments. Mo-
torola's ARDIS is based on single-frequency reuse, where a single frequency is shared among all cell sites in an 
area. As a result, the system has limited capacity. MDC-4800 by Mobile Data International (MDI) and Mo-
torola's RD-LAP protocols are used in ARDIS networks. 

CDPD was originally introduced by IBM for packet switching communication as an overlay of the existing analog 
cellular voice network. The CDPD standards were later defined by a consortium of several phone companies as an 
open architecture. CDPD standards introduce a physical and link layer for the air interface and support the IP and 
OSI protocols for network and transport layers. The existing applications can be easily ported to CDPD environ-
ments. CDPD also supports the AT command set, which facilitates communication over wireless links. 

Two-way messaging services using narrowband PCS is another new trend in the wireless data communication 
market. Destineer (Mtel's nationwide wireless network) consists of two nationwide networks for inbound and out-
bound traffic. Metricom's Ricochet is a high-speed microcellular data network which uses frequency-hopping 
spread spectrum technology. Following the recent FCC auctions for narrowband and broadband PCS, several 
companies are aggressively deploying personal communication networks. 

One of the problems with the existing wireless data networks is their low speed. The market asks for multimedia 
support in wireless data networks, and the technology is mature enough and ready to offer that. Microc,ellular ar-
chitectures introduce better frequency reuse, which can offer higher speed for wireless communication. Perform-
ance measurements such as blocking probability and call/packet dropping are some of the important factors in this 

regard. Microcell-only systems and microcells with macrocell overlay are two cellular approaches to networking. 
These solutions try to provide higher speed, better quality, and more reliable communication. Satellite systems arc 
another player in the data communication market that can cooperate with cellular networks. 

Interoperability is an important issue in wireless data networks. CDPD standards address the interoperability with 
other network standards, such as TCP/IP and ISO. RAM is connected to TCP/IP, X.25, and SNA 3270 through 
the Mobigate gateway, which converts MOBITEX protocols to other protocols. The Portable Computer and 
Communications Association (PCCA) has introduced a wireless extension to the AT command set. The CDPD 
system specification includes that extended AT interface. Some products, such as Metricom's Ricochet modem, 
Ericsson's AT Mobidem, and Pinpoint's modem, support the AT command set. Standard extensions to the Win-
stock interface is another another activity in higher layers of the protocol stack. Oracle in Motion (OIM) has a 
client/server architecture that uses the native packet protocols and runs on RAM Mobile Data's MOBITEX and 

other wireless networks. 
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Abstract 

DECT ( Digital European Cordless Telecommunications) was originally 
introduced as a standard for digital in-house telephony applications. However, 

as a digital transmission system, DECT offers far more possibilities than simple 
telephony services. Depending on the application, wireless multimedia 
communications will place different requirements on a transmission system in 
terms of data rate, delay, error rate, etc. This paper will introduce the parts of 

the DECT protocol that are necessary to serve these requirements. Some 
protocol implementations have been realized, and the achieved results are 

presented here. 
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Using Adaptive Equalization in Modulation Analysis and Troubleshooting 

Benjamin Zarlingo and Robert Cutler, Hewlett-Packard Company, Lake Stevens Division 

8600 Soper Hill Road, Everett, WA 98205 

Many digital wireless systems use adaptive 
equalization to improve transmission range, 
reliability, and carrying capacity. The 
equalization accomplishes this by dynamically 
creating and applying a compensating filter, 
removing linear errors from modulated 
signals. These errors include group delay 

distortion, frequency response errors (tilt, 
ripple), and reflections or multipath distortion. 

Analysis and troubleshooting of such 
systems can be made more efficient by using 
this same technique in measurement tools. 
Indeed, some impaired signals can only be 

measured after equalization. 
This paper describes adaptive equalization 

and its benefits in modulation analysis and 
troubleshooting. 

The purpose of test equipment in wireless 

design and manufacture is twofold: to understand 
and predict the performance of a system and to 
find and quantify problems so that they can be 

fixed (or ignored, if appropriate). To do this, test 
equipment is often called upon to mimic all or 

portions of the functions of a transmitter or 
receiver. 

To test complete transmitters or to test 
components such as modulators and power 
amplifiers it is desirable to have some sort of 

ideal or perfect receiver. Test equipment has 
historically been called upon to perform this 
function, and it has been a constant effort to keep 

such equipment up-to-date with the components 
and systems it is designed to test. 

Nowhere is this more true than in the field of 
digital communications. Several factors conspire 
to hamper the development of the ideal measuring 
receiver or demodulator. They include the fast 
pace of design and innovations, the complexity of 
systems and measurements, and the highly 

variable nature of the specifics of these systems. 
Adaptive equalization is a good example. 

Though the technique is used in many digital 

D. 

radio receivers, it is only now starting to appear in 
the test equipment normally used to design and 
test these receivers. Since receivers which use 
adaptive equalization already exist commercially, 
it is obviously possible to design and manufacture 
them without test equipment so equipped. But it 

is considerably more difficult. 
Fig. 1 illustrates one form of the difficulty. 

Does this measurement represent an acceptable 
16QAM signal or an unacceptable one? 
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Fig. 1. 16QAM signal without equalization--15%EVM 

The same question can be asked about the 

measurement in Fig. 2. 

-'"RACE A: Chi " 6QAM Mecs 

Fig. 2. 16QAM signal with equalization--l.5%EVM 
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Of course, these two measurements are of the 
same signal. The difference is the presence of an 
equalization filter in the measuring receiver, 
which reduces the error in the signal by an order 
of magnitude. Whether the signal quality is 
deemed acceptable or not is a decision that can 
now be made with full knowledge of how a real 
receiver (with adaptive equalization) would 
respond. In a less-extreme situation this kind of 
knowledge may allow an otherwise good 
modulator or transmitter to be used instead of 
thrown away. 

Adaptive Equalization Primer 
Since this paper covers the use of adaptive 

equalization rather than the theory, only a brief 
summary of adaptive equalization itself will be 
provided. 

Equalization is the process of applying a filter 
to a signal to remove or compensate for the 
effects of linear distortion. This filter can be 
defined in the frequency domain by frequency 
response parameters such as gain and phase or 
group delay. Alternatively it can be defined in 
the time domain by its impulse response. 

Adaptive equalization dynamically creates and 
applies such a compensating filter, modifying it to 
more completely compensate for distortion or to 
track changing signal characteristics. 

Equalization is effective at compensating for 
linear distortion mechanisms including: 
• Frequency response errors such as ripple or tilt 
• Non-flat group delay or nonlinear phase 
• Multipath or delay spread 

However equalization in not effective on 
nonlinear distortion mechanisms such as: 
• Noise 
• Spectral regrowth or adjacent ch. interference 
• lntermodulation 
• Spurious 
• Harmonic distortion 

This lack of effectiveness on nonlinear 
distortion mechanisms in an unfortunate fact from 
the standpoint of receiver performance. However 
if the equalizer capability can be made switchable 
in the measuring receiver (test equipment), the 
result is an effective way to distinguish linear 
from nonlinear distortion. This has considerable 
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implications in the testing of modulators, 
transmitters and transmission paths. These 
implications will be covered later in this paper. 

Equalizer Types 
Equalizers can be sorted into two main types: 

Feed-forward and decision feedback. A diagram 
of the feed-forward equalizer is shown in Fig. 3. 

Input 

Signal 

EQ 

Filter 
Meas 
Filter 

Detector H- Bits 

Fig. 3. Feed-forward equalizer topology 

In this equalizer the input signal is passed 
through the equalization filter and then through 
any other filtering required by the system. 
Following detection or demodulation the signal is 
measured. The result of this measurement can 
then be used to refine the equalization filter. 

The decision feedback equalizer topology is 
shown below in fig. 4. 
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Fig. 4. Decision feedback equalizer topology 

In this equalizer the demodulation result 
(recovered bits) is used as the input to a 
modulator circuit. The output of this modulator 
(an ideal, noise-free signal) is then filtered and 
subtracted from the input signal. This allows 
equalization to be performed without the 

equalization process itself adding noise to the 
signal. 

Equalizer Algorithms and Training 

All adaptive equalizers require some 
mechanism for adaptively changing filter 
parameters or "training" the equalizer. Equalizer 
training can be sorted into two main types: 

Decision-directed and those that use training 
sequences. Decision-directed training is 
illustrated in Fig. 5. The LMS (least mean 

square) algorithm is described in [ I]. 
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Fig. 5. Decision-directed equalizer training 

Decision-directed equalizer training requires 
no prior knowledge of the transmitted data. This 
can be an advantage in test equipment where the 
necessity to provide such a sequence (and its 

exact position in a transmission, etc.) is avoided. 
However the training action (filter convergence) 

is slower and less certain when there are bit 

errors and is then often too slow to follow 
rapidly-changing channel characteristics. 

For these reasons, an alternate method of 

training which uses a training sequence is more 
common in practical radios. It is shown in Fig. 6. 
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Fig. 6. Equalizer training using a training sequence 

The use of a training sequence implies prior 
knowledge of a portion of the transmitted data. 
The training sequence carries no information and 
therefore reduces the payload of the system. 
However the sequence allows the equalizer to 
converge in the presence of many bit errors and 
can allow the equalizer to converge fast enough to 
follow rapid changes in the channel. 

Adaptive Eq. in Test and Troubleshooting 
Adaptive equalization in a flexible test 

instrument provides a variety of benefits. They 
include: 
• Evaluating a signal in the same way that a 

receiver (equipped with adaptive equalization) 
would. 

• Ability to separate linear from nonlinear 
distortion mechanisms so that design and 
troubleshooting effort can be concentrated on 
the important ones. 

• Ability to measure small nonlinear distortions 
in the presence of large linear distortion that 
would normally obscure them. 

• Ability to measure impaired signals. Accurate 
measurement of some impaired signals may 
require equalization to obtain a symbol lock 

and successful demodulation. 
• Ability to derive important parameters of the 

linear distortion such as the frequency 
response of the channel or the timing of delay 

spread. 

To demonstrate these benefits we will make 

use of measurements and displays from the HP 
89441A Vector Signal Analyzer, the first general-
purpose signal analyzer to offer an adaptive 

equalization capability. 

Comparable Measurements 
In systems where the receivers include 

equalization, many linear errors can be 
compensated for, and do not cause loss of 
information. Therefore measurements made in 
the lab or on the production line to evaluate the 
actual performance of a system should also 
include equalization. 

If equalization is not performed it may be very 
difficult to predict the actual performance of a 
system. In addition, good transmitters or 
modulators may be rejected and much time or 
money may be spent in optimizing a design or 
adjusting a modulator or amplifier to minimize a 
source of distortion which has no real 

consequence. 
In such measurements the equalizer in the test 

equipment must perform the same general 
function as the receiver equalizer, but an exact 
match of equalizer topologies or training 
techniques is not required. 

Linear vs. Nonlinear Distortion 
The ability to isolate problems and error 

sources is vital to successful system integration 

and troubleshooting. As mentioned previously, 
equalization is able to reduce the effect of linear 
error mechanisms only. By switching the 
equalization on and off in the precision receiver, 

the magnitude of both distortion types can be 
measured. 

Of course the nature ( linear or nonlinear) of a 

distortion source is a clue to its origin and to 
potential remedies. Fig. 7 below shows the 
constellation of an 8PSK signal without adaptive 
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equalization applied. Measured EVM is 
approximately 8%. 

TRACE A: C , " B.S.< Mecs -:rne 
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Fig. 7. 8PSK measured constellation without equalization 

With an adaptive equalizer in the receiver the 
EVM is reduced to 5% as shown in Fig. 8 below. 

-RACE A: Ch EiSK Mecs 
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Fig. 8. 8PSK measured constellation with equalization 

Other measurements (in addition to EVM) can 
now be made on the equalized signal to determine 
the nature of the nonlinear distortion. A flat 
EVM spectrum for example, would indicate a 
noise problem. An EVM spectrum raised at a 
band edge would indicate adjacent channel 
interference. 

Measurements such as these could also be used 
to establish and manage a system error budget 
with separate categories for linear and nonlinear 

mechanisms, along with the usual categories for 
different system blocks. 

Uncovering Smaller Distortions 
In systems where receivers are equipped with 

equalizers it may be important to find and 
eliminate nonlinear distortion sources, even when 
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their error contribution is much smaller than that 
of linear distortion sources. 

Equalized error measurements are an obvious 
answer to this need. Consider the QPSK 
constellation in Fig. 9. 
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Fig. 9. QPSK measured constellation without equalization 

This signal has both linear distortion and a 
small spurious signal which is in-band. That is 
not evident, however, from either the 
constellation display in Fig. 9 or the error vector 
spectrum measurement in Fig. 10 below. 

TRACE El: C., ORS V Spec 

emir  

000  
Fig. 10. QPSK meas. EVM spectrum without equalization 

Adding an equalizer to the precision receiver 
removes the linear distortion and significantly 

changes both the measured constellation and 
EVM spectrum. 
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Fig. 11. QPSK measured constellation with equalization 

The constellation in Fig. 11 clearly shows the 
effects of spurious interference. This is 

confirmed in Fig. 12 below. 
TRACE 8: C ,T 0.SK E,T V Spec 
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Fig. 12. QPSK measured EVM spectrum with equalization 

The broadband error energy in the 
measurement has been considerably reduced, 
revealing a spurious signal in the channel. Its 
frequency can now be accurately measured, 
providing a clue as to its source. 

Measuring Impaired Signals 
In real-world situations some signals are 

impaired by large amounts of linear distortion. 
This is particularly true of over-the-air 
transmissions where multipath or delay spread is 
a problem. Without equalization in the receiver, 
these impairments may be too severe to allow 
symbol clock recovery and successful 
demodulation. An example is shown in Fig. 13. 
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TRACE A: Cr'' ' 60AM Meas Time 

Fig. 13. 16QAM signal before equalization 

It may be suspected from the dots in the 

constellation that this is some sort of QAM signal 
with a square constellation. However the receiver 
is unable to regenerate a symbol clock and no 
quantitative information can be gained from this 

measurement. 
Adding a decision-directed (no training 

sequence) adaptive equalizer to the circuit quickly 

improves the measurement. Fig. 14 below shows 
the early results while the equalizer is being 
trained. 

TRACE A: C.,1 160AM Meas Time 

Fig. 14. 16QAM signal after 8 measurement updates 

The symbol clock in the receiver is clearly 
now in a locked condition. Symbol errors are still 

present but demodulation is now successful. 
Once symbol lock is achieved the equalizer 

trains (converges) much faster. Fig. 15 shows the 

measurement result after just 4 more 
measurement updates. 



Fig. 15. 16QAM signal after 12 measurement updates 

Measured EVM has been now been reduced to 
just 3% on a signal which could not be 
demodulated at all before equalization. The 
ability of this general-purpose adaptive equalizer 
to successfully train itself without a training 
sequence and without initial symbol lock is 
obviously important for severely-impaired 
signals. 

Deriving Distortion Parameters 

Once trained, the receiver's adaptive equalizer 
filter is itself an important source of information. 
In the HP 89441A, its complex filter coefficients 
can be viewed in the form of the impulse response 
of the equalizer filter. They can also be 
represented (in inverse form) as the imputed 
frequency response of the channel. 

Figure 16 below is an example of an equalizer 
filter impulse response. 

Fig. 16. Equalizer filter impulse response 

The filter tap magnitudes are shown on the Y-
axis in log magnitude format while the X-axis is 
linear in time or in symbols. In this case the 
symbol times are shown by the vertical bars. 
A display such as this can be useful in 

determining the relative magnitude and timing of 

multipath or delay spread. The largest response 
represents the strongest signal received and the 
smaller responses represent weaker alternate 
paths. Note that one of the weaker signals has a 
negative delay relative to the strongest signal. 
This would indicate a situation where the direct 
(shortest) path has more attenuation than one of 
the alternates. 

To understand linear distortion in a transmitter 
it is more useful to look at frequency response 
parameters such as gain and phase or group delay. 
The frequency response of a channel can be 
derived from the impulse response of the 
equalizing filter as shown in Fig. 17. This is a 
filtered version of a signal from an NADC (IS-54) 
transmitter. 

C•E A, C" .'/ < • 

-J\  
Fig. 17 Channel frequency response, log magnitude 

This measurement of the channel frequency 
response is in log magnitude format and peak-
peak ripple is approximately 2.8 dB. 

Since the filter coefficients are complex, the 
derived channel frequency response can also be 
expressed as phase or group delay. 

rR.e,CE A C., P1/4 ED Cnon 

Fig. 18 Channel frequency response, phase 
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Fig. 18 above is the phase of the channel 
frequency response. Peak-peak phase variation 

across this filtered channel is 30 degrees. 
Fig. 19 below shows the group delay or phase 

linearity of the channel. This filtered channel 
deviates from ideal (constant) delay by 

approximately 20 microseconds. 
,ACE A C^ . . EC 

Fig. 19 19 Channel frequency response, group delay 

The information generated by, and derived 
from adaptive equalization is not a universal 

substitute for traditional network analysis. 
However it is an accurate tool for troubleshooting 
and system verification. It has the important 
added advantage of using the (NADC in this case) 
signal itself as a network stimulus. Therefore it 

can be used as a single-ended, in-service measure 
of transmitter characteristics and/or channel 

impairments. 

Restrictions and Limitations 
As demonstrated here, adaptive equalization 

implemented in a general-purpose, precision 

receiver has several important uses. However any 
generalized implementation will also have some 
limitations relative to implementations which are 
application-specific. 

This adaptive equalizer does not operate in 
real time. It is a block-mode implementation and 
does not continuously follow the input signal. 
Some portions of the input signal are usually not 
measured because the analyzer does not acquire 
new data while it is processing previous data. 

Since it is not real time and is deprived of the 
information in a training sequence, this 
equalization adapts more slowly and is therefore 
restricted to "stationary" signals. For example 
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this rules out its use for in-service measurements 
in moving vehicles. Fortunately a time capture 

mode with extensive overlap processing is 
available in the HP 89441A and this can be used 

in some cases to make signals appear to be 

stationary. 
This general-purpose equalizer is not usually 

as robust as those designed for a specific 
application. Their parameters can be carefully 
selected to optimize convergence and stability 

and they often benefit from training sequences. 
For similar reasons, the results produced by 

this generalized receiver will not exactly match 

those from an application-specific receiver. 
Differences in equalization and training 
techniques and in operating parameters will yield 
some differences in demodulation results. 

Finally, this equalization algorithm cannot be 
guaranteed to be stable under all conditions. 
Equalizer training is similar to the operation of a 
control system, and under some conditions the 
training algorithms will diverge or fail to 

converge. 
Despite these limitations, this general-purpose 

implementation of adaptive equalization has 
significant benefits for both the design and 
manufacturing of wireless systems. This is true 
whether or not the systems to be measured use 

adaptive equalization themselves. 
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Phase Noise Measurement Techniques for the Automated Testing Environment 

Al Street and Joe DiBona 
RDL, inc. 

Introduction 

This paper reviews two basic methods for measuring phase noise on a frequency source: the 
Phase Locked Loop method and the Delay-line Frequency Discriminator method. After a basic 
description of each method, the critical considerations will be discussed and comparisons of the 
two methods will be summarized. Finally, automated measurements will be examined. 

Phase Locked Loop method 

Unit 
Unde 
Test 

Low Pass 
Filter 

Phase 
Detector 

Reference 
Unit 
(Voltage Controlled) 

Phase 
Locked 
Loop 

Low Noise 
Amplifier 

Baseband 
Analyzer 

Figure 1. Phase locked loop measurement diagram (simplified) 

The basic block diagram of this technique is shown in figure 1. Two sources are phase locked 
together and their outputs are presented to a double-balanced mixer acting as a phase detector. 
With the signals at identical frequencies and in phase quadrature, the output of the phase detector 
is a fluctuating voltage which is proportional to the instantaneous phase difference between the 
two signals. This fluctuating output voltage represents the combined phase noise sidebands of the 

two input signals. Within the loop bandwidth of the PLL, the phase noise spectrum of the source 
under voltage control is suppressed by the loop tracking response. 

Critical Calibration / Setup requirements 

The phase noise of the reference source as well as that of the unit under test (UUT) 
contribute to the output noise from the phase detector. If the noise of the reference source is equal 
to that of the UUT, the measurement results will be 3 dB higher than the noise of the UUT. To 
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ensure that this noise "bump" due to the reference source is less than 0.5 dB, the noise of the 

reference must be at least 10 dB below that of the HUT. 

If the reference source and the UUT are not well isolated from each other, there will be a 
tendency for the two sources to "injection lock" which will cause measurement errors because of 
the uncertainty of the loop characteristics. Combinations of isolators, pads, and amplifiers are 
often used on each source output to defeat injection locking. It may also be necessary to power 

the two sources from separate supplies. 

Within the bandwidth of the phase locked loop the noise is suppressed; therefore the loop 

must be characterized carefully so the suppression can be corrected for in the measurement results. 
An alternative is to narrow the loop and only consider the noise far outside of the loop bandwidth, 

which may not be practical. 

Power levels within the measurement setup must also be considered relative to noise floor. 
For example, with a thermal noise floor of - 174 dBm/Hz and an RF power of 0 dBm, noise 

sidebands at - 160 dBc/Hz will be bumped by about 0.2 dB. 

Calibration at any one offset frequency can be obtained by phase-modulating one of the 
two sources, noting the sideband level on an RF analyzer, and equating that level with the 

resultant baseband signal produced at that offset. 

Delay-Line Discriminator Method 

Delay Line 

Unit 
Under 
Test 

RF 
Amplifier 

Power 
Splitter 

Phase 
Shifter 

Low Pass 
Filter 

1--.ffl....,.110. 

Phase 
Detector T 

Quadrature 
Monitor 

Low Noise 
Amplifier 

Figure 2. Delay-line Discriminator measurement 

The basic block diagram of the Delay-Line Discriminator is shown in Figure 2. In this 

method the output of the test source is split into two signals. One of the two resulting signals is 
delayed and it and the undelayed signal are presented to a phase detector (as before, a double-

balanced mixer). The fixed time delay causes a phase shift in the delayed signal which is 

proportional to the frequency. When compared to the undelayed signal from the other path, 
frequency fluctuations on the original signal are converted to phase fluctuations. These phase 

fluctuations are converted by the phase detector into amplitude (voltage) fluctuations. As in the 
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phase locked loop method, the phase detector output is proportional to the input phase differences 

of two signals in phase quadrature at the input. The transfer response is 

= 
sin it • f d 

K - 2.n•T d•  

n'fm't d 
I - 

For offset frequencies that are less than [( 2 • td ) , the above relationship is a linear 

function of f., the offset frequency. At higher offset frequencies, the response is nonlinear, so 
that correction of measured data is required. At the offset frequencies equal to multiples of [( -rd ) 

], the response has a "null," making accurate measurements impractical. Therefore, the delay 

line length is chosen to provide maximum gain in the frequency offset range of interest while 
maintaining linear response over the frequency range. 

Critical Calibration / setup requirements  

Since the output is proportional to both the phase detector constant and the delay, we 
would like to make both large for maximum sensitivity. However, the presence of the (sin x) / x 
component introduces peaks and nulls into the response which complicates matters. For offsets 
less than 1/(2rrr) this effect can be neglected. At greater than this offset a correction for the 
response must be made. Also, there are nulls in the response at even multiples of n/(2T) where 
the system sensitivity degrades and can not be corrected for. Here the only option is to reduce the 

amount of delay to push the null out beyond the frequency of interest. 

The noise floor vs signal level considerations that were described for the phase locked loop 

method also apply to the delay-line discriminator measurement method. This is also a 
consideration in selection of the amount of delay. For instance, 100 feet of . 085 semi-rigid cable 
(150 nsecs delay) has about 2.5 dB loss at 50 MI-lz but about 12 dB loss at 1 GHz. Care must be 
taken when choosing the amount of delay to cover requirements for sensitivity as well as not 
overdriving components at lower frequencies or falling into the thermal noise floor at higher 
frequencies. 

For maximum sensitivity, the two signals incident on the phase detector must be in 
quadrature. This is nominally at 0 Volts output of the mixer. However, if AM noise is an issue, a 
more sensitive measure of quadrature is the phase at which the AM output of the mixer is at a 

minimum. Unfortunately, this is rarely at 0 Volts and will also change with RF frequency. 

As with the phase locked loop method, calibration at any offset frequency can be 
accomplished by phase-modulating the source, noting the sideband level on an RF analyzer, and 
equating that level with the resultant baseband signal produced at that offset. 
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Comparison of the two methods 

I. Phase locked loop method 

Advantages: 

Lower noise floor 

Good AM rejection 

IL Delay-Line Discriminator Method 

Advantages: 

Simpler setup. 

Does not require reference source. 

Good noise floor at high offset frequencies. 

Easier calibration. 

No possibility of injection locking. 

Wide RF frequency coverage. 
Less sensitive to source frequency drift. 

Automated measurements 

PLL method 

Disadvantages: 

Need second (reference) source at each frequency 
to be tested. 

Reference source noise must be at least 10 dB below 
the noise of the unit under test to avoid significant 
distortion of the measurement. 

One source must be voltage-tunable. 

Tendency for injection-locking. 

The phase locked loop parameters must be 
characterized for each measurement to insure 
accuracy. 

Poor tolerance of frequency drift of source 

Disadvantages: 

Relatively poor noise floor at low offset frequencies 

Poor AM rejection 

Automated measurement systems based on the phase locked loop method are commercially 
available. While these systems strive to make utilization of this method more convenient for the 
user, the advantages and disadvantages previously described still apply for the most part. 
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Delay-Line Discriminator Method 

Delay Line 

(Lr% 

Unit 
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Figure 3. Automated noise measurement using RDL NTS-1000A Phase Noise Analyzer and 
DCR-14000 downconverter 

An automated implementation of the delay-line discriminator is shown in figure 3. In this 
approach, the concerns described previously (and others) have been addressed. Automatic power 
leveling circuits ensure that power levels are correct for the RF frequency of interest. Quadrature 
is established automatically and monitored during the measurement to prevent degradation of 
measurement accuracy. Calibration occurs automatically at each measurement using a precisely 
calibrated, wideband modulator. Baseband gains and filters are selected as appropriate for the 
offset range under consideration. Data sampling, averaging and post processing are all handled 
under software control. 

With this instrument, power leveling, calibration, quadrature, baseband gain and data sampling are 
all handled automatically. Measurements can be made over a wide range of RF input frequencies 
and power levels without reconfiguring the setup. Pass/fail limits can be programmed for use in a 
high-speed production environment. The complete measurement process takes as little as one 
second depending on menu configurations. 
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Considerations for Extending the Frequency Range of the Measurement 

RF INPUT 

1000 MHz TO 14020 MHz • 
LO Input 

Frequency mom., 
Conversion 

H Master 
Oscillator 
Frequency 
Generator 

Figure 4. Downconverter 

RF OUTPUT 
60 TO 700 MHz 

A method commonly used to 
extend the frequency range of a 
delay line discriminator noise 

measurement is downconversion. 

Figure 4 shows the basic 
functionality of a typical down-
conversion scheme. There are 
several considerations involved in 
designing this scheme. The goal is 
an intermod-free downconverter 
which causes no degradation in the 
noise floor of the frequency 

discriminator. 

The noise floor is simply a 
function of the source which 
generates the LOs. When a signal is 

passed through the mixer the 
resulting noise is the sum of the two 

sources. 

For example, the source employed by the DCR-14000 starts to affect the NTS-1000A 
discriminator floor immediately depending on the offset frequency being measured. At offsets less 
than 1.0 kHz from the carrier the downconverter causes less than 1 dB of degradation to the noise 
floor with inputs up to 14020 MHz (see figure 5). 
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Measurement system noise floor 
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Figure 5. Measurement System Noise Floor 
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The intermods are caused by different multiples of the LO mixing with different multiples 

of the RF. This causes mixer products to land in the measurement bandwidth. Quite often this 
causes a hole in the measurement abilities of the downconverter and delay line discriminator 
combination. 

Conclusion 

Many issues must be carefully considered when making phase noise measurements of today's 
sources. But with careful design and thoughtful implementation, a Phase Noise Analyzer 

measurement system such as RDL's NTS-1000A coupled with a DCR-14000 frequency 
downconverter can provide reliable, accurate measurements in less than 30 seconds for full-band 

measurements or as little as less than one second for streamlined measurements. 
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Low Cost Phase Noise Measurement 

Morris Smith 
Wireline Division , Motorola 
MD F8, 3501 Ed Bluestein Blvd. 

Austin, Texas 78721 

Introduction 
Phase noise levels in receiver local oscillators 
limit the signal to noise ratio and adjacent 
channel rejection. For an FM system 50 dB of 
signal to noise is desirable. Noise power is 
integrated from noise density over the range 
of offset frequencies that pass through the IF. 
A 3 KHz IF bandwidth requires about - 85 
dBc/Hz phase noise at a 300 Hz offset. With 
test margin about -95 dBc/Hz is needed in the 
test system. 

Adjacent channel rejection is noise density 
integrated over the IF bandwidth, at a one 
channel offset from the carrier. 90 dB of 
rejection requires an oscillator with - 125 
dBc/Hz phase noise and a test system capable 
of - 135 dBc/Hz. Channel spacing can be 10 
KHz. 

Currently available spectrum analyzers do not 
have sufficient measurement range. To fill the 
need a few phase noise test systems are 
available in the $30,000 and up price range. 
They implement the phase detector method 
which will be described. 

A low cost implementation is offered to make 
the measurements more widely available. 

Phase Detector Method 
The phase detector method allows a spectrum 
analyzer to make a phase noise measurement 
without viewing it's internal phase noise. The 
block diagram is shown in Figure 1. 

Two signal sources are used with one being 
phase locked to the other. The phase locked 
loop shown is initially in an open loop state. 
One signal is frequency offset from the other. 
The difference frequency level is measured. 
Then the loop is connected. During phase lock 
the mixer IF port is at Ov DC with 
superimposed noise. RF and LO port signals 
will be separated in phase by 90° (See Figure 
2). Noise output is viewed after it passes 
through the LNA. Phase noise at a particular 

offset is the level difference between the beat 
and noise output with correction factors. 

Correction Factors 
The reference beat note is usually measured 
with the LNA bypassed, to avoid overload. 
LNA gain must be subtracted from the noise 
level measured with it in circuit. 

Mixing the signals down to DC folds one 
sideband's noise into the other. Sideband noise 
is in phase resulting in voltage addition. 6 dB 
is subtracted from the measured noise to 
account for folding. 

If two equal phase noise sources are used, 3 dB 
is subtracted from noise measured. This 
accounts for power addition. If one source is 
much lower than the other, no correction is 
made. 

Analog Spectrum Analyzers without noise 
markers need correction for the effective noise 
bandwidth of their resolution bandwidth filters, 
noise response of peak detectors and Log 
amplifiers. These should be in the manual. 
Being able to manually add in the correction 
factors makes many old Spectrum Analyzers 
suitable. They need to tune the range of offset 
frequencies of interest and have a resolution 
bandwidth 10-20% of the lowest noise offset. 
The HP 141T has been seen selling for $900. 

If both signal generators are of equal phase 
noise and noise markers are used then: 

PSSB = PN — PB — GLNA - 9dB 
Note that PssB is single sideband noise relative 

to carrier, PN is the noise level measured, PB is 

power level of the beat and GLNA is LNA 

gain. 

If the reference generator has 10 dB lower 
noise than VCO under test then: 

6dB PSSB = PN — PB — GLNA — 
A low noise generator is a convenience, to 
avoid having to optimize two VCO's or PLL's 
at the same time. 
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Figure 1. Phase Detector Noise Measurement 

Figure 2. Mixer output Voltage vs. Phase Difference of Inputs 
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Beat Measurement 
Accurate noise measurement by comparison to 
a beat power level depends on a beat's zero 
crossing slope reflecting the RMS value of a 
Sine wave. Zero crossing slope is the 
conversion factor between Radians of phase 
jitter and volts of noise output. Mixer output 
beat harmonics should be kept below -30 dB. 

With highly distorted beat products, accurate 
measurements can be made by measuring zero 
crossing slope and knowing the sense of the 
loop. Loop sense is needed when the two zero 
crossing slopes are different (+/- 90°). 

If the reference source is 10 dB or more below 
noise from the device under test, phase noise 
is: 

20 Log[  VN  
PSSB = K P GLNA — 6dB 

After phase lock, VN is the RMS noise voltage 

at the desired offset, measured in the noise 
bandwidth B, with a mixer of phase slope K. 

Units of Kp are volts of output per radian of 
phase difference. Noise markers are corrected 
for a 1 Hz bandwidth (B=1). 

Using two identical sources phase noise is: 

VN  
PSSB = 20 Log Kp GLNA — 9dB 

B 

Small Angle Criteria 
The VN/Kp ratio is the RMS phase deviation 
of the carrier that occurs at the offset 
frequency rate. RMS phase deviation squared 
is the phase noise. The straight line 
approximation of Kp relies on the identity 

Sine O valid for small angles. Operating 
within +/- 10 degrees of the zero crossing will 
keep error below 0.13 dB ( 1.5%) which is not 
significant. Kp is computed from a 
Oscilloscope trace. 

Loop Bandwidth and Damping 
Noise is suppressed within the loop bandwidth 
as shown in Figure 4. Without showing the 
intermediate steps and choosing the integrator 
time constant RC=1, the loop bandwidth is: 

f = Kp GL Kv 

f is in Hertz, G1 is the loop gain in volts/volt 

and Kv is VCO sensitivity in Hz/volt. 

Again with RC=1, the damping is: 

70( K G P V L 
=  2 

From the loop bandwidth and damping 

formulas, Ç = irf . and C" oc . Damping is 
2 

greater than one for all loop bandwidths 0.64 
Hz and greater. System response to noise can 
be quickly viewed by injecting thermal noise 
at the adder as shown in Figure 1. 

Dynamic Range 
System dynamic range is the level difference 
between the beat and mixer, LNA noise floor 
with corrections. A + 13 dBm LO and +7 dBm 
RF results in about +1 dBm at the IF beat. With 
thermal noise at - 174 dBm/Hz and a perfect 
LNA the noise floor could be - 181 dBc/Hz. 
Low noise op amps currently available would 
limit that to - 173 dBc/Hz at 10 Hz and - 179 
dBc/Hz at 1 KHz. 

Phase noise can be amplified sufficiently to 
overcome the internal noise of any spectrum 
analyzer. LNA compression level was set at 
+20 dBm. It is limited below the typical 
Spectrum Analyzer 1 watt protection level. 

Line related sidebands (60 Hz) are present in 
any measurement. The spectrum analyzer used 
(HP 8563) requires suppression by greater 
than the LNA gain added plus 6 dB or 9 dB. It 
has a 0 to - 100 dBm/Hz level range with 10 
dB of input attenuation for 10 Hz to 600 Hz 
offsets. To see the ultimate system noise floor 
at 10 Hz, sidebands must be <-90 dB. 

MC144048 EVK 
Phase Noise Measurement System 
A simple phase noise test system has been 
designed which implements the phase lock 
technique. It operates from 10 MHz to 2 GHz 
and measures noise in the 10 Hz to 1 MHz 
offset range. It has achieved - 140 dbc/Hz at 10 
Hz and - 166 dBc/Hz at 10 KHz. Alternate 
units on the market offer a specified amplitude 
accuracy of +/- 2 dB, noise floor of - 140 
dBc/Hz at 10 Hz and - 170 dBc/Hz at 10 KHz 
at prices of $27K to $40K. 

The system was in it's prototype stage at the 
time of writing. It offers a series of loop gain 
settings, which vary loop bandwidth and an 
Oscilloscope output to monitor phase lock. 
Noise can be injected and loop bandwidth 
monitored. There are RF amplifiers and 
antenuators to adjust mixer RF and LO levels. 
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All voltage tuned oscillators and signal 
generators that tune with -1 to + 10 volts can be 
phase locked. The board is due for release in 
the second quarter of 1997 at a price under 
$1,000. 

Results 
Table 1 shows a MC145191 EVK phase 
locked to a HP 8665B signal generator. The 
two approaches diverge up to 2 dB. 

Offset 
Frequency 

Phase Lock 
Method 
(dBc/Hz) 

Direct 
Measurement 

(dBc/Hz ) 

100 Hz -71.7 -69.5 

1 KHz -73.6 -73.4 

10 KHz -95.1 -93.4 

Table 1. MC145191 EVK noise at 738 MHz 

Table 2 was computed from two phase locked 
Motorola Saber 14.4 MHz TCXO's. Available 
from the Component Products Division, they 
are analog compensated (lack the spurs of 
digitally compensated TCXO's), small, 
hermetic, low cost and drain 2.5 mA from a 5v 
supply when the RF load is 1K//15pF. 
Specified stability is +/- 2 PPM over -30 to +85 
C. Over - 15 to +55 C they are typically +/- 0.3 
PPM. 

Offset 
Frequency 

Phase Lock 
Method 
(dBc/Hz) 

10 Hz -91.0 

100 Hz -112.7 

1 KHz -138.3 

10 KHz -148.3 

Table 2. Saber TCXO 14.4 MHz noise 

Figure 3 shows display appearance when 
measuring the MC145191 EVK. The board 
was frequency controlled by voltage tuning it's 
TCXO (a Saber). For direct phase noise 
readout. the marker level can be offset. 

Figure 4 is two Saber 14.4 MHz TCXO's phase 
locked. Thermal noise is injected at the adder 
input and viewed at the adder output. The 
frequency where the loop suppresses the noise 
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-3 dB is 8 Hz. As loop gain increases loop 
bandwidth also increases. 

Figure 5 shows a 10 Hz offset noise 
measurement on the TCXO's. 

Figure 6 is an open loop beat product display. 
It shows the 2nd and 3rd harmonics are 
suppressed enough to calibrate with beat 
power rather than zero crossing slope. 

The traditional Log frequency plot can be 
achieved with GPIB control of the spectrum 
analyzer to change the spans and compose the 
plot. Alternatively a computer plug in Analog 
to digital conversion board can avoid the 
spectrum analyzer entirely. 

For those of us who already own a spectrum 
analyzer, the preferred solution is a firmware 
upgrade to sweep log frequency from 0 Hz, 
with selectable resolution bandwidths, multiple 
noise markers and level offset from the 
reference beat. 
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Testing Low Power Spread Spectrum Radios for Compliance 

Thomas N. Cokenias, Director EMC Engineering, N.A. 
Compliance Consulting Services, Sunnyvale, CA 

INTRODUCTION 

In recent years an increasing number of frequency 
bands have been made available for use in unlicensed 
or consumer applications. This paper will discuss the 
tests called out by FCC's certification requirements 
for spread spectrum radios under Part 15, as well as 
those called out in prETS 300 328, the spread 
spectrum radio type approval test standard being 
adopted by the European Union (EU). 

There are two basic types of spread spectrum 
modulation. Frequency hopping (FH) systems, as the 
name implies, vary the channel center frequency in a 
pseudorandom fashion. The dwell time 
at each hopping channel can also be varied in a 
pseudorandom manner. 

Direct sequence (DS) systems, also known as CDMA 
or Code Division Multiple Access systems, use a 
multibit spreading sequence to spread the 
information bits over a wide frequency range. 

The FCC allows both direct sequence and frequency 
hopping systems, as well as hybrids of the two 
systems, to operate under section 15.247 of Part 15 of 
the Rules. 

Part 15 spread spectrum systems may operate in the 
following bands, at up to 1 watt power output: 

902 - 928 MH 
2400 - 2483.5 MH 
5725 - 5850 MHz 

TEST PROCEDURES 

Transmitter RF Power Output Measurements (DS 
and FH) 

Test Equipment Requirements 

RF power meter 
Spectrum analyzer 
Receive antenna 

For devices which have a coaxial antenna connector, 
power measurements are made by connecting a short 
length of the appropriate type cable between the device 
under test (DUT) and the power meter or the spectrum 
analyzer. Peak reading RF power meters have wide 
enough bandwidth to capture the emission bandwidth 
of the DUT; spectrum analyzers should be set to greater 
than the 6 dB bandwidth of the emission. 

For channelized direct sequence spread spectrum 
systems, power measurements are required for a 
channel near the low end of the band, near the middle 
of the band, and near the high end of the band, in 
keeping with requirements listed in paragraph 15.31(m) 
of the Rules. For hopping frequency systems, the hop 
function must be disabled and measurements shall be 
made at a low, middle, and high frequency hopping 
channel. 

If the system employs some type of pulsed or packeted 
output where the transmitter is turned on and off, this 
function should be disabled as well, or the peak reading 
meter will record artificially low levels. 

If the DUT employs a permanently attached antenna, 
radiated tests may be used to show compliance with RF 
output power requirements ( and other conducted 
measurements as well). The transmitter peak power 
can be calculated using the following equation: 

E = 
d 

Where: 

E = the maximum measured field strength in V/m using 
the widest available RBW 

G = the numeric gain of the transmitting antenna over 
an isotropic radiator 
d = the distance in meters from which field strength 
was measured 
P = the power being solved: 

P = fEd12 
30G 
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Care must be taken to maximize received field strength, 

and RBW must be set to at least the 6 dB bandwidth of 
the emission, otherwise transmitter power calculations 
will be artificially low. 

Occupied Bandwidth Measurements (DS and FH) 

Test Equipment Requirements 

Spectrum analyzer 

Receive antenna 

Section 15.247 calls out a 6 dB minimum bandwidth 
requirement for DS systems, and a 20 dB maximum 
bandwidth for FH systems. Testing is straight forward 

and easily done using spectrum analyzer DISPLAY 
LINE, PEAK SEARCH, and DELTA MARKER 
functions. Care should be taken in the choice of 
spectrum analyzer resolution bandwidth (RBW) since 
too large a bandwidth may include adjacent ambients 
and noise, especially when using the radiated 
measurement method for devices having fixed transmit 
antennas. Modulation should be on during this test, 
frequency hop functions off. 

Hopping Channels, Separation, and Duration 
Channel Occupancy (FH) 

Test Equipment Requirements 

Spectrum analyzer 
Receive antenna 

of 

For either the radiated or the direct connect method of 
measurement, the spectrum analyzer START and 
STOP frequencies are set to the frequency endpoints of 
the band. The MAX HOLD function is activated after 
the transmitter starts its normal hop transmissions. The 
spectrum analyzer SWEEP TIME is chosen to be as fast 
as possible without causing measurements to go out of 
calibration. The transmitter is allowed to run for at 
least 2 minutes, and the resulting peaks on the stored 
spectrum analyzer trace can be counted for comparison 
with required minimums. 

Minimum channel separation can also be determined 
from the stored trace. It may be necessary to break the 
spectrum into several sections and to make multiple 
spectrum analyzer graphs in order to be able to resolve 
the channels and the separation between them. 
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Hopping channel occupancy time can be measured 
using the ZERO SPAN function of the spectrum 
analyzer. The CENTER frequency is set to one of the 
hopping channels, the SWEEP TIME is set to 20 
seconds or 30 seconds as appropriate. This will produce 
a time v. amplitude record, and using the DELTA 

MARKER function, total channel on time can be 
measured and compared to the 0.4 second maximum 
requirement. 

Power Density (DS) 

The spectrum analyzer CENTER is set to the frequency 
for which peak power is maximum. SPAN is set to 300 

kHz around the peak. RBW and video bandwidth 
(VBW) are set to 3 kHz. Sweep time is set to 100 
seconds (= 300 sec/3 kHz). The resultant sweep trace 
is a record of maximum peak power in any 3 kHz 
bandwidth, averaged over 1 second, which can be 
compared against the 8 dBm limit. 

Note that this is different from what is implied by the 

wording of the rule paragraph, which seems to indicate 
power is measured with an average weighting meter. 
The wording is incorrect; FCC Laboratory personnel 

have confirmed this on numerous occasions. Hopefully 
the next published edition of the Rules (October 1996) 
will have an editorial change to clarify the meaning of 
this paragraph. 

Processing Gain (DS) 

Test Equipment 

Signal generator 
Power meter or Spectrum analyzer Communications 
analyzer (BER meter) 

Processing gain for a DS system can be determined 
using the CW jamming margin method. The test 
consists of stepping the signal generator through the 

passband of the system in 50 kHz steps. The generator 
level required to produce the recommended bit error 
rate (BER) is recorded at each step. This is the 
"jammer" level. The DUT transmitter output level is 
measured at the same point. The Jammer to Signal 
(JIS) ratio is then calculated. After discarding the worst 
(lowest) 20% of the JIS data points, the lowest 
remaining JIS ratio is used to calculate the Processing 
Gain using the equation 

Gp = (S/N)o + Mj+ Lsys 



where: 

(S/N)o = the required signal to noise ration at the 
receiver output for a given received signal quality, i.e., 

for the chosen BER, 

Mj = J/S ratio 

Lsys = system losses, such as those due to non-optimal 
filtering, lack of equalization, LO phase noise, "corner 
cutting in digital processing", etc. Total losses in a 
system, including TX and RX, should be assumed no 

more than 2 dB. 

Out of Band Emissions (DS and FH) 

Test Equipment 

Spectrum Analyzer 
Antennas 
Pre-amplifiers 
High pass filters or band stop filters to 
transmitter fundamental 
Low-loss microwave coax 

Emissions in Restricted Bands 

attenuate 

This one test accounts for almost all of the compliance 

failures experienced by spread spectrum radios. The 

restricted bands are listed in paragraph 15.205 of FCC's 
Rules, and must be met by all intentional radiators ( i.e., 

transmitters) operating under Part 15. The test is a 
radiated emissions test, and for emissions above 960 
MHz the radiated field strength limit is 54 dBuV/m at a 

3 meter measurement distance. Harmonics of all three 
spread spectrum operating bands will fall in restricted 
bands, and there doesn't seem to be a practical way to 
select operating frequencies that will completely avoid 

them. 

Because measurement system losses are high at 

microwave frequencies, pre-amplifiers are usually 
required to overcome the high receive antenna factors, 
cable losses, and spectrum analyzer noise floors. High 
pass filters are required at preamplifier inputs to 
prevent overload from the transmitter's fundamental 

frequency output. 

Part 15 requires that measurements be performed up to 
the 10th harmonic of the fundamental or to 

40 GHz, whichever is lower, and since suitable 
microwave preamplifiers may not be available, FCC 
allows measurements to be made at distances closer 

than 3 m. The results so obtained are compared to 3 m 
limits by using inverse linear extrapolation. 

Harmonic microwave emissions from low power 
transmitters are usually highly directional in nature. 
The microwave horns used for receiving these 
emissions have very narrow receive lobes. This 
combination of factors means that it is easy to miss the 
search antenna azimuth and height at which the 
maximum field strength occurs. It is imperative that 
radiated emissions tests be performed slowly and 
carefully, and preferably at a measurement distance less 

than 3 meters. 

The hopping function of FH systems and any 
transmitter duty cycle function must be disabled during 
this test. Radiated levels must be reported for both 
peak and average analyzer detector settings. 

Spectrum analyzer RBW is 1 MHz for emissions above 
1 GHz. For peak detector readings, VBW is greater or 
equal to 1 MHz. For average detector readings, RBW 
is also 1 MHz, but the VBW is reduced from 1 MHz 
to 10 Hz after the maximum peak reading is determined 
(by rotating the device, and raising and lowering the 
search antenna in both vertical and horizontal polarity). 
Duty cycle correction, if any, is then added to the 
resultant maximized emission for final calculation of 
average field strength. 

Section 15.35(c) requires that duty cycle corrections be 
calculated by comparing TX on time to total pulse train 
duration, or if the transmitter is on for more than 0.1 

seconds, TX on time is compared to 100 msec. For FH 
systems to take advantage of a duty cycle correction, it 
is usually necessary to show that maximum dwell time 
at any channel is less than 100 msec. 

Emissions Not in Restricted Bands 

For systems with coaxial antenna connectors, the 

transmitter output is directly coupled to the input of the 
spectrum analyzer, through suitable internal or external 
attenuators to prevent overloading the 
analyzer. RBW is set to 100 kHz, a display line is set to 
20 dB below the peak transmitter output level, and 
frequency sweeps are made to the 10th harmonic of the 
fundamental frequency. All emissions must be below 
the display line, otherwise, radiated emissions tests are 
required to show that all emissions are below the levels 
specified in section 15.209(a) of the Rules. Radiated 
emissions measurements will also be required for 
devices with permanently attached antennas. 
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Table 1 FCC Part 15 Spread Spectrum Test Requirements Matrix 

TEST Rule 

Para. 
FH 

902 MHz 2.4/5.8GHz 
DS 

902 MHz 2.4/5.8GHz 
REMARKS 

Output power 15.247b 1 watt 1 watt 1 watt 1 watt reduce power by X dB 

if TX ant gain ---X + 6 

dBi 
DS 6 dB bandwidth 15.247a(2 - n/a - 500 kHz 500 kHz minimum BW 

) 

FH 20 dB bandwidth 15.247a(1 500 kHz 1 MHz - n/a - maximum BW 
) 

Hop channel 15.247a(1 greater 25 kHz or 20 dB BW - n/a - minimum separations 
separation ) 
Hopping channels 15.247a(1 50 minimum 75 minimum - n/a - 

) 

Ch.Time of 15.247a(1 0.4s in 20s 0.4s in 30s - n/a - 
Occupancy ) 
Power Density 15.247d - n/a - 8 dBm in any 3 kHz BW 

Processing gain 15.247e - n/a - minimum 10 dB FH/DS hybrids: 17 dB 

Out of band emissions, 

in restricted bands 

15.205 fe>960 MHz: 54 dBuV/m 

fe<960 MHz: see I5.209(a) 
fe>960 MHz: 54 dBuV/m 
fe<960 MHz: see 15.209(a) 

radiated measurements 

taken at 3m distance 

Out of band emissions, 

not in restricted bands 

15.247c 20 dBc, 100 kHz BW 

to 10fo or 40 GHz 
20 dBc, 100 kHz BW 

to 10fo or 40 GHz 
or to I5.209a levels, 

whichever is less atten. 

AC line conducted 15.207 .450 - 30 MHz: 250 uV .450 - 30 MHz: 250 uV for devices obtaining 

power from AC or AC 

adapter 

Receiver radiated 

emissions 

15.109 see 15.109 n/a see 15.109 n/a required after 6/23/99 

Receiver antenna 

conducted emissions 

15.211 2.0 nW n/a 2.0 nW n/a required after 6/23/99 

TESTING 2.45 GHZ SPREAD SPECTRUM FOR EUROPEAN COMPLIANCE 

The fifteen nations in the European Union (EU) are 

working towards removing trade barriers that exist 

among the member nations; a significant portion of this 

effort has been towards harmonizing compliance 

requirements in such areas as medical devices, safety, 

and EMC. For example, if manufacturer's product has 

been tested and shown to comply with the EMC 

Directive's requirements, the product may be imported 

into any of the EU countries because the national 

requirements for each of the member states have 

incorporated the same requirements, those found in 

89/336/EEC, the EMC Directive. 

Harmonization of the telecom regulations in Europe is 

also being pursued, much of the work being performed 

by the European Telecommunications Standards 

Institute (ETSI), based in France. Low-power 

transmitter type approvals are still issued on a country 

by country basis, but some national authorities are 

reciprocally recognizing type examination of products 

performed in accordance with some of the ETSI 

standards. One of these standards is prETS 300 328 

(June 1994), a draft standard for determining the 
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technical characteristics and test conditions for 2.4 GHz 
band spread spectrum radio products. 

prETS 300 328 requirements differ from FCC Part 15 
requirements in significant ways, although in many 

Table 2 ETS 300 328 y FCC Part 15 Test Requirements 

cases data and procedures used to qualify products for 
FCC can be used to demonstrate conformance with 
European requirements, summarized in Table 2 below: 

Test Parameter FCC Part 15 prETS 300 328 

Frequency range 902-928/2400-2483.5/5725-5850 MHz 2400-2500 MHz 

Maximum output power 1 watt ( with 6 dBi ant. = 4 watts e.i.r.p.) 100 mW e.i.r.p. 

FHSS hopping channels, min 75 20 
FH SS channel 20 dB bandwidth 1 MHz - not specified - 
Hopping channel separation greater than 25 kHz or 20 dB BW 20 dB BW 
Dwell time 0.4s in 30 s 0.4s in 32 s * 
Peak Power Density, FHSS n/a 100 mW/100 kHz 
Peak Power Density, DSSS 8 dBm/3 kHz (6.3 mW/3 kHz) 10 mW/1 MHz 

Processing Gain 10 dB min, DSSS - not specified - 
Out of Band Emissions - 20 dBc non-restricted bands 

Restricted bands: 
30-88 MHz 40 dBuV/m (ii 3m 
88-216 MHz 43.5 dBuV/m g 3m 
216-960 MHz 46 dBuV/m g 3m 
Above 960 MHz 54 dbuV/m g 3m 

30-1000 MHz -36 dBm (250 nW) 
41-68 MHz -54 dBm 
87.5 - 118 MHz -54 dBm 
162-230 MHz -54 dBm 
470-862 MHz -54 dBm 
890-960 MHz -56/-36 dBm** 
1.8-1.9 GHz -56/-30 dBm** 
5.15-5.3 GHz -56/-30 dBm** 
1-12.75 GHz -30 dBm 

Receiver Spurious Emissions no requirement for fo> 960 MHz 30-1000 MHz -57 dBm 
1 - 12.75 GHz -47 dBm 

* Standard states, "each channel of the hopping sequence shall be occupied least once during the period not exceeding 
four times the product of the dwell time per hop and the number of channels". For maximum dwell time and 
minimum channel numbers, 4 x .4 x 20 = 32 

** Less stringent limit for narrowband signals 

The preferred method of testing for power, power 
density, frequency range, and occupied band width is 

by conducted rather than radiated measurements. For 
devices with permanently attached antennas, the 
standard requires two samples be submitted for testing, 
one with the antenna attached, the other with a test 
cable and coaxial connector wired to where the antenna 
would normally be attached. Radiated spurious and out 
of band case radiated emissions from transmitters and 

receivers are defined as power levels determined by 
signal substitution methods, whereas FCC specifies 
field strength limits. 

Other significant differences between prETS 300 328 
and Part 15 methodologies are the ETS1 standard 
requires measurements to be made at extremes of 
temperature and supply voltage, and for radios mounted 
on cards or removable I/O boards, tests on three 
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different hosts are required to be made. FCC 
measurements are done at 20 °C and at nominal supply 
voltage, and testing with one representative host will 

almost always be adequate to qualify a radio built on an 
I/O board or card. 

In addition to radio type approval issues, radio devices, 
like almost every other kind of electronic device, are 
subject to the requirements of the EMC Directive in 

each of the EU countries. Immunity as well as 
emissions are addressed by the Directive. ETSI has 
developed a standard for generic electromagnetic 
compatibility for radio equipment, prETS 300 339, 
which is based on generic emissions standard EN 

50081-1, generic immunity standard EN50082-1, and 
other immunity standards where appropriate. 

GENERAL COMMENTS and SUGGESTIONS 

Spend the money. High quality cables, connectors, 
antennas and preamplifiers used at microwave 

frequencies are expensive but necessary to overcome 
inherent system losses encountered when measuring 
low level signals. 

Go slowly. Microwave emissions are very directional, 
the receive antenna lobes are narrow, and emission 
levels are often quite near the noise floors of the 

measuring equipment. It is easy to miss a significant 
emission if testing is performed too quickly. 

Read all the rules. Spread spectrum devices are subject 
to all the other requirements listed in Part 15, unless 
specifically excluded. Information concerning such 
subjects as measurement instrumentation settings, 
radiated emissions measurement distances, 

measurement frequency ranges, etc., may not be listed 
in section 15.247, nor are they necessarily cross-
referenced. 

Shop around, When looking for a contract test 
laboratory, be sure the facility has available the high 
quality cables, amplifiers, high pass filters, and other 
specialized equipment required. There are many EMC 
laboratories on file with FCC, but most are limited in 
equipment and expertise to measurements below 1 or 2 
GHz. 

Be prepared. If your company or contract test lab has 
submitted spread spectrum applications to FCC in the 
past, there is about a one in five chance the next 
application will be targeted for pre-grant sample 

testing. For first-time submitters, the chance increases 
to near certainty. 
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WIRELESS SYMPOSIUM & EXHIBITION '97 

Testing Wireless CDMA Communications Equipment 

itiiSfr 

While the wireless industry is experiencing phenomenal growth, several wireless technologies are 
competing for global acceptance into the cellular and PCS marketplace. CDMA is one emerging 
technology that promises major advantages over competing systems. To ensure properly 
designed systems, CDMA wireless communications equipment must be designed to meet 

performance requirements of recently introduced test specifications. 

CDMA test specifications require emulation of radio frequency propagation, carrier-to-noise, and 
carrier-to-interference conditions. Test systems that implement these specifications most provide 
accurate emulation and additional functions such as system control and configuration, RF power 
measurements, and level control. In the past, a complete CDMA test system emulating the 
wireless channel has required an extensive rack of many instruments. Aside from the obvious cost 
implications, such multiple instrument solutions also present control and calibration challenges. 

This paper provides an overview of the CDMA testing standards. A description of the various 
test requirements and the necessary test equipment for evaluating the performance of CDMA 
receivers will be provided. In addition, an integrated system solution for evaluating CDMA base 

and mobile station equipment will be presented. 

CDMA TEST SPECIFICATIONS 

With the expansion of the CDMA wireless market, there are several different testing standards 
emerging for cellular and PCS base and mobile equipment. Within these standards are definitions, 
methods of measurement, and minimum performance requirements. In addition to these 
standards, there are also documents that define interoperability testing. Table 1 lists the 

applicable CDMA testing documents. 

Document Number Document Title 

TIA/EIA IS-98A Recommended Minimum Performance Standards for Dual-Mode Wideband 

Spread Spectrum Cellular Mobile Stations 

TIA/EIA IS-97A Recommended Minimum Performance Standards for Base Stations Supporting 

Dual-Mode Wideband Spread Spectrum Cellular Mobile Stations 

ANSI J-STD-018 Recommended Minimum Performance Requirements for 1.8 to 2.0 GHz Code 

Division Multiple Access (CDMA) Personal Stations 

ANSI J-STD-019 Recommended Minimum Performance Requirements for Base Stations 
Supporting 1.8 to 2.0 GHz Code Division Multiple Access (CDMA) Personal 

Stations 

CDG REF 22A Stage 2 Cellular Interoperability Tests 

CDG REF 22B Stage 2 PCS Interoperability Tests 

Table 1. CDMA Testing Documents 
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Testing Wireless CDMA Communications Equipment 

These test specifications can be grouped into three categories: 

• Mobile Station Test Standards 

• Base Station Test Standards 

• Interoperability Test Standards 

The IS-98A and J-STD-018 are both standards for evaluating mobile station performance. 
Similarly, IS-97A and J-STD-019 are standards for evaluating base station performance. The 

CDG REF22A and REF22B specifications define interoperability testing between CDMA 
infrastructure and mobile equipment. The major difference between each pair of documents is 
that one is defined for cellular while the other is defined for PCS. 

TEST EQUIPMENT REQUIREMENTS 

All the CDMA testing standards defined above require evaluation of the receiver performance 
under realistic, controllable RF channel conditions. The RF channel models defined in these 
specifications require emulation of RF propagation, carrier-to-noise, and carrier-to-interference 
characteristics. The standards also define the methodology and the setups required for each test. 

Although each standard is unique, a generic list of test equipment can be derived from the 
specifications. The list of required equipment for evaluating the performance of CDMA 
communications equipment is as follows: 

• Base or Mobile Station Emulator 

• Fading Emulators 

• Additive White Gaussian Noise (AWGN) Generators 

• Signal Generators 

• Power Meters 

• Calibrated Attenuators 

• Cabling, Splitters, and Combiners 

With the exception of the base or mobile station emulator, it is important to note that the 
standards require multiple quantities of the equipment listed above. 
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Testing Wireless CDMA Communications Equipment 

TESTING ISSUES 

Wireless system engineers face several challenges when testing and evaluating CDMA products. 

Two of the foremost problems presented are: 

• Designing an accurate and repeatable test bench. 

• Ensuring their product meets performance requirements stated in industry standards. 

Today's complex digital transmission technologies, such as CDMA, attempt to squeeze every 
drop of performance and capacity out of the wireless network. In these scenarios, a fraction of a 
dB margin on the signal to noise performance ratio can make or break communication 
performance. Because of this small margin for error, laboratory performance testing must be 

accurate and repeatable. 

To gain a better understanding of some of the other issues associated with testing, lets examine 

one of the test setups from standards. Figure 1 depicts a test setup specified in IS-97A and J-
STD-019 for evaluating CDMA base station performance. In this particular test, the performance 
of the demodulation of the reverse traffic channel in a multi-path environment is determined by the 

frame error rate (FER) at specified values for Eb/No• 

Load 

Rx (A) 

Rx (B) 

IPow er I 
Atten.   

4-11 Atten. 

Atten. 

Base Station Under Test 

Fading 
Emulator 

Fading 
Emulator 

AWGN 
Generato 

AWGN 
Genaratoo 

Tx 

Mobile Station 
Emulator 

Figure 1. CDMA Base Station Test Setup 

The output from the mobile station emulator is split before being transmitted through the fading 
emulators and are summed with AWGN. The signals are then coupled through calibrated 
attenuators and then connected to the diversity ports on the base station receiver. 
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Testing Wireless CDMA Communications Equipment 

For each base station test, the configuration of impairments in the area outlined in Figure 1 will 
vary. Depending on the specifics of the tests, the channel model will change requiring different 
test equipment. This same statement also holds true for mobile station testing. 

INTEGRATED SYSTEM SOLUTION 

In the past, a complete CDMA test system required racks of equipment to emulate the RF 
propagation, carrier-to-noise, and carrier-to-interference characteristics. To simplify the testing 
process, TAS has engineered an integrated system for evaluating CDMA base and mobile station 
equipment. 

The TAS CDMA-LABTm test system combines all the elements required by the cellular and PCS 
test specifications into one integrated system, shown in Figure 2. CDMA-LAB works with a base 
station or mobile station equipment or emulators to provide a complete, end-to-end test solution. 

Base Station 

TAS 4600 TAS 4500 

Figure 2. TAS CDMA-LAB 

Mobile Station 

CDMA-LAB is the most powerful, integrated solution for CDMA base and mobile testing. In 
addition to implementing all the channel conditions required by the standards, it drastically 
reduces the number of instruments and interconnections required for comprehensive testing. 
CDMA-LAB consists of a single TAS 4600 and a single TAS 4500 controlled via Windows test 
application software. 
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Testing Wireless CDMA Communications Equipment 

The TAS 4500 FLEX4TM RF Channel Emulator is a precision instrument that emulates the 
characteristics of RF communication channels. FLEX4 provides accurate and repeatable 
emulation of all RF channel characteristics, including: 

• Multi-Path Fading 

• Log-Normal (terrain-induced) fading 

• Delay Spread 

• Path Loss 

The TAS 4500 comes equipped with up to two independent RF channels that supports up to 
twelve paths in a single enclosure. A block diagram of single channel is shown in Figure 3. The 
system features built-in local oscillators used for the signal translation. For each path, 
independent control of delay, modulation, path loss, and terrain fading is provided. 

Path 1 

INPUT 
LEVEL 
CNTL 

Path 2 

• 

• 

•  

Path 6 

INTERNAL LO 

OUT .. 
ATTN; 

Delay Modulation Loss 

Figure 3. TAS 4500 Functional Diagram (1 Channel) 

Terrain 
Emulation 

-App. 

The next instrument in the TAS CDMA-LAB system is the TAS 4600 Noise and Interference 
Emulator. The TAS 4600 emulates the co-channel and adjacent channel interference present in 
wideband communications systems. The 4600 is a complete solution for precision noise, carrier-

to-noise, and carrier-to-interference tests. 

The 4600 provides two independent wide bandwidth RF channels, each with independent additive 
interference, in a single instrument. Each channel provides the capability to impair the user's 
carrier signal over a wide range of carrier-to-noise (C/N), carrier-to-interferer (C/I), or energy-
per-bit-to-noise-density (Et/No) ratios. A block diagram of the system architecture is shown in 

Figure 4. 
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Figure 4. TAS 4600 Block Diagram 

Inside the TAS 4600, the user carrier signal is combined with a programmable level of noise or 
interference. The 4600 utilizes an instrumentation-grade power meter for setting exact carrier to 
noise ratios. After the carrier signal is summed with noise or interference, the composite impaired 
signal is scaled to meet the user's desired output level. 

Testing in the presence of Additive White Gaussian Noise (AWGN) and CW interference is often 
performed at low carrier receive signal power, typically at levels well below -70 dBm. The 4600 
eliminates the need for racks of programmable attenuators by allowing the user to directly 
program the level of impaired carrier signal down to - 130 dBm with 0.1 dB resolution. 

TASKIT® for Windows software, shown in Figure 5, provides powerful, easy-to-use access to all 
TAS 4500 and TAS 4600 features. In addition, simple front panel controls provide a quick 
alternative to Windows PC control. The system includes industry standard test conditions to get 
you up and running immediately. GPIB and RS-232 remote control interfaces are standard and 
each instruments offers an easy-to-use, high level command set. 
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Figure 5. TASKIT Control Software 
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The modular architecture of the TAS 4500 and TAS 4600 ensures cost-effective testing as a 
customer's requirements evolve. Each of these instruments can be ordered in a variety of 

configurations to meet specific application requirements. 

SUMMARY 

There are several standards that define test procedures for CDMA wireless communications 
products. With standards defined for cellular and PCS bands, test systems must be designed to 
meet these requirements in both frequency bands. Fortunately, CDMA-LAB from TAS addresses 

these need. 

Wireless system engineers face several challenges when designing or evaluating CDMA wireless 
communications products. Designing an accurate and repeatable test bench had been one 

problem. With the test system presented in this paper, engineers can ensure their product meets 
performance requirements stated in industry standards and not worry about their test setup. 

In addition to testing CDMA base and mobile station equipment, the test systems described in this 

paper can be applied to testing a wide variety of wireless data communication equipment. 
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Characterization of Peak Factor Effects and Intermodulation Distortion (IMD) 

in Multi-carrier Communications Systems 

Thomas D. Marra 
RDL, Inc. 

Abstract 

Systems transmitting or receiving more than two carriers are subject to unpredictable variations 
in peak factor and IMD performance as a result of uncontrolled carrier phases. This problem is 
compounded in systems using fiber-optic transmission networks due to the hard clipping that 

occurs in laser diodes during peak power events. Phase-controlled multi-carrier signal 
generators provide the means to evaluate system components under controlled conditions, using 
a precisely controllable peak power factor. Applications for cellular, PCS, CDMA, and CATV 

testing will be discussed. 
Introduction  

A multi-tone signal is defined as a combined waveform consisting of two or more carriers. 

Mathematically, a multi-tone signal can be represented as: 

v(t)= E coda) . */ -Fe I 
= 1 

where N is the number of sinusoidal signals combined to form v(t), co; are the frequencies of the 
individual sinusoids, and 0; are the corresponding phases. The relationship of the individual 

phases, ei, determines the characteristic of v(t) for a given set of equally spaced frequencies coi. 
For example, if N=4 and all four phases, 01, 02, 03, and 04 are equal to zero then four equally 

frequency spaced sinusoids forming v(t) would be as shown in Figure 1. 

Time 

Figure 1. Four sinusoidal signals, zero phase. 

The case of zero phase carriers is also called the phase aligned case. The combined waveform, 
v(t), for the phase aligned carriers is shown in Figure 2. As can be seen, with zero phases the 
sinusoids constructively add creating "peaks" in the combined waveform at the points where the 
individual sinusoids are simultaneously equal to 1. Note, the frequency spacing of the multiple 

tones in the above example is 10% of the sinusoid center frequency. This was done to observe 
more clearly the peaking effect for phase aligned carriers. For typical wireless systems, the 

frequency spacing would be much smaller (on the order of 0.01% or less). 
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Figure 2. Combined waveform of four sinusoids, zero phase. 

If the phases of the four sinusoids are random, then the four individual sinusoids may have the 

relationship shown in Figure 3. 
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Figure 3. Four sinusoidal signals, random phase. 

The corresponding combined waveform is shown in Figure 4. 
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Figure 4. Combined waveform of four sinusoids, random phase. 

Hence, the combined waveform has an amplitude that is more evenly distributed versus time and 
does not exhibit the peaking seen for the zero phase case. It is also worth noting that both of the 
above two cases would appear identical on a spectrum analyzer and would have the same 

average power. 

Peak-to-Average Power Ratio 
In order to characterize multi-tone waveforms, the concept of peak-to-average power ratio will 
be introduced. The true rms average power or envelope power of a single sinusoidal carrier is 
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PI-2-  
env= 

where Vp is the voltage amplitude of the sinusoidal signal and R is the resistance of the load that 

the sinusoid is driving. The power level env - P is the average power dissipation of the sinusoid and -  

is equal to the power dissipation of a constant DC voltage of V = yi,/4-2- which is the rms 

voltage of the sinusoid. 

For a multi-tone waveform, the envelope power fluctuates as a function time. This is seen in 
Figures 2 and 4 above. The average envelope power is the sum of the envelope powers of the 
individual carriers. For N carriers of equal amplitude, the average envelope power is 

average envelope power = Pene_env = 

where P env - is the envelope power of each carrier. Therefore, both of the multi-tone cases 

described above, zero phase and random phase, have the same average envelope power. 

The peak envelope power is the maximum value of the envelope power of the multi-tone 

waveform. The peak-to-average power ratio is simply the ratio of the peak envelope power to 

the average envelope power. The peak-to-average power ratio is also called the peak factor. 
Hence, the peak factor indicates the amount of peaking that occurs in the power envelope of the 
multi-tone signal. In general, the peak factor of a multi-tone signal is 

[ 
P 

peak factor = 10log  Pee-en" dB 
' -env 

where P - peak-env is the peak envelope power and P - avg-env is the average envelope power. 

The peak envelope power, and therefore the peak factor, will be directly affected by the phase 
relationship of the sinusoids forming the waveform. The worst case peak factor for a given 
number N of carriers occurs in the phase aligned case since the peak envelope power is at its 
maximum value. Any other arrangement of carrier phases will result in a peak factor that is less 
than the phase aligned case. 

For a given number N of carriers, the peak factor will vary depending upon the phases of the N 
carriers. If the phases have a uniform random distribution, the resulting peak factor will have a 
random distribution also. Figure 5 shows a histogram of peak factor distributions of an 8 tone 
signal with randomly distributed carrier phases. The carrier phases are uniformly distributed 

from 0 to 360 degrees and 10,000 trials computed. The results of this analysis indicate that the 
peak factor will be distributed between 2 and 9 dB with 58% of the occurrences between 4.5 and 
6 dB. A peak factor of 9 dB corresponds to the phase aligned case and was observed once in the 

10,000 trials. 
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In the zero phase case, the voltage peak of the waveform is at the maximum value attainable for 
N tones since the voltage peak for the individual N tones are in alignment. The peak envelope 

power for the phase aligned case is given by * V p 1 2 

peak envelope power (phase aligned)= Ppeak, =  
(Pa) 

The peak factor of a phase aligned multi-carrier waveform is therefore 

p* ,,, 2  * ,„ 2 

„rî  
peak factor — Peale-env(Pa) = R  _ 

(pa) — p 

'avg-eITV N  * Penv V p 

where N is the number of phase aligned sinusoids combined to form the multi-tone waveform. 
In decibels, the peak factor of a phase aligned multi-carrier waveform is 

peak factor(pa) = 10log(N) dB 

A plot of peak factor versus N, the number of phase aligned carriers, is shown in Figure 6. From 
this figure it can be seen that for 8 phase aligned carriers the peak factor is 9 dB and for 100 

phase aligned carriers the peak factor is 20 dB. 
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Figure 6. Peak factor versus number of phase aligned carriers. 

The Effects of Peak Factor on System Performance 
Peaking in the power envelope of a multi-tone signal can has various effects upon system 
performance. For example, RF amplifiers are subject to intermodulation distortion (IMD) 

products when operating in saturation. This occurs when multiple carriers mix within the 

amplifier due to the nonlinear operation of the amplifier in saturation. LMD products are 
interference to adjacent channels in a multi-channel system and therefore degrade system 
performance. A multi-tone signal with an average power that results in linear operation of an 

amplifier may or may not produce IMD products on the amplifier output depending upon the 
peak factor of the signal. The higher the peak factor, the larger the peak power is above the 
average power. The peak power peaks may drive the amplifier into its nonlinear operation and 

corresponding produce IMD products. The relative phase alignment of the tones forming the 
multi-tone signal will determine the peak factor and the amplitude of the power peaks. The 

worst case IMD products will be generated when a phase aligned multi-tone signal is used for 
the measurement. This effect of MID products is present in both cellular and CATV amplifiers 
due to the multi-tone signals amplified by these amplifiers. 

In a Hybrid Fiber-Coax (I-wc) system using both analog and digital transmission techniques, the 
effects of high peak factors can be worse than in an analog only system. In an HFC system, 
peaking in the envelope power may cause clipping to occur in the laser operation. This clipping 
may cause BER thresholds to be exceeded resulting in a momentary loss of the transmission 

channel. The other primary difference between analog and HFC systems is that analog systems 
exhibit soft (2nd, 3rd order) nonlinearities whereas clipping in HFC systems produces higher 

order nonlinearities. This can result in even more variation in IMD products in response to 
uncontrolled carrier phases. 
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Multi-tone Signal Generator Testing 
Phase-controlled multi-tone signal generators provide the means to evaluate system components 
using a precisely controllable peak factor. A signal generator capable of phase aligning of 
multiple carriers can be used to test at the worst case condition for a multi-tone signal, i.e., with 
maximum peak factor. In addition, with control over the carrier phases any peak factor can be 
selected up to the maximum peak factor. This provides additional flexibility for testing at peak 
factors below the maximum peak factor. Controllable carrier phases also provide a means for 
performing repeatable multi-tone testing. Multi-tone signal generators with no carrier phase 
control will have a random peak factor as shown in Figure 5. Measurements and testing 
performed with a multi-tone signal generator without peak factor control will produce dubious 
test data at best. Figure 7 shows a block diagram of the RDL IMD Simulator which is a phased-
controlled multi-tone signal generator. 
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Figure 7. Block diagram of RDL IMD Simulator signal generator 

Figure 8 shows actual detected power envelopes of eight combined carriers generated with an 
RDL IMD Simulator. The first power envelope has eight carriers with random phases and the 
second has the carriers phase aligned. The peaking of the power envelope is clearly seen in the 
second case of phase aligned carriers. 
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Figure 8. Actual detected power envelopes 

In summary, a phase controlled multi-tone signal generator provides the best accuracy, 
repeatability, and flexibility when testing multi-carrier communications systems. 
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I Abstract 

Modern Digital Oscilloscopes are capable of 
capturing long complex waveforms, 
displaying them with a variety of viewing 
tools and then making sophisticated 
measurements. This allows the wireless 
designer to examine data streams using 
familiar tools such as eye diagrams and XY 
displays but also to perform much more 
accurate diagnostics and analysis of circuit 
performance. 

II Improvements in Eye Diagram 
Measurements 

Eye diagrams are one of the most common 
tools used by wireless design engineers to 
qualitatively examine signal fidelity. 
Traditionally, the engineer looks for a large 
open area in the center of the eye as the sign of 
good clean signal. Impingement of signals into 
the central area from the left/right side are 
indications of phase noise (timing jitter), while 
reduction of eye size from the top/bottom is 
caused by amplitude instabilities. The advent 
of new display and calculating capabilities in 
digital oscilloscopes now make it possible to 
view and measure eye diagrams more exactly. 
Worst case parameter statistics make it possible 
to know the exact eye size, and histograms 
allow the engineer to characterize both timing 
and amplitude jitter much more accurately. 
This allows the engineer to more accurately 
evaluate the effect of changes intended to 
improve signal fidelity. Also, instead of 
looking at just a random overlay of multiple 
signals that form the "eye" it is possible to 
recall the individual occurrences (for example, 
those which violate the central area of the eye) 
for closer examination. 
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Figure 1 - Eye diagram with histogram of phase jitter 
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Figure 2 - Eye diagram with histograms of phase jitter, 
amplitude fluctuation and risetime variations. The 
histogram of phase jitter in the second trace is an 
expansion of the same data portrayed in the lower trace of 
figure 1 

168 



Figure 1 shows an eye diagram captured 
on a digital oscilloscope displayed in 
traditional format. Note there are four 
distinct bands on the falling edge due to 
severe phase jitter. The histogram below 
the eye shows a statistical distribution of 
the arrival times of the signal edges. In 
figure 2, this histogram has been 
expanded for easier viewing, and 
additional histograms have been added to 
display an analysis of pulse widths and 
risetimes. This type of augmentation to 
the traditional eye diagram allows the 
engineer to make much more accurate 
analysis of circuit performance and to see 
much finer details of signal 
characteristics. In the simplest case, the 
maximum and minimum values of the 
histogram will show if the worst case 
performance of the product under test 
meets specifications. 

III Measuring Peak and Average 
Power 
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Figure 3 - Trace 2 shows the in-phase (I) component and trace 
3 the quadrature (Q) component of a 16 QAM signal. The 
state transitions are shown in the X-Y diagram. Note that 
cursors mark a typical peak in the I and Q signals and 
simultaneously measure the phase and amplitude (radius) of 
the resultant vector sum. 

Another interesting development driven from the 
new display and calculation abilities of 
digital scopes affects engineers who want 
to measure the peak and average power 
in complex signals. A 16 QAM signal, 
for example, can be analyzed by viewing 
an XY-display of I and Q simultaneously 
with I vs time and Q vs time. These 
complex signals may result in data 
dependent, high peak to average power 
ratios requiring amplifiers and related 
components with large dynamic ranges. 
Digital oscilloscopes can help designers 
of such systems evaluate the dynamic 
range requirements by providing a fast, 
easy method to measure instantaneous 
power on very long data records. 
Measurement parameters can read the 
average and peak power levels directly 
from the instantaneous power waveform. 
The following example illustrates the 
techniques that can be used to measure 
instantaneous power. 
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The in-phase (I) and quadrature (Q) components of 
a 16-state quadrature amplitude modulated ( 16 
QAM) signal are shown in traces 2 and 3 , 
respectively, in figure 3. The 16 states shown utilize 
3 distinct average power levels corresponding to the 
3 possible combinations of the I and Q voltage 
levels of 0.707and 0.236 V p.p. The power levels 
are: 

PA = 0.126 V2 
PB = 0.069 V2 
Pc = 0.056 V2 

(1) 
(2) 

(3) 

Note that since we will be taking power ratios the 
power is expressed as a squared voltage, V2, to 
simply the measurements. If required the square of 
the voltage can be divided by the impedance using 
the rescale function. 

The expected average power in the waveform based 
on the 16 states included can be calculated as: 

( 4 13 + 8 PB 4- 4 Pc )/16 = 0.069 V2 (4) 

The peak power, corresponding to PA is 0.249 V2. 

We have now derived the expected average and 
peak power for a known waveform from purely 
theoretical considerations: 

Average Power = 0.069 V2 (5) 

Peak Power = 0.249 V2 (6) 

Figure 4 shows the steps used to measure the 
instantaneous power waveform and derive the peak 
and average power levels. The instantaneous power 
of the output signal is calculated by taking the sum 
of the squares of the I and Q waveforms. This is 
displayed in trace C. The data in trace C is 
histogrammed and shown in trace D. This trace 
shows three overlapping distributions. The average 
and peak values were determined in two ways. The 
average value of the histogram data and the mean 
value of trace C were both measured using the 
appropriate parameters. Likewise, the peak power 
was determined using Maximum of C and Highest 
value in the histogram (HIGH[D]). Maximum of C, 
an average of over 2200 maxima, was used in order 
to evaluate the range of maximum values 

encountered and determine the effect of noise peaks 
on the peak power measurement. Based on the 
measured values the ratio of peak to average power 
is: 

PPEAK/PA‘'(; = 0.2546/0.067 
= 3.8 

or 10 log (3.8) = 5.79 dB 

Based on the expected values which were derived 
previously: 

PPEAK/PAVG = 0.249/0.069 
= 3.61 

or 10 log (3.61) = 5.57 dB 
(7) 
(8) 

This is a difference of about 0.2 dB or about 5% of 
the expected value. 

Note that this error margin includes the errors due 
to two sources, the arbitrary waveform generator 
which produced the waveforms and the 
oscilloscope. Since both units have similar DC 
accuracy specifications we can assume that the 
error is equally distributed between them. 

It is important to note that certain features assumed 
in this discussion are key to implementing the 
measurements. They include the ability to do 
chained mathematical calculations on long 
waveforms, extract key waveform parameters 
automatically, display histograms and calculate 
parameters concerning the statistical distribution of 
the histograms. 
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IV Measuring Amplitude, Phase 
and Power in Vector Modulated 

Signals 

Vector modulation is used to 

generate complex signals which 

encode multiple data bits per 
symbol. As an example, consider the 
vector diagram of the I (in phase) 
and Q (quadrature) components of a 
CDMA signal shown in figure 5. 
The vector diagram shows the four 

possible data states per character and 

the transition paths between them. 
X-Y Cursors provide readouts of the 
I and Q amplitudes and the vector 
phase angle and magnitude 
simultaneously. This feature allows 
spurious states in the vector diagram 
to be linked to the source 

waveforms. 

By using a symbol clock to 
externally sample the oscilloscope a 
constellation diagram is generated. 
Figure 6 shows a constellation 
diagram for a 16 QAM signal. 
Relative amplitude cursors are used 
to measure the width and height 

dispersion of the logic states. By 
using the polar readouts and the 
absolute time cursor the phase 
and/or amplitude differences of the 
signal can be measured. Math 

functions allow users to perform 
more extensive analysis. In figure 7 
the instantaneous power and 
bandwidth of a 5 MHz carrier, 
modulated by a CDMA signal, is 
shown. 

Figure 5 - Vector Diagram using X-Y display includes both 
Cartesian and Polar readout of cursor position. Vector 
magnitude (325 mV) and Phase (135.5 °) are read in the X-Y 
cursor field. This is the vector sum of I (-232mV) and Q 
(228m V). 

CDMA signal from Anritsu model MC3670B courtesy of Qualcomm Corp. 
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Figure 7-Top trace: Modulated waveform. Second trace: expanded view 
of the modulated carrier. Third trace is the squared voltage (power) 
waveform. Bottom trace: Frequency spectrum (FFT) showing signal 
bandwidth. CDMA signal from Anritsu model MC3670B courtesy Qualconun Corp. 
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The instantaneous power is calculated by 
squaring the voltage waveform. If required 
this can be normalized to impedance level 
by using the rescale function to divide the 
waveform by a constant value. The signal 
bandwidth is determined by taking the FFT 
of the signal, here displayed in power 
spectrum format. Any of these analyses 
can be expanded horizontally or vertically 
using zoom functions. This permits detail 
such as the carrier waveform to be 
observed. 

Note that it is important to be able to chain 
math functions. It often requires a series of 
calculations in order to extract the desired 
parameter. In figure 8 the instantaneous 
power of the CDMA waveform is 
calculated by squaring and summing the I 
and Q components. Note that all math 
operations in this case use up to 1,000,000 
data points. Processing speed becomes 
essential in calculations involving such 
long records. 

Automatic parameter extraction, such as 
determining the peak (maximum) and 
average (mean) from the instantaneous 
power waveform, simplifies analysis. 
Instead of having to transfer long long 
records to an external computer the 
oscilloscope analyzes the data and 
provides only the desired values. 
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A Silicon Bipolar/Bi-CMOS 'Gate Array' for High 

Volume and Low Cost Wireless Applications 

Roland K. Soohoo, Glenn Fraser and John Salvey 

Fujitsu Microelectronics, Inc. 
3545 N. First Street 

San Jose, CA 95134-1806 

Abstract 

As Wireless systems become 

increasingly popular in the 
marketplace, the need for price 
reduction and higher levels of 
integration are paramount. This 
paper describes an innovative, fast-

turnaround Silicon "gate array" 
technology known as Versi-TILE that 

provides an extremely high level of RF 
and support circuitry integration 

(including PLLs) at up to 3 Ghz 
operating frequency on a single chip. 

Because of its RF operating frequency 
range this technology can be applied 
to such diverse applications as GPS, 

cellular handsets and infrastructure, 
cordless telephone, WLL, ISM-Band 
hardware and other high-volume 
wireless equipment and systems. 

Overview 

The Wireless industry has matured 

substantially over the past few years in 
terms of both technology and the market. 

The use of discrete devices and designs 
continues to be popular. However, end 
users are increasingly demanding 

smaller and lighter electronics with more 

functionality. The use of ICs with one 
or two RF functions is becoming 

commonplace to meet this need. More 
recently chipsets have appeared that are 
targeted toward specific applications. 

Versi-TILE is a unique semi-custom 
technology that bridges the gap between 
discrete and chipset approaches. It 
provides a smaller, lighter solution as 

compared with discrete appraoaches due 
to its high level of integration. It also 

lowers manufacturing costs since the 
number of assembly steps are reduced 
and the parts count is less. In addition, 

since Versi-TILE is a "gate array" type 
of technology, it offers lower risk and 

quicker turnaround time than full custom 
approaches. This high level of 
integration and flexibility enable the RF 

designer to specify exactly what he/she 
wants for a particular application. 

1. The Technology 

Versi-TILE is a RF LSI technology that 

utilizes a "frame" which is an 

uncommitted array of transistors, 
capacitors and resistors deposited on 
silicon. The devices can be 
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interconnected by a two level metal 
system to create a variety of RF and IF 

functions derived from predefined 

macros and user requirements. Both 
Bipolar and Bi-CMOS processes may be 

utilized depending on what functions 
need to be realized. A typical frame is 
shown in Figure 1. 

There are different areas on the chip that 

are designated for particular functions 
including prescaler, PLL, charge pump 
and analog. One of the key features of 

Versi-TILE is the ability for a customer 
to implement an entire PLL except for 
the loop filter from an extensive library 
of production device macros and 

combine it with RF functions on the 

same chip. A full PLL is implemented 
using a Bi-CMOS process. The CMOS 

devices utilize .8 urn design rules. 
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Figure 1 - A Typical Versi-TILE Frame 

A more detailed view of a typical analog 

macro is shown in Figure 2. Each 

analog cell consists of a collection of 

resistors, transistors and capacitors that 
can be interconnected to realize RF and 

IF functions. The Bipolar devices utilize 
a state-of-the-art self-aligned .6 urn 
process and has a finished emitter width 
of .2 um with an ft of approximately 28 
Ghz. 
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Figure 2 - Detailed View of Analog Cell 

Many of the popular RF analog 
components such as mixers, LNAs, RF/ 
IF/AGC amplifiers, VCO's,modulators / 
demodulators (including I/Q), Limiters, 
Discriminators, Detectors (SSI/RSSI) 
have predefined, fully characterized 

macros that can be fine tuned based on 
customer need. Since the frame contains 
uncommitted elements customization is 
easily accomplished. 

2. Functional Block Descriptions 

A wide variety of functions have been 
implemented using Versi-TILE. The 

descriptions below describe only basic 
characteristics of macros that have 
already been developed. 

A. The Oscillator 

The on-board oscillator cell is based on a 
Colpits design as shown in Figure 3. A 
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buffer is included to shield the source 
from load pulling effects and to increase 

the output power. An off chip resonant 
circuit is used to set the output frequency 
of the oscillator since the Q and resultant 
phase noise are better than on chip 

solutions. 

Et 

E 

to BUS 

VC, 

Gt4D 

Figure 3 - Colpits Oscillator Cell 

B. Mixer Cell 

A Gilbert-cell topology is typically used 
for realizing the mixer function as shown 
in Figure 4. Pairs of differential amps are 
interconnected to create an active double 

balanced mixer. The mixer is followed 
by a IF amp which provides a single 

ended output. Typical conversion gains 

can range between 6 and 12 dB with 

about 9 to 12 dB Noise Figure. 

111» MOM, 

LON 

Figure 4 - Typical Mixer Cell 

C. Amplifiers 

A variety of amplifiers have been 

implemented using Versi-TILE 
including LNAs, Gain Blocks, VGAs, 
AGCs, and Limiting Amps at both IF 
and RF Frequencies. Typical Noise 
Figures at 900 Mhz is below 2 dB with 

14 dB of gain. A variety of compression 
points are available since different 
device sizes are available in the frame. 

E. PLLs, Prescalers and Charge 
Pumps 

Depending on which Versi-TILE frame 
is utilized as many as 3 complete PLLs 

(RF or IF) can be implemented on one 
chip along with RF functions. The 

complete PLLs include a prescaler, 
swallow counter, programable counter, 
phase comparator and optimized charge 
pump. The user only needs to provide a 
external loop filter for operation. Figure 
5 shows the block diagram of the 

integrated PLL. Fujitsu has a wide array 
of standard PLL cells to choose from 
that can be optimized for lock up time, 
low power consumption, etc. A mask 

programable IF PLL is also offered 

which eliminates the need for command 
and clock lines for single frequency 

operation. 
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Figure 5 - "Super PLL" Block Diagram 
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F. Other Functions 

Optimized macros have also been 

developed for I/Q modulators, SSIs, 
RSSIs and phase shifters. The key point 
is that a very wide range of IF and RF 

functions can be realized with Versi-
TILE. 

G. Packaging and Pinouts 

A wide range of packaging options are 

available depending on how many 
functions are implemented on the Versi-
TILE chip. Packages range from 8-pin 

SSOPs to 64 -pin SQFPs. Each RF and 
IF function can have its own set of 

pinouts. In this way the risk is 

minimized by giving the designer the 
most control over each separate function. 

During the evaluation phase the designer 
can test each function separately to fully 
qualify his design. During the 
manufacturing phase a series of 
interconnects along with interstage 
matching (if needed) on the printed 
circuit board can be implemented 

between pins. 

The first-pass success rate is extremely 
high with this process because many of 
the macros that are implemented have 
been proven over a several-year period. 
Because of the high level of integration 
that Versi-TILE provides, a significant 

amount of board space can be saved. 
This integated approach also drives the 
cost of manufacturing down since a very 

repeatable package profile is attained 
which results in reduced assembly issues 
during pick and place and assembly 

operations. 
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3. Turnaround Time 

Another unique feature of the Versi-
TILE process is the ability to deliver 
engineering samples within 10-12 weeks 
after freezing a mutually agreed upon 
specification. After customer 
qualification, manufacturing quantities 

can be available within 10-12 weeks. 
Figure 6 shows the typical development 

cycle from initial discussions to 
manufacturing. 
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Figure 6 - Versi-TILE Development 
Process 

This timeline can be compared to the full 
custom approach where a typical 

development can take as much as 12-18 
months with no guarantee of first pass 

success. 

4. The Integrated Approach - An 
Actual Implementation 

Many designs have been spun with the 
Versi-TILE process. An example of the 
level of integration that can be achieved 

is shown in Figure 7. This chip serves as 
an RF front end for a cellular digital 
phone application. Three PLLs ( TX 
LO, RX LO and offset mixer LO), 2 RX 
mixers, IF LIM/RSSI CKTS, TX I/Q 
MOD, offset mixer and AGC amplifiers 
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Figure 7 - An actual Versi-TILE implementation 

are contained on one piece of silicon. 
This level of functionality is realized in a 

10x10x1.5 mm package. Varying levels 
of integration is available depending on 

the designer's needs. 

Some of the key specifications of the 

chip include: 

TX chain:  

I/Q modulator/AGC amp: 

Operating Frequency :914-958 Mhz (RF) 

Vector Error: 3.0% 

Phase Error: 1.5 degrees 

Carrier Leakage: -30 dBc Max. 
SSB Max. Output Power: +4 dBm typ. 

Offset mixer: 

Operating Frequency: 914-958 (RF), 
LO (two bands) 680-755 Mhz and 1044-

1086 Mhz 
Conversion gain: -4 dBm typ. 
1 dB compression point: - 15 dBm typ. 
LO input level: - 10 dBm typ. 

RX chain:  

1st mixer: 

Conversion gain: 17 dB 

NF = 7 dB 
1 dB compression point: -3 dBm 

2nd mixer: 

Operating Frequency: 130 Mhz (RF), 

450 Khz (IF) 
Conversion gain: 22 dB 

NF = 10 dB 
1 dB compression point: +2 dBm 

LIM/RSSI: 

Operating Frequency: 450 Khz 

Limiting amp gain: 80 dB 
RSSI output sens.: 30 mV/dB 
RSSI dynamic range: 70 dB 
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Conclusion 

Versi-TILE, a unique RF LSI 'Gate 
Array' technology has been described. It 

utilizes standard "frames" that consists 

of uncommitted cells of transistors, 
capacitors and resistors. These devices 

are interconnected by two layers of 
metalization based upon the RF 

designers' circuitry and system needs. 
Because it is a semi-custom process, it 
offers the RF designer a major amount of 
flexibility to implement what they need 

for their application. 

The process offers very quick turnaround 
time and a extremely high first-pass 
success rate. Versi-TILE drives the level 

of integration up thus eliminating excess 
size and weight compared to discrete 

approaches. Manufacturability and 
repeatability is also improved using this 

approach. 
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Internetworking and Interoperability Between Similar and Dissimilar PCS Systems 
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Personal Communications Services (PCS) is an integrated voice and data solution that provides 
communications at any place, any time, and through any access device. To realize such a service, 
internetworldng and interoperability (I&I) between different PCS systems is an important factor. 
Standard bodies such as the Telecommunications Industry Association (TIA's) TR-46 and the 
American Telecommunications Standards Institute's (ATSI's) T1P1 are working on I&I issues. 
However, much more effort should address such issues if having a nationwide service in the U.S. is 
the goal. At present, six different air interfaces are defined and are planned for implementation in 

North America. These standards are dealing with two different Mobile Application Parts (MAPs). 
Several issues should be addressed by telecommunication carriers and device manufacturers in order 
to achieve interoperability. Roaming between similar and dissimilar networks, privacy, and 

authentication are some of the major areas of concern. 

Three different approaches are introduced for PCS security. Shared Secret Data (SSD), Token-based 
Secret Key, and public key systems are the three most commonly-used mechanisms. An IS-41-based 
authentication system using SSD is planned for use in most PCS systems in North America. In this 

system, a secret key is stored in the network and device, and SSD is generated from this key. The 
token-based secret key system is used in GSM and is based on DCS1900 authentication. It uses a 

secret key with authentication triplets. Each device has an International Mobile Station Identification 
(IMSI). When a subscriber registers in the system, the system assigns a Temporary Mobile Station 
Identification (TMSI). The TMSI is changed when the subscriber roams from one service area to 
another, The Personal Access Communications System (PACS) air interface uses a public key 
system. In this system, a transmitter encrypts the data by its private key and the receiver's public key. 
When a mobile system roams from its Home Location Register (HLR) to a Visitor Location Register 
(VLR), the interoperability of the security mechanism comes into play. The TIA has defined a 
solution for I&I between IS-41 and DCS1900 MAP which addresses privacy and authentication. It is 

a dual-mode HLR solution for I&I functionality (HLR-IfF). 

When the mobile end system roams, intersystem handoffs can become a complicated issue. When 
current and next stations have a dissimilar air interface, the handoff is a challenge. When the handoff 

is mobile-triggered, then the mobile should be able to compare signal strength and error rate based 
on two different air interfaces. The situation is more or less the same when the handoff is initiated by 

base stations. 

In addition to the roaming issue, intersystem startup is another important factor. When a multimode 
mobile end system is turned on, it should figure out which system it is operating and appropriately 

set its mode of operation. 

There are numerous other areas that need careful attention. Level of service, maintenance, and equal 
access are some of these topics. This paper discusses all of the aforementioned issues in detail. 
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Abstract 

Second generation cellular digital wireless Personal Communications Services 
(PCS) has recently begun deployment, and is expected to generate annual revenues 
of $ 10 billion by the year 2000. Considerable amounts of sensitive electronic 
equipment is currently being installed in PCS mini- cell base station sites around the 
world. In order to protect this investment and stay on-line, proper grounding and 
bonding practices are essential. This article describes the advantages and 
disadvantages of current grounding practices, with a focus on identifying the 
limitations associated with the use of traditional driven rod subsystems. The 
installation of one heavy-duty electrolytic earth electrode is proposed as a cost-
effective protection system with maximum long-term safety, stability and reliability. 
The general principles of this advanced digital wireless telephone system grounding 
are discussed, including recommendations concerning appropriate grounding and 
bonding. 

Introduction 

At a PCS site, an earth grounding system is necessary for the following 
reasons: 1) To maintain good contact with the earth so that all noncurrent-carrying 

metal parts on site are maintained at ground or near zero potential; 2) To provide 
paths into the earth for high currents caused by lightning or surges to be dissipated 
into the earth as quickly and safely as possible; 3) To provide paths into the earth 

for low currents caused by RFI or static which can be accumulated in or on the 
system enclosures.[1] 

A grounding system should provide a stable, low impedance path to earth 
without problems or recurring costs. The system should be maintenance free, with 

a life expectancy which exceeds the expected life of the cell site. Each element of 
the system should have sufficient conductivity, resist fusing and mechanical 
deterioration, and be mechanically rugged and highly reliable. [ 2] 
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Traditional Earth Electrode Subsystems 

Traditionally, the preferred method of providing an earth ground for 

communications sites is to bury a ring ground encircling the tower and/or the site and 

supplement this ring with ground rods installed every 15 feet. Various types of 
mechanical connectors are used to bond all components. Although this method can 
provide a satisfactory grounding system at the time of installation, it has several 

limitations. 

Installing a ring ground around the site requires extensive trenching, which may 

be difficult and sometimes is not feasible due to geological barriers such as rock. A 
ground ring is typically buried 1-3 feet below grade and is subject to seasonal 
changes in temperature and soil moisture content. These seasonal changes greatly 

affect the stability of the grounding system, and the characteristics often change as 

the years go by. 

The integrity of driven rods is influenced by the installation process. Ground 

rods are pounded or driven into the earth to the desired depth, typically 8'. In rocky 
or hardpan soil, or if the soil is underlaid with a layer of rock, rods cannot be installed 
in this manner. The ground rods will either bend or refuse further pounding. On 
occasion, they have been known to return and protrude from the surface after being 

deflected by underground obstacles. 

Ground rods can be damaged at installation and degrade over time. The copper 

coating scratches or chips off during installation, and the steel underneath 

galvanically reacts and quickly corrodes. It is common to find these types of rods 
completely disintegrated upon excavation, however, this situation oftentimes is 

unnoticed due to the relative disinterest in grounding system evaluations. 

In analyzing resistance to remote earth, the first few inches around the rod are 

the most important [3]. When pounding a driven ground rod into the earth, it is often 
difficult to obtain satisfactory contact between the rod and soil because of the 

nonhomogeneous characteristic of most soil. 

While mechanical clamps may be effective when first installed, they tend to 

loosen over time. To maintain a continuous, low resistance grounding path, they 
must be checked and tightened periodically. Shielding loses its effectiveness across 

these bonds. Even though the DC resistance may be low, mechanical clamps provide 
a physically nonhomogeneous bond. The interface is not continuous at RF 

frequencies and results in a bowing or wavy effect between the connected members 

[4]. Mechanical clamps are prone to corrosion, especially when used in outdoor or 
underground applications. Oxygen and moisture which penetrates minute gaps in 

mechanical connections can rapidly corrode the bond. 
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The traditional type of grounding system must be maintained annually by 
inspection and testing of system integrity including checking the effectiveness of all 
connectors and visual inspection for corrosion. 

Recommended PCS Mini-Cell Base Station Grounding 

A site survey should be conducted before installing the grounding system. The 
survey should determine soil resistivity and other geological characteristics of the site, 
as well as environmental and climatological characteristics [ 5]. Actual soil resistivity 
measurements at the site offer the only practical means of determining the 
conductivity of the soil. This procedure is necessary to design a grounding system 
which will meet an acceptable resistance to earth. 

An alternative to driven rods is an electrolytic ground rod system. This 
electrode is a hard-drawn copper pipe filled with a mixture of non-hazardous earth 

salts ( see fig.1). The function of an electrolytic system is similar to the traditional 
chemical treatment of grounds, without the increased labor or loss of effectiveness 
over time, and without any detrimental effects to the environment. An L-shaped rod 
provides the same protection as a vertical rod without having to auger a hole into the 
earth. 

Soil resistivity measurements taken during the site survey are used to model 
the conductivity of the soil in the vicinity. I.E.E.E. formulae as well as various 
software packages are used to determine the length of the XIT rod required to meet 
a specified resistance to earth specification. In general, 5 ohms is a proper target 
resistance for a PCS Mini- Cell Base Station grounding system. 

Installation and proper bonding of one heavy-duty electrolytic earth electrode 
in conjunction with proper lightning protection and surge suppression equipment will 

provide a cost-effective protection system with maximum long-term safety, stability 
and reliability. Installation typically requires a small area. The resulting system 
provides a low-impedance path to ground for surge and fault conditions. The system 
is very stable and has a life expectancy of approximately 50 years. 

The holes should be backfilled with high-solids encapsulated bentonite clay. 
Bentonite is a very dense clay that will adhere to any surface, creating very effective 

contact with the electrodes. High-solids bentonite hydrates and will not dry out over 
time. It is non-corrosive and allows natural mineral salts to ionize, making bentonite 
a highly conductive material with a PH of 8 to 10. Bentonite has a resistivity of 2.5 
ohm-m and, when properly used as a backfill material, actually increases the rod's 

electrical effectiveness [ 6]. 
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Exothermic welds or irreversible high-compression type fittings provide the 

most durable, permanent connection available. Both types of connectors are 

inherently free from galvanic corrosion. Both types of connectors have been 

approved by the National Electric Code [ 7] and IEEE Std. 80 [8]. 

Note that all components used in the recommended grounding system are solid 

copper. Copper conductors are highly conductive and, because of their cathodic 

nature, resist underground corrosion. If all components are adequately sized and free 
from damage, the use of copper assures integrity of the below grade grounding 

system for many years [9]. 

Two basic types of PCS Mini-Cell Base Stations exist. The monopole and the 

rooftop site. At the monopole sites, the electrolytic rod should be installed at the 
base of the tower. The electrolytic rod is bonded directly to a Master Ground Bus. 
Exothermic welds or irreversible high-compression fittings should be used to bond 

these components. 

At a rooftop site, the electrolytic rod is installed at ground level. This rod may 

be installed either indoors or outdoors. A #4/0 copper conductor bonds the ground 

rod to the Master Ground Bus, located on the rooftop. This conductor should be run 

inside conduit for protection of both personnel and the conductor itself. 

At both the monopole and rooftop sites, a copper Master Ground Bus (MGB) 

should be installed at a convenient location. The following items should be bonded 
to the MGB: cable ground kits, the monopole, the plenum/BTS, all non-current 
carrying metal objects such as fences and masts, and the power and telephone utility 
service entrances. The MGB should be bonded directly out to the electrolytic rod 

using #4/0 AWG copper conductor. (See fig.2) 

It is very important to keep all current carrying devices at the same voltage 

potential. Bonding must be provided to assure electrical continuity and capacity to 
safely conduct any fault current likely to be imposed. Bond all components using 
exothermic welds or irreversible high-compression two hole lug connections to ensure 

a permanent, quality connection. 

Lightning Protection 

For land sites, the monopole itself acts as an air terminal. If there are antennas 
near the top of the tower, a lightning air terminal should be installed to protect the 
antennas as specified by NFPA 780. Approved cable ground kits should be properly 

installed on all cable sheaths at the top and the bottom of the monopole. A cable 
ground bar should be installed near the top of the tower. All cable ground kits should 

be bonded to bus bars at both the top and the bottom of the monopole. The ground 

bar at the top of the monopole is bonded to the MGB. 
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For rooftop sites, air terminals, lightning conductors and masts are used to 

provide zones of protection from lightning. The lightning protection system is kept 
separate from the radio system, except where it is referenced to the MGB. The MGB 
is bonded directly to the XIT grounding system. 

Transient Voltage Surge Suppression 

When a transient is allowed to enter communications and electronic circuitry, 
the result can be unreliable operation or complete destruction of electronic circuitry. 

Such damage can be prevented by proper protective devices [ 10]. Power protection 
products absorb incoming transients, protecting all equipment from damage and 

downtime. AC lines and Telco lines should be protected by surge suppressors. A 
properly specified and installed transient voltage surge suppressor which utilizes high 
speed semiconductor devices (such as silicon avalanche diodes) as well as a back-up 
secondary stage will provide the best protection. 

Verification Testing 

If soil resistivity and designs are performed correctly, the resulting 
grounding system will meet or exceed requirements. However, measurements of 
the ground resistance should be taken to verify the adequacy of the new 
grounding system. These measurements should be taken immediately after the 

grounding system has been installed. There are two types of tests to determine 
the resistance to earth of a grounding system. The three point fall-of- potential test 
is used when the grounding system under test is isolated. If the grounding system 
is not isolated, such as when the utility services have already been installed, a 

clamp-on meter may be used. 

Cost Comparison 

Installation of the PCS Mini-Cell Base Station Grounding System requires 
minimal trenching, thereby greatly reducing the labor involved with installation. 
The 50 year life expectancy of the system in conjunction with high quality 

permanent bonding eliminates the need for annual maintenance. The initial cost of 
electrolytic rods is offset by the fact that the lower resistance per rod allows fewer 
rods and buried copper conductor to do the same job. In general, when directly 

comparing the two systems including materials and labor, the PCS Mini-Cell Base 
Station Grounding System saves money, time, and lasts longer. 

Conclusion 

Consideration should always be given to installation or changes of a 

grounding system. A field survey to examine suitability and safety should be 
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performed by consultants or trained personnel. Installation should be performed 
only by qualified construction personnel experienced in the area of grounding. 

The recommendations covered in this paper are made in the interests of 
safety, quality assurance, proper procedure, and operation reliability in compliance 
with the intentions of the National Electric Code. Installation of the PCS Mini-Cell 

Base Station Grounding System will result in the following benefits and 

improvements to the communication cell site: 

1) The low-resistance grounding system provides protection from lightning and 
transient voltage surges. This safeguards the cell site to more likely remain on the 

air during unexpected voltage surges. 

2) Keeping all non-current carrying metal objects at the same voltage potential 
reduces interference from radio and electromagnetic waves. 

3) All recommendations are made with the interest of providing a long-term, 

maintenance free grounding system with no recurring costs or problems. 

4) A field survey with soil resistivity testing, followed with experienced 
engineering design, removes the element of chance and guesswork in providing a 

grounding system which will be safe, long-lasting, and will meet a specified 

resistance to earth. 

5) Upgrade to a level of top quality standards. Installation of the PCS Mini-Cell 

Base Station Grounding System will provide the highest quality grounding system 
in terms of: safety, effectiveness, longevity, investment protection and cellular 

customer satisfaction. 
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Miniature 3V GaAs LNA, VGA and PA for 
Low Cost .5-4 Ghz Wireless Applications. 

Henrik Morkner, Design Engineer 
Hewlett-Packard, CMCD R&D, Newark, California 

ABSTRACT 

Hewlett-Packard provides quality RF and 
Microwave components with three goals in 
mind: Price, Performance, and Size. In the last 
two years, 5 new GaAs RFICs (amplifiers and 
mixers) have been released in the SC70 (SOT-
363) six lead, miniature plastic package. For 
1997, three more 3V RFICs are being developed 
for this SC70 family. These include a LNA (Low 
Noise amplifier), and VGA (Variable Gain 
Amplifier) and PA (Power Amplifier). This 

paper focuses on the design and utilization of 
these new RFICs. 

INTRODUCTION  

HP manufactures 5 different GaAs RFIC building 
blocks in the SOT-363 (SC-70) package. 3 to 5 
additional blocks will be added over the next 18 
months. The SOT-363 is over 80% smaller than 
the standard SO-8 package. Price and 
performance are competitive (see Table 1). All of 
the SC-70 building blocks are available on tape 
and reel. 

Part 
Number Desc. 

Freq 
Range 
GHz V 

Cur 
mA 

NF 
dB 

Gn 
dB 

I 
P3 
dBm 

IAM- 
91563 

Down 
cony. 

0.8-6.0 3 9 8.5 9 2.5 

MGA- 
81563 

Driver 
amp 

0.1-6.0 3 42 2.7 12 27 

MGA- 
82563 

Driver 

amp 

0.1-6.0 3 84 2.2 13 31 

MGA- 
86563 

LNA 1.5-6.0 5 14 1.6 22 15 

MGA- 
87563 

LNA 0.5-4.0 3 4.5 1.6 14 8 

MGA- 

8XX63 

LNA 
199 7 

0.5-6.0 3 13 1.6 19 13 

MGA- 
8XX63 

PA 
199 7 

0.5-6.0 3 130 55 22 28 

Table 1. RFIC gain blocks avai able in miniature 
SOT-363 (SC 70) package at Hewlett-Packard 

Each SC70 building block provides one function. 
Most blocks are internally matched to 50 U.. A few 
(LNAs and mixers) require an external one or two 
element impedance match for optimum 
performance in a narrow frequency band. This 
technique of usage is appropriate since all 

commercial systems operate on a select 
frequency. The cost of incorporating the match 
into the integrated circuit would push the price up, 
and degrade the general multi-frequency usage 
and performance. 

The miniature SC70 RFIC building blocks are 
designed to be the "glue" that holds the RF front 
end together. A typical wireless system RF section 
is shown in Figure 1. While the system shown 
could be entirely built using discrete components 
(FETs, transistors, diodes) this would lead to a 
fairly complex, hard to change design. Building 
blocks allow quick, compact designs that are 
flexible enough to be changed. This flexibility also 
allows future system revisions to be done quickly 
and modifications made easily. For example, if a 
designer is told he needs a better system noise 
figure (increase dynamic range), he can substitute 
an MGA-87563 for a INA-12063 in the LNA and 
instantly reduce the system noise figure 1 dB. 

Downconverter 
LAM- I53 

IF 

ite-szos3 
INAS1 063 

Modulator 

PA Driver Upconverter IF 
MGA-8 563 INANA-21, 10ei 

MGA-875e1 

Figure 1 Typical RF design for a wireless system 

with target SC70 RFIC labeled 

DEVICE AND FABRICATION 

The devices used in this monolithic design were 
pseudomorphic high electron mobility transistor 
(PHEMT) structures built using molecular beam 
epotaxy (MBE) material growth techniques. The 

gates were defined using electron-beam 
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lithography. The results were lengths from 0.12 to 
0.17 microns. A mushroom shaped gate was 
formed in order to reduce gate parasitic resistance 
by increasing the gate's cross sectional area. 

Typical noise figures of 0.25 dB with an associated 
gain of 15 dB are measured at 4.0 GHz on the 
200u Process Control Monitor (PCM) devices. The 
typical DC characteristics of these devices are an 
ldss of 25 mA (0.13A/mm) with a pinch off voltage 
of -.50V at 10% ldss and a transconductance of 66 
mS at 50% ldss (330 S/mm). Typical sheet Rho for 
bulk GaAs material is 330 Ohms/sq with and 
resistive etch allowance to 350 Ohms/sq. The MIM 
capacitors are typically 400 pF/mm. Silicon nitride 
dielectric is deposited for capacitors and 
passivation. 

Low Noise Amplifier 

The LNA is designed to complement our present 
SC70 based LNAs, the MGA-86563 and MGA-
87563. The MMIC is packaged in the standard 
surface mount, low cost SC-70 (SOT-363) 
package. Pin outs, biasing, and usage are 
compatible with other GaAs and Silicon building 
block type products. Primary use includes: 900 
MHz (Cellular), 1500 MHz (GPS), 1800 MHz 
(DECT, PCN), 2400 MHz (ISM), 4000 MHz 
(SatellitefTVRO), C-Band (Aviation transponders), 
and full band (Instrumentation and military). 

MMICs, such as this SC-70 MGA, simplify the 
design process of producing a stable, minimum 
noise LNA. The obvious advantage is that bias and 
voltage regulation is incorporated monolithically, 
thus eliminating complicated bias circuits. MMICs 
are normally unconditionally stable, removing 
stability fears for system design. Last, MMICs 
commonly incorporate feedback and internal 
matching techniques. This can eliminate or 
significantly reduce the complexity of external 
impedance matching circuits 

The LNA is a two stage design that works on a 
single, 3V DC supply applied to the output port. 
The LNA will provide 18 dB gain and less than 1.7 
dB noise figure. Bandwidth is 0.5 to 6.0 GHz. The 
output is matched to 50 SI while the input is 
partially matched (3:1 VSWR) and allowing the 
user to finalize the noise match with a simple 
series inductor. A unique feature of this LNA is that 
the user can adjust the output power (+3dBm to 
+13 dBm) by adding an external resistor. Changing 
power (and linearity) does not effect noise figure or 

gain and can be done actively in a system to 
increase system sensitivity and dynamic range. 

The LNA is two stage design as Figure 2 shows. 
It consists of two FET gain stages, a partial input 
match of feedback on the 1st stage, and a heavy 
feedback network on the 2nd stage. The gain 
stages consist of a FET; biased at 30% of ldss 
with the gates DC grounded. A capacitor and 
resistor network provide feedback on each gain 
stage to improve match, provide stability, and 
flatten gain. A shunt resistor on the 2nd stage 
provides the DC ground. Both stages use current 
sources to elevate source voltage and partially 
pinch-off the FETs. Separate source grounding 
capacitors are used as well as separate ground 
bonds to improve high frequency stability. The die 
size is approximately 0.44 mm (17.3 mils) by 0.44 
mm (17.3 mils). 

Figure 2. Schematic of the new 3V LNA 

In an application the input match must be designed 
to present Gopt (as defined by the device noise 
parameters in the data sheet) at or near the 
frequency of interest in order to obtain the 
minimum noise form the amplifier. The match is 
easily achieved through use of a series inductor, 
implemented using the entire etched trace on the 
circuit board or a surface mount lumped inductor. 
at the input. The output match of the LNA is 
sufficiently close to 50 SI that no additional output 
matching was needed to the MMIC. 

For DC bias, a simple DC blocking capacitor and 
RF blocking inductor choke combination can be 
used. Values of the choke and capacitor are 
chosen for least amount of interference at the 
frequency of usage. Selection of the external bias 
resistor is most unique to this amplifier. In most 
applications the pin is simply left open, allowing the 
LNA to self regulate it bias to a typical 13 mA and 
+3dBm of output power at one dB 
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IN 

1-8 nH 

LNA 
MGA-8XX63 

3V 

—0 OUT 

Optional Resistor 
R=Open; I=13mA,P=3dBm 
R=5 SI; I=40mA, P=10dBm 

Figure 3. Typical application of the 3V LNA 

20 

o 
1 2 3 4 

Frequency (GHz) 

Figure 4. Typical Gain and NF of the new 3V LNA 

compression. However, the user has the capability 
of increasing the current, hence increasing the 
output power, by applying different value resistors 
to this pin. Maximum power and current is 
achieved with a 5 S-2 resistor resulting in a 40mA 
current and a +10 dBm output power. A typical 
application schematic of the LNA in use is shown 
in Figure 3. 

POWER AMPLIFIER  

5 6 

The new PA is an extension of our popular MGA-
81563 and MGA-82563 medium power amplifiers. 
This amplifier will provide greater than 20 dB gain 
and 20 dBm output power over the 0.8 to 6.0 GHz 
range. Input and output are internally matched to 
50 for small signal and linear application. 
Maximum power (saturated) is achieved with a 
simple output power match. The amplifier operates 
on 3.0V applied to two package pins. For saturated 
(transmit) applications the amplifier can be 
operated at 3dB compression and typically 
produce 200 mW (23 dBm) of power. Power added 
efficiency is in excess of 45%. 

Figure 5. Schematic of the new 3V PA 

3V 

Jr 

Figure 6. Typical application of the 3V PA 

The 20/20 PA is classic two stage design as 
Figure 5 shows. It consists of two FET gain 
stages, full feedback on the 1st stage (for match), 
and open drain on the 2nd stage for maximum 
power. The 1st gain stage consists of a FET 
biased at a large percentage of Idss with the gate 
DC grounded. A capacitor and resistor network 
provide feedback on the 1st stage to improve 
match, provide stability, and flatten gain. The 2nd 
stage is a FET also biased at a large 
percentageof ldss. A shunt resistor on the 2nd 
stage provides the DC ground and lossy interstage 
match. A separate DC supply is used for each 
stage to improve stability and allow the interstage 
to be "tuned" for max gain and power. Separate 
source grounding pads and ground bonds are used 
to improve high frequency stability. The die size is 
approximately 0.44 mm (17.3 mils) by 0.36 mm 
(14.2 mils). 

In an application, the PA is simple to use. The DC 
supply must be applied to two pins. These pins 
must be RF isolated to prevent unwanted feedback 
from leaking between stages. The output choke 
and DC blocking capacitor must be large enough 
and of enough quality as to prevent any 
interference in the application frequency. The 
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inductor/choke to the input stage must be chosen 
as to set the input match. Typical values for this 
inductor are in the 1 to 6 nH range, depending on 
the application frequency. For example, a 2.2nH 
inductor is used for 2.4 Ghz ISM band power 
amplifier. A small amount of shunt capacitance 
(0.5 to 2 pF) can be used on the output to improve 
Power-added-efficiency for high power 
applications. A typical application circuit is shown 
in Figure 6. Typical performance data is shown in 
Figures 7 and 8. 
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Figure 7. Typical Gain and Power of the 3V PA 
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Rwr In (ail) 
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5 

Figure 8. Typical Power, IP3, PAE of the 3V PA at 
2.4 Ghz and 3.0 Volt supply. 

VARIABLE GAIN AMPLIFIER 

The VGA development is a departure from the rest 
of the SC70 GaAs family. The 3V DC is supplied 
through the RF output pin. Input and Output are 
partially matched to 50 (3:1 VSWR), but are 
easily matched with a single inductor. Bandwidth is 
0.5 to 4.0 Ghz. Gain can be varied over 20 dB with 
the simple application of a POSITIVE voltage (no 
current) to one of the SC70 pins. A +2.0V or 
greater voltage will achieve maximum gain state 
(+10 dB). A +1.0V or less will achieve maximum 
attenuation (- 12 dB). Control voltage between 
+1.0V and +2.0V will select any gain state 
between these limits. This VGA is unique in the 
fact that no matter what gain state is chosen, DC 
current, linearity, and I/O match remains constant 
and stable. 

The topology for the VGA was selected for it's 
integrated compactness as well as it's 
performance. A schematic is shown in Figure 9. 
The first stage consists of a heavily feedback 
common source FET with an integrated source 
bypass capacitor and bias setting current source. 
The second stage consists of two FETs in series 
configured with zero drain-to-source voltage so 
that they are essentially voltage controlled 
resistors. DC blocking capacitors and a voltage 
divider is employed to allow the drain/source 
voltage to be set to 2V from a 3V supply. This 
allows the control voltage for maximum attenuation 
be set at 1V (- 1V gate-to-source), well beyond the 
-0.5V PHEMT FET pinch-off voltage. The last 
stage is again a heavily feedback common source 
FET utilizing an external source capacitor and 
integrated current source. 

Realization of the VGA is shown in Figure 10. The 
die measured only 0.45mm by 0.45 mm. The VGA 
can be placed in even our smallest IC package 
(SC-70 or SOT-363 package). Figure 11 shows 
measured data of the VGA demonstrating the gain 
control over control voltage. 

Figure 12 shows the input IP3 (3rd order intercept 
point) and gain/attenuation verses control voltage. 
One of the only disappointing aspect of this MMIC 
is that the IP3 takes a noticeable reduction in 
performance just as the attenuating FETs reach 
full pinch-off. It is postulated that this highly 
linearity unstable state is caused by the FET in 
reaching at or near pinch-off. For this reason, this 
VGA will likely never be released in this form. 
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Figure 9. Schematic of the new 3V VGA 

Figure 10. Photograph of VGA as fabricated. 

CONCLUSION 

This paper has presented three GaAs PHEMT 
MMICs designed for usage in the SC-70 package. 
The LNA and PA are fully functional and will be 
offered to sale for commercial application in early 
1997. The VGA will not be released for sale in it's 
present form. 
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Figure 11. VGA typical package gain/attenuation. 
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Figure 12. Input 1P3 and Gain vs Control Voltage 
for the PHEMT MMIC VGA. 

All these products are designed for low cost and 
high volume. They complement existing HP 
product lines and enable system designs to design 
smaller, lower cost, high performance wireless 
systems. Special thanks is extended to: Mike 
Frank, Kevin Negus, John Coward, Tuan Lam, 
Ruben Reyes, Julie Kessler, Tson-Ming Kao, Chris 
Pease, Chris Siu, and Gary Carr for their diligent 
work and contributions to these products. 
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A Family of 3-V Frequency Converters 
for 0.8-4-GHz Wireless Applications 

Chris Siu, Craig Hutchinson, Jim Wholey 

Hewlett-Packard Communications Components Division 

39201 Cherry Street 

Newark, CA 94560 

As the size of portable handsets continues to shrink, the use of smaller battery packs becomes 

more pervasive. Coupled with this trend is the need for low voltage operation, which has pushed 

semiconductor manufacturers to provide devices that can operate on voltages of 3 V or lower. 

This paper will present a family of frequency converters for wireless applications that can operate 

down to 2.7 V. This family, containing both upconverters and downconverters, uses some 

unique circuit topologies which will be discussed here. One member of this family is a double-

balanced downconverter utilizing on-chip baluns to achieve a conversion gain of 5 dB and an 

input IP3 of 0 dBm at 1.9 GHz. Another member of this family is a single-sideband upconverter 

that can generate a carrier at (L01+L02) or (L01-L02); the selection is made via a CMOS 

input. Thus, the part is ideally suited for emerging dual-mode phones that can operate at both 

900 MHz and 1.9 GHz. All parts in this family have a power-down feature that takes the supply 

current to below 10 pA. The ICs are manufactured using Hewlett-Packard's bipolar ISOSAT 

process, and are housed in MSOP-10 (Microwave Small Outline Package) plastic packages. 
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A Programmable Direct Sequence Spread 
Spectrum Pager Evaluation Board. 
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A lestract— 
In this paper, we present an evaluation environment 

built around the DIRAC, a Direct-sequence Integrated 
Receiver with ARMTel Core. The system allows for 
direct sequence spread spectrum communication using 
4 parallel channels with different codes of maximum 
length 1024. With a clock frequency of 30 MHz, the 
maximum chip rate is 1.8 Mchips/s per channel. 
A minimal functional system consists of the spread 

spectrum receiver ASIC, a program ROM, a data RAM 
and an analog to digital converter. In addition to these 
minimal requirements, the evaluation board presented 
here contains an ISA-interface, an RS-232 interface, a 
general purpose parallel port and multiple logic ana-
lyzer pods for soft- and hardware debugging. 
The large programmability of the functional blocks 

and the programmable core make the system very flex-
ible and compatible with a vast variety of receiver-only 
systems. 

I. INTRODUCTION 

The market of consumer electronic products is 
driven by the demand for devices which are small, 
cheap and consume little power, especially if they 
need to be portable. This can only be achieved 
by high integration, often in combination with the 
implementation of formerly analog functionality 
in a digital way. 
Although in the past, this did not apply to the 

satellite market because it was not oriented to-
wards mass consumer production, this situation 
is changing rapidly, as satellite based pager and 
telephone systems are emerging. 

In this context, the DIRAC ASIC [3] [4] was de-
veloped. The DIRAC integrates an ARM6 32-bit 

RISC pprocessor core together with customized 
DSP hardware, an SRAM for the spreading codes 
and a serial port. The DSP hardware consists 
of a band-limiting Squared Root Raised Cosine 
(SRRC) filter, an Intermediate Frequency (IF) 

down converter and a number of de-spreading 
correlators. 

The features of the ASIC are ideal for mobile 

communication terminals. The core offers the 
benefits of a standard programmable component, 
such as a short design time and programmability, 
as well as development tools, like a C-compiler, 
an assembler and a debugger. The customized 
hardware gives the chip the extra performance, 
which would be very hard to get from standard 

components at low cost and power. 
For easy evaluation of the DIRAC ASIC, a full 

size ISA compliant PC board has been developed 
which contains all necessary hardware to imple-

ment a pager application. In combination with 
application specific software, the DIRAC evalua-
tion board performs all down-conversion, demod-
ulation, de-spreading, frame extraction and user 

interface tasks which are necessary to convert an 
analog IF input signal to user data and transmit 
them over the serial port. 

In addition, the evaluation board facilitates de-
bugging by the provision of logic analyzer pods, 

allowing for convenient instruction disassembly. 
The ISA-interface allows to operate the user in-

terface, to download programs during the devel-
opment phase and to evaluate the receiver perfor-

mance by real-time evaluation of critical param-
eters of the embedded software. 
A general purpose parallel port is provided for 

controlling external devices, e.g. for program-
ming the frequency of an external RF down con-
verter. 

In section II, the industrial applications deliv-
ering the specifications for the system are ex-
plained. Next, the functionality of the DIRAC 
ASIC is discussed in section III. Then, the board 
hardware is outlined in section IV and the prob-

lem of receiver synchronization is explained in 
section V. In section VI conclusions are drawn. 
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II. APPLICATIONS 

A. The IRIS satellite application 

The driving application for the design of the 

DIRAC was IRIS, a system for Intercontinental 
Retrieval of Information via Satellite [ 1] put for-
ward by the European Space Agency (ESA). The 

service aims at world-wide non-real time deliv-
ery of messages to and from users equipped with 
small, low cost terminals operating in the VHF or 
UHF band, using one or more small Low Earth 
Orbit (LEO) satellites (figure 1). The system uses 
direct sequence spread spectrum in the down link 
as well as in the up link. 

U'is 

Fig. 1. DIRAC paging in the IRIS system. 

It is possible to subscribe to the system on a 
cheap paging only basis, or take full advantage 

of the alpha-numeric bi-directional communica-
tion capability. For the latter purpose, a specific 

transceiver ASIC, called ASTRA, has been devel-

oped [5]. 

B. The MSBN satellite application 

The Mobile Satellite Business Network 

(MSBN) [ 1] [2] is a program undertaken by 
the European Space Agency (ESA), to promote 
mobile satellite communications in Europe. It 

uses a multi-star network topology that is typ-
ically used for mobile fleet management. Each 

star consists out of a central point, the Fixed 
Earth Station (FES), from where a dispatcher 
can get in contact with his fleet of Mobile 

Earth Stations (MES). Furthermore, there is 
a Network Management Station (NMS) which 
synchronizes the different transmissions allowing 

a modulation technique called BLQS-CDMA 

(Band Limited Quasi Synchronous Code Division 
Multiple Access). All users are synchronized 
using a reference carrier that is permanently 
transmitted by the network management system. 
This technique increases the capacity of the 

network from 50 users to 124 users in each 1MHz 
satellite transponder band. It also removes the 
need for fast acquisition as the synchronization 
can be maintained even if the particular user is 

not receiving any messages. 

MES / 

II 
/ 

NMS 

Fig. 2. DIRAC paging in the MSBN system. 

The code length is 255. The symbol rate 
is 3400 symb/s with a 20 ms framing, permit-

ting a throughput of 6400 bits/s (QPSK). As 
in the previous application, the service addresses 

cheap receive only terminals as well as complete 

transceivers. 

C. Earth-based receiver-only applications 

Although the complexity and associated high 

cost exclude the DIRAC from being used in sim-
ple alpha-numeric pagers, the ASIC is well suited 

for reception of complex data streams, especially 
in highly ether polluted environments. This is the 
case for remote video surveillance in large plants 
with lots of industrial equipment like oil-refinery 
installations in the harbor area. Another appli-

cation area is the reception of data from numer-
ous sensors (e.g. gas-flow, water-pressure, air-
humidity) as parameters for process control. 
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Fig. 3. Architecture of the DIRAC. 

III. RECEIVER FUNCTIONALITY 

Fig. 3 shows the block diagram of the DIRAC. 
It consists of the ARM6 core, the VL16C550 
UART, the ARM interface and a number of ded-
icated interconnected DSP blocks, which will be 
described next. 

A. Input signal sampling and leveling 

The DIRAC requires an input signal with an 
intermediate frequency between 0 and 10 MHz. 
This signal is sampled with 8-bits resolution at a 
frequency of 8Mfchip, with M the oversampling 
factor and fchip the chip frequency. The sample 
frequency and the on-chip clock are derived from 
an external crystal by the Clock Generator NCO, 
according to the chip clock frequency parameter 
specified by the ARM core. 

Next, in the first stage of the receiver, the 
level of the signal is adapted in the gain control 
block (GC), in such a way that the full 8-bit dy-
namic range at the input of the down-converter is 
used, hence reducing the down-converters numer-
ical noise. The gain factor is a parameter which 
can be set by the ARM core, allowing to imple-
ment an automatic gain control (AGC) mecha-

nism. 

B. Down-conversion and decimation 

In the down-converter the signal is quadrature 
down-converted to baseband with an I and a Q 

local carrier extracted from a CORDIC, with pro-
grammable frequency. Because of the digital im-

plementation, the frequency is very accurate and 
there is no settling time. This allows the down 
converter to eliminate Doppler shifts or frequency 

offsets originating from the radio link. The fre-
quency and the phase of the local oscillator are 
parameters which can be controlled in real time 
by the software running on the ARM. 
The resulting complex signal is down-sampled 

by the variable decimator to a rate of 8 com-

plex samples per chip. The decimator allows to 
choose the spreading rates and the intermediate 
frequency of the incoming signal independently. 
Suppose the input signal is at an intermediate fre-
quency ff. In order to satisfy Nyquist's criterion, 
this signal has to be sampled at a rate above 2fif. 
Because the sample rate is given by 8Mfehip, the 
decimation factor M allows to achieve high fif 

even at low fchip. 
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C. Filtering and de-spreading 

The decimated samples are fed into the Chip 
Matched Filter (CMF), which is a Square Rooted 
Raised Cosine (SRRC) filter with a roll-off of 0.4. 
It has a SNR of 40 dB and a spurious response 
suppression of 50 dBc. The 34-tap CMF realizes 
a down-sampling with a factor 2, down to 4 times 
the chip frequency. The quality of this filter al-

lows the usage of simpler analog filters in the RF 

front-end. 
The CMF samples are consumed in a dual de-

spreader structure, de-spreading a pilot (refer-
ence) channel and a traffic (information) chan-

nel. This allows the use of synchronous CDMA. 
The correlations calculated, for both the I and 

the Q branch are with the pilot I-code, the pilot 
Q-code, the traffic I-code, the traffic Q-code, an 
early correlation with the pilot I-code and finally 
a late correlation with the pilot I-code. The sig-
nal strength estimator (SSE) calculates the sum 

of the absolute values of both the I and the Q 

branch. This yields a total of 12 real correlation 
and 2 SSE values. The local de-spreading codes 
are stored in an on-chip RAM and can have a 
length between 1 and 1024, which results in a 
maximum processing gain of 30.1dB. The RAM 

stores 4 codes, two for the pilot's I and Q branches 
and two for the traffic's. These codes can be 
swapped at runtime. The 4 codes can be corre-
lated with the data-stream at a rate of 1.8Mc/s, 
resulting in a maximum chip rate of 4*1.8Mc/s. 

D. Interface Architecture 

The ARM communicates with the DSP accel-
erators via its interface. The latter can store 12 
correlations and 2 SSE values, all 16 bit wide, and 
14 parameters of different length controlling the 
DSP hardware, e.g. carrier frequency and phase, 

decimating factor, GC value. 
This allows ARM I/O without wait-states, 

leaving a maximum of cycles for the users algo-

rithms. 

IV. EVALUATION BOARD HARDWARE 

Fig. 4 shows the block diagram and physical 

layout of the PC evaluation board. 

A. PCB components 

In the upper left corner of the board a DB9 con-

nector and DC-DC conversion hardware are pro-
vided which allow connecting the on chip UART 

to external devices using a standard RS-232 serial 
interface. Further down, a coaxial input feeds the 
spread spectrum IF signal to the analog to dig-
ital converter (ADC), which is connected to the 

DIRAC via a dedicated 8 bit bus. 
At the left center, a Field Programmable Gate 

Array (FPGA) can be found, which implements 
a 16 bit ISA interface. It also handles ISA in-
terrupts and provides DMA support. The FPGA 
can be programmed from an EPROM at boot-

time, or from a host via a serial interface. The 

programming mode is controlled by the switch on 
the lower left corner. In addition, tri-state buffers 
make the physical interconnection with the ISA-
bus, as a safety barrier against faulty program-

ming. Below, a pair of 8-bit FIFOs with a depth 
of 1024, acting as a single 16-bit wide device, has 
been provided for outgoing data. This allows zero 
wait states for the DIRAC when writing to the in-
terface. It also makes it possible to write all the 
correlation values for real-time display and de-
bugging purposes to the ISA-bus without having 

to wait. 
Below the FIF0s, a fast 133 MHz Electrical 

Erasable Programmable Logic Device (EEPLD) 

takes care of the address decoding for the mem-
ory mapped components, as well as the ARM in-
terrupt priority decoding and the signal level con-
trol during the booting sequence. The in system 
programmability capability offers a very fast and 
convenient way to implement changes to the be-

havior of the EEPLD. 
At the bottom to the right of the center, the 

DIRAC is located, clocked by a 30 MHz refer-
ence clock. To assure a stable address during a 
complete clock cycle, the address bus is latched. 

A 32 bit wide data bus is used for communica-
tion with 128k words 1 wait state static RAM (20 
ns) and with 128k words of EPROM (70 ns) con-
taining the debugger software and the user pro-
gram. Both memories are composed out of 8-bit 
wide components. The user program is copied to 
RAM at boot time, but the debugger is accessed 

directly from EPROM. 
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Fig. 4. Evaluation board diagram 

At the right, a separate 8 bit parallel input and 
output bus for communication with external de-
vices, as well as 6 programmable LEDs for visual 
feedback have been provided. The address de-

coding to access the ports is performed by the 
FPGA. 

Finally, seven 20-pin logic analyzer PODS al-
low for easy access to the processor's control lines, 
data & address bus, the sampled ADC data out-

put and a number of signals to monitor the oper-
ation on the ISA-bus. 

B. The ISA interface 

The internal structure of the ISA-interface is 
shown in Fig. 5. It consists of two sets of three 
8-bit registers. The first register if for status feed-

back, the second for data storage and the third for 
controlling the internal behavior. For readability, 
the drawing has been simplified by removing the 

internal logic for updating the flags of the status 
registers as well as for generating interrupts. 
The interface access is controlled by a 2 bit 

wide address bus, a pair of read and write lines 
and a chip select signal indicating when the data 
on the former lines is valid. 
Viewed from the ARM-bus, the ISA-interface 

consists of a separate PC-data register for input 

and an ARM-data register for output, which are 

mapped to the same address. Writing to the 
ARM-data register will set the data output avail-
able (DOAV) bit in the PC-status register. When 
the interrupt to the PC is not masked, it will also 
generate an interrupt request (IRQ#). To check 
what caused the interrupt, the PC has to evalu-

ate the contents of the PC-status register. The 
DOAV bit will be cleared when the PC reads the 
ARM-data register and will cause the data out-
put acknowledge bit to be set in the ARM-status 
register (DOACK), informing the ARM that the 
data has been read. The DOACK bit is cleared 
again on the occasion of a subsequent write to the 
ARM-data register. 
A similar mechanism is used for writing from 

the PC-side. 
This type of 1 line deep memory interface is 

well suited for polled or interrupt driven user in-
terface interaction. For debugging purposes of 
large chunks of data, without sacrificing the per-
formance of the program running on the ARM, 
data can be written to the 1024x16-bit FIFO. To 
allow zero wait state interaction, the FIFO ad-
dress is decoded by the EEPLD and not by the 
FPGA. From the ISA-interface, reading is per-
formed through the FPGA. Depending on the 
needs, an interrupt can be generated on not-
empty, half-full or full conditions or a polling 
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mechanism can be used to check the contents of 

the PC-status register. 
The cmd register is read/write, which allows 

to check the settings which influence the internal 
behavior. The status register is read-only as the 

contents are completely dependent on the opera-
tions that occurred on the interface. 

V. RECEIVER SYNCHRONIZATION 

A. Definition 

Synchronization is a 3 step sequential process 
of acquisition, tracking and framing. Through ac-
quisition a course synchronization of the local car-

rier and de-spreading code is obtained. Directly 
following the acquisition, tracking locks or fine 

tunes the local carrier and code to obtain almost 
perfect synchronization. Next, framing locates 
the data packet starting point which makes it pos-
sible to start interpreting the incoming data. 
The synchronization is performed in software 

and is one of the major tasks of the ARM, next 
to the user-interface implementation. 
The working principle is explained in the state 

diagram of Fig. 6. 
In the unlocked state, the received code is 

totally uncorrelated with the locally generated 
code. After acquisition, both codes are aligned 

or locked. In this new state, the tracking and 

trarneheader 
not found 

process 

data 

(unlockedD 
acqu sition 

code 
acquired 

1 

locked 
track it 

detect frame 

frameheader I 
detected 

framed 
track it 

verify frame 

error: 
framelength 
exceeded 

error 
wrong 

frarneheader 

valid lrameheader 

Fig. 6. Synchronization process state diagram 

framing routines are executed on interrupt driven 
basis at every de-spread symbol, trying to detect 
the start of the frame. The moment the frame 
header is detected, the system moves on to the 

framed state. However, if the header was not 
found within 1 frame length, the system returns 
to the unlocked state. In the framed state, the 

data bits are passed on to the users application 
for interpretation. Tracking and framing are exe-
cuted at every de-spread symbol. If the verifica-
tion of the frame header at the expected position 

is successful, the system persists in this state. If 
not, it backtracks one level to the locked state. 

In the next two sections, the acquisition and 
tracking procedures are explained in detail. 

B. Acquisition 

First, synchronization of the local and the re-

ceived carrier is obtained by means of an FFT on 
the correlated data. Because of the low bit rate 
(typically 4800 bits/s), the frequency window is 
small (2.4 kHz). If this is not sufficient, multi-
ple FFTs at subsequent local carrier frequencies 

must be performed. 
Second, the code is acquired by means of a a 

sliding correlator. In this mechanism, the correla-

tion peak is located for the programmed param-
eter set by shifting the pn code with steps of 1/2 

chip over the received signal, storing the position 
of the maximal correlation value. At the end of 

this operation the pn-code is shifted to the loca-
tion of the peak and the locked state is assumed. 
The minimal acquisition time is determined by 

the pn-code length, the precision and the number 
of correlators. In this case three correlations are 

performed simultaneously with 1/2 step resolu-
tion ( Early, Middle, Late), leading to an average 
acquisition time of 2 * (pn-code length) / 3 chips. 
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C. Tracking 

For tracking, the IF carrier frequency and the 
chip frequency must be fine tuned. How this is 
achieved is schematically shown in Fig. 7. At the 
left side, the incoming signal is sampled by the 
ADC. The sampling frequency is generated by 
the clock generator Numerical Controlled Oscil-
lator (NCO) in the lower left corner. The IF car-
rier frequency is generated by the IF NCO, which 
takes its reference clock from the the first NCO. 
The correlators run at fchip which is directly re-

lated to the sampling clock by a factor 1/8. Six 
correlators are shown: A complex correlator for 

I, one for Q and an Early (- 1/2 chip) and Late 
(+1/2 chip) correlation with I. The correlation 

values are used to control the respective NCOs 
by means of a feedback control loop implemented 
in software. 
The outer loop uses 3 correlation values shifted 

over 1/2 chip to control the chip frequency. The 
difference in the early (Ie) and late (I1) correla-
tion values is used as input to a DLL, which incre-
ments or decrements the sampling frequency. It 
can be seen intuitively that shifting the sampling 
instance will shift the middle correlation value (Ii) 
exactly to the top of the correlation peak. 
The inner loop adjusts the IF carrier frequency 

to avoid any resulting modulation in the down 

DLL 

converted signal. As modulation shows up in the 
correlation plot as a rotation of the I-Q vector 
constellation over time, the phase difference be-
tween two subsequent correlations of I gives an 

indication of the carrier offset. The relative angle 
between the current and the former correlation of 
I can thus be used as an input to a PLL which ad-
justs the down conversion frequency accordingly 

to obtain zero phase shift. The absolute position 
of the I and Q vector must be corrected by an 
additional software rotation to the origin. 

W . CONCLUSIONS 

A direct sequence spread spectrum evaluation 
board has been developed which accepts an ana-
log low IF signal and demodulates it into a digital 
data stream. Due to the high programmability 
and the extensive debugging facilities, the system 
allows for real time performance evaluation of dif-
ferent modulation schemes, pseudo noise codes 
and code lengths, as well as various acquisition 
and tracking schemes. The ISA-interface assures 
PC-compatibility and provides high speed and 
convenient access for programming and debug-

ging. 
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I. ABSTRACT 
The recent availability of the PCS 

(Personal Communications Service) in the 1.8 to 

2.0 GHz frequency band has created a demand 
for high power linear solid state amplifier 
devices operating in this frequency range. The 

requirement is for Base station amplifiers which 
provide power in the order of 100 Watts with 
low Spectral Regrowth for GSM, TDMA and 
CDMA service. Available solid state power 
amplifier devices, GaAs MESFET, Silicon 
BiPolar transistor and the MOSFET are 

described and compared. 

II. INTRODUCTION 
The paper will describe the solid state 

device technology available for use by high power 
linear base station amplifier designers. The available 

devices include the GaAs FET amplifier and the 
Silicon MOSFET amplifier. 

The application of solid state devices in 

the design of linear power amplifiers in the 1900 
MHZ PCS band is discussed. Applications include 
base station linear amplifiers for the GSM (Global 

System for Mobile Communications), NADC 
(North American Digital Cellular), TDMA (Time 
Division Multiple Access), and CDMA (Code 
Division Multiple Access) systems. 
Devices available to the designer include: 

GaAs FET (MESFET) amplifier 

Silicon BiPolar transistors 

Silicon MOSFET transistors 

This presentation provides a detailed look 
at some of the most recent high power BiPolar 
transistors and their capability to perform in line 

with the demands of the PCS system. The BiPolar 
transistors discussed are a high power Class A 

driver with 12 Watts at PI dB and a Class AB 
transistor with 60 Watts at PI dB. A basic module 
using the 12 Watt part to drive the 60 Watt 
transistor is evaluated. 

III. GaAs FET (MESFET) Devices 
3.1 GaAs FET -- advantages Since the 

introduction of the power GaAs FET on 1973, it has 
excelled as a RF power amplifier when compared to 
all other technologies. It exhibits the highest gain, 
highest power added efficiency and highest power 
output available at microwave frequencies. The 
basic physical properties which Gallium Arsenide 
possess allow it to have very high majority carrier 
mobility, therefore high gain-bandwidth products 
are realizable. These basic properties will allow the 
GaAs FET to remain the leader of the solid state 
microwave power amplifier devices. The nearest 
silicon class of competitors include the Silicon 
BiPolar transistor and the Silicon MOSFET. 

The GaAs FET amplifier also has very low 
distortion characteristics. This is true since the 
device is typically biased in the Class A mode of 
operation; i.e., 360 degree drain conduction angle. 
Class A operation allows for a non switching, low 

cross over distortion mode of operation. Only when 
the amplifier is operated near the 1 dB compression 
point, is the device in the partial cutoff mode. This 

is termed the Class AB mode, when the conduction 

angle is less than 360 degrees and is typically more 
than 270 degrees. 

Power GaAs FET Linearity is usually listed on 
the data sheet as a curve of Output Power vs Input 

Power. The curve for the Fujitsu Model FLL300IL-

1 is shown below: 
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The physical properties of the gallium arsenide 
material allow amplifiers to be designed using a low 
power supply voltage, typically 8 to 10 Volts. Fully 

Integrated small signal receiver units can be 
designed to operate using a supply as low as 2 to 3 
Volts with exceptional noise figure and very 

attractive gain per stage. Most all Microwave 
receivers use the GaAs FET - MMIC - technology 
at this time, including the popular 900 MHZ cellular 

radios. 

3.2 GaAs FET --Disadvantages 
The very feature, low supply Voltage, which 

make the GaAs FET desirable as a lower power, low 
noise figure amplifier reduces the performance as a 
high power amplifier. The fact that it must be 
operated at a low power supply Voltage demand 

very high currents and therefore very high current 
density in the package and outputs circuits. At a 

given power level the output impedance of the drain 
becomes very low thus limiting the bandwidth. 
Required matching stages become more 

sophisticated. 
The amplifier is generally limited to Class A 

mode of operation because of the low gate-drain 
junction breakdown voltage, typically less than 5 
Volts. When the amplifier is driven with power 
levels that approach the 1 dB saturation level and 
therefore approaching the class AB mode, the gate 

junction will start to conduct and gate currents will 
flow. This current can damage a high frequency 

MESFET because of the very fine lithography used 
in the fabrication. The current density in the metal 

feeds can be excessive. 

The GaAs FET amplifier chip configuration 
allows lower power density. The GaAs FET utilizes 
a lateral geometry. This lateral geometry does not 

allow the high-power density that an equivalent 
BiPolar device can utilize. The power dissipation is 
located on the surface of the chip and GaAs is a 
poorer thermal conductor, thereby requiring a very 

thin chip. The thickness, for better thermal 
conduction, is typically about 25 microns, the 
thinner material is more difficult to handle through 
the assembly process as the chip gets larger, thereby 
forcing the designer to work with lower power per 
chip, more chips in the package for a given power 

level. The GaAs process technology incorporates 
sub-micron dimensions and air insulated metal 
bridges. This forces very tight photolithographic 
processing and wafers which are susceptible to 

surface damage in subsequent processes. 

The GaAs FET amplifier requires tender 
loving care in order to maintain full performance 
and not have it 'self destruct'. The circuit designer 
must incorporate a tight control of the gate bias as 

part of the overall design. 

The GaAs FET amplifier cannot really be 

operated in a low conduction angle, high efficiency 

mode of operation. 

High Price. For a variety of reasons, the GaAs 
FET amplifier device commands a substantially 
higher price than the Silicon BiPolar transistor. 
One reason has been the price and availability of the 
basic Gallium Arsenide wafers. This material is 

more difficult to produce in the high purity state 
required for fabrication of the devices compared to 
the relatively common Silicon wafers. The 

processing of the GaAs wafers is more complex and 
likely more expensive, the assembly of the final 
transistor requires elaborate handling and therefore 

more expensive. These items add to the overall cost 

of the finished device. 

206 



g 
I-

IV. SILICON BiPolar 

Transistors 

4.1 SILICON BiPolar Advantages 

The 2.0 GHz Silicon BiPolar device is now 
competitive with GaAs FET devices! Power Gain 
is nearly equal and Supply Voltage is Higher - 
providing products with much higher power levels. 
Power Gain is still lower than the GaAs FET but 
has improved in the past year - yielding 9 to 10 dB 

available at 60 Watts class AB. PldB exceeds 60 
Watts Class AB at 2.0 GHz using a 25 Volt power 
supply . 12 Watts of Class A power is available 
from the 1920Al2 yielding better than 10 dB 
power gain. Power efficiency is also very near to 
the GaAs FET device. 

The Silicon BiPolar transistor CAN be 

operated in a cutoff mode. (The GaAs FET 
amplifier can require tender loving care when 
driven into the Class AB mode of operation.) This 
allows Class AB, Class B, and Class C operation. 
Class AB operation allows higher power output 
than Class A mode with the same size 
semiconductor chip. Class C mode of operation is 
available for use with some GSM application 
resulting in very high power where the requirement 
for low distortion is less demanding. 
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Allowable BiPolar transistor power density is 
higher than the GaAs FET design. Due to the fact 
that BiPolar current flow is vertical through the bulk 
material, BiPolar transistors can produce very high 
power density, resulting in reduced package size 
for the same power device. Silicon chip sizes are 
larger, therefore fewer chips are required in a high 
power transistor. The GaAs FET is a lateral design, 
the device is formed along the surface of the 
material. 

The Silicon BiPolar transistor generates 
lower phase noise than the GaAs FET. This fact 
makes the BiPolar valuable for use as a power 
oscillator. As early as 1986 a BiPolar power 
oscillator transistor had been produced with a 
fundamental oscillation (f.) frequency of 26 GHz. 
It was useful because of the very low spectral noise 
power near the carrier frequency. 

High junction breakdowns allow higher 
power supply voltages. Power supply voltage equal 
to 28 Volts is typical, and 35 Volts is practical. 
Higher output impedances is the result, allowing 
wider bandwidth. Reduced collector current results 
in a less bulky power supply requirement at similar 
RF power levels. 

Silicon as a material has been in production for 
nearly 50 years and is well understood. The 
performance and reliability capability of Silicon is 
well documented and a number of suppliers are on 
the market with product. The availability and cost 
weigh in favor of Silicon as the base material. 

Advances in fabrication techniques resulting in 
submicron lithography, are allowing higher gain 
and efficiency BiPolar devices to be produced. At 
the same time new Class A BiPolar devices are 
being introduced that make use of these advances. 

4.2 SILICON BiPolar - 

Disadvantages 

Small Signal Gain - The silicon BiPolar is 
inherently a lower gain structure - it will always 
have a Small Signal gain which is less than the 
GaAs MESFET device. 
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Limited Dynamic Range - The Silicon BiPolar 
will have a dynamic range which is of the order of 8 
dB when operated Class AB - does not have this 

restriction when operated Class A. 
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Higher Voltage of Operation - The Silicon 

BiPolar is of limited use under 5 Volts - however 
designs can be made to operate at Voltages as high 

as 35 Volts. 



VI. PCS Linear Device Performance - 

BiPolar 
6.1 - 12 Watt Class A Amplifier 

L' LLJ 1.-,t_uttaLL.n.:Étr2k 
tegpaifflasmaanommiummuum 

CH. TECHNOLOGY 1920A 12 i 

Fig 5. 1920Al2-- BiPolar Class AB 

Transistor 

The 12 Watt Class A transistor consists of 32 

active Cell pairs - each capable of approximately 

one half watt output. In addition, the transistor 
includes a two step input match and a collector 
resonant output match. The transistor will operate 

over the entire 200 MHz bandwidth. 

Fig 6. 1920Al2 Class A test circuit schematic 
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Linearity tests have been conducted with the 
transistor in a single stage test fixture. The results 
have been compared - both using the Noise Corn 
CDMA Simulator and the HP Channel Power tests. 

The results confirm that the performance of the 
Class A BiPolar is very close to the GaAs 
MESFET. 
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Fig 7. Spectral Regrowth of 1920Al2 at 2.5 

Watt Power Average - using Noise Corn CDMA 

Simulator. 

6.2 35 Watt Class AB stage - 

1920AB35 

High power Class AB transistors are used in 
the final stages of the linear amplifier. A broadband 

part for the application at the 35 Watt level is the 
1920AB35. The broadband circuit for this device. 



Fig8. Test Circuit for 1920AB35 

Tests under the CDMA modulation scheme 
have yielded quite good performance as shown by 
the following figure. The drive source was very 
clean and the noise power is measured in the 30 kHz 

channels shown. 
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Fig 9. CDMA Adjacent Channel Power for 
1920AB35 driven by SA1056 Amp, power level is 8 

Watts average. 

The CDMA Adjacent Channel Power is shown 
to be-45.2 dBc when 750 kHz from the center of the 

1.23 MHz channel. 

6.3 The 60 Watt 25 Volt Power 

Module 
A high power amplifier may consist of several 

transistors combined in the final stage. One 
approach is to build a module consisting of a Class 

A driver and high power Class AB final stage. This 
module is combined in an array of four for a high 

power sub assembly. 

1.2 Watt 

6 Watt 

25 Volts 

12 Watt  60 Watt 

200 Watt PEP 

111111 
1920Al2 1920A1360 

The example shown consists of a combined set of lout (4) modules. 

Fig 10. Example High Power Amplifier 

Measurements have been made on a single 

module for Adjacent Channel Power. This module 
consisted of a single 12 Watt Class A transistor 
stage driving a single 60 Watt Class AB 
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amplifier - 1920Al2 driving 1920AB60, driven by 

SA1056. Power Level at 18 Watts Average. 
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REFERENCES 
VII. LDMOS Transistor capability 

The latest information presented at the IEDM 

shows the Intermodulation distortion provide for a 
30 Watt LDMOS transistor. The data shows that it 
has a response similar to that of the BiPolar 
transistor. 
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VIII. SUMMARY 

Silicon Power Transistors - both BiPolar and 
LDMOS have improved the ability to handle linear 
amplification requirements over the past few years 
and through design and process techniques, have 
greatly reduced the 'GAP' with the historic GaAs 
MESFET devices to where they are now a viable 
candidate. 

System designers now have a Silicon Solution 
to the challenge for developing Linear High Power 
amplifiers for use in CDMA and other PCS 
applications. 
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VPSK MODULATION ON FM SUBCARRIERS 
Bohdan Stryzak 

Chief Engineer, Pegasus Data Systems 

Middlesex, N.J.,08846 

ABSTRACT. 

Data can be transmitted over FM subcarriers 
at 196 Kb/s by using a patented (6) "Biphase" 
code at baseband. The bandwidth required is 
20 KHz, extending from 78 to 98 KHz in the 
detected FM baseband. The method operates 
error free with a 15 dB S/N ratio in the filtered 
off subcarrier band. Special extremely linear 
filters are required throughout - at RF, IF and 
baseband- to prevent main carrier bleed 
through. The encoding method, which 

compresses data to 10 bits/sec/Hz, is described 
as well as the ultra-linear filters and the linear 
detector circuit. 

Biphase data encoding is well known in the 
industry, but under appreciated Manchester 
encoding, which is used with ETHERNET is 
one example. Miller or MFM encoding used in 
disk recording is another. The "Slip Codes" 
are a patented variation of MFM 

1 bit cat ---)11.0+41111E—  1 bit cell 

o• 

2TC 

I SO. 

I 2 3 4 3 6 e 
2 3 4 5 6 7 II 

The slip code used in the FM-SCA system to 
be described is the 6,7,8 code. Fig. 1 shows 
the "eye" pattern for 6,7,8 slip coding. The 
rules are: 

1)If there is no change from the previous bit, 
the polarity or phase is changed after one 

normal bit width.( 6/6 bit width.) 

2) If there is a change from the previous bit, 
from a 1 to a 0, or 0 to 1, the bit width is 
stretched 1/6 and the transition occurs after 

7/6 bit width 

3) After 4 changes, if there is a 101 data 
pattern in the pipeline, the bit width is 
stretched by 2/6 and the transition occurs after 
8/6 bit width 

This latter change resets all internal counters in 

the encoder and decoder chips and starts the 
patterns anew. Due to the stretching, the data 
comes in slower than it goes out of the 
decoder, so there will soon be a slipped or 
missed bit. This bit is always a 0, so the 
decoder inserts this missing bit and sets the 
present bit to a one. The name "slip code" 
comes from this slipped or added bit 

The bandwidth efficiency and modulation error 
angle of this encoding method are given by the 
formulas: 

2.2 12 (m + 1) 1  
Q 

n Bits/sec/Hz 

It 

2 (m + 1) Radians 

This is a phase angle modulation method, with 
a phase change of approximately pi/6 radians, 
or 30 degrees per zero crossing change The 
error angle p is given in the lower equation. 
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The spectrum of this biphase code centers 
around . 45 Bit Rate. ( It extends from .5 BR 
to .4 BR at the -26dB points). The space at 
baseband below .4 BR is not used by this 
coding method and therefor is available to pass 
the main channel information of an FM signal. 

Only minimal filtering is required at the 
transmitter to keep any low level energy from 
the subcarrier out of the main channels. The 
spectrum is shown in Fig. 2. 

o 

-26 

78 KHZ 88 KHZ 98 KHZ 

The FCC requires that subcarriers be 20 dB or 
more below the main carrier so the receiver 
will require that all main carrier energy be 
suppressed by about 40 dB. This is 
accomplished with a FIR filter at Baseband 
which has a very flat differential group delay. 

RF and IF filters must be extremely phase 
linear so that there is a minimum of distortion 
due to the FM excursions which would distort 
the baseband signal. As mentioned, the 
modulation angle for 6,7,8 coding is 30 
degrees and the error angle is 15 degrees. The 
distortion from the main channel must 
obviously be kept below this amount. 

Fortunately there is a phase noise reduction 
factor "R" that will be discussed later which 
helps in this regard. 

It can be shown that two LC circuits operated 
in parallel and stagger tuned so that the -3B 

response points of the two overlap, will have 
a flat group delay response between the two 
outer -3dB points. Ordinary cascaded LC 
filters do not exhibit a flat group delay, so they 
cannot be used. The filter must have a 

BESSEL response. The RF and IF filters are 
shown in Fig. 3. 

Fig. 3. Bessel Response Filter. 

A little known, or at least little noticed, 
characteristic of a ferrite bead is that once the 

permeability knee is passed the permeability 
decreases with frequency, hence the reactance 

is nearly constant 

Figure 4 shows a detector circuit in which this 
principle is used. The LR network provides a 
constant phase shift with frequency to provide 
a reference signal to a phase detector. The 
upper portion of the circuit in Figure 4 is the 
same as that for the IF amplifier, Fig. 3, where 
there is a very linear phase change with 
frequency. This is matched with a constant 
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phase from the ferrites in a phase detector to 
provide an FM detector which is free of the 

usual S curve distortion 

90 PHASE 
SHIFT 

resulting in a 20 dB S/N at the subcarrier level, 
then the second part would also decrease the 
phase noise. It can be measured directly by 
using two CW signal generators in the 
bandpass of the filter. In this case it should 
have been the same as the power ratio (5/1), 
but actually turns out to measure about 4.5 to 

1, or almost exactly the value 1/beta from the 
equation above. 

Best's equation can be restated as-

[7qAC86] (i) Noise Improvement= QR C/N 

Where R = Nyquist BW/Noise BW 

The baseband signal from an FM receiver is 
analogous to that of a servo mechanism or 
PLL circuit with a given AM noise ratio and a 
narrow band PLL loop filter. The bandwidth 
needed to pass a wide deviation FM signal is 
much greater than the audio equivalent. A 
substantial noise reduction and phase angle 
improvement can be realized by using a PLL 
as part of the FM detector. In this case a FIR 
filter replaces the loop filter by providing a 
very narrow response band at the upper limit 
of the total bandpass. This situation has been 
analyzed by Best (3) who derives the equation: 

noise Improvement 
= (Pin/Pout)(Nyquist BW/noise BW)C/N 

Pin/Pout is obviously the Nyquist bandwidth 
ratio before and after filtering. In this case 100 
KHz/20KHz. It is a noise power improvement. 
But note the second part which is the Nyquist 
BW/Filter BW, the same as Pi/Po, but this is a 
totally independent number, the phase noise 
improvement, as opposed to the noise power 
improvement If the bandpass filter reduced 
the main channel AM interference by 40 dB, 

The post detection SNR can be determined 

from the formula 

SNR= 13 2 QR Eb/n 

Where Q above is the power ratio and R has 
the same value ( Both equal 5).Beta = 22 

SNR = ( 05)25Eb/n = 1.25 Eb/n = 1.25 C/N 

Those familiar with modulation methods will 
recognize that this figure is 50% better than 
that obtained using BPSK modulation, which 
has no bandwidth compression in bits/sec/Hz, 
and much better than that which could be 
obtained using FM, QPSK, MPSK or QAM 

In case one is inclined to gloss over the R 
factor with a Ho-Hum, they should take 
another look. 

A normal FM/FM subcarrier at 67 or 92 KHz 
has a modulation index less than 1. Under the 
best of conditions, the maximum data rate 
obtainable is about 20-22 KHz. The subcarrier 
is an NRZ Line Coded signal, with its carrier 
at the center. The R factor = 1. The Nyquist 
BW and noise bandwidth are the same, hence 
there is no R factor improvement. 
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Using VPSK modulation at baseband, there is 
no carrier. Zero Hz of the 100KHz total FM 
baseband replaces it. The data modulation is a 
group of high frequencies with the same status 
as the L+R baseband, but at a lower 
modulation injection level. The ideal filter 
noise bandwidth for the data modulation is 20 
KHz. 

100/20 = 5 = R. This is a 7 dB improvement 
over an FM/FM subcarrier, while increasing 
the data rate by 10/1. This gain makes up for 
the loss due to bandwidth compression. 

The signal to noise ratio required for a bit 
error rate of one in one million using an 
FM/FM subcarrier is slightly more than 13 dB. 
The S/N ratio for baseband VPSK at the same 
BER is around 8 dB 

In comparison, VPSK has a 5 dB S/N ratio 
advantage over an FM/FM subcarrier, which 
would be significant even if there were no 
huge data rate advantage. 

To obtain an equivalent error rate using QAM 
in the manner used for V.34 telephone 
modems, a CNR of over 40 dB would be 
required, while the 6,7,8 code needs only 8-9 
dB ( 10-6 BER). The QAM method cannot be 
limited and the phase errors, if over 1 or 2 
degrees, could be disastrous. Also note that 
QAM centers around its own carrier, although 
suppressed, and the R effect does not apply, 
losing another 7 dB. 

The "slip code" receiver requires a baseband 
filter that has a flat group delay.(BESSEL 
response) Such filters are possible using LC 
high and low pass filters and traps, but the 
digital FIR filter is preferred. The noise BW 
of the filter should be as narrow as possible, 
since the S/N degrades with the square of the 
excess filter BW However, a filter which is 
optimally narrow requires too many taps, so a 

compromise must be made by accepting a filter 
somewhat wider than ideal. 

Another factor also enters the design problem. 
The filter must respond to a very narrow phase 

change, which dictates that it must be an "over 
sampled" FIR bandpass filter. The filter is over 
sampled at a 60X rate, ie. at 12 MHZ. This is 

beyond the capability of most DSPs, so an 
FPGA chip is used. This adds somewhat to 
the complexity. Or, one could say it is not a 
$2.00 filter. The added cost is acceptable 
however in a commercial device such as an 
FM-SCA receiver. 

Amplitude 

70 KHZ 110 KHZ 

Fig. 5 shows the characteristics of the FIR 
bandpass filter. Amplitude, Phase and Group 
delay are plotted. 

Fig. 6 shows a comparison of VPSK 
modulation vs AM and FM with beta=1. Note 
that the output audio S/N is far superior to 
FM/FM or AM subcarriers for the same input 
signal to noise. 

Data at 196 Kb/s is adequate to transmit three 
64 Kb/s "B" channels, or nearly 20 CELP 
voice channels. It can also carry the ISDN 
standards -2B1Q and 2B+D - with space left 
over. Videoconferencing of high quality is 
available at this data rate, or video 
transmissions of a commercial nature for 
stores and other purposes can be 
accommodated. It can also transmit stereo 
digital audio with a 12 KHz analog response. 
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S/N dB 

While this is not quite as good as the main 
channel 15 KHz, it is still of higher quality than 
most people can hear. 

The most likely uses for high data rate 
subcarriers are for commercial point to multi 
point users such as stock quote services, 
background music, storecasting with video, 
and high speed data transmission to a number 
of addressable users. 

Pegasus Data Systems is providing this SCA 
equipment for Berwick Communications, a 
new FM station network which is expected to 
install the equipment at the earliest 
opportunity. A similar modulation method 
recently patented (VMSK) can be used over 
microwave links, cellular services and 
satellites. In satellite service, two full digital 
stereo programs ( 15 KHz audio) for FM 
station rebroadcast can be transmitted in the 
standard 60KHz SCPC channel to service the 
network. Each program requires a 256 Kb/s 
data rate. Two programs = 512 Kb/s. At 10/1 

bits/sec/Hz, the bandwidth required is 52 KHz. 
There is 80 Kb/s space left over for an AM 
audio channel of high quality. 

It is hoped, naturally, that other broadcasters 
will also adopt the slip code method described 
here, so that it becomes the High Speed Data 
Standard for FM broadcasting. 
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Using Quadrature Modulators to produce Frequency 
Modulation. 

Mark Tucker 
Digital Wireless Corporation 

One Meca Way 
Norcross, Ga. 30093 

The invention and perfection of the 
small, monolithic quadrature modulator has 

been a great boon to the design of portable 

wireless systems. These quadrature 
modulators are noted for their small size, low 
cost, ease of integration, and excellent 

performance. Virtually any modulation 
format can be produced using these 
modulators - AM, PM, FM, or any 
combination thereof. These performance 

characteristics, coupled with a wide variety of 
low-cost modulator offerings from a large 
number of vendors, have made the 
quadrature modulator RFIC universal in 

wireless design. 

It is well known that constant 

envelope, frequency modulated signals such as 
FSK or GMSK can be produced by the 
quadrature modulator. These signals are 

created in much the same fashion as PSK type 
modulations, but with the added constraint 
that the envelope of the signal always be 
constant. The advantages of using the 
quadrature modulator to produce these 
signals include FM response down to zero 
hertz, exact setting of the modulation index, 
and the ability to complete decouple the 
modulation circuitry from that of the 
synthesizer circuitry. 

In this paper, the basics of FSK generation 

using quadrature modulators are discussed. 
The various error components produced by 
the modulator are examined and the sources 

of those errors explained. A detailed analysis 
is then made of the effects of those errors on 

the demodulated output of an FSK modulated 
system. System-level simulations and 
measured data from a production status 

GMSK link are included to support the 

results of the analysis. 

I. FSK generation using quadrature 
modulation 

The basic technique for producing a 
frequency varying waveform with a quadrature 
modulator can be derived by expanding the 
standard expression for an FM waveform into a 
form that lends itself to quadrature 
implementation. Equation 1 shows the basic 

mathematical representation for an FM 
modulated carrier. The signal has a constant 
amplitude A, a center frequency equal to wc 
radians/second, and a modulated phase 
component (1),,,(t). 

Vfm=Acos(6.V+4).(t)) Eq. 1 

Equation 2 shows the relationship between this 
term and the original modulating signal m(t) (in 

this case, an input bit stream). 

t 

4:èm () = K vint(t)dt 

0 

Eq. 2 

Equation 1 can be expanded into a more 
complex but equivalent form (equation 3) that 

hints at a possible quadrature implementation. 
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Figure 1 

Vfa(t)=Cos(6.))Cos(4),(0) Eq. 3 

-Sin(coct)Sin(4).(t)) 

t 

V.A.«) = COS(6) ct)COS[KvfM(01] 
0 Eq.4 
1 

-Sin(cact)Sin[Kvfm(0.11] 
o 

Final expansion of this expression into equation 
4 shows the complete mathematical 
representation of the FSK waveform 
implemented in quadrature fashion. Note that the 
cos I,(t) and sin (1..(t) components have been 
expanded into forms that link them back to their 
original, modulating data source - m(t). 
References 4 and 5 provide complete details 
concerning the basic FM equations and 
quadrature implementations. 

VMS eut 

Compare equation 3 to the FSK quadrature 
modulator block diagram shown in figure 1. An 
input local oscillator (LO) waveform is split into 
in-phase and quadrature components. Each of 
the LO signals are then fed into multipliers 
(usually Gilbert cell mixers) and multiplied by I 
and Q modulation waveforms. These two 
products are then summed to form the modulated 
output signal. Note that the FSK modulator 
directly implements the expression found in 

equation 3. 

Those with analog radio experience will 
recognize the circuit in figure 1 as a single-
sideband modulator. This is no coincidence. In 
fact, possibly the best intuitive model of the FSK 
quadrature modulator circuit is as a single-
sideband modulator with frequency agility. The 
process is straightforward. A data " 1" into the 
modulator driver creates the required I and Q 
waveforms necessary to produce the sideband 
above the (suppressed) carrier. A data "0" 
conversely produces the lower sideband. The 
single-sideband circuit, normally thought of as 
an amplitude modulator, essentially produces an 
FSK waveform. In actual practice, the upper and 
lower sideband frequencies aren't allowed to pop 
back and forth instantaneously. Rather, the 
transitions are tightly controlled to produce 
precise phase transitions between the " mark" and 
"space" frequencies. In fact, much of the 
research effort directed towards FSK has 
centered on finding the optimum modulation 
waveforms necessary to make these phase 
transitions smoother and more spectrally 
efficient (i.e. GMSK, TFM, etc.). 

II. Error Sources in Quadrature 
Modulators 

Ve 

Figure 2 

1110411 

The theoretical implementation of an 
FSK quadrature modulator is shown in figure 1. 
The output of this theoretical modulator is a 
flawlessly produced FSK waveform, free from 
any sort of undesired spurs or distortions. As is 
the case with most electronic components and 
systems however, the devil is in the details. 
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Figure 2 shows the complete block diagram of a 
"real" FSK quadrature modulator set up to 
produce a single sideband signal. This more 
detailed block diagram exhibits the shortcomings 
that occur in a commercially available 
quadrature modulator. Note that in Figure 2, 
additional offset voltages, phase and gain errors 
have been added to the basic construction shown 
previously. These terms, representing physical 
shortcomings intrinsic to the modulator, have 
been added to accurately model its performance. 
Those errors manifest themselves in the 
production of two spurious signals at the 
modulator output: a carrier leakthrough 
component and an opposite sideband leakthrough 
component. If the relative levels of these error 
components are high enough, then the overall 
output can be degraded to the point where 
modulator induced bit errors will occur. 

Carrier leakage (usually referred to as 
LO leakage) occurs as the result of small dc 
offset voltages in the I and Q Gilbert cell 
mixers. Slight mismatches between the BJTs in 
the input differential pairs will result in less than 
perfect carrier suppression. Opposite sideband 
leakage results from two error mechanisms 
within the modulator -gain imbalance and/or 
phase offset from true quadrature between the 
in-phase and quadrature signal paths inside the 
modulator. Gain imbalances in the modulator 
occur as a result of mismatches between the I 
and Q Gilbert cell mixers and the summation 
circuits that follow. Phase errors (from true 
quadrature) occur in the phase splitting circuit 
that drives the two multipliers. DC offset 
voltages, gain and phase imbalance in the I and 
Q paths of the modulator can all be compensated 
by adjusting the modulation signals going into 
the devicew. However, these compensation 
techniques will generally work best at one 
temperature and one frequency. 

III. Calculation of Carrier and Opposite 
Sideband Suppression 

Equation 5 is the mathematical 
representation of the " real" modulator circuit 

V (t)=Cos(tact)Cos(ca.t+lie) Eq. 5 

shown in figure 2. Note that the effects of 
modulator dc errors, amplitude imbalance and 

VusB(t)=1/2Cas(c) + ca..)t Eq. 6a 

+(A/2)Cos((caci-co.)t+41) 

phase offsets have all been included. After some 
algebraic manipulation, three like terms are 
produced and are shown in Eq 6. These terms 
are the (desired in this case) upper sideband - 
USB, the undesired lower sideband - LSB, and 
the carrier lealcthrough component - LO. 

V iss(t)=112Cos(w e- Qt Eq. 6b 

-(Al2)Cos((co-):+t) 

Vw (t)=VeCostact Fxl• 6e 

Equation 6c shows that the LO leakage term is 
linearly dependent on the amount of dc offset 
present in either the I or Q multipliers. The 
carrier suppression ratio for this model of a 
quadrature modulator is equal to 20*log (1/Ve). 
Note that the voltage, Ve, does not actually exist 
in a physical sense in a given modulator, rather 
it serves as a mathematical term that models all 
of the actual dc offsets that may exist within the 
device. The evaluation of sideband suppression 
is more complicated. Two terms influence the 
ratio of desired to undesired sideband ratio - A. 
and (1).. One way to observe the relationship 
between these error terms and their resulting 
suppression levels is to set one of the error 
terms to zero and observe the change in 
suppression as the other error term is varied. 

Figures 3 and 4 show two such graphs. In figure 
3, the phase error is set to zero and the 
amplitude imbalance between the two channels 
is varied to produce various levels of sideband 
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suppression. In figure 4, amplitude imbalance is 
set to zero and phase offset is varied to produce 
the carrier suppression. It is clear that opposite 
sideband suppression is fairly sensitive to phase 
and amplitude mismatch in the modulator. 
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IV. Visualization of Canier/Sideband 
Leakthrough with I/Q Plots 

Excessive levels of carrier and opposite 
sideband leakage can have adverse effects on the 
quality of the total transmitted FSK signal. 
However, the way in which these spurious 
products show up in an FM discriminator's 
output is not immediately obvious. The key to 
understanding the discriminator's response to the 
flawed FSK signal is to first determine how the 
leakage terms present in the transmitted FSK 
signal affect the overall phase of the signal. 

The baseband I/Q plot provides an 
illustrative way to visualize the instantaneous 
phase of an FSK signal. An I/Q plot is 
essentially a baseband representation of a 
modulated signal. The phase rotation due to the 
signal's carrier component has been removed 

from the plot, leaving only the amplitude and 
phase changes resulting from the modulating 
inputs. 

The I/Q plot for the flawed FSK signal 
described by equation 6 can be constructed by 
setting ciic equal to zero (baseband conversion) 
and by plotting the phase and amplitude of the 
resultant waveform. The USB term produces a 
clockwise rotating vector with an amplitude of 
(A + 1)/2 and an angular velocity of 27r*Fa„. 
The opposite sideband (LSB) produces a 
counterclockwise rotating vector with an 
amplitude of (A-1)/2 and an angular velocity of 
27-*F. The leaked carrier component (LO) 
offsets the point at which the vectors rotate 
about the origin. The superposition of the USB, 
LSB vectors and the carrier offset produces a 
composite vector that traces out an I/Q plot like 
that shown in figure 5. This composite exhibits 
a non-constant angular velocity as it spins about 
the origin. The average velocity, corresponding 
to frequency offset, is equal to 27c*Fd.„ 
radians/second. The instantaneous velocity (or 
frequency) deviates above and below this 
average as the vector traces out its eccentric 

path. 

2 

Vq(i) 0 

o 
Vi(i) 

Figure 5 

2 
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V. Effects of Carrier and Sideband 
Suppression on FM Demodulated Output 

An FM discriminator produces an output 
that is proportional to the time derivative of the 
phase of its input. As a result, an FM 
demodulator reveals errors related to the 
derivative of the phase of the incoming signal. 
As long as the phase of the incoming signal 
advances at a constant rate, the output remains 
constant. Any variations in this phase advance, 
however, cause "wobble" in the demodulated 
output. As indicated in the previous paragraph, 
the carrier and opposite sideband leakthrough 
components produced in a " real" modulator will 
produce such phase variations. 

Two Mathcad plots will help in relating 
carrier and sideband suppression ratios to 
demodulated distortion levels. 
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The first plots illustrate the effects of carrier 
lealcthrough on demodulated output. Figure 6a 
shows the Mathcad I/Q plot of an imperfect FSK 
carrier with a carrier feedthrough component 
20dB below the upper sideband. Note that the 
circle is slightly offset to the left from true 
center. Figure 6b shows the discriminated output 
of this signal. The ripple component of the 
demodulated waveform has a frequency 
component equal to the peak frequency deviation 
of the input signal (Fd«). This reason for this 
phenomena is that as the vector sweeps around 
the smaller amplitude portion of the circle (as 
measured from the origin), it traverses more 
angular displacement in a given time period than 
it does when the vector is sweeping out across 
the greatest amplitude portion. In other words, 
the angular velocity (frequency) is the greatest 
whenever the vector is tracing out that section of 
the curve that is closest to the origin. 

Figures 7a and 7b show the situation that occurs 
when only opposite sideband leakage (due to 
amplitude imbalance in the modulator) is 
present. Note that the I/Q circle is elongated in 
the Q direction. As the signal vector traverses 
this outline, the angular velocity is at its greatest 
when it crosses the horizontal axis (I axis) and 
its lowest when it crosses the vertical (Q). Since 
the vector passes through two maximums and 
two minimums on its path around the circle, this 
condition produces a demodulated output that 
has a 2x ripple component - twice that of Fad„. 
Note that the same type of ripple component 
would have been observed at the demodulator 
output had the phase offset in the modulator 
been in error. 
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VI. Demodulator Output Ripple versus 
Carrier and Sideband Suppression Levels. 

The 1/Q plot provides a simple method 
to visualize the effects of carrier and sideband 
leakage on demodulated output. Unfortunately, 
the plot is useful only for the limited case of the 
modulator transmitting all " is" or "Os" (constant 
rotation of the vector in one direction). The 
response of the demodulator to a quadrature 
modulator sending real data is more complex 
since the signal vector is spinning clockwise and 
counterclockwise at different rates of velocity. 
Visualizing the effects of spurious products on 
modulated data requires the use of computer 
simulation. 

TESS, a communications systems 
simulator from TESOFT, was used to model an 
imperfect quadrature modulator source feeding 
an FM discriminator. The model had provisions 
for dc offset, gain imbalance, and phase offset. 
These error parameters were varied until the 
predetermined level of carrier and sideband 
feedthrough were produced. The flawed FSK 
generator was then modulated with a data 
stream. The signal was fed into a standard 
discriminator and the received output " eye" 

recorded. 

Two simulations were run to investigate 

the results of spurious feedthrough on 
demodulated output. For the first simulation, 

carrier lealcthrough was set to 30 dBc and 
sideband suppression was set to 40 dBc. These 

values were chosen to mimic the single sideband 
performance of a commercially available 
quadrature modulator. Figure 8 shows the 
demodulated result of this signal when data is 
fed into the generator. Note the low frequency 
ripple component superimposed over the 
received data waveform. Figure 8 shows that 
system BER performance will probably be 
impacted by less than 1 dB. 

Figure 8 

Figure 9 shows the demodulated output of a 
more severe case where carrier and sideband 
levels have been set to 20 dBc. Suprisingly, an 
output eye is still observable. 
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Figure 9 

VII. Measured Results 

V(17) 
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Measurements of carrier and sideband 
leakthrough versus demodulated output 
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were taken from the WIT2400 frequency 
hopping transceiver. It was during the 
development stage of the WIT2400 that this 
phenomena was first noticed. The simulations 
shown in this paper were initially created in an 
effort to understand the effects of leakthrough on 
demodulated output. In addition, we wanted to 
learn the maximum level of feedthrough we 
could tolerate without affecting the BER of the 
system. Because the modulation and 
demodulation circuitry used in the WIT2400 is 
industry standard, the results shown here should 
be of general use to other designers. 

Figure 10a shows a typical situation for 
the WIT2400. The modulator is set to produce 
an lower sideband signal. Carrier suppression is 
roughly 27 dBc and opposite sideband 
suppression is approximately 32 dBc. The other 
visible spurs are related to intermodulation 
products within the modulator as well as 
harmonic products produced by the I and Q 
D/A converters. The demodulated output is 
shown in figure 10b. Note the presence of the 
low frequency ripple in the output eye. The peak 
frequency deviation for the WI'r2400 modulator 
is 62.5 KHz. The over-the-air bit rate is 250 
Kbps. The ripple component present in the 
demodulated eye is a combination of the 62.5 
KHz component generated by the carrier 
leakthrough and the 125 KHz component 
generated by the opposite sideband leak through. 
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Figure 1 la shows the single sideband output 
spectrum of another quadrature modulator. The 
bias levels for this device were intentionally 
misadjusted to produce a 20dBc carrier leakage 
term. Two different data patterns were then fed 
into this modulator; a string of all " 1"s and a 
pseudorandom data stream. Figure 1 lb shows 
the demodulated results of both of these cases. 
Since, in this case, carrier leakthrough is much 
higher than opposite sideband leakthrough, the 
demodulated results of these spurious signals are 
easier to see. The uppermost trace in figure 1lb 
shows the demodulated result of the string of all 
"1"s being fed into the modulator. Note the 
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Figure lib 

strong 62.5 KHz component present in the 
output due to the severe carrier lealcthrough. The 
lower trace in figure 11b shows a demodulated 
bit stream coming from the same modulator. 
Note the 62.5 KHz ripple seen in the all " 1"s 
modulated case is present in this output as well - 
most noticeably when the data stream consists 
of consecutive " 1"s. The demodulated output in 
the lower trace of figure lib, as ugly as it is, 
will still probably impact the overall system 
BER by less than a dB or two. Through system 
level tests with the WIT2400, we have 
empirically found that a transmitted eye with this 
much distortion will degrade our overall 
received sensitivity only a couple of dB. 

VIII. Summary 

A simple model of the Quadrature 
modulator as a frequency modulator has been 
introduced. The error terms associated with this 
modulator have been defined and explained. The 
effects of these errors on the demodulated eye of 
an FSK modulated link have been described and 
simulated. These results have also been 
qualitatively confirmed by measurements on a 
GMSK modulated transceiver. Generally 
speaking, the carrier suppression and opposite 
sideband suppression guaranteed by most of the 
commercially available quadrature modulators is 
more than adequate for most commercial grade 
FSK applications. 
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ABSTRACT 

A novel architecture for digital communication 
systems employing constant envelope modulation 
schemes is presented. The described technique allows 
the injection of constant envelope modulation inside 
a phase locked loop (PLL). The PLL voltage 
controlled oscillator (VCO) generates a highly 
accurate, low noise modulated signal at RF 
frequencies. The result is a highly accurate, low 
noise signal presented to the power amplifier 
requiring minimum filtering prior to the antenna. 

A 0.5µm BiCMOS chip with low power 
consumption integrating the three key building 
blocks of the modulation synthesizer architecture is 
described. The solution draws less than 26mA from a 
2.7V supply, while meeting the GSM specifications 
for modulation spectrum and RMS phase error. 
Measurements of the IC in a typical system 
application, achieve a modulation RMS phase error 

of less than I°. 

I. INTRODUCTION 

Worldwide standards for mobile communication 
systems require spectrally efficient digital modulation 
schemes. Low cost, low power, highly integrated 

solutions are required to meet the low cost and long 
talk time requirements of the end user. 

Presently, several different digital modulation 
schemes are employed world wide for cellular 
systems. Each modulation type has advantages and 

disadvantages. A large category of the used 
modulation schemes like GMSK (GSM, DCS1800, 

PCS1900), GFSK (DECT), etc., all have constant 
envelope. The constant envelope modulation technique 
is not as spectrally efficient as QPSK and 7./4-QPSK, 

but it is well known that a constant output amplitude 

allows a more efficient class C implementation of the 
transmit power amplifier (PA). Class C amplification 

will result in significantly lower power consumption 
(longer talk time) for the system. However, only in the 

power amplifier have the properties of constant 
envelope been exploited so far. Presently, most 
constant envelope modulation systems utilize a 
traditional transmitter architecture as shown in Fig. 1. 
As portrayed in the figure, the modulation is generated 
at IF using a quadrature mixer. The resulting signal is 
then up-converted to RF frequencies. After the up-

conversion the output is filtered to reject undesired 
noise, where after an additional gain stage is used to 
amplify the signal before it enters the PA. The output 
power of the quadrature mixer must be low enough to 
ensure sufficient linearity of the modulator and up-
conversion mixer. In this paper a novel architecture is 
presented that overcomes many of the above problems 
by exercising the benefits of constant envelope 
modulation. 

A 

Fig. 1. Typical transmitter architecture 

II. MODULATION SYNTHESIZER 

ARCHITECTURE 

As the name infers, constant envelope modulation 

has the property that the output signal will maintain a 

constant amplitude after it is imposed on a carrier. All 

types of FM signals fall in this category, including 

frequency shift keying (FSK). The GSM standard uses 
a special form of frequency shift keying that is called 
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gaussian minimum shift keying (GMSK), which is also 
constant envelope. It is this constant envelope 
property that is used in the new architecture shown in 

Fig. 2. Rather than up-converting the modulated 
signal, the waveform is generated directly by the 
voltage controlled oscillator (VCO). The VCO varies 
the output frequency based on an input voltage, and it 
is inherently amplitude limited for its given output 

frequency range. VCO's can be designed to have an 
output power upwards of +10dBm, with harmonics 
existing only at multiples of the fundamental 
frequency. By directly modulating the VCO, a 
modulated RF signal with constant envelope can be 

generated. 
Typically, the VCO is locked to a given center 

frequency by use of a phase locked loop; an approach 
already being used in many communication systems. 
One disadvantage of modulating the VCO in a closed 
loop PLL is the suppression low frequency 
components due to the high pass filtering of the VCO 
feedback signal [ 1]. Similarly, when modulating the 
PLL reference input, the high frequency signals are 
attenuated by the loop filter. Where frequency drift 
during transmission is allowed, this distortion may be 
overcome by open loop modulation [2]. This is a 

viable approach for DECT, which has an allowable 
drift of 13kHz/msec, but other systems like GSM have 
much tighter requirements, thus open loop modulation 
is not acceptable. 

Modulation Synthesizer 

Fig. 2. Modulation Synthesizer Architecture 

The modulation synthesizer architecture proposed 
here generates a highly accurate, low noise modulated 
signal at RF frequencies. Rather than modulating the 
VCO directly, a quadrature mixer is inserted in the 
feedback path (N-counter input) of a PLL (see Fig. 2). 
The phase detector and charge pump of the of the PLL 
operate at a much higher rate than the frequency 
deviation of the modulation. Therefore, the fast PLL 

can track the slow varying feedback signal generated 
by the quadrature mixer. If the loop tracks the 
modulation perfectly, when the modulation signal 
forces an increase in the frequency/phase, the loop will 

compensate for it by increasing the VCO output 

frequency accordingly. 
A higher phase detector frequency leads to 

improvement in PLL phase noise. Ideally, the noise 
inside the loop will be proportional to the divide ratio 

by the following formula: 

1 (Doc 20 log (N) (1) 

where .? (f) is the single sideband phase noise and N is 
the integer value programmed in the PLL's N-counter. 
However, by operating the PLL's phase 
detector/charge pump at a high frequency, the 
transmitters output frequency selectivity is 
significantly reduced. Traditionally, if the channel 
spacing of the system is 200kHz, then the phase 

detector frequency has to be equal to or a fraction of 
200kHz: 

foa, = N *fcomp (2) 

where f,,,, is the VCO output frequency, and fcomp is 
the comparison frequency. Thus, if N is increased by 
1, fout will increase by fcomp, so when fcomp is much 
greater than the channel spacing the frequency 
selectivity is reduced. 

The situation is remedied by introducing a down 

conversion mixer prior to the phase shifter input of the 
quadrature mixer. This mixer will downconvert the 
output of the VCO to a predetermined fixed frequency 
that is an integer multiple of the phase detector 
comparison frequency. If the mixer LO is changed, 
the loop will compensate by changing the VCO output 
frequency accordingly. Thus the LO can be used to 
perform the required channel selection, and the phase 
noise contribution of the Tx PLL is reduced even more 
because of the lower N divider value. By careful 
frequency planning, the receive PLL's VCO can be 
used to generate the required LO for the modulation 

synthesizer. 
The wide band noise generated by this architecture 

is now gated by the noise floor of the VCO, and not 
the quadrature modulator. Since the constant envelope 
modulation is generated at RF frequencies by the 
VCO, it can drive the power amplifier directly through 
a simple low-pass filter, that removes the VCO 
harmonics. This will decrease the amount of filtering 
necessary before and after the PA, and therefore 
reduce current consumption of the transmitter. 
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III. SYSTEM IMPLEMENTATION 

To implement the proposed architecture in a cost 
and power efficient manner, a chip containing the 
three key components of the modulation synthesizer 

was developed. The chip is implemented in a high 
performance 0.5]..tm BiCMOS process. The IC contains 
a quadrature modulator, an RF mixer, and a high 

frequency PLL. The PLL includes a phase 

detector/charge pump that runs at frequencies above 

40MHz, and high frequency inputs (max 650MHz) at 
both the N-counter and the reference counter. The Tx 
VCO and loop filter are external to the chip. The 

down conversion mixer operates with RF and LO input 
levels down to - 15dBm at frequencies of up to 2GHz, 
and supplies a differential IF output at frequencies of 
up to more than 350MHz. The quadrature modulator 
phase shifter accepts inputs of 50-350MHz, and both 

the LO feedthrough and undesired sideband are 
suppressed by more than 30dB. The chip is 

programmable through a serial .t-wire port, and allows 
selective power down of the three blocks as well as 
programmable correction for the wide frequency range 
variation of the phase shifter. 

An example of a GSM transceiver using the 
modulation synthesizer concept is shown in Fig. 3. As 
seen in Fig. 3, several filters have been added among 

the three building blocks. These filters are simple 

POWER AMPLIFIER 

discrete LC filters that help to reduce undesired 
frequency components. To increase the isolation of 

the Rx LO to the Tx output, two attenuators are added 

at the respective inputs to the mixer. 
In GSM, three of the key transmitter specifications 

are: the modulation accuracy, adjacent channel power, 
and noise in the receive band. The modulation 

accuracy must have a RMS phase error of less than 5 
degrees [3]. The adjacent channel power must be less 
than 60 dB down relative to the carrier (dBc) at offsets 

≥400kHz in a 30kHz measurement bandwidth [ 3]. The 

transmitter noise measured in the receive band (25 
MHz offset) must be less than - 162dBc/Hz. 

The system requirements specify a SNR at 400kHz 
away from the carrier frequency. This SNR 
requirement cannot be fulfilled by rolling off close in 

phase noise before 400kHz, as it would affect the 
modulation RMS phase error. The loop filter 
bandwidth needs to be much wider than the frequency 
deviation of the GMSK signal (67.7kHz) in order to 
avoid introducing phase distortions. Thus, the noise 
'inside the loop' must be low enough to exceed this 
requirements. The wideband noise at offsets greater 
than 20 MHz, will track the phase noise of the VCO. 
Thus, the noise from the transmitter output measured 
in the receive band will be dominated by the Q-factor 
of the VCO tank circuitry, rather than the noise floor 

of the quadrature modulator. 

Modulation Synthesizer 

VCO or 
XTL REF 

Fig. 3. Proposed GSM Transceiver Architecture 
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IV. RESULTS 

A prototype GSM transmitter system based on Fig. 
2 was built and characterized. An IF frequency of 

234MHz was chosen, and the comparison frequency 

was set at 39MHz. The initial results appear very 
promising. Fig. 4-6 show some of the obtained results. 

Performing the modulation accuracy measurement 
using a HP 89441 Vector Network Analyzer yields a 
RMS phase error of 0.739° as shown in Fig. 4. The 
corresponding error vector magnitude (EVM) is 1.2%, 

both well within the GSM specifications. 
As can be seen, the SNR inside the loop is 

approximately -64dBc (Fig. 5) using the GSM type 

approval measurement conditions (30kHz RBW, 
30kHz VBW, 100ms sweep time), which is 4dB better 
than the GSM specification. This is obtained using a 

loop filter bandwidth of approximately 1MHz (Fig 6.). 
The SNR can be further improved by increasing the 

phase detector frequency, and/or decreasing the noise 

contribution of other components in the loop. All 
measurements were performed using a 2.7V power 
supply, and an ALPS URE8X-934 VCO. The power 
consumption of the chip when all blocks are functional 
is approximately 26mA. 

V. CONCLUSION 

A new architecture to implement the transmit 
section in a constant envelope modulation system is 

presented. The system utilized the properties of 
constant envelope modulation to overcome many of 
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the drawbacks present architectures exhibit. The VCO 
is modulated directly by inserting the quadrature 
modulation in conjunction with a down conversion 

mixer inside the phase locked loop feedback. 
A 0.51.tm BiCMOS chip integrating the three key 

components is presented along with measurement 
results showing an in-loop SNR of 64dBc, and a RMS 
phase error of less than 1° is achieved. The chip uses 
26mA from a 2.7V supply. 
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HIGH DATA RATE POWER LINE MODEM 
USES BIPHASE MODULATION 

H.R. Walker 
Pegasus Data Systems 

Middlesex, N.J. 

ABSTRACT: 

The wiring within a building which is used for 
lighting etc. can be used as a transmission 
medium for data at rates of 1700 Kb/s or 

higher. This paper outlines some tests made 
using "Biphase" modulation with two different 
codes over the power lines in an industrial 
building complex. A new modulation method 

called VMSK (Very Minimum Shift Keying) is 
described that permits data rates 15 times or 
more above those presently in use on power 
lines, while still complying with FCC Part 15. 

The power line within a building, where the 
wires are in pairs to each user outlet, 
resembles a transmission line with an 
impedance varying from very few ohms to 
about 100 ohms. As is to be expected, this is 
a complex impedance which changes as 
additional loads are added or subtracted from 
the line. The line terminates in a transformer 
which may be off premises, or within the 
building. The transformer is usually a three 

phase device that will not pass high 
frequencies, yet permits a surprising amount of 
coupling between phases, since at some point 
wires with all phases are usually in the same 

conduit. 

Tt? 
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Figure 1 shows a representation of the power 
line and its loads. Some of the loads are 
inductive, some capacitive and some resistive. 
The ordinary lamp bulb is a resistive load up to 
very high frequencies. Fluorescent lamps are 
both resistive and inductive, as are most other 
loads. Some devices on the line will also be 
noise sources, competing with the desired 
signal. Switching supplies can be notorious 
noise sources which may require power line 
filters on the individual device. A high intensity 

Halogen desk lamp with a switching supply 
can generate enough noise to make the power 
lines nearly useless. Fortunately, this noise 
decreases with frequency. 
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Figure 2 shows the spectral noise measured on 
the test lines. Note that this noise is a 
maximum at relatively low frequencies, and 
almost disappears at the lower edge of the 
broadcast band. This dictates that the 

modulation or coding method chosen must 
operate as high as possible in the spectrum and 
must have a lower spectral edge above the 

high noise region. 

There are several factors which influence the 
choice of modulation method and operating 

frequency. The FCC Regulations, Part 15, 
apply, and these can be very restrictive. They 
permit a very high power level in the 
broadcast band - in a 10 Khz bandwidth, but 
are very restrictive if the bandwidth exceeds 
10 .Khz. Only in the region below 490 Khz is 
the use of fairly high power levels and 

broadband signals permitted. 

The permitted power level for an intentional 

radiator over power lines is governed by the 
leakage from the lines to the outside world, 
except for Part 15.207c1, which permits as 
much power as needed if the signal can be 
received on normal AM radio. In a building 

where nearly all of the lines are shielded, as in 
conduit, there is little or no outside radiation 
and higher power input levels can be used. 
Refer to FCC Rules, Part 15. 

The maximum permitted leakage is given by 
the formula: 

Field Strength in Microvolts/Meter at 300 
meters must be less than 2400/F (Khz). 

Or: F.S in Microvolts/Meter at 30 meters must 
be less than 24,000/F( Khz) microvolts. 

Anyone who has worked at these frequencies 
knows that these levels are difficult to reach, 
since transmission lines in a shield just do not 

leak that much. Also, measurement is difficult, 

even at 30 meters, since the normal 
atmospheric background noise is often in 
excess of this value. 

There is an additional requirement that the 
conducted signal must not exceed 1 millivolt, 

except as noted in 15.207c1, where higher 
levels are permitted in the broadcast band. 

There is no fixed set of rules that can apply, 
since every installation will have varying noise 
levels, losses and leakages. For this reason, 
power line modems are subject to simple 
"Verification" according to FCC rules. 

Power line modems can be made using either 

a modulated carrier or a baseband signal. The 
baseband signal coficept (similar to 
ETHERNET ) greatly increases the data rates 
available. 

Using a carrier as an example, one could 
choose a frequency of 400 Khz, which is in a 
relatively clear region, and modulate it with 
FM. The data rate would be limited to about 
50 Kb/s. In this case the signal is comparable 
to an FM-SCA subcarrier. The circuitry is 

relatively simple and inexpensive. AM could be 
used at this frequency as well, but the use of 
FM with a limiter to obtain a constant output 

level makes FM a desirable choice. It goes 
without saying that suitable filters must be 
used, which complicates the situation.- The 
filters must have the flattest group delay 
possible, which suggests BESSEL filters, 
which may be of the high pass type. 

The signal to noise ratio should be 20 dB or 
better after filtering to obtain a good error 

rate The use of a limiter is recommended, 
even though ordinary FM is not being used, to 

obtain a fixed output level for the decision 

making circuit. 

There is a way to obtain much higher data 
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rates than those possible with an FM or any 
other carrier method. That is to use one of the 
"Biphase" codes at baseband. 

Biphase codes are in common use, but often 

are poorly appreciated. ETHERNET wired 
LANs use Manchester encoding, which is a 
biphase code. Disk recorders in the personal 
computer use Miller (1) encoding, which is a 

biphase code that is twice as bandwidth 
efficient as Manchester coding. The various 
Slip Codes, or Walker codes (2) are the most 
bandwidth efficient of the known biphase 
codes. A newer coding method known as 

"Aperture Coding", or VMSK when used with 
an RF modulator ( International Pats. 

Pending) is 2/3 as bandwidth efficient as the 
slip codes, but has other advantages. 

For example, Manchester codes offer no 

bandwidth compression at baseband. Miller 

coding offers a 2/1 reduction in bandwidth, 
the various Walker codes as much as 15 
bits/sec/Hz and VMSK about the same. All of 

these codes are "time, phase or frequency 
modulation" codes and can be limited. Any 
amplitude variation is undesirable. 

All biphase codes concentrate the spectrum in 

a region as far away from zero Hz as possible, 

which is an advantage when using a power line 
modem, since the noise is greatest as the 
frequency approaches 0 Hz. 

Manchester and Miller codes were rejected 

because they require too much bandwidth. The 
Walker 4,5,6 code was tried along with the 
newer aperture coded VMSK, which is similar 
to Manchester code transmitting all ones, but 
the center crossing varies in time/position for 

a 1 or 0 as shown by the arrows in Fig. 3. 

For these tests, a 4,5,6 slip code and the 
6,7(13) aperture code were used. The aperture 
codes were later found to offer far more 

advantages as will be noted. The data rate 
chosen was 950 Kb/s for the slip codes, since 
this concentrates the spectrum below 490 Khz. 
Walker slip codes are preferred for operation 
below 490KHz, since they offer the highest 

data rates in the narrowest BW. - 4,5,6 Walker 
coding has a spectrum from .36BR to . 5BR. 
That is from 346 Khz to 475 Khz at a 950 

Kb/s data rate. 

4,5,6 slip code has a lower bandwidth edge of 
about 346 Khz, so it is a good choice if there 

is excessive noise in the 200 Khz region. The 
error angle for the 4,5,6 code is 22.5 degrees. 

( Equivalent to 8PSK). Higher slip codes can 
be used, but at the risk of too much phase 
distortion in the transmission path. The 
aperture code spectrum will be discussed later. 

4 5 6 

1 

 [ 
bit 
• 

6 7 13 

Figure 3. The Codes Used. 

Filtering for the slip codes and the aperture 
codes is a problem since only BESSEL filters 

can be used. 
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An interesting feature of all biphase codes is 

the R factor. As the error angle decreases due 
to the bandwdth compression, ( or increased 
bandwidth efficiency in bits/sec/Hz ) one 
would expect a much higher error rate for a 
given noise level. This is not true, since the 
noise beats against the signal and the beat 
frequency lies outside the filter BW. The data 
is sampled at a rate higher than the noise beat 
frequency, so only a portion of the noise 
appears in each sample. This is the R factor, or 

phase noise reduction factor. It also applies 
to FM signal analysis where the final signal 
bandwidth is less than the RF bandwidth. For 

example 75 Khz deviation for 15 Khz audio 
has an R factor of 5. It is well known where 
phase locked loops are used to extend the FM 
knee. See Best (3) pp 49 or 57 (depending on 

edition.) 

R = Nyquist BW/Filter BW 

This factor, plus the decreased noise BW, 
almost completely cancels any loss in signal 
power due to biphase modulation at high 
bandwidth compression rates. In theory, the 

higher slip codes are 2X better than ordinary 
BPSK modulation and do not lose anything as 

the bandwidth is compressed. VPSK 
modulation, which uses a 10,11,12 slip code, 

compresses the RF bandwidth by 15.3/1- that 
is the bandwidth efficiency is 15.3 bits/sec/Hz, 

which is not achievable by any known method 
other than VMSK. The measured C/N value 
for 10-6 BER is about 13-14 dB. If this were 
possible using QAM, the C/N would be 55dB 
for the same BER. The R factor gives biphase 
modulation a distinct advantage over the NRZ 
Line Codes such as QAM, QPSK or MPSK. 

The disadvantage of the higher bandwidth 
compression codes is that they require FIR 
filters to obtain the necessary flat group delay 
response and FIR filters can be very expensive 
at high data rates. High and low pass LC filters 

were used in these tests as a low cost 

compromise 

For these tests, both codes were used to drive 
the 74HCTO4 used as a line driver as shown in 
Fig. 4. The nominal output current drive 

matches an impedance of 16 ohms so that it 
can drive the usual power line outlet at a +20 

dBm level. Higher powers are obtainable by 
using power transistors. The LC filter at the 
output serves primarily to keep 60 Hz power 
away from the modem source (74HCT04). 
The AND gate serves to turn the power off 
during receive. The system is operated in a 
TDMA mode with carrier sensing (CSMA) to 

tell the users unit when to send. 

Figure 5 shows the receiver circuit, which has 
a high pass filter with a roll off knee around 
150 Khz. This filter can affect the phase 
response so it must be carefully chosen and 
tuned. The filter output is amplified, limited 
and sent to the decision making circuit, or 

decoder chip. 
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Unfortunately, encoder and decoder chips for 

these codes ( aperture and Slip) are not 
available in the marketplace at this time for 

those wishing to experiment. 

The measured S/N on the experimental 
network using a 4,5,6 code was 35/40 dB. 
This was more than adequate to provide error 
free operation - except when a very noisy high 
intensity Halogen desk lamp was turned on 
As mentioned above, each installation is a 

separate case 

Figure 6 shows the spectrum of a 4,5,6 slip 
code and the spectrum of the new VMSK 

code. Note that the slip code is 26 dB down at 
the nominal band edges, while the VMSK code 
is slightly more than 30 dB down below a very 
narrow center. This center is actually a single 

frequency, with no visual FM or AM 
sidebands. All of the modulation is phase 

modulation which does not change the 
frequency. It appears from this spectrum to be 
a form of phase spread spectrum with a fixed 

carrier in the middle. 

Appearances however are deceiving. The 

actual spectrum carrying the information is 
about the same as that for a slip code. The 
background levels observed come from the 
Fourier amplitude variation levels and not from 
the frequency or phase change. The frequency 
is constant, but a fairly wide bandpass filter is 
needed to decode the digital data. 

The amazing thing is that this carrier can be 
modulated with a low level AM signal without 
interfering with the high speed data. This AM 

signal can be detected with a normal AM 
radio, so that it can be used for paging, 

annnouncing, security circuits etc. while the 
high speed data transmission is going on in the 
background simultaneously. Of course - only 
one transmitter at a time ( TDMA) 

The center frequency for the AM signal is the 
same as the data rate, so data at 550 to 1705 
Kb/s can be transmitted over the circuit while 
complying with FCC 15.207c1. If the other 

codes were used, the signal power would be 
limited to a lower level. An experimental 
modem has been built carrying continous T1 
(1.544 Mb/s) data and soft background music 
receivable on the AM receiver. 

Software for a power line LAN is the same as 
for a STARNET or 10 Base T LAN. Several 

sources provide such software. Later versions 

of Windows, Windows for Work Groups and 
Windows NT, or the equivalent Apple 
program may be used directly. There is a 
Novell interface available. For those wishing 

to write their own, the book "Introduction to 
a LAN" may be of help, though it is now out 
of date with regard to current operating 
systems. The programs are written in C++ so 
they are transportable. The EIA-600 standard 

may also be used for guidance in consumer 

applications. 

When using VMSK, ( Aperture coding at RF), 
software written for IEEE802 use is 
applicable. Only the transmission method 

differs. 

-26 

o 

30 
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The aperture coded method described here can 
also be used at RF. Although it might appear 
that the two codes described are operating RF 
frequencies, they are actually baseband 

frequencies that can be used to modulate an 
RF carrier, which should be 40-60 times the 
data rate minimum. Thus a 1.5 Mb/s baseband 
signal should modulate a 60 MHz carrier. This 
can in turn be up converted to the desired RF 
transmission frequency. 

VPSK (Variable Phase Shift Keying) coding is 
applicable to FM-SCA modulation and 
terrestrial microwave links. The aperture codes 

are used as VMSK or Very Miminum Shift 
Keying starters. This code can be used on 
satellites and other RF links as well. It is self 
clocking and simpler to implement that VPSK. 
VMSK is similar to GMSK or FSK, but the 
frequencies are much closer together. GMSK 
seeks to keep a quadrature relationship. 
VMSK cares only about a difference in zero 
crossing time for a signal consisting of the 
aperture coded sideband mixed with a restored 
carrier. 

VPSK is a three frequency or three tone code. 
VMSK is a two frequency or two tone 
method. Transmission is by SINGLE 

SIDEBAND FM with suppressed carrier as 
described in the references. 

It is unusual to have a SSB transmission 
method for data with suppressed carrier. 

VPSK and VMSK can restore the carrier from 
the data if the carrier is a mathematical 

multiple of the data rate. The zero crossings 
shown in Fig. 3 are used to create pulses that 
cause a ringing coil to ring at a multiple of the 
data rate. This ringing frequency is matched in 
a PLL with a frequency divided down from the 
carrier and used to obtain an AFC voltage. It 
can be shown using a dual trace scope that the 
transmit and receive frequencies are exactly 
matched. 

VMSK has an advantage in that it can be used 

in this AFC mode (coherent) or non coherent 
This is an advantage when used with satellites 

since there are frequency offsets that make 
coherent carrier restoration impossible, or very 
difficult 
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A WIDEBAND,HIGH O,TWO FILTER NETWORK 
Vasil Uzunoglu Marvin H. White 

ABSTRACT 
Classical networks have only one filter. If noise rejection is improved the network's 

data handling capacity reduces and the acquisition time increases. There is only one 
filter and one bandwidth. The product of noise rejection and data bandwidth remains 
always constant. On the other hand, in a Synchronous Oscillator the product of noise 
rejection and data bandwidth is optimized, by providing two internal independent filters. 
This paper deals with this and other functional properties, which identify and separate 
the classical networks from the Synchronous Oscillators. The Synchronous oscillator is an 
optimum network in all its functional properties. Classical networks are not optimum nor 

they can be made optimum. 

INTRODUCTION 
The design with classical networks is a 

constant struggle to compromise between 
noise, bandwidth and acquisition time. All 
these functions are interrelated, with noise 
rejection on one side and data bandwidth 
with acquisition time, on the other side. 
Moreover, the individual functions are also 
limited in performance. For example, in a 
second order PLL [ 1) a two pole loop filter, 
doesn't provide adequate filtering, while 
acquisition time remains slow and the data 
bandwidth is at the mercy of the noise 
rejection bandwidth, because the noise 
rejection filter and the data filter are the 
same units. There are no separated filters. 
The designer doesn't have much design 
flexibility. In a classical filter 

NOISE REJECTION X BANDWIDTH=CONSTANT ( 1) 

This implies that if we want to improve the 
noise rejection, the bandwidth of the filter, 
will shrink and the acquisition time will 
falter. 

The Synchronous Oscillator(S0) [ 2-6) 
has solved this complex problem. by 
maximizing and/or optimizing expression 
(1). That is 

NOISE REJECTION X BANDWIDTH=IS OPTIMIZED (21 

The SO does this by providing internally, 
two filters, namely a noise rejection filter 
and a data filter, which are, for all pratical 
purposes, independent of each other. The 
regeneration gain is a key factor in all 
operations. For example, if the regeneration 
gain is increased, the noise rejection 
improves, the bandwidth widens and the 
acquisition time is reduced. The SO 

operates similar to a spectrum analyzer. 
where the noise rejection filter corresponds 
to the resolution bandwidth of the spectrum 
analyzer. The SO looks at any time to the 
instantaneous input frequency or 

instantaneous data, and its immediate 
surrounding frequencies, through a high 
"Q" network and scans the entire incoming 
data. Fig.1 shows the movement of a noise 
rejection filter within the data filter. The 
noise rejection bandwidth can be as low as 
few hundred Hz wide while it can scan 
several MHz data. SO is the only network 
that can perform such a task. The noise 
rejection of a SO, can be made very high, 
the bandwidth very wide and the 
acquisition time very fast. On the other 
hand, in classical networks, such as a 
second order PLL, the acquisition time, the 
noise rejection and the data bandwidth are 
highly interdependent and they can not be 
optimized individualy nor as a product. of 
two functions. That is, a poor quality " Q", 
struggles to compromise with an 
insufficient data bandwidth and poor 
acquisition time, for a given design. In a 
SO, the acquisition time and the data 
bandwidth act as first order loops, ideal 
performances for any network, while the 
noise rejection filter remains few hundred 
Hz. 

In classical networks, while the 
struggle between noise rejection, 
acquisition time and insufficient bandwidth 
goes on, their energy efficiency appears to 
hinder further their operational features. 
The classical networks are less efficient in 
their handling of energy. 

Maxwell has pointed out " Dissipationless 

Network is a Distortionless Network." This 
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fact judges the performance of a network 
by its dissipation level. A distorted 
sinusoidal waveform is less efficient than a 

non-distorted one. Our choice of an LC 
sinusoidal oscillator, for a SO, has multiple 
reasons. One of the reasons is the energy 
efficiency. Sinusoidal waveforms have the 
highest energy efficiency and require the 

least energy, to be generated. 
Although, both the classical networks 

and the SO use the same circuit elements, 
the SO performs all its functions while 

oscillating, with high regeneration gain 
while classical networks operate under high 

stability, and avoid oscillations. 
Also, the SO has very high input signal 

and high input S/N sensitivities. Both 
sensitivities are directly proportional to the 
regeneration gain, so is the noise rejection. 
As a matter of fact, the regeneration gain 
and the input signal sensitivities of a SO 
are inversely proportional to the input 
signal level. This implies that the 
regeneration gain and the input signal 
sensitivities go to infinity as the input 
signal level tends to zero. The detectebility 
of the smallest possible signal is limited by 
the thermal noise of circuit elements. 
Fortunately, the effects of thermal and 

other noises are minimal on a SO, because 
of the very high " Q". 

The SO is a universal multifunctional 
network which can synchronize, track, 
amplify, filter, detect, sample, modulate 
and divide, including rational integer 
numbers, such as 3/4, 5/8, etc. in a single 

process. 
In order for the SO to perform optimally 

two operational requirements must be 
satisfied.The regeneration gain must be 
high and the input stimulus must not 
exceed -5dBm, for the SO circuit shown in 
Fig.2. The input stimulus is kept low, to 
prevent disturbance on oscillations. 

Classical networks obey Bode's Integral 
Theorem, Paley Wiener's Realizability 
Criteria and Lyapunov's Stability Criteria. 
The SO does't obey Bode's Integral 
Theorem, while it complies with the 
realizability criteria, concerning the gain 
response. Lyapunov's Stability criteria does 

not apply for SO. 
F.Kaiser[ 7) identified the functional 

properties of the SO, long before the SO 

existed. He quoted: " Only non-linear 
systems, in thermal equilibrium, not 
disturbed by a low level stimulus, can be 
optimal." This definition fits exactly the 

performance of a SO. 

GAIN-PHASE CURVES OF A SO 
Fig.3 shows the gain-phase curves of a 

SO. It has a wide and flat data bandwidth, 

with abrupt transition corners. At the 
bottom, the fast decaying gain of the data 

filter curves flatten out and don't touch the 

ground. 
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NOISE BW WITHIN DATA BANDWIDTH 

According to Paley-Wiener Criteria, such a 
curve is realizable(see section on Paley 
Wiener Criteria). From practical 
considerations such a response is not 

realizable with classical networks, but it is 
realizable with a SO. The abrupt transition 
corner are unique for the termination of a 

regeneration. 
According to Bode's Integral Theorem 

the phase curve for a gain response, shown 

in Fig.3, can not be linear. It should follow 
the sudden variations of the gain 
response(see section on Bode's Integral 
Theorem). The phase of a SO is linear and 

remain always 180°. SO does not obey 
Bode's Integral Theorem. 
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SO CIRCUIT DIAGRAM 

Fig.4 shows the formation of a flat and 
wide tracking range with abrupt transition 
corners. The regeneration gain and the 
amplitude of oscillation curves are inverse 
functions of each other, the product of 
which becomes constant, as shown in Figs 
3 and 4. As long as the regeneration gain 
and the input stimulus energy are sufficient 
to compensate, for the losses in the tank 
circuit, the bandwidth widens. If the 
internal regeneration gain and the input 
stimulus energy are not sufficient, the 
regeneration, for the input signal, 
terminates and the data filter collapses. 

Fig.3 
GAIN-PHASE CURVES OF A SO 
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FORMATION OF SO RESPONSE 

COMMENTS ON TWO FILTERS 
The two filter technique is the only 

means to detect weak wideband signals, 
imbedded in high noise. This is assumed to 
be the technique by which dolphins, bats 
and sharks communicate and perform 
signal processing. The two filter technique 
in connection with the high input signal 
and high input S/N sentivities and high 
noise rejection have done away with the 

limited and often poor performances of 

bulky classical networks. 
In this technique the SO looks in 

increments, through a very high " Q" noise 

rejection filter to the data and scans it. 
The detection, and scaning a data with 
1MHz bandwidth and -20dB signal-to-noise 
ratio, at any frequency, is a standard 

procedure for a SO. 

THE SAMPLING PROCESS 
Fig.5 shows the sampling process in the 

block diagram of an SO. It can be seen 
also in the circuit diagram in Fig.2. 

Feedback Capacitor 

Time oorriairi 
wIncae"  Base Oscillator Transistor 

Input Sampling 

Output 

Fig.5 
SAMPLING PROCESS IN A SO 

The sinusoidal oscillator of Fig.2 

operates in class " C" mode. This implies 
that the positive feedback is not 
continuous but occurs in bursts, between 

the tank circuit and the input of the 
oscillator. We will call these bursts as time 
domain window. Each time domain window 
performs sampling. When the window 
approaches the base of the oscillator 
circuit, it acts as a sampling network, 
during which time the input signal enters 
the window and together they become part 
of the regeneration process, within the 
oscillator. The power level of the input 

signal level should not exceed -5dBm. As 
the input is very small compared to the 
amplitude of oscillations, it is subject to 
higher regeneration gain. This is due to 
the self-regulation properties of the SO, 

which says 

REGENERATION GAIN X AMPLIT.OF OSCILLATIONS ( 3) 

is constant. This implies that the low level 
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signals within the SO, are subject to higher 

regeneration gain, until they reach the 
amplitude of oscillations. At this point the 
regenerated input signal replaces the 
original oscillations. 

NOISE REJECTION 
The SO has two internal filters. The first 

filter is the narrow band noise rejection 
filter, established by the tank circuit " Q", 
under regeneration and the other one the 
wideband data filter established by the 
sampling process. 

We can determine the total noise 
rejection experimentally, by applying, a 
signal imbedded in noise, directly to a 
spectrum analyzer. as shown in Fig.6a. We 
apply the same signal to the spectrum 
analyzer through a SO. In order for the 
spectrum analyzer not to interfere with the 
noise rejection performance of the SO, 
the resolution bandwidth of the SO is set 
at 3MHz. The improvement of the S/N ratio 
indicates the noise rejection properties of 
the SO. Fig.6b shows over 40dB S/N 
.improvement. We can approximate the S/N 
improvement by 

S/N=40dB=10log [ 3MHz/Noise BW] (4) 

Solution yields for 140MHz oscillator an 
effective "Q 

Qe = 2.9x10 6 (5) 

The "Qe" expressed by ( 5) is a result of 

both filters, the noise rejection filter and 
the data filter. In the sampling of periodic 
signals, imbedded in high noise, the 
improvement in the Si/NI ratio due to 
sampling is given by ( 6). One of the means 
to realize a sampling filter is by use of 
tapped delay lines or transversal filters. 
Correlation gain is realized for a signal 
imbedded in noise [3] since the periodic 
signal in the sampling process add directly, 
whereas the noise adds only rms-wise. 
One has 

S/N = 10 log A+A+A  (6) 
/(A 2-FA 2-1-A 2...) 2 

which results in the expression(7) 

S/N = 10 log N ( 7) 

where N is the number of samples. This 
implies that in sampling 1000 times the 
improvement can be as high as 30dB. 

au 11111111111111111111111 
emaimum 11111111111111111111111 

1111111111111111111 
allimamm 111111111111111111111 
117,0,„ rpm iminmem 
Lc, sEcRruen ANALYZEA Malliiiiritt 

IreAP"VEMENT'3771 

11 TH" UGH 

Fig.6a Fig.6b 
SO NOISE REJECTION 

INPUT SIGNAL SENSITIVITY 
The presence of two filters, the 

rejection filter, with very high 
rejection and independent of the data 
and the high input signal and high 
signal-to-noise ratio sensitivities are 
important findings in the area of circuits 
and networks. They open a new era in the 
design, performance and applications as 
well as new concept in the operation of 
optimun systems, including biological life. 
The SO will have profound effect beyond 
the field of electronic engineering. 

The input signal sensitivity is a direct 
function of the regeneration gain, which 
controls many functions in the SO [ 3] 
including the presence of two filters, the 
high noise rejection, the wideband data 
filter and the high input signal and S/N 
sensitivities. 
The input signal sensitivity is given by [3] : 

noise 
noise 
filter 
input 

S = KEm -2/3 (8) 

where K is a constant and Em is the input 

signal. According to exppression ( 8), the 
input signal sensitivity tends to infinity 
when its magnitude decreases. The limiting 
factor, in the detection of the lowest 
possible signal, comes from the thermal 
noise,of circuit elements. Even this has 
little effect on SO, because of high "0". 
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Expression ( 3) is the heart of all 
operations. An oscillator exists because of 
expression 3,i. Continuous positive 
feedback would eventually destroy the 
oscillator. Whenever amplitude increases 
the regeneration gain automatically 
reduces to protect the oscillator. 

Also, expression ( 9) provides self-
regulation between the input signal and the 
regeneration gain: 

INPUT SIGNAL X REGENERATION GAIN=Constant ( 9) 

This implies that the regeneration gain 

tends to infinity as the input signal goes to 
zero. This expression will become clearer 
by presenting the amplitude curves of the 
oscillator along with gain curves. The 
output of a SO is independent of the input 
signal level and it is constant. Figure 7 
shows the amplitude of the oscillations, 
while Fig.8 shows three gain curves of a 
SO, where the gain is inversely 
proportional to the input signal level. In 
classical networks constant amplitude 
implies saturation. but not in a SO. The 
gain variations are due to self-regulation, 
to keep expression ( 9) constant. There is 
no saturation in a SO, the waveforms 
remain always sinusoidal. 
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DERIVATION OF EXPRESSION ( 3) 
This simple expression is powerful, 

because it provides a functional property 
that is unique and only available in a SO, 
while signal processing is taking place. 

The collector current of a transistor is 
approximated by 

is ( eqVs,'nKT _ 1 _ [ eaVS (10) 

where Is is the leakage current and Vs is 

the saturation voltage accross the base-
emitter junction. This voltege has nothing 
to do with the sel-regulation. For a given 
transistor Is and Vs are constant. The term 

q/nKT is 0.026 at 300°K and " n" ranges 
between 2 and 4 for silicon. Dividing both 
sides by VEB, the voltage accross the 

base-emitter junction, we have 

where 

ic/vEB = Is {eavs} 
VEB 

Ic/VEB is the transconductance, 

under regeneration, for an oscillator and 

{eaVs) is constant. We write expression 

(11) as 

Gm = K/A (12) 

where K is constant and A is the amplitude 
of oscillations. In expression ( 12) we 
replaced VEB with " A", since they are in 

phase. Any difference in amplitude is 
contained in K. 
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INI 

NOISE REJECTION ENHANCEMENT 
The input signal sensitivity and input 

signal-to-noise sensitivity are very high, 
namely -100dBm and -38dB for the SO 
circuit shown in Fig.2. Due to circuit and 
P.C. board shortcommings, such as 
feedback and feedthrough through the PC. 
boad, the SO can not utilize all the 
advantages of its functional properties. A 
circuit which improves the noise rejection, 
is shown in Fig.9. A second tuned circuit, a 
11-network, is inserted at the input. The 
signal-to-noise sensitivity of this circuit is 
8 to 9dB better than that of Fig.2. 
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SO WITH NOISE REJECTION ENHANCEMENT 

The skirt selectivity of the passive 11-
network is increased from 24dB/3.6MHz to 
24dB/10KHz, due to regeneration process. 
Transistor 12 is partially under 

regeneration. Ti is the oscillator transistor. 

SO AS A FIRST ORDER LOOP 
In three areas of operation the SO acts 

as a first order loop network. These are the 
tracking range, the acquisition time and 
the phase. These are ideal operational 
features for any network. They represent 
qualitativey their behavior and are given in 
expressions ( 13) through ( 15). 

TRACKING RANGE = (Gm  X V1 )/ ( C x V0 ) = K 

1 
ACQUISITION TIME = K [ 1-(Lw/K) 1 / 2 I 2 

PHASE = sin- 1 ( AW/K] 

where GM = 

V = 1 

V = 

TRANSCONDUCTANCE OF T1 

UNDER REGENERATION. 

INPUT SIGNAL LEVEL TO THE SO 

AMPLITUDE OF OSCILLATIONS 

IN EXPRESSION ( 14), C IS GIVEN BY 

C C3 [ Cl • C3 /C 2 

The SO acquires within 1 or two cycles, 
around the center frequency and phase is 
always +90° -Kr -›__90° = 180°. 

COHERENT PHASE-LOCKED SO 
Coherent Phase-Locked Synchronous 

Oscillator(CPSO) [ 8-10] is formed using a 
SO with two external loops. It provides 
coherency(zero phase error) to the SO 
throughout the tracking range. A block 
diagram of a CPSO is shown in Fig.10. The 
feedforward loop carries the input signal 
frequency to the phase-detector, while the 
feedback loop carries the synchronized 
output frequency through a divider and a 
90° phase shifter to the same phase 
detector. The phase detector detects the 
difference of phase, or the phase error, 
and through an integrating amplifier 
delivers it to the base of the oscillator, to 
make the resonant frequency of the SO to 
be equal to the input frequency. There is 
only one voltage which makes this 
adjustment. This is why the oscillator is 
calibrated to achieve this adjustment. The 
CPSO retains all the properties of the SO, 
while providing the coherency. In digital 
systems the phase error can deteriorate the 
BER by as much as 2dB to 3dB, for a 
frequency shift of ±50KHz at 140MHz. 

PHASE DETECTOR 
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BODE's INTEGRAL THEOREM 

The SO is not a clssical network. In a 
classical network an oscillator is regarded as 
an unstable network that can not perform 
linear signal processing. The SO performs 
linear signal processing while in oscillation. 
As a matter of fact, optimum performance 
can be achieved only by SO. 
Bode's Integral Theorem ( 11) derives the 
phase of a linear network from its amplitude 
and vice versa. The expression below 
performs this translation between the phase 
and the amplitude behavior. 

dAu 
log cothl--2-u I du (16) 

where u = log w 
wc 

and A = Attenuation in nepers 

dA 
I =f we set - k slope, we 

obtain 

(I) = 5 log coth 1-!2"-1 du ( 17) 

Aar 
The solution of - -2-- (18) 

k = 1 corresponds to one pole network, 

with 6 dB/Oct. fall- off and phase becomes 

-11- Likewise, for a two pole network k=2 

and the phase is -IF. In a SO the phase is 

independent of the amplitude behavior and it 

is determined by the tank circuit. For a two 

pole tank circuit the phase is -TF, no matter 

what the amplitude behavior is. The 

amplitude characteristic of a SO is ideal or 

near ideal, according to classical network 

theories, and ideal gain curves can not have 

linear phase The phase of a SO is linear and 

it is always -Tr/2->0-›+ff/2. Ideal amplitude 

curves can not be realized, according to 

classical theories. 

PALEY-WIENER CRITERIA 
Paley-Wiener Realizability criteria sets the 

rules for the realizabilty of classical 

rules for the realizabilty of classical 
networks. The necessary and sufficient 
condition for the gain function to be 
realizable, the following must be true. 

S log [ A(jw)] dw < 

1 + W2 

In the above expression 

log [ A(jw)] = W2 

so that the integral 

w2 

S - dw 

is not finite. 

CO (19) 

(20) 

Fig.3 shows the gain and phase curves of a 
SO. Note the steepness of the skirt 
selectivities and the phase remains always 
180°. Figures Ila and lib . show the gain 
functions which are not realizable, while 
Fig.12 shows the gain function which is 
realizable. theoretically. A network to be 
realizable must follow two rules: the gain 
function can not fall- off faster than 
exponential order and it can have infinite 
rejection for discrete set of frequencies, but 
it can not have infinite rejection over a band 
of frequencies. The gain functions of 
Figures 1 la and 1 1 b can not be realized, 
because it has infinite rejection on either 
side of band, while the network of Fig. 12 is 
theoretically realizable The gain function 
does not reach zero level. This is true, at 
least theoretically. Network of Fig. 12 can 
not be realized with classical networks, but 
it can be realized with a SO. 

AIG.71 A. L 
GJ 

NOT REALIZABLE 

a 

NOT REALIZABLE 

Fig. Il 
NOT REALIZABLE GAIN FUNCTIONS 
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REALIZABLE 

I AIGA 

Fig.12 
REALIZABLE GAIN FUNCTION 

AUDIO FILTERING & MODULATION 
Transversal equalizers were used for 

filtering audio signals, music and in 
reduction of noise in medical instruments 
[12] .TransversaL equalizers were used also 
for reducing the BER in satellite modems 
(13). The transversal equalizer, shown in 
Fig.13 was never commercialized in 
quantities, because of its cost and 

bulkiness. Here, the output of the 
transversal equalizer and the noise are 
subtracted from each other to recover the 
signal. The noise transducer is connected 
to the source of the noise, which may be 
one of the walls of the room. On the other 
hand digital transversal equalizers were 
used in telephone lines. With the 
introduction of the Synchronous Oscillator 
and the Coherent Phase-Locked 
Synchronous Osci Ilators transversal 
equalizers have lost their importance and 
their demand is limited. 

A low power, audio filtering and 
modulation network, is shown in Fig.14. It 
is one transistor SO with p>150. This gain 
is enough for the SO to generate the 
proper regeneration gain to provide the 
necessary, narrow-band, noise rejection 
filter. 

The filtering and the modulation are 
performed in two simultaneous steps First, 
when the audio and the associated window 
enter the oscillator, the base-emitter 
junction capacitor converts the audio 

variations into frequency variationss. Low 
amplitude frequency variations become 

part of the regeneration process and they 
are amplified until they reach the 
amplitude of oscillations. At that gage the 

original oscillations are replaced with the 
regenerated input signal and start tracking 
the input frequency variations. Fig.15a, 
Fig.15b and Fig.15c show FM, AM and 
chaotic operations of the SO. For FM 
operation the input audio should not exceed 
-10dBm, while for AM operation the input 
should range between -5 and OdBm. In the 
AM operation, shown in Fig.15b, 

appearently, the input signal was not high 
enough to provide higher index of 
modulation. 

A noisy low frequency sine wave was 
applied directly to an oscilloscope, as 
shown in Fig.16a. The same noisy sine 
wave was applied to the oscilloscope 
through a SO The improvement of the S/N 

is approximately 15dB, as shown in 
Fig.16b Higher regeneration gain for higher 
noise rejection is possible 
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by increasing the f3 of thransistor or the 
passive "Q" of the tank circuit or the 
supply voltage. These modulators are small, 
low power transmitters. The audio can be 
demodulated by a discriminator at the 

output of the modulator or simply by using 
the modulator as a transmitter and picking 
up the audio by a FM receiver. 

Such modulators or transmitters were 
built on a chip, using ring oscillators. 

Fig.15a 
FM MODULATOR OUTPUT 
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Fig.15b 
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A Self Calibrating Quadrature Generator 
with Wide Frequency Range 

David Lovelace and Jeff Durec 
Motorola Inc., Tempe, Arizona 

Abstract- A quadrature local oscillator generator 
that produces 0° and 90° amplitude matched 
signals over a wide frequency range was fabricated 
using a high performance bipolar technology. This 
circuit empfoys a unique phase shifting circuit 
combined with an improved high frequency phase 
detector to produce quadrature outputs. RC based 
circuits, which have typically been used to generate 
high frequency quadrature signals, can operate 
only over a narrow frequency range. Other 
quadrature generation methods such as frequency 
dividers use a reference LO frequency at least 
twice that of the desired quadrature signal and 
require a duty cycle adjiistment circuit which has 
bandwidth limitations. The circuit described in this 
paper operates over a frequency range of 400MHz 
through 700MHz with low amplitude and phase 
imbalance. 

An accurate phase shifter is necessary for 
communication receivers using an image reject 
mixer or I/Q downconverter[ 11[ 2][ 3]. The 
utilization of an image reject mixer eases the 
requirements of the image filter. Similarly, an I/Q 
demodulator relies on zero-IF filtering for most of 
its selectivity, therefore reducing the need for 
mechanical filters. This circuit utilizes a delay 
locked loop (DLL) to produce quadrature outputs. 
The DLL is fully integrated including the loop filter 
and utilizes a differential architecture. Integration 
allows the circuit to be self calibrating. The DLL 
produces quadrature signals which are insensitive to 
changes in temperature, process, frequency or 
amplitude. 
Fig. 1 depicts the delay locked loop as 

implemented in the quadrature generator. A Local 
Oscillator (LO) signal is applied to a single-ended to 
differential buffer. The output of this buffer drives 
both the phase shifted and non-shifted paths. The 
phase shifted path includes a current controlled 
phase shifter which is followed by a limiting 
amplifier. The phase shifter delays the incident 
signal by an amount controlled by a phase detector. 
The non-phase shifted path includes another limiter 
matched to the first one. These limiting amplifiers 
remove gain imbalance introduced by the phase 
shifter. The outputs of the limiting amplifiers are 
applied to the phase detector which is based upon an 
analog multiplier. The phase detector output is 
filtered and applied to the phase shifter resulting in 
an output signal phase locked to the reference with a 
90° phase offset. The limiting amplifiers also drive 

matched output buffers which have been designed 
for 50S2 matched interfaces. 
Stacked architectures are commonly utilized in 

phase detectors to reduce current consumption. A 
disadvantage of these circuits is the unequal 
propagation delays between the inputs. The net 
effect is a non-zero output when the input signals 
are at the desired phase shifts. This result is 
detrimental at high frequencies where the inherent 
propagation delay becomes a significant fraction 
of the signal time period. The low pass filtered 
output of an ideal analog multiplier used as a 
phase detector has a low pass filtered transfer 
function defined by ( 1) for inputs Acos(on-Fa) and 
Bcos(ox-i-13). This phase detector will have zero 
DC output when a-13=90°. 

AB 
z = 2—cos(a — 13) (1) 

A similar phase detector which includes 
propagation delays differing by A, has a low pass 
filtered transfer function defined by ( 2). This 
phase detector will have zero DC output when a— 
P=à+90° . 

AB 
z = cos(a— —A) (2) 

Fig. 2 depicts a cross-coupling method which 
uses two phase detectors to reduce the effect of 
unequal propagation delays. The low pass filtered 
transfer function of this arrangement is defined by 
( 3). The simulated phase error introduced by the 
phase detector is improved from 10° to under 0.1°. 

z = ABcos(a-13)cos(A) (3) 
The delay circuit uses two cascaded emitter 

followers each biased by variable current sources 
to drive capacitors and provide the appropriate 
delay. The simplified circuit schematic of a phase 
shifter is shown in Fig. 3.The phase delay of a 
single delay stage is defined by ( 4). 

V 27tfC VT] 
= atan[   (4) 

It can be seen by ( 4) that if only one emitter 
follower stage was used, a bias current of zero 
would be required to achieve the 90° phase shift. 
This constraint necessitated the use of at least one 
additional phase shifter. 
The quadrature generator was evaluated in an 

SO-8 package mounted on an FR4 PC board using 
microstrip lines for all high frequency 
connections. 

Fig. 4 shows the measured phase and amplitude 
error versus frequency for the quadrature 
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generator. Phase error is defined as the deviation from 
the expected 90° separation and amplitude error is 
defined as the difference in the output powers. Less 
than 1° of phase error was achieved over the frequency 
range of 435MHz to 660MHz. 
Phase noise contribution of the quadrature generator 

is minimal. Fig. 5 shows the phase noise of the 
quadrature generator's input source and the phase 
noise of each of the quadrature generator's outputs. 
This result shows that the DLL does not degrade the 
phase noise of either signal. 
Greater than 40dB of isolation was measured 

between the input signal and the outputs as well as 
between the two quadrature outputs. The actual phase 
separation of the quadrature outputs will be the vector 
sum of the intended signal plus the coupled signals. 
For instance, the coupling of a 90° phase shifted signal 
with a 0° phase shifted signal, 40dB lower in 
amplitude, results in a vector of 89.4° and negligible 
amplitude change. Lower phase error can be expected 
when the quadrature generator drives mixers located 
on the same die rather than driving low impedance 
external loads. 
The quadrature generator operates with a 3V power 

supply and draws 8mA of current. Current drain is 
increased by another 4mA to accommodate the low 
impedance buffers which are used only for evaluation 
purposes to drive test equipment (5011 loads). 
Fig. 6 shows the plot of the test IC that was 

fabricated with Motorola's MOSAIC VIM high 
performance silicon bipolar process to validate the 
design concepts described by this paper. 
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Design, Simulation and Analysis of CDMA Communication Systems 

Dr. Kurt Matis 
ICUCOM Corporation 

1223 Peoples Ave., Troy, NY 12180 

This paper focuses on some of the special techniques that are useful for the simulation of CDMA systems and 
spread-spectrum systems, in general. Topics covered include efficient simulation architectures for fast Bit Er-
ror Rate ( BER) simulations, combined Monte-Carlo and analytical evaluation, fast algorithms for synchroni-

zation, and evaluation of error-control coding performance. 

I. Introduction 

Spread-spectrum techniques have been employed in 
military communication and radar systems for about 50 
years. The primary purposes in communications have been 
to combat the effects of jamming and to effect covertness. 
In radar systems, the primary purpose has been to pro-
vide accurate ranging (delay measurement). Numerous 
books and papers have been written on spread-spectrum 
techniques used for these purposes over the years. 

Spread-spectrum techniques are also useful in com-
mercial applications, although the motivation to apply 

such techniques to these applications has developed only 
fairly recently. The most important use of spread-spec-
trum techniques in the commercial world is in multi-user 
communications. Spreading the signal of multiple users 
with a unique spreading waveform assigned to that user 

can allow simultaneous access to a shared communica-
tion channel. This technique is called Code-Division 
Multiple-Access (CDMA) and forms the basis of the IS-
95-A standard. Many papers have been published on 
CDMA techniques over the years, but the first textbook 
devoted to CDMA appeared but recently [ 1]. 

CDMA systems can provide superior multiple-access 
capabilities, in addition to a number of other desirable 
attributes for wireless cellular service. These attributes 
include optimum subscriber station power management, 
universal frequency reuse, soft handoff, and enablement 
of the use of optimum receiver structures for time-vary-
ing multipath fading channels. We assume that the reader 
has some familiarity with CDMA principles. We provide 
a basic description of the architecture of the IS-95-A for-
ward (base station to subscriber) and reverse (subscriber 
to base station) links in the next section. 

In this paper, we discuss some important issues for 

the system-level modelling and simulation of CDMA sys-
tems. The wide bandwidth generally associated with 
spread-spectrum systems normally requires large sampling 
rates within digital transceivers that are now commonly 
used to implement such systems. Simulation on digital 
computers has now become a popular evaluation tech-
nique for performance assessment of communication sys-
tems. In this technique, all components of an end-to-end 

communications link must be represented with adequate 
fidelity, including channels and analog components. Sys-
tem-level simulations of links normally employ a sampled-
data representation of analog signals, incurring lengthy 

run times due to high sampling rates and the associated 
large volumes of data processing. 

This paper discusses certain techniques for imple-
menting efficient simulations of CDMA systems. We be-
gin by discussing the various levels of modelling abstrac-
tion and system evaluation that are involved in a commu-
nication system's life cycle. We next discuss efficient ar-
chitectures for the simulation of wideband systems. This 

primarily involves techniques for moving and synchro-
nizing large amounts of data between the various sub-
system and component models participating in the simu-
lation. We also discuss channel models of varying levels 

of complexity within the specific context of mobile cellu-
lar radio. We then demonstrate how these models can be 
used in both coded and uncoded system performance evalu-

ations. 

Throughout the remainder of this paper, we illustrate 
basic CDMA concepts with example simulations of the 
IS-95-A CDMA standard [2-3]. 

H. Efficient Behavioral-Level Simulation of CDMA Systems 

The modeling and simulation process is often applied 
at different stages in the life cycle of engineering sys-
tems. At the conceptualization stage, simulation is typi-
cally used to explore "what if' scenarios involving trade-
offs of major design choices. In design of wireless sys-
tems, the designer may need to select from various modu-

lation schemes and/or error-control coding types to en-
able efficient transmission over a given channel. If a com-
munication standard has already been specified, the de-
signer might be tasked with developing an appropriate 
transceiver architecture for implementing the standard. 
Both of these scenarios involve characterizing the system 
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at the behavioral level. At this level, we are interested in 
assessing the idealized behavior of the algorithms involved 
in the overall system design. This level of modelling ab-
straction is often called system-level modelling. To avoid 
confusion in what follows, we will refer to this level of 
modelling as behavioral-level modelling. End-to-end per-
formance measures such as Bit Error Rate (BER) are used 
to characterize system performance at this level. The next 
stage in the design cycle is the characterization of the 
non-ideal behavior of the various components and sub-
systems that will be used to physically implement the de-
sign. This type of assessment can be performed by the 
various modelling and simulation packages available for 
simulation of circuits and devices. Programs like SPICE 
provide accurate modelling facilities for ordinary elec-
tronic circuits. There are also many simulation tools for 
RF and microwave circuits. These circuit and hardware-
oriented programs generally model electronic systems at 
a much greater level of detail than that required at the 
behavioral level. In behavioral-level modelling, the dif-
ferential equations describing the system under study are 
often approximated with finite-differences. Circuit-level 
modelling usually involves a direct iterative solution of a 
set of coupled differential equations within an arbitrary 
accuracy. There is thus a trade-off between accuracy and 
computational complexity that arises between the vari-
ous modelling techniques that are in common use. Ide-
ally, a mixture of abstraction levels could be combined 
into a single modelling environment. This would afford 
the user the ability to model critical portions of the sys-

tem at the circuit level, with the remainder of the system 
model composed of system-level elements. To date, an 
effective multi-level environment has not emerged. In what 
follows, we will focus on techniques for efficient behav-
ioral-level modelling and performance analysis. We will 
see that there are trade-offs between speed and accuracy 
even within the behavioral level. 

A major goal of behavioral-level simulation and 
analysis is the characterization of the long-term statisti-
cal performance of the system under study. In many cases 
of interest to the system designer, the events that are to be 
characterized occur only rarely. Bit errors are an obvious 
example of rare events that need to be characterized in 
communication system performance evaluation. In cases 
where rare events need to be observed, it is necessary to 
generate correspondingly large amounts of data. To en-
sure statistical significance of empirical results, it is pru-
dent to observe 10-100 of the events that are to be statis-
tically characterized. In the case of independent bit er-
rors, for example, this requires the generation of a num-
ber of bits 10-100 times the inverse of the bit error rate. 
Thus the tabulation of a bit error rate of 0.0001 requires 
one hundred thousand to one million symbols to be pro-
cessed. If an entire system were to be modelled at the 
circuit level, realistic statistical simulations would not be 
possible on today's computers. 

We will next describe the basic architecture of the 
IS-95-A system, which we use as an example to illustrate 
the special modelling requirements of CDMA systems. 

III. IS-95-A CDMA Basics 

The digital IS-95-A standard employs Direct-Se-
quence (DS) spectrum spreading by multiplying the 
user's narrowband waveform by a wideband signal. This 
wideband signal is generated by spreading "codes" con-
sisting of sequences of 64 "chips," associated with each 
symbol interval. The entire sequence of chips is used to 

modulate the carrier during each symbol period, result-
ing in a widened or "spread" spectrum. The underlying 
information sequence is mapped into the chip sequence 
in different ways in the forward vis-à-vis the reverse chan-
nel. In both cases, the characteristics of the spread-spec-
trum signal provide some important advantages. 

A block diagram of the base station to subscriber 
link is shown in Fig. 1. This link is called the Forward 
CDMA Channel. This link operates coherently, enabled 
by the transmission of a pilot signal. In this paper, we 

will discuss only the forward traffic channel. We will 
not discuss the sync and paging channels here. The imple-

mentation of these channels is straightforward. Within 

the diagrams in this document, we employ a small circle 
around the operator within summation or multiplication 
icons to indicate that the operation is performed over a 
binary field of (0,1). 

The Forward link is capable of accepting informa-
tion bits at the rate of 0.8 Kbps, 2.0 Kbps, 4.0 Kbps and 
8.6 Kbps. Channel symbols are transmitted in frames, 
with each frame containing a number of information bits 
and a convolutional encoder tail sequence to drive the 
convolutional encoder into a known state at the end of 
each frame. Additionally, the frame incorporates a frame 
quality indicator sequence for the two highest data rates. 
The frame quality indicator sequence is nothing but a set 
of parity check digits that detect errors in the frame. It is 
also used to establish the incoming data rate at the sub-
scriber station. 

After the possible addition of the check digits and 
the addition of the tail bits, each frame is convolutionally 
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encoded with a rate = 1/2 constraint length 9 convolu-

tional encoder with tap connections = { 753, 5611 (Oc-

tal). 

Depending on the data rate, the encoder output se-

quence is repetition-encoded by a factor of 1 (no encod-
ing), 2, 4 or 8. This brings the final baseband symbol rate 

up to a constant 19.2 Kbps. 

A block interleaver of special design is employed to 
interleave and permute the order of the baseband symbols 

before transmission. 

After interleaving, the baseband sequence is 
scrambled by a "long code generator," the decimated out-

put of which is modulo-2 added to the baseband symbol 

stream. The long code output is also used to randomize 

the placement of a power control bit within the baseband 
symbol stream. 

The power control bit is generated at an average rate 
of 800 bps in response to changing received SNR condi-

tions at the Base station. The power control bit commands 

the subscriber equipment to either raise or lower its power 
output to achieve adequate but not wasteful received power 
levels. This is a key element in both the superior capacity 
and power efficiency attributes of CDMA cellular sys-

tems. 

After multiplexing, the baseband symbol stream is 
spread by multiplication with a Walsh sequence of length 
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64, thus creating a baseband "chip" sequence at a rate of 
1.2288 Mcps. There are 64 orthogonal Walsh sequences 

of length 64, certain of which are assigned to different 

users of the channel. All users' transmissions occur syn-
chronously from the base station, so these transmissions 
are also synchronized at any individual subscriber's re-
ceiver. The use of a set of orthogonal sequences thus al-

lows perfect rejection of other-user interference associ-
ated with any given transmission path. 

The baseband sequence is finally BPSK-modulated 
on both the inphase (I) and quadrature (Q) channels. The 
same baseband sequence is duplicated on both channels, 
then spread with different pilot sequences on the I and Q 

channels. This technique allows independent despreading 

and amplitude measurement of both channels. This, in 
turn, allows the embedded pilot sequence to be employed 
for channel sounding purposes to determine the ampli-

tudes and phases of various multipath components re-

ceived at the subscriber station. 

After spreading by the pilot sequences, the chip se-
quences are passed through identical baseband filters to 

produce the baseband I/Q modulating signals. The filters 
are specified in the IS-95-A standard on the basis of a 
spectral mask and allowed mean-square deviation from a 

discrete-time impulse response. The impulse response is 
specified at 4 samples per chip with length 48, the same 

rate and length as the baseband filters in the Library. Fig. 1 
indicates that each channel is applied to an individual 
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modulator. In this case, the various signals, s(t), would be 
added together to form a composite multi-user signal. In 
practice, the signals might be combined algebraically at 
baseband before being input to the modulator. 

At the receiving end, the IS-95-A specification is si-
lent on the specific architecture of the subscriber receiver. 
It does, however, refer to the IS-97 "Recommended Mini-
mum Receiver Performance Standards for Base Stations 
Supporting Wideband Spread Spectrum Cellular Mobile 
Stations," which supplies general minimum operational 
performance specifications. The generic receiver archi-
tecture commonly used in IS-95-A systems is known as a 

"Rake" receiver. This is a multipath reception technique 
that attempts to perform what might be deemed an obvi-
ous procedure for combining multiple received signals. 
The Rake technique attempts to time-align the various 
delayed paths and add them up again. The paths must be 
weighted in an optimum fashion, which depends heavily 
on the long-term fading statistics of the various received 
paths. If the Rake receiver additionally attempts to ex-
tract and exploit information concerning the phase of the 

received paths, the Rake receiver is deemed coherent. Due 
to the presence of a pilot sequence in the forward IS-95-A 
transmitted signal, subscriber receivers usually employ a 
coherent technique. A description of Rake receivers can 
be found in [41. 

In the context of cellular mobile radio, Rake receiv-
ers have two functions. The first is to periodically per-
form measurements on the time-varying channel to de-
termine the multipath structure (delays, amplitudes and 
possibly phases) and track its changes over time. This is 
often called channel "sounding." Since the multipath 
structure of mobile radio channels is usually changing 
more rapidly than "quasi-static" multipath channels (like 
HF and TROPO, for example), this aspect of the receiver's 
operation becomes critical. For a given multipath struc-
ture, the Rake receiver must then act by combining a se-
lected number of received paths in some optimum or ap-
proximately optimum fashion. The number of paths to be 
combined is often fixed as part of the receiver specifica-
tion, so the receiver usually attempts the recombining of 
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the N strongest received paths. N typically ranges from 3 
to 6 in most Rake receivers. 

The Rake receiver may be implemented with a vari-

ety of structures, each with its own set of advantages and 
disadvantages. Classically, Rake receivers have been 
implemented with a number of discrete receiving elements, 
called "fingers" of the Rake. This is most appropriate for 
implementation with monolithic components, used to ac-
tually implement the several fingers. A model of this ap-
proach is shown in Fig. 2, where a parallel Rake finger 
combiner is illustrated, along with the internal details of 
one of its fingers. On the other hand, modern DSP tech-
nology has made it possible to perform more and more 
baseband functions within programmable chips or ASIC's. 
In this case, individual paths may be processed serially. 
With this type of implementation, certain DSP techniques 
make it possible to perform some of the receiver func-
tions very efficiently. These and other techniques may be 
mixed and matched in any given receiver design. 

The IS-95-A subscriber-to-base station link employs 
a noncoherent transmission technique. Generally, the sub-
scriber equipment is power-limited, hence transmission 
of a separate pilot sequence to enable coherent operation 
is not attractive. The determination of multipath struc-
ture and subsequent path combining is still possible, how-
ever, with a bit more sophisticated signal processing. Since 
the base station equipment can be larger (and generally 
more costly), the implementation of more complex pro-
cessing is usually not problematic. 

A block diagram of the subscriber-to-base link is 
shown in Fig. 3. This link is called the Reverse Traffic 
Channel link. Many of the components will be recognized 
from the forward link, but some are used in different ways. 

Infoimation rates and the channel signaling rate re-
main the same, but some intermediate rates differ based 
on different processing, modulation and encoding tech-
niques. The frame quality indicator is still employed for 
the two higher data rates, as well as the encoder tail bits. 

In this case, a rate = 1/3, constraint length 9 convo-

lutional code is employed, which provides a greater out-
put symbol rate than the forward channel encoder. 

The code symbols are again repeated for all data rates 
except the highest and input to the same type of block 

interleaver. 

In the reverse link, the Walsh codes are employed at 
this point to provide a noncoherent orthogonal sequence 
modulation technique. The Walsh modulator accepts the 
six bits needed to create an index for the set of 64 64-ary 
orthogonal sequences which may be transmitted. This 
produces a Walsh chip rate of 307.2 kcps. 

A "data burst randomizer" is employed to delete all 
but one copy of each code symbol from the symbol stream 
that is eventually transmitted. The randomizer operates 
by dividing each frame into 16 groups of 6 64-ary modu-
lation symbols and determining which of the 16 groups is 
to be transmitted. The transmitter is to be gated off dur-
ing periods of no transmission. The long code generator 

spreads the randomizer output with four PN chips per 
Walsh chip, giving a fmal output chip rate of 1.2288 Mcps. 
The baseband modulating sampled-data waveforms are 
created in the same fashion as in the forward channel, 
with the exception of a one-half chip delay imposed on 
the quadrature channel. Thus, the modulation on the re-
verse channel is offset QPSK. 

The receiver for the reverse channel is still usually of 
the Rake type, although the processing is somewhat dif-
ferent and more complex, due to the noncoherent modu-

lation. 

The demodulation process involves noncoherent cor-
relation between the received complex Walsh-modulated 
sequence and 64 candidate Walsh sequences to determine 
that most likely transmitted. This process can be efficiently 

implemented in DSP hardware, however, in the form of a 
Walsh transform, which requires only additions and sub-
tractions. We will provide further elaboration in the ex-
amples. 

IV. Simulation Requirements for CDMA Systems 

As the reader may glean from the brief description of 
the IS-95-A standard provided above, simulation of the 
end-to-end digital link is complex. In order to provide 
realistic and effective evaluation of such systems, a mod-
elling and simulation tool must possess the following char-

acteristics: 
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a) Fast and efficient data processing 

Simulation of the wideband signals involved in 
spread-spectrum systems typically involves large sam-
pling rates. A correspondingly large volume of data is 

required to be passed between the various model blocks 
participating in a simulation. Statistical performance 
analysis of such systems requires that data be moved 
and processed efficiently. 
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b) Graceful support of multirate processing 

Typical modem CDMA systems employ spread-

spectrum techniques in conjunction with sophisticated 
coding, interleaving and other signal processing tech-
niques. Data production and consumption rates may 

vary widely among the various model blocks associ-
ated with a given design. Any effective simulation of 
such designs must efficiently accommodate these 
multiple rates. 

c) Different levels of modelling abstraction 

Even within a system-level tool, it is desirable to 

provide a hierarchy of levels of modelling abstraction. 
The user should be provided with just enough detail 
for appropriate modelling of the system function un-

der study. A user designing a transmitter might not 

require extremely detailed models of the channel, for 

example. 

d) Analysis models as an adjunct to simulation 

In many cases, the use of analytical models for 

BER and other measures of performance can be used 
in conjunction with simulation results. Semi-analytic 
methods, combining some simulation with some analy-
sis, can often be used to allow Monte-Carlo simula-

tions to be performed in much shorter times. 

The next section describes methods for implemen-

tation of the requirements described. 

V. Techniques for Efficient Simulation 

This section describes some techniques for imple-

menting the types of efficient simulation required at the 
behavioral level for CDMA systems. The first section dis-

cusses procedures for efficient data processing and ma-
nipulation. We then move on to discuss techniques for 

modelling with different levels of abstraction within dif-
ferent portions of the system under study. Finally, we dis-

cuss the use of analytical methods as an adjunct to simu-

lation. 

1) An efficient data processing methodology 

Within the complex systems involved in today's 
wireless field, many different types of subsystems ex-

ist in the end-to-end communication link. Some sub-
systems will always be analog, although more and 
more digital technology is being applied in current 

system designs. These various subsystems and their 
simulation models have widely differing data process-
ing requirements. In the digital portions of the sys-

Block Processing 
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tern, clock rates may differ by orders of magnitude 
between different chips, boards or components. Addi-

tionally, different portions of the system may need to 
process data in different size chunks, or blocks. Many 

modern DSP algorithms are based on block transforms 
such as FFT's and Walsh transforms. Models for these 
algorithms need to be mixed with models for such ar-

chitectures as digital and analog feedback loops. These 
latter models are normally implemented with "sample-

by-sample" processing. A dilemma arises when at-
tempting to mix models with such varying data trans-
fer requirements within standard simulation tools. 

Normally, the user has to do a significant amount of 
additional work in synchronizing the movement of 
data between the various model blocks participating 
in such complex simulations. Unless this data syn-

chronization is performed in an efficient fashion, simu-
lation run times can become excessive, rendering 
Monte-Carlo techniques almost useless. Any useful 
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simulation environment for the systems under con-
sideration must employ efficient techniques for data 

movement and synchronization between model blocks. 

One technique that can be used effectively for the 
support and synchronization of various types and rates 
of data transfer is elastic buffering. With this tech-

nique, elastic buffers are placed between the model 
blocks within a simulation to act as "storage tanks" 

for data that may be generated and consumed at dif-

fering local rates. This technique is illustrated in Fig. 4. 

The diagram illustrates the case where a block 

processing model is connected to a feedback loop 
which is assumed to process data a sample at a time. 
The elastic buffer shown here is a First In First Out 

(FIFO) buffer that is responsible for holding a block 
of data that is produced by the block processing model 

and feeding it a sample at a time to the following feed-
back architecture. Obviously, the simulation execu-

tive program must have the logic built in to refrain 
from calling the block processing model again until 

the elastic buffer is empty. 

{ai} 

2) Variable levels of model abstraction 

System designers generally need to model differ-

ent parts of a system at different levels of detail at 
different stages in the development process. In the con-
cept definition stage of a communication system de-

sign, the designer would be interested in exploring 

modulation, coding and other system-level trade-offs 

to establish a single or small set of viable communi-
cation techniques. Since many possible combinations 
of basic algorithms will be studied, it's desirable to 

have efficient models that allow a large number of 
test cases to be evaluated. Generally, modelling at this 

stage in the development cycle can be rather abstract, 
since the designer is primarily interested in establish-
ing performance trends and narrowing the set of pos-
sible design choices. This normally involves elimi-
nating those choices that provide clearly inadequate 

performance. Thus the models employed within this 
scenario often need to provide only rough order of 

magnitude accuracy. 

In addition to ideal demodulator performance, a 
receiver designer would need to explore the perfor-
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mance of various ancillary functions. These might 
include phase tracking, bit synchronization, equaliza-
tion, or in the case of CDMA systems, various RAKE 
reception algorithms. An ideal modelling and simu-
lation environment would provide alternative models 
at different levels of abstraction for the modelling of 
different portions of a systems at different stages in 
the design process. 

A concrete example of the above consideration is 
the various levels of abstraction that might be pro-
vided for modelling the communication channel. Ab-
stract channel models are often employed for efficient 
evaluation of coded system performance. An abstract 
channel model treats the transmitter/channel/receiver 
cascade as a discrete "superchannel" that receives M-
ary input symbols and produces Q-ary output symbols 
with a given distribution, based on given "channel 
transition probabilities." This model is depicted in 
Fig. 5, for the case M = Q = 2. 

This particular model assumes that independent 
symbols arrive at the decoder input with a given dis-
tribution. The distribution, in turn, may be evaluated 
through empirical studies made on the transmitter/ 
channel/receiver cascade. In the IS-95-A application, 
for example, the Q-ary output might correspond to 
the quantized levels appearing at the input to the Vit-
erbi decoder. In this case, the actual physical channel 
model would correspond to the type of fading multi-
path conditions encountered within the mobile cellu-
lar environment. A description of these types of chan-
nel models can be found in [5]. It is also possible and 

very useful to provide models intermediate between 
these two extremes. We illustrate this concept with a 
simulation example. 

Fig. 6 illustrates a simulation of the IS -95-A non-

coherent reverse link. 

This simulation addresses only the demodulator 
performance in the presence of various types of fad-
ing. A Walsh modulator is employed on the transmit-
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ting side, with a Walsh transform-based demodulator 
being employed at the receiving side. A single Rician 
path is assumed, with adjustable ratio of specular to 
diffuse energy. The internals of the Independent Ri-
cian Fading hierarchical model are shown on the bot-
tom left of the canvas. It is an abstract channel model 
designed to simulate the effects of slow Rician fading 
in the limit as the fading bandwidth becomes a van-
ishingly small fraction of the symbol rate. This is the 
limiting case of "flat" fading, but is reasonably-well 
approximated when the fading bandwidth is on the 
order of 1/10'h the symbol rate. A Complex Splitter 
model splits the Subnet input into diffuse and specu-
lar components. This particular model generates a 
complex Gaussian variate with the Complex Addi-
tive White Gaussian Noise model and holds (repli-
cates) it for a period of time before inputting it to a 
Complex Multiplier. A Hold model is employed for 
this purpose. A complex Gaussian variate with inde-
pendent I and Q components results in Rayleigh-dis-
tributed magnitude and uniformly distributed phase. 
The resulting magnitude scaled and phase-shifted sig-
nal is applied to a dB Pad model where it is scaled 
and added to a scaled specular component. The specu-
lar component possesses a fixed, but user-specifiable 
phase. The scaling applied in the dB Pad model 
achieves a given user-specified specular-to-diffuse (S/ 
D) energy ratio. The result of this process is that the 
signal undergoes Rician fading that is constant dur-
ing intervals, but independent from interval to inter-
val. This is extremely useful in the simulation of coded 
systems employing interleaving. If the "hold" period 
is chosen to be one symbol (or the number of symbols 
grouped together into an interleaving "cell"), the ef-
fects of an arbitrarily large interleaver can be simu-
lated without actually having to use one. In simulat-
ing coded systems, this is an appropriate model for 
channels with a slow fading rate compared to the chan-
nel symbol time, but fast with respect to the total in-
terleaving delay. We employ this model in this simu-
lation, since the use of Walsh modulation can be 
viewed as a form of coding, in which Walsh "chips" 
play the role of encoded symbols. The overall simula-
tion model in Fig. 6 assumes that the channel is con-
stara over 64 chips, but independent from one 6-bit 
Walsh symbol to the next. This would correspond to 
the situation where an interleaving cell contains a 
number of Walsh symbols. After processing with the 
Independent Rician fading model, the signal is cor-
rupted with AWGN with another complex AWGN 
model. 
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The Bit Error Rate (BER) as a function of bit en-
ergy-to-noise power ratio (Eb/NO), in decibels, is 
shown in the bit error rate plot on the right of the 
figure. The smooth curve corresponds to antipodal sig-
nalling in AWGN. The dashed curve corresponds to 
the theoretical BER performance for non-coherent 
reception of 64-ary orthogonal signals in AWGN. The 
open squares are the simulation results. In all cases, 
at least 100 bit errors were tabulated for each SNR 
value by setting the "Minimum Errors Requested" 
parameter in the error counter to that value. This pro-
vides extremely high statistical significance levels to 
our results. It will be noted that the empirical results 
fall exactly on the theoretical results for 64-ary modu-
lation. Another interesting note is the fact that the 
64-ary orthogonal modulation provides significant 
coding "gain" over the BPSK case, even with 
noncoherent detection. This is due to the fact that or-
thogonal sequence modulation can be properly con-
sidered a form of error-control coding. Using more 
than one transmission per bit allows the introduction 
of controlled redundancy into the transmitted chip 
stream. Alternatively viewed, this allows transmitted 
chip sequences (codewords) to be differentiated in a 
number of positions from one another, allowing the 
probability of sequence error to be greatly reduced. 
The BER curve for the coded orthogonal modulation 
shows the normal threshold behavior associated with 
coded systems in general. At low SNR, the perfor-
mance is worse than uncoded, but exceeds it at higher 
SNR values. For further reference to the theory of data 
transmission by orthogonal functions, see [5]. The 
other curves on the figure show results for S/D ratios 
of 10.0 dB and -100.0 dB. The latter case represents 
essentially Rayleigh fading conditions. A plot of the 
noise-corrupted modulated phase trajectory over 2048 
chips is shown in the bottom left of the figure. This 
plot was generated with S/D = 10 dB and Es/NO = 
20.0 dB. Note the dispersion about the signal antipo-
dal mean values due to the skew and amplitude fad-
ing of the Rayleigh component. 



VI. Conclusion 

In this paper we have attempted to describe certain 
techniques for effective evaluation of CDMA systems and 

spread-spectrum systems in general. We hope that this 

discussion will be of value to those readers involved in 
the system development process or in the development of 

simulation tools and techniques. 
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Joel Kirshman and Maurice Schiff 
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Abstract - With the increasing advancement in Digital Signal Processing (DSP) 

hardware, it has become advantageous to implement DSP algorithms in order to process 

normally analog signals digitally. Using DSP techniques eliminates errors due to thermal 

drift, increases overall processing speed, and reduces circuit complexity. The challenge to 

the DSP designer is to develop fast and accurate algorithms. 

Traditionally Quadrature Phase Shift Keying (QPSK) modulation and 

demodulation are accomplished by using a combination of DACs, ADCs and analog mixers 

on both the in-phase and quadrature-phase channels. This paper will demonstrate the 
design and simulation of a 100 mega symbol per second DSP hardware QPSK 

communication system utilizing a technique that eliminates the complexity associated with 

generating trigonometric functions. Specifically, by setting the carrier's center frequency 

equal to 1/4  the sampling rate (Fs), the QPSK hardware implementation is significantly 

simplified, and the benefits of using DSP chips can be realized. 

I. DESIGN 

The article will take the reader through the design process and simulation of a 

Fs/4 DSP QPSK system using SystemView®, a windows based simulation tool available 
from Elanix, Inc. 

Traditional analog designs for QPSK systems (Figure 1) rely on analog circuitry 

to modulate a sinusoid with data. 

Figure 1. Analog QPSK modulator 
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By inspection of the QPSK transmitter in Figure 1 the output signal is 

y(t) = de)cos(2nfct) + dQ(t)sin(27cfct ). [1] 

If the components in Figure 1 were now replaced with their digital equivalents then [ 1] 

would take on the form 

y(nT) = di(nT)cos(gnT) + dQ(nT)sin(QcnT) [2] 

where 1/T = Fs is the sampling rate, and s-2, = 27.cfc, the center frequency. The values 

di(nT) and dQ(nT) are the results of convolving the in-phase (D,(nT)) and quadrature 
(DQ(nT)) data with the impulse response of the pulse shaping digital FIR filters. 

Digitally modulating signals with sinusoids as in equation [2] becomes difficult. 
However, if fc is set to Vs Fs (i.e. gT = n/2) then equation [2] can be rewritten as 

y(nT) = di(nT)cos(nrc/2) + dQ(nT)sin(mt/2). [3] 

The output y(nT) will be d,(0), dQ(T), -d,(2T), -dc,(3T), d,(4T), dQ(5T),... since 
cos(gnT) = 1,0,-1,0 and sin(QcnT) = 0,1,0,-1. The Fs /4 technique reduces the carrier 

modulation effort to multiplying the data by " 1" and "4". Hence, the speed and precision 
in which the data is modulated is increased. There is no need for high speed digital 

multipliers and adders to implement the modulation. 
Now lets take a closer look at the terms d, and d() The general expression for d, 

is given by the convolution relation, 

dl(n) = ii h(m)D, (n — m) [4] 
m=o 

where h(m) are the coefficients of the pulse shaping filter. Now write out equation [4] in 

detail to obtain; 

d,(0) = h(0)D,(0) 
d1(1) = h(0) DO) + h(1) D,(0) 
4:11(2) = h(0)131(2) + h(1) DO ) + h(2) NO) 

(11(3) = h(0) D1(3) + h(1) D,(2) + h(2) D1(1) + h(3) D,(0) 
d,(4) = h(0) D1(4) + h(1) D1(3) + h(2) D1(2) + h(3) DO ) 

45) = h(0) D,(5) + h(1) D,(4) + h(2)1),(3) + h(3) D1(2) 

Table 1 

For illustration purposes N was set to equal three in equation [4]. The proper way to 
drive the pulse shaping filters is with impulses at the symbol data rate. For example, if 

the symbol rate is also Fs/4, then the input data samples into the filter are of the form; 

S1(0),0,0,0, S,(1),0,0,0, S,(2),0,0,0, S1(3) etc., where S1(0) = D,(0), S1(l) = D1(4), S,(2) = 

D,(8), etc. Thus the filter output of Table 1 can be rewritten as; 
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MO) = Si(0)h(0) 
di(1) = S/(0)h(1) 
di(2) = Si(0)h(2) 
d1(3) = SI(0)h(3) 
d1(4) = Si( 1 )h(0) + Si(0)h(4) 
45) = S1(1 )h(1) + SI(0)h(5) 

etc. 

Table 2 

Since cos(n71/2 ) is zero for odd values of n, only the even terms of the above expression 
need to be computed. And, hence, only the even terms of h(n) are retained. In the same 

manner, the equivalent expression for the quadrature signal only involves the odd 
coefficients of h(n). As a result, the single pulse shaping filter can be split into two filters 

one with even coefficients and one with odd coefficients, each running at half of the 

original rate. In addition, the process of multiplying the data points by alternating " 1" and 
"-1", as previously discussed, can be eliminated by negating every other filter coefficient. 

Thus, a further reduction in computational complexity is realized. 
The DSP Fs/4 QPSK transmitter implementation that was simulated is shown in 

Figure 2. The data rate on the in-phase and quadrature channels is 100MHz, and the 
computational rate is then 400 MHz. The basic building blocks are referred to as tokens 

in SytemView®. 

Figure 2 Digital Fs/4 QPSK modulator 

The first step in constructing the transmitted signal is achieved by sampling the 

input signal at 100MHz (token 1 and token 4) such that there is one bit per symbol. The 
output of the 100MHz sampler is then fed into a Hold Last Value token and then 

sampled at 200MHz. Figure 3 depicts the in-phase 100MHz sampled data overlaid with 

264 



the resulting output of the 200MHz sampler. The series of impulses representing the 
original data is then processed by a root raised cosine filter. The root raised cosine filters 
(token 0 and token 3) both have a roll off factor of 0.3. This pulse shaping filter was 

chosen because of its intersymbol interference (ISI) properties. 

MOM. 

01.11PUT Of 11111.MMEXER (TON) 

310.0 *10.1 

11•••M Sam. 

Figure 3 Figure 4 
Overlay of 100MHz and 200MHz sampler outputs Output of multiplexer (token 6) 

The outputs of the root raised cosine filters on the in-phase channel and 

quadrature channel are multiplexed together by token 6. The resulting waveform is a 
digital representation of y(nT) defined in equation [2]. The output of token 6 is shown in 
Figure 4, where spacing between samples is 2.5ns. The output signal's power spectrum is 

shown in Figure 5 and its center frequency is 100MHz.. 
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SO.••• 1000.0 150 ••• 200 ell 
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Figure 5 
Power spectrum of Token 6 output 

After the signal has been digitized it is then converted it to an analog signal using 

a 14 bit quantizer (token 10) in conjunction with a sample and hold (token 11). The 
output of token 11 is then passed through a 200MHz low pass filter (token 9). Finally, the 

signal is mixed with a 400MHz local oscillator and passed through a Surface Acoustic 
Wave (SAW) band pass filter with cut off frequencies at 400MHz and 600MHz. 
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The receiver portion of this QPSK system is shown in Figure 6. The first step in 
processing the received signal is to directly sample the incoming signal at 400MHz, 

effectively spectrally shifting the transmitted center frequency from 500MHz to 100MHz. 

The signal is then demultiplexed into odd and even samples. Demultiplexing the signal is 
achieved by decimating the 400MHz signal by 2 to extract even samples. Odd samples 

are extracted by delaying the signal by one sample and then decimating it by 2. 

Figure 6 Digital Fs/4 QPSK demodulator 

The output of the samplers (tokens 38 and 40), the in-phase and quadrature channels, are 

then processed by matched root raised cosine filters. Again even coefficients are used to 

process in-phase data samples and odd coefficients are used to process quadrature 
samples. The outputs of the matched filters are then sampled at 100MHz. 

Figure 7 
Output of in-phase 100MHz sampler 
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Figure 7 is the output of the in-phase channel's matched filter after it had been sampled 

(token 45) at 100MHz. Note that each sample is separated by lOns. The output of the 

limiter (token 59) is shown in Figure 8. Figure 9 shows the original in-phase data. 
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Figure 8 Figure 9 
In-phase data output of limiter Original in-phase data (delayed) 

II. CONCLUSION 
The digital implementation of a 100 mega symbol per second QPSK modulator 

and demodulator using a Fs/4 process has been designed and simulated using 
SytemView® by ELANLX. SytemView® is a PC-based design and simulation 

environment used for advanced Communications and DSP development worldwide. 
Information and demonstration software is available from ELANIX, Inc. at (818) 597-

1414, www.elanix.com. 
Analysis of the mathematics involved in this process lead to the realization that a 

significant portion of the signal processing can be implemented by using a DSP chip. 
Hence, the reliance on the anticipated accuracy of analog components has been virtually 
eliminated. Furthermore, the needed hardware to build a modulator and demodulator has 

been minimized by using this method. 
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Abstract 

Code Division Multiple Access (CDMA) 
is increasingly challenging other 
modulation techniques for dominance in 
the personal communications services 
(PCS) and other mobile communications 
systems. First generation mobile stations 
that are compatible with the IS-95 
standard and use the Qualcomm chip set 
are currently in production. Improving 
the current performance while meeting 
cost and time-to-market goals is a 
daunting task that will occupy wireless 
engineers well into the next century. 
Engineers will best be able to meet this 
challenge through the use of system 
simulation. Accurate system simulation 
allows for more advanced design at the 
analog circuit level, RF subsystem level, 
and DSP baseband level. This paper 
focuses on applying standard simulation 
models and RF models to CDMA system 
design. 

I. Introduction 

Detailed simulation studies, which can 
improve the performance of CDMA 
transceivers, can be achieved without 
sacrificing time to market goals. Instead 
of spending valuable engineering 
resources creating models in C code or 
mathematical software packages, 
designers can turn to existing wireless 
simulation tools such as the E4604A 
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OmniSys communications simulator 
from HP EEsof (Westlake Village, CA). 
For example, in OmniSys there are 
several communication models that are 
useful for modeling CDMA receivers 
and transmitters that are based on the IS-
95 standard. The CDMA system 
simulation models include a 
programmable Walsh code generator, a 
full rate interleaver, a convolutional 
encoder, a Viterbi decoder model, 
forward- and reverse-link modulators, 
RF transceiver models, delay-locked 
loop tracking circuitry, IS-95-compliant 
propagation models, error vector 
magnitude (EVM) measurements, and 
waveform quality measurements. 
Simulations using these models will be 
shown herein. As an example, the 
modulated forward spectrum will be 
propagated through a Rayleigh faded 
channel and sent through an extended 
Rake receiver, where bit error rate 
(BER) performance can be verified. 

II. Top-level simulation 

The system simulations shown in this 
paper are based on the IS-95 CDMA 
specification and can be depicted at the 
top level as shown in Figure 1. The 
functionality of the baseband section is 
to perform DSP convolutional encoding, 
interleaving, Walsh code spreading, and 
in-phase and quadrature short code 
spreading. Next, the mixer and 

oscillator perform an analog up-
conversion and the amplifier block 



represents the high-frequency 
components such as the power amplifier, 
transmit/receive switch, and power 
control functions. After power 
amplification, the transmitted spectrum 

travels through the RF propagation 
environment and is then down-converted 
and demodulated by the receiver. The I 
and Q baseband waveforms are then de-

spread using the locally generated PN 
code and the locally generated Walsh 
code. Acquisition circuitry generates the 
correct timing. The resulting data is then 
de-interleaved, and finally decoded using 

the Viterbi decoder model (Figure 2). 

One of the key advantages of this type of 
system simulation is the ability to 
accurately model the finite numeric 

effects of the digital signal processing 

(DSP) components, the transient and 
steady-state effects of the analog 
components, and the VSWR and 
frequency-domain distortion of the RF 

components. To accurately model all 
these effects with custom in-house 
simulation tools is, to say the least, 

challenging. This challenge is further 
complicated by the requirement that the 
system must be simulated in a radio 

frequency environment with delay, 
Doppler, and attenuation at the 
transmitted frequency. 

III. System modeling details 

In this section, the details of the sub-

blocks that make up the standardized 

system are described. 

Figure 1. CDMA system block diagram. 
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Figure 2. Coding and Decoding. 
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Figure 3. CDMA modulator block diagram. 

The next block is the I/Q modulator and 

is shown in Figure 3. 

The data enters from the left and is first 

spread by the Walsh code, which is 
currently set to channel 32 (synch 

channel). The Walsh coded signal is 
then spread by the I and Q short PN 
codes which are set by the linear 

feedback shift registers (LFSR). After 
this baseband signal is filtered using the 

IS-95 specified finite impulse response 
(FIR) tap coefficients, it is modulated to 
83 MHz using the QPSK modulator. If 
the reverse channel modulator were 

being used, a delay equal to 1/2 the 
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chipping rate would be inserted in the Q 

channel, thereby creating OQPSK. 

Notice that the designer has complete 
control over the finite numeric effects of 
each of the digital blocks in the 
modulator. These effects include format 
(fixed or floating point), overflow 
(saturation, etc.), and quantization 

(rounded or truncated) of the numeric 
signals. Refer to Figure 4 for the 
constellation diagram of the QPSK and 

OQPSK signals for the forward and 
reverse channels. 
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Figure 4. Forward and reverse channel constellations. 

The inter-symbol interference (ISI) or, 
more precisely, inter-chip interference 
(ICI) present on these signals arises 
solely from the FIR filters, but will be 
further distorted after the analog RF 
transmitter section. 

Using the many analog high-frequency 
system models available in OmniSys, an 
engineer can quickly construct a 
schematic representing the proposed 
design. A typical RF receiver model is 
shown in Figure 5, and includes 
amplifiers, a mixer, an oscillator, and 
RF and IF filters, as well as a microstrip 
transmission line model. The usefulness 
of this model comes from its being able 

to accurately include high-frequency 
effects such as input and output VSWR, 
phase noise, amplifier and mixer 
nonlinearities, and group delay. For 
example, designers can study the effects 
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of an amplifier's AM-AM and AM-PM 
distortion on the CDMA spectrum. In 

fact, the nonlinear model used in the 
simulation can be derived from either 
laboratory measurement or an RF circuit 
simulation. The approach used to model 
amplifiers in OmniSys works well for 
Class A and Class AB amplifiers and 
allows for accurate predictions of 
critical parameters, such as adjacent 
power channel ratio (ACPR) or EVM. A 
simulation that includes the performance 
of RF components allows designers the 

flexibility to tune or vary the parameters 
of any component in the design. Also of 
interest is the simulator's ability to 
automatically optimize performance of 
critical system-level performance 
measures such as BER. The effects of 
system architecture changes can also be 
readily evaluated. 
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Figure 6. Measured versus modeled transmitted spectrums. 

Figure 6 shows plots of transmitted 
spectrum predicted by OmniSys and 

actual hardware measured by a CDMA 
vendor. As can be seen from the plots of 

each spectrum, the adjacent channel 

power is down -35 dB in the measured 
spectrum, which correlates closely with 
the -35.5 dB down of the simulated 

system. The EVM of the transmitted 
signal can be measured as can pilot 
channel waveform quality ( p ). For 

example, the forward link constellation, 

(shown on the left side of Figure 4) has a 

measured EVM of % 16.5 rms. The 

relationship between EVM and p can be 

shown to be: 

EVM f! _ l 
VP 

(1) 

This relationship is approximate, but is 
useful in evaluating the relative effects 
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of the various RF components 
comprising the transmitter. A Rho ( p ) 
measurement will be available in 

OmniSys in early 1997. 

The next stage in the system simulation 
is to send the spectrum in Figure 6 
through a propagation channel model. 
This model accepts information on 

location, elevation, vehicle speed and 
direction. These elements are based on 
statistical models that simulate multipath 
effects by incorporating multi-tap delay 
networks and Rayleigh and Rician 
probability distribution functions. For 
this case, ignoring Doppler effects, the 
delay profile can be represented by: 

P(r) = î 2nee ("C — n ) (2) 
n=1 

and the transmission path loss for a 
typical urban environment is based on 
Hata's model, which is shown in 
Equation 3. 

For this simulation, the channel model is 
set for a 3-path Rayleigh fade per the IS-
97 specification. Figure 7 shows the 
noisy, distorted signal at the input of the 
receiver. 

On reception, the distorted spectrum is 
down-converted to a suitable IF using a 
receiver that has been modeled in a 
manner similar to how the transmitter 
was modeled. The IF is then 
demodulated using a QPSK 
demodulator. The de-spreading occurs 

when the local PN sequence is in phase 
with the received PN sequence. The 
acquisition of the proper PN code phase 
is achieved using either a matched filter 
correlator (parallel acquisition) or a 
sliding block correlator (serial 
acquisition). After acquisition, a code 
tracking circuit is used to maintain the 
proper code phase. In this simulation, we 
will include a 3-channel Rake receiver to 
overcome the effects of the 3-path 
Rayleigh faded signal. The principle 

behind a Rake receiver is the coherent 
summation of all the multipath's paths. 

Ln, = 6935+ 26.16 log 10 fc — 13.82 log 10 Hbs + (44.9 — 635 log 10 Hbs )log io R 

Figure 7. Received faded spectrum 

(3) 
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Figure 8. 3-arm 

At the receiver, the signal is a composite 
of several versions of the transmitted 
signal, each of which has a different 
delay and amplitude. The Rake receiver 
uses a tapped delay line to create delayed 

versions of the PN sequence 
corresponding to the different delays 
experienced by the transmitted signal . 
These delayed versions are multiplied 

with the composite spread spectrum 
signal, then filtered (averaged) and 

added together coherently in time as 
shown in Figure 8. 

Figure 8 shows a 3-arm Rake which can 
be used to recover the signal after fading 

from the IS-97-compliant 3-path fading 
model. In this simplified example, the 
inputs to the Rake system 

Rake receiver. 

are the I and Q baseband signals from 
the demodulator and the local I and Q 
PN sequences. Since there are three 
paths in the propagation model (excess 
delays of 2us and 14 us) three versions 
of the PN code with three different 
delays are used to de-spread to the 
received composite signal. The results 
are shown in Figure 9. 
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As can be seen in Figure 9, after an 
initial delay while the delay locked loop 
locks up to track the PN codes, the data 

is correctly recovered. At this point, the 
benchmark system simulation is 

operating correctly per specification and 
is now ready for the various design 
groups to use for detailed analog, DSP, 
and high-frequency RF designs. 



Figure 9. Rake receiver transmitted and recovered data. 

IV. Optimization example 

Another useful feature of the simulator is 
the ability to apply optimization 
techniques toward communication 
problems. For example, we noted that 
the transmit filter generates 
ICI. We also expect the filters and 
amplifiers present in the RF section to 

increase the ICI. At the receiver, a 
baseband filter that is complementary to 
the transmit filter is typically employed. 
If a matched filter (optimizes SNR) is 
used, the inter-chip interference is not 

Tronsmitt Filter 

removed completely. An alternate 
approach is to design an FIR filter that, 
when cascaded with the transmit filter, 
removes or at least minimizes the ICI. 
The design of this filter can be facilitated 
using the performance optimizer in 
OmniSys. Figure 10 shows a cascade of 
the IS-95 48 tap FIR filter and a 44 tap 
FIR receive filter. The optimization goal 
is to force the impulse response of the 
cascade to be zero at multiples of the 
chip duration (Tc), thereby ensuring zero 

ICI. 

Receive FIR Filter 

Optimize for zero 
Inter— chip interference 

Figure 10. Cascade of transmit pulse shaping filter and receive filter. 
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Figure 11. Optimized impulse response of transmit and receive filter cascade. 

Figure 11 shows the results. As an initial 
guess for the receive filter, we can use 
the center 44 tap coefficients of the 
transmit filter. The optimizer searches 
through the design space for a set of tap 

coefficients that meet the zero crossing 
criterion for the cascade. This approach 
is very similar to the approach used in 
adaptive equalizers (i.e., zero forcing the 
received waveform at adjacent sampling 
instances). In general, removing ICI in 

this manner slightly decreases the SNR, 
which in turn increases the BER. 

However, if the ICI generated by the RF 
filters increase ICI, then trading off SNR 
for a reduction in ICI may actually 
improve the BER. This can quickly be 
verified using the simulator. In a similar 
manner, the filter optimization can also 
partially compensate for the effects of 
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the SAW subscriber filter found in the 
receiver. 

Conclusion 

A CDMA system simulation was 
assembled using the HP E4604A 
OmniSys Design Suite. This CDMA 
system simulation included a 
programmable Walsh code generator, a 

forward- and reverse-link modulator, an 
RF transceiver, a delay locked loop, and 
a matched filter. This system was made 
more realistic by the addition of a 
propagation model, a mobile antenna, 
the base station antenna, and 
quantization effects in the DSP 
functions. After RF reception, the system 
utilized a delay-locked loop and a 3-tap 
Rake receiver to demodulate the 
transmitted data. The benefit of using 



such a system is to allow designers to 
focus on their analog, DSP, or RF 

detailed designs and verify these designs 
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in the targeted IS-95 system before 
prototyping begins. 



I/Q Modulators for Interference Cancellation in Wireless Communication 

Danny Adler 
General Microwave Corporation. Amityville. NY. 

Abstract 

Dual axis I/Q devices are an integral part of 

many communication systems. Modern designs 

increasingly demand that these products provide 

a higher precision, a wider dynamic range and 

greater RF bandwidth. This paper describes a 

technique using the basic I/Q modulator for 

extending the control of the I and Q axis signal 

components over a dynamic range of more than 

60 dB, with minimum amplitude and phase 

error. Analysis and measured data are 

presented. 

Introduction 

The modulator is a key component in complex, high 

performance communication systems. The accuracy 

of the transmitted signal is a direct function of the 

amplitude and phase distortion of the modulator. 

Many modern modulation schemes in wireless 

communication involve the dual axis I/Q modulation 

process, (e.g. QAM type modulation). In receiver 

applications, I/Q modulators are used to cancel 

coherent and non-coherent interference. Examples 

of this are found in linear equalizers, pulse shaping 

networks, echo cancellation schemes, and antenna 

reflection nulling in monostatic systems. In these 

and similar application. broad RF bandwidth and 

wide dynamic range are required. 

In the following sections, a basic I/Q modulator will 

be described and its limitation characterized by a 

simple error model. This model will provide a tool 

to explain a method of extending the dynamic range 
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of the I and Q axis. An error analysis and measured 

data are presented. 

Basic I/Q Modulator 

The basic element of a dual axis I/Q modulator. 

shown in Fig. 1, is a pair of variable attenuating 

devices, combined in a quadrature arrangement and 

independently controlled by separate I and Q 

commands. By defining the character of the output 

vector Z in the Cartesian notation, Z=M(I)+jM(Q), 

it is evident that the output of each attenuator, M(I) 

and M(Q), must be monotonic along the axis of 

modulation. Ideally the output should be without 

any amplitude and phase distortion. In Fig. 1, these 

attenuators are designated as an in phase path and a 

quadrature path bi-phase modulators, respectively. 

IN 
Quadrature path 
bi-phase moduator 

In- phase path 
bi-phase modulator 

Figure 1: Basic I/Q Modulator 

OUT 

As shown in Fig. 2, the bi-phase modulator is a 

double balanced arrangement of a pair of 

attenuators connected by means of input and output 

quadrature couplers. 



M(I) .< 1/2(r-r) + or+r) + Eo. 

Figure 2: Bi-phase Modulator 

Each attenuator, also referred to in the literature as 

a 90° single balanced modulator (SBM), consists of 

a 3dB quadrature coupler and a pair of PIN diodes 

terminating the two mutually isolated ports. For the 

purposes of the subsequent analysis it is sufficient 

to characterize the response of each SBM to be 

proportional to r+6 and r+es, where r and ir are 
the reflection coefficients of the diodes biased by 

complimentary drives, I and T. respectively. The 

complex coefficient ô is related to the inherent 

directivity of the 3dB coupler. 

A voltage or current biased PIN diode is a preferred 

device used to control the attenuation of RF signals 

since it offers relatively fast response time, high 

dynamic range and low attenuation sensitivity to the 

incident RF power. However, at the microwave 

frequencies, the basic limitation in dynamic range of 

the SBM due to reactance associated with the diodes 

and other circuit parasitic elements. The 

consequence ot the parasitics is an attenuation range 

limited to 20 dB typically and as low as 15 dB over 

any significantly broad RF bandwidth. 

The arrangement of the pair of SBMs in Fig. 2 is 

routinely called a double balanced modulator or 

DBM. The combined response of both SBMs, 

balanced 180° between the input and output 

quadrature couplers, can be shown, to a first order, 

to be proportional to 

The coefficient E represents the phase and amplitude 

imbalance of the quadrature couplers. Typically, in 

the microwave frequency range, 1€1 and 161 are 

s 0.2, (or - 14dB), over broader RF bandwidth. A 

detailed quantitative analysis and bias requirements 

of DBM are treated in [ 1] and [21. On a qualitative 

level, it is sufficient to observe that, if a condition 

r,-r is maintained over the bias range I and I, the 
maximum attenuation of the DBM approaches 

mcon„„ = +Es, 

where rc, is the minimum value, or rc, . rnun = r. 
In practical circuits, over the RF band of interests, 

varies between 0.1 and 0.2 (- 14dB and -20dB 

respectively). 

Dynamic Range Limitation of the Basic I/Q 

Modulator 

The dynamic range of the l/Q modulator is limited 

by the attenuation range and phase distortion of the 

DBM. The above qualitative analysis suggests that 

the expected attenuation range of a broadband 

DBM, as shown in Fig. 2, is about 28 to 40 dB. As 

a tool for subsequent analysis, it is useful to 

construct a simplified error model. Let us redefme 

the normalized vector response of the basic DBM, 

i.e. M(I), according to Eqn. ( 1). 

M(I)=m(I)+t (1) 

The term m(I) is defined to have the properties of an 

ideal DBM: (i) m(I) is identical to a straight line 

through the origin of an I/Q plane, (ii) has the bi-

phase relationship m(I)=-m(T) , (iii) has an infinite 

attenuation range (muun=0) and, (iv) its magnitude is 

proportional to the control I. All the phase and 
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amplitude errors are accumulated in the complex 

term Lt. It is implied by Eqn. ( 1) that jt is 

independent of the drive control. I. In practice. the 

magnitude of it depends somewhat on the drive. 

Nevertheless, relative to magnitude of m(I) 

dependence on I. it is negligible. In terms of the 

frequency, the error term Li is highly dependent. 

did 

dB 

B 

Figure 3: Typical Response of a Double Balanced 

Modulator 

A typical response of a DBM is shown in the polar 

chart in Fig. 3. To increase the resolution of the 

phase and amplitude distortion near origin, the 

magnitude is plotted in dB. The outer circle, OdB, 

corresponds to the minimum insertion loss of the 

device. Additional circles are spaced at -20dB 

intervals, with the -80dB point situated at the origin. 

Observe that the modulator curve M(I) spans from 

its minimum IL point at OdB and 0°, through the 

maximum attenuation point at -32 dB at about 90° 

and continues to the point of minimum IL at about 

170°. Using a lenient criteria, the useful control 

range of this response is limited to about -20 dB. At 

that magnitude, the bi-phase error approaches 45°. 

This phase error corresponds to the error term ji in 

Eqn. ( 1). and is frequency sensitive. 
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I/Q Modulator with an Extended Dynamic 

Range 

In many common applications, a 20dB dynamic 

range I/Q modulator is adequate. Increasingly, 

however, broadband, higher dynamic range I/Q 

modulators are required for applications such as 

unwanted signal cancellation and linear 

equalization. The attenuation range increase is 

obtained by the l/Q modulator arrangement in 

Fig. 4. in which each path uses three DBM 

modulators. 

Quadrature path bi-phase moduators 
IN 

In-phase path bi-phase modulators 

Figure 4: Extended Range I/Q Modulator 

By cascading odd number of modulators, the 

overall attenuation range will be increased 

accordingly (note that an odd number is always 

required in order to preserve bi-phase property). 

Applying Eqn. ( 1) and given that each modulator 

has the normalized vector response M(I), the 

response of the cascade arrangement, labeled as 

M„„n(I), is 

M s (D E M 3(1) Ym 

[M(I) 13 

= m3(I) + 1..tsvin 

(2) 

A few remarks are needed to substantiate Eqn. (2). 

(i) The effect of the VSWR mismatch has been 

ignored here, justified because the double balanced 

arrangement in Fig. 2 is inherently well matched. 

Any RF energy not transmitted through each 

modulator is practically absorbed by either the 



diodes or 500 resistors terminating the outer 

quadrature couplers. As long as the diodes are 

correctly biased, their parasitics are equal and the 

couplers will have a good quadrature response. (ii) 

The subscript "sym" used in the equation implies 

that all three modulators are biased identically, i.e. 

symmetrically. (iii) The equation has been 

reformulated similarly to Eqn. ( 1), i.e. in terms of 

the ideal term m3(I) and the complex error µ, due 

to the phase and amplitude deviation from the 

straight line. 

When Eqn. (2) is evaluated using the single section 

DBM response shown in Fig. 3, the result yields a 

response shown in Fig. 5 as a dashed curve. As 

expected, the attenuation range of the type in Fig. 4 

has increased considerably. At the -60 dB 

attenuation level, the bi-phase error approaches 60°, 

still an unacceptably large value. 

...... ..... 
• • • ..... 

Sy nuretriral Drive Configuration 

........ •••••••• ''''''''' •••••••• As, innietrical Drive Configuration 

dB 

Figure 5: Phase Error of Extended Range 
I/Q Modulator 

Asymmetric Drive Configuration with 

Reduced Bi-phase Error 

The analysis of the three-section configuration 

assumed that all sections have an identical drive. 

Consider an alternative setup of the drives I and I, 

such that the bias is inverted between successive 

stages. Therefore, the first and third stages are 

driven by bias T and the middle stage by I. The 

response of such asymmetrically biased 

configuration, M(I), can be obtained by 

appropriately altering the Eqn. (2), namely 

M (I) M(I)M(I)M(I) 

= [-m(I) m]2 • [m(D gl (3) 
= m3(I) guy. 

Of interest is the comparison of the error terms itsy. 

and n in the two alternate drive configurations. 

A simple algebraic manipulation of Eqns. (2) and 

(3) yields two expressions which are functions of 

the error term for the single section. The result is 

shown in Eqn. (4). 

Fisy„, = 311 • m2(I) 

guy.' "m2(1) 
(4) 

Only the largest term is of concern. Evidently, from 

Eqn. (4), the magnitude of the error is smaller for 

the asymmetric biased configuration. The response 

of M(I), the dotted curve in Fig. 5, can be 

compared to the M.,(I) response, the dashed curve. 

As predicted by Eqn. (4), the bi-phase error of the 

asymmetrical configuration is approximately 20° at 

the -60 dB circle -- a threefold reduction compared 

with the symmetrical case. 

The essence of the above analysis has been to 

compare alternative bias configuration and provide 

a method of further improving the dynamic range of 

the I/Q modulator. However, this improvement 

does not come without cost. As the Eqn. (3) 

implies, the three modulators must have identical 

responses. Indeed a more rigorous analysis would 

indicate that even a small variation between the 
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individual modulators actually degrades the 

performance of the I/Q modulator. 

Finally, the performance of the I/Q modulator is 

demonstrated with measured data for a typical GMC 

Model 7328 unit, presented in Fig. 6. The chart is 

in a polar format with same dB scale as in previous 

charts. The three curves are shown as responses to 

an I commands at 8, 12 and 16 GHz. At any given 

attenuation. the I commands are the same over the 

frequency. The Q command has been set at the 

origin, i.e. to a maximum attenuation. The plot 

graphically illustrates how closely the I/Q modulator 

matches the ideal axis over 60 dB attenuation range, 

independent of frequency. 
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Figure 6: Model 7328 Measured Data 

Conclusion 

General Microwave has been actively pursuing the 

development of amplitude and phase control 

products over the past 20 years. Several models of 

broadband wide dynamic range I/Q modulators 

successfully employing the above scheme have been 

produced. In production, maintaining a proper level 

of reproducibility is of paramount importance. The 

key component in this scheme, necessary to 

maintain the required repeatability and RF 

bandwidth in the microwave frequency range. is the 

quadrature coupler. The I/Q modulators employ a 

proprietary quadrature hybrid originally designed by 

S. Hopfer [ 3]. This coupler. a very reproducible 

planar structure suitable for microwave integrated 

circuits, has coupling properties independent of 

etching tolerances. The excellent quadrature phase 

property maintained over an extremely wide 

frequency range is the consequence of the 

distributed nature of this coupling structure. Using 

these techniques General Microwave has developed 

a high dynamic range I/Q modulator in the 2.0 to 

24.0 GHz frequency range which has become a 

useful tool resolving system integration problems 

and advancing state-of-the-art modulation 

techniques. 
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LMDS -- A Wireless Solution to Last Mile Access 

Khurram P. Sheikh, 
Wireless Systems Consultant, 

Sprint Advanced Technology Laboratories, 
Burlingame,CA 

Abstract 

The wireless revolution of the 1990s is being extended beyond the realm of voice 

and data with a new technology called Local Multi-point Distribution Service(LMDS) 
having the capability of providing interactive wireless multimedia services. An LMDS 
system is essentially a fixed wireless broadband transport network that delivers 1.3 GHz 
of signal capacity in the 28-31 GHz band. In a fully digital implementation, LMDS has 
the capacity to cost-effectively transport high speed data, advanced telephony and 
interactive video on the same RF channel to many users simultaneously. 

Many telecommunication companies are looking at LMDS as a quick-to-market 
solution to last mile broadband access. The FCC is currently in the process of setting up 
an auction date(expected in October1996) and there is a great deal of interest being 
expressed by carriers as this will be the largest chunk of spectrum ever sold. 

This paper will describe the basic system architecture for an LMDS system, 
system capabilties and constraints, implementation issues, current state of research and 
development and comparison to competing broadband alternatives. It will try to provide a 
realistic systems approach to broadband wireless communication for business and 
residential environments. It will discuss the various systems proposed for a seamless 
wireless ATM network of the future and show how a broadband wireless network can be 

the backbone of existing cellular and upcoming PCS systems. 
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1.8 - 2.7GHz Complete Full Duplex Radio Front End Chipset 
Authors: Raphael Matarazzo and Patrick Landy 

Harris Semiconductor 
P.O. BOX 883 Melbourne FL 32902 

Abstract 

A complete full duplex, high petformance antenna to 

baseband chipset in the 1.8 to 2.7GHz range is now pos-
sible addressing many commercial applications for 

voice and data. The Chipset utilizes a single conversion 
architecture which minimizes external components and 

provides a compact, high level of integration while per-
forming all RF, 1F, and analog baseband filtering func-

tions. The highly linear transmit and receive chains 
feature wide automatic gain control range, low spurious 
distortion, and excellent balance acceptable for many 

modulation applications. This paper presents and quan-
tify the features, cost reduction advantages and overall 

flexibility of the chipset. 

Overview 

Digital wireless communication systems are com-
bining voice and data services. These systems require 
highly integrated design solutions to meet cost and size 

objectives as well as achieve high performance. Appli-
cations like wireless local loops, Personal Communica-
tions Services (PCS), and ISM band transceivers are 

emerging worldwide. Harris Semiconductor has devel-
oped a complete full duplex antenna to baseband chipset 

which covers the 1.8 - 2.7GHz frequency range. Besides 
a broad frequency coverage, other features of this 
chipset make it versatile enough to address many of 

these emerging applications. 
Combining voice and data services in a wireless corn-

RF LO1 

.. 

munication system requires taking into account different 

critical requirements of each. Voice communication is 
more sensitive to real-time latency issues forcing many 

practical networking applications to provide full duplex 
operation. While in data communication bit errors are 
the concern, making robust data transmission even in 
difficult environments the requirement. With the high 

cost of frequency spectrum, all systems are concerned 
about maximizing user capacity and a key component is 

spectral efficiency. Many wireless digital systems today 
approach nearly one bit per Hertz spectral efficiency at 
reasonable cost, power, and performance. To enable this 
capability, the radio front end or RF/analog processing 
plays a critical role in determining overall performance. 
Some of the important radio parameters largely deter-

mined by the radio front end from RF to analog base-
band are: RF frequency range, Rx noise figure, Rx input 
intercept point, Tx output power and spectral mask, Tx 

spurious emissions, gain or power control range, adja-
cent channel interference, quadrature balance, and in-
band signal to noise and distortion. 

The Harris Prism TH Full Duplex chipset provides a 

nearly complete radio front end solution, see Fig. 1. This 
chipset utilizes a single conversion architecture, quadra-
ture modulation/demodulation, programmable analog 

baseband filtering, and wide AGC range for highly lin-
ear processing. All IC's operate from 2.7 - 5.5V single 
power supplies, across -40 - +85 degree centigrade tem-
perature range, and have a power enable function for 
power saving modes of operation. A chipset design 

solution has many advantages including optimal parti-
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tioning of functions by technology to give highest per-
formance, and minimizing external components which 
include matching networks, interface circuits, and con-
trol or bias circuits being integrated. Other advantages a 
chipset gives are quicker time to market, proven tech-
nology that minimizes risks, zero or minimal manufac-

turing adjustments, lower costs, and consistent power 
supply and temperature. It would be illustrative in 
understanding the features of this chipset to site a spe-
cific type of system and see how it's characteristics can 
be met. 

CDMA (Code Division Multiple Access) is the 
choice technology of several wireless standards as well 
as proprietary wireless systems. In this technology, each 
user signal consists of a unique pseudorandom binary 

sequence that modulates the carrier, spreading the spec-
trum of the waveform. This same spread frequency 
spectrum is shared by a large number of user's where 
each can be identified by their unique binary sequence. 
To minimize interference between users, it is vital that 
all signals in a specific bandwidth be at nearly the same 
power level and time aligned when their signals arrive at 
their common base station. The power control necessity 
means that all transmit signal chains must have a wide 
dynamic power control range. The chipset has typically 
75db of analog power control range with additional step 
control range if needed. The Tx power control range is 
divided up with 45db at IF and 30db at RF frequencies 
to improve overall signal to noise. The IF and RF AGC 
controls can be either ganged together or operated inde-
pendently. Signal to noise ratio (S/N) is degraded as 
power is lowered and can limit capacity in a given chan-
nel. The chipset achieves 30db of S/N even at 60db of 
power control attenuation applied. 
CDMA systems typically require tight Tx spectral 

masks and low in-band distortions including carrier sup-
pression and quadrature imbalances. These specifica-

Input 
Power 
vs 

AGC Ctrl 

-110dBm 
Vagc=1 2V 

-40dBm 
Vagc=2.1V 

-20dBm 
Vagc=1.9V 
Bypass Mode 

tions translate into requiring transmit chain components 
with high IP3 or Pldb (See section on individual com-
ponent performance). Any analog baseband filtering 
must have low total harmonic distortion - typically 3% 

for this chipset, gain imbalance is typically 0.2db with 
phase imbalances <2 degrees for the total filter and 
modulator sections, and carrier suppression is 40dbc. 
Some systems do not require any extensive transmit 

baseband analog filtering in which case a 5th order But-
terworth filter can be used for reconstruction or 
bypassed. 

The receiver problem created by CDMA waveforms 
is complicated by the large number of user's sharing and 

transmitting on the same channel. The receiver must be 
capable of operating with large peak to average swings 

(e.g. 10db) created by receiving all these simultaneous 
users. This requires a highly linear Rx chain with 
enough overhead to handle these swings - high IP3 or 
Pldb (See section on individual component perfor-
mance). This waveform can be viewed as creating a 
"QAM like" signal space. For this reason, linear pro-

cessing must be utilized and distortions minimized. 
Similar levels of demodulator and filter imbalances - 

0.2db and 2 degrees, carrier suppression - 40dbc, and 
total harmonic distortion <3% are achieved by the 

chipset as on the Tx side. Wide dynamic AGC range is 
required to insure linear processing for near or far sig-
nals. The chipset achieves >75db of IF analog AGC 
while also providing an additional step LNA bypass 
control which enables an input IP3 of + ldbm. 

RECEIVER SECTION 

To illustrate the performance of this chipset a typical 

level diagram analysis of the receiver is shown in Fig. 2. 
Assumed input power levels of - 110dbm, -40dbm, and 
-20dbm with their corresponding AGC control applied 
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are provided. The - 110dbm can be considered a mini-

mum input sensitivity level and where near maximum 
gain is applied. The -40dbm level corresponds to where 

all IF analog AGC control is applied. The -20dbm level 

combines LNA bypass mode with IF analog AGC con-
trol to give the maximum input receiver level. The RF to 
Baseband Quadrature front end block exhibits in the 2.4 
to 2.5GHz range an overall gain of 80dB with a noise 

figure of 6.15db when in full AGC gain setting of 1.2V 
as shown. Next, for maximum IF AGC control signal of 

2.1V, this front end exhibits a gain of 15dB, a noise fig-

ure of 25db, and an input third order intercept point of 
-28dbm. Finally, using a bypass feature added to the 
second LNA/Mixer device, which makes the handling of 

strong signals manageable by external switching con-

trol, the overall gain is reduced to - 10db with an 
improved Input IP3 of + ldbm. In resume, this highly 
linear RF/IF front end with a AGC dynamic range of 
90db and - 110dbm of sensitivity can successfully be 

applied in a variety of high performance radio applica-
tions. 

Individual Receiver block descriptions 

First LNA 

This low noise amplifier, manufactured in a low noise 
Ion-Implanted, GaAs MESFET process is responsible 

for setting most of the receiver noise figure baseline. 
Fig. 3 depicts its typical block diagram. With a noise fig-
ure of 1.9dB and a careful choice of a low loss preselec-
tor or duplexer filter, the overall noise figure of the 
receiver can be set. Using the cascaded noise figure rela-

tionship and a filter loss of 3.5dB with typical gain of 
13dB for the LNA, the baseline noise figure is calcu-

lated to be of 5.4dB. The next stages noise figures will 
add a small amount to this baseline. 

Two devices are available which cover the 1.8 to 
2.3GHz and the 2.3 to 2.7GHz ranges as shown in fig. 1. 
They are essentially of the same design but have been 

VDD RF OUT 

LNA 1 

HFA3424 

EXTENDED RF IN 
BIAS 

FIG. 3. LOW NOISE AMPLIFIER 

"tuned" to these different ranges. These devices are sin-

gle supply amplifiers that draw a typical 5mA for a 5V 
supply operation and are parametrically tested and guar-
anteed for operation down to 2.7V. They feature on chip 
coupling capacitors that are optimized to work with the 
device parasitics and bond wires for good input and out-
put return losses across the range of interest. No external 

RF tuning elements are necessary. 
Another feature of these devices is the user access to 

the main source bias leg of the FET. The overall transis-
tor biasing is set by a trimmed on chip AC decoupled 
resistor of approximately 200 ohms to ground. Gain, 
noise figure and intercept point can be improved with 
the expense of a higher supply current when an external 
resistor of around 30 to 35 ohms is added at this pin to 
ground. The designer can also make use of this pin to 
vary by small amounts the gain of the device upon appli-

cation of external bias voltages at the pin to sink or 

source current from the FET as desired while being 
careful to keep the device in linear operation. Gain vari-
ations of +/- 6dB are possible by this method. Adding to 
the main features of these LNA's, it is worth mentioning 
the excellent input intercept point of ldBm. 4.5dBm 

input IP3 is possible with preselector filters with 3.5dB 
of loss. 

Second LNA and RF/IF Down Converter 

This device is manufactured in a Silicon Bipolar 
Bonded Wafer Dielectric Isolation process featuring ft's 

is excess of 12GHz. Its monolithic construction incorpo-
rates an LNA, down conversion mixer, IF driver ampli-

fier, and biasing in a small 20 lead SSOP package. 
Please refer to block diagram in fig. 4. One device cov-
ers the entire frequency range as referred in this paper 
abstract. The IF operation ranges from 10 to in excess of 
400MHz and the device uses a single supply ranging 

from 2.7 to 5.5V. Current consumption is moderate and 
on the order of 35 mA. 
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The device uses a differential architecture for good 

isolation as well as rejection of common mode signals 
and better use of voltage overheads. To lower radio 

manufacturing costs, the device includes all internal 
matching networks with the exception of the IF output 

port which needs one external inductor. Low cost, small 
outline chip capacitors are used to AC couple all ports. 

The local oscillator drive level is -8dBm with a wide tol-

erance allowed enabling the use of lower cost, low 

power oscillators. 
The device can be used as a moderate performance 

radio front end without an extra LNA due to the its own 
LNA noise figure ranging from 3.0 to 4.0dB across the 
1.8 to 2.7GHz range. A LNA bypass mode set by digital 
control has been added to the device to permit the use of 

step AGC schemes allowing improved radio spurious 
free input dynamic range. When this step feature is used 
with the LNA mentioned in the previous section, an 
increase in SFDR of about 29dB can be managed and 

controlled as depicted in fig. 2. It is important to men-
tion that a compromise of noise figure and third order 

intermodulation products have to be analyzed carefully 
when dealing with cascaded LNA's. Very often the use 
of intermediate pads can be considered for improvement 
of dynamic ranges with attention to the added noise fig-
ure they incur. The use of a bypass mode, when man-
aged carefully, can largely improve the performance 

without resource to interstage attenuation. 
The LNA included in this design has a gain ranging 

from 21 to 14dB across the frequency range with a con-

stant 15dbm of output third order intercept. The gain 
variation, and its corresponding input IP3 variation 

needs to be included in the design for a specific band of 
operation. The LNA in a bypass mode shows a typical 

attenuation of 20dB. Following the LNA, the design 
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requires the use of an image filter which is responsible 
for removing the image noise generated by the combina-

tion of two LNA's in cascade. The next stage, the down 
converter mixer, features a conversion gain of 19dB 

with an output intercept point of 13dBm across the fre-
quency range. This large conversion gain eliminates the 

need for any additional IF gain stage. Note that at this 
point, the input intercept point is relatively low com-
pared to the output intercept of the previous stage and 

the mixer is always a very critical component for gener-
ation of spurious and intermodulation products. Cas-
caded budget or level diagram analysis for a specific 
radio specification and bypass/padding decision are crit-

ical for optimization of SFDR at this stage. The down 
converter mixer has a noise figure of 12dB. 

AGC IF Amplifier, I/Q Down Converter and 
Selectable Low Pass Filter 

This multichip module is housed in a 80 pin Thin 
Quad Flat Pack package which includes two stages of 

independent AGC amplifiers, an I/Q quadrature down-
converter and a set of selectable 5th order Butterworth 

Low Pass Filters. Adding to the cost advantages of this 
device is the highly integrated design with a minimum 
of external components and broadband operation. All 

devices included in this module use differential architec-
ture for reasons explained in the last section. The chips 

are processed using a combination of a high perfor-
mance Bonded Wafer DI bipolar and BiCMOS technol-

ogies and operate with a single supply in the range of 

2.7 to 5.5V. 
Referring to the block diagram of fig. 5, the indepen-

dent AGC amplifiers and the I/Q down converters have 
frequency responses in excess of 400MHz which enable 
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the use of higher IF's bringing the advantages of better 
image rejection, single conversion architecture and 

lower cost. The two cascaded AGC stages offer excel-
lent stability and a overall voltage gain of 82dB for an 
output termination of 500 ohms. The first stage is set for 
single ended input while its output and the input of the 
next stage are fully differential. Featuring an input 

impedance of 50 ohms single ended, these devices are 
responsible for 75dB of AGC control range. 

50 ohms or properly matched single ended SAW fil-
ters can easily interface with the AGC input. The SAW 

or IF filter set the channel bandwidth of the system. 
Their quasi brick wall characteristics with very steep 

bandstop attenuation is responsible for the channel sepa-

ration of the radio front end and is very important to 
limit the noise bandwidth presented to very high gain 

chains such as AGC amplifiers. The insertion loss is 

accounted for in the overall cascaded gain of the system 

and plays an important role when these losses are rela-
tively high for the overall radio gain specification. The 
two AGC amplifiers are independent from each other 
and the designer can access the differential output of the 
first stage and the differential input of the second stage 
for further interstage filtering if so desired. It is recom-

mended the use of an interstate filter due to the broad 
400MHz frequency response of both AGC amplifiers 
relative to the narrow SAW IF bandwidth response pre-
sented before the first AGC stage. This interstage filter 
limits the noise generated by the first AGC amplifier and 

improves the overall signal to noise ratio and sensitivity. 

The AGC control pins are ganged together for full 
range or can be driven separately for convenience. The 

typical noise figure for each of the stages is of 10dB 
with an output compression point of - 13dbm referred to 

500 ohms ( 158.3mVrms). The output compression of 
the device is independent of the AGC. The signal output 
settling time for a full AGC range change within ldB is 
1.5uS and is mostly dependent on external AC input and 

interstage coupling components. The insertion phase 
change for a full AGC variation is of 300ps. Being a 
broadband device, its group delay and group delay vari-

ation with AGC are negligible. 
Following the AGC chain, the next stage comprises 

the broadband I/Q baseband demodulator and Local 
Oscillator quadrature driver. A divide by two architec-
ture and a duty cycle compensator form a broad band 
quadrature reference for the I and Q doubly balanced 
mixers. LO input frequencies in excess of 800MHz with 
input levels as low as -20dBm can be used by this divide 

by two input. Baseband amplitude and phase balance of 

2° and 0.5dB are typical and 100% tested. The down 
conversion mixer has a voltage gain of 2.5VN driving a 
4Kohms differential load and exhibits a 1Kohms differ-

ential input impedance. This high impedance enables 

1 

the differential AC coupling between the last AGC stage 
with an external termination of 1Kohm yielding a 500 
ohms load for the AGC amplifier. The baseband rolloff 
frequency is of 30MHz enabling a multitude of data 
rates and spread spectrum chip rates. The demodulator 

compression output is of 1.25Vpp at a 4Kohms load. 
Care must be taken when driving the next filter stage to 

prevent overdrive. 
The last stage in the overall receiver front end chain 

is the bank of Selectable Low Pass antialiasing filters. 
These filters are programmable in 4 selected bandwidths 

of 2.2, 4.4, 8.8 and 17.6MHz. These filters are "gm-C" 
filters which exhibit excellent phase and amplitude bal-
ance characteristics and can also enable fine tuning 

within +/-20% of the setting by an external resistor. 
These filters have only 3% of total harmonic distortion 

and are balanced within 2° and 0.5dB between the I and 

Q channels which reduces the cost of passive filtering 
and manufacturing tolerances. They exhibit Odb of gain, 
have a differential to single end architecture and have a 

typical linear output voltage swing of 550mVpp. This 
compression must be taken into account when perform-

ing the AGC function at the IF level (the previous 
stages, the demodulator and the AGC amplifiers can 
swing 1.11Vpp inputs without distortion to this filter 
bank). Another useful feature of the filter bank is the 
provision of a very accurate and thermally controlled 
voltage reference of 2V that can be used for A/D refer-
ences or external application circuits. 

TRANSMITTER SECTION 

To illustrate the performance of the transmitter, a typ-
ical level diagram analysis is shown in Fig. 6. Assumed 
output power levels of +20dbm, and -40dbm with their 

corresponding AGC control applied are provided. The 
+20dbm can be considered the maximum output power 
case, and the -40dbm level corresponds to 60db of 
applied power control range. The RF and IF AGC con-

trols are ganged in these examples, better S/N is possi-

ble with separate controls. The Baseband to RF 
Quadrature section block exhibits a linear output power 

of 20dBm with a 30dBc of main lobe to side lobe spec-
trum regrowth in the 2.4 to 2.5GHz range and overall 

gain of 28dB when in full AGC gain setting. For -40dbm 
output power, this transmitter exhibits a gain of -32dB 
with 29dB of signal to noise ratio @ a 2MHz band-
width. This highly linear Baseband to RF section with 
an AGC dynamic range of 60db can successfully be 

applied in a variety of high performance radio applica-
tions where transmit power control is essential. 
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FIG. 6. CUMULATIVE TRANSMIT LEVEL DIAGRAM vs AGC CONTROL 

Individual Transmitter block descriptions 

Selectable Low Pass Shaping Filters, I/Q 
Modulator and IF AGC Amplifier 

This is another multichip module housed in a 80 pin 

Thin Quad Flat Pack package which includes a set of 
selectable 5th order Butterworth Low Pass Filters, an 1/ 
Q quadrature upconverter and a output stage responsible 
for gain/attenuation control. The device is also a highly 

integrated design with minimum external components 
and broadband operation in excess of 400MHz. The 

devices are processed using the high performance 
Bonded Wafer DI technology, operate with single sup-

ply in the range of 2.7 to 5.5V, and use a differential 
architecture throughout. Please refer to the block dia-
gram depicted in Fig. 7. The transmit section starts with 

o 
o 

0 

u. 

Output 
Power 
VS 

(S/N) 
BW 2MHz 

20dBm 

-40dBm 

29dB 

a bank of selectable 5th order Butterworth filters which 
are identical to those presented in the I/Q demodulator 
section. The main feature of this input filter is the capa-
bility of selecting either TTL digital baseband signals or 

analog single ended pre-shaped signals like from a D/A 
converter. The analog input accepts signals of typically 

550mVpp. These filters are responsible for pre-shaping 
the baseband signals according to a selected filter band-
width as described in the previous section. 

The group delay variation follows closely a 5th order 
Butterworth theoretical response which is known to be 
not exactly flat but introduces negligible system imple-
mentation losses for certain types of digital modulation. 

Fine tuning the selectable cutoff frequency enables the 
designer to adjust the filter response to compensate for 

any extra spectrum regrowth along the transmit chain. 
When properly AC coupled inputs are used, the LO 

o - 1- 1 
'XXlI i 

f-
low in 0 a. 

FIG. 7. 1/() MODULATOR and POWER CONTROL 

289 



leakage at the I/Q modulator is of the order of 40dBc. 

Following the Baseband filtering bank, the shaped 

signals reach the input of the I/Q baseband quadrature 
up converter mixers. The architecture is very similar to 

the one used for down conversion with an LO of twice 
the frequency of operation and broadband response in 
excess of 400MHz. Phase and amplitude balance are of 

2° and 0.5dB respectively which can be checked by its 
SSB characteristics or simply DC evaluated. The two I 

and Q outputs from the doubly balanced mixers are 
summed together and output to a single ended open col-
lector port. This modulator stage outputs a -8dBm SSB 

signal into 250 ohms when two 90° apart baseband sig-
nals at 500mVpp each are applied to the I and Q inputs. 
Its output noise floor within the baseband filter passband 
is of - 122dBm/Hz. 

Following this stage, a 250 ohms input impedance 
amplifier/attenuator is available for power gain control 
and exhibits a gain control range in excess of 40dB. This 
amplifier has a power gain of 8dB and an attenuation 
range in excess of 40dB when referred to 250 ohms 
input and output. To complete this upconversion stage it 
is common to add a sharp cut off SAW filter device in 
order to reduce the excess out of band noise floor that 

could be amplified by the next stages causing potential 
adjacent channel interference and also help shape the 
spectrum further for reduction of the side lobes resulting 
from the I/Q modulation process. 

RF Up Converter, AGC and Preamplifier 

This device is manufactured in a Silicon Bipolar 
Bonded Wafer Dielectric Isolation process featuring ft's 

is excess of 12GHz. Its monolithic construction incorpo-
rates an Up Conversion mixer, a gain controlled pream-

plifier and biasing in a small 20 lead SSOP package. 

Please refer to block diagram in figure 8. Two devices 
are offered to cover the full 1.8 to 2.7GHZ range as 
pointed out in figure 1 and operate from a 2.7 to 5V sup-
ply. It features an doubly balanced mixer design for the 
up converter mixer with a conversion gain of 6dB, 
requiring a low power LO signal of -8dBm with wide 
tolerance. The device exhibits an LO leakage of approx-
imately absolute -25dBm. The output compression point 
of the mixer is -5dBm. For the purpose of signal to noise 
calculations, its noise figure is 16dB. All ports are on-
chip matched to 50 ohms and only coupling and decou-
pling capacitors are needed. At this stage in the chain it 
is usual to add a bandpass filter to the mixer output in 
order to; provide the first postselection of transmitting 
channels, reduce the out of band noise and mixing spurs, 
and the LO leakage before being fed to the preamplifier. 
This filter is not critical in terms of number of poles. 

BIAS_VCC 

PRE OUT 

PRE_VCC3 

PRE_VCC2 

PRE_VCC1 

PRE_IN 

BIAS 

AGC Control 

TX_PE 

IF_BY 

IF_IN 

 LO_IN 

LO_BY 

TXIA_RF 

AGC_CTRL 

HFA3664 

FIG. 8. IF/RF CONVERTER and AGC CONTROL 

Two pole filters with a bandwidth of the channel bank of 
interest can suffice. 

The next stage in the chain is the RF gain control 
preamplifier. It features a maximum gain for full AGC 
control of 22dB with an output compression point of 
+8dBm. Typical AGC range is 30dB. This gain control, 

combined with the 45dB of range of the previous stage 
(I/Q Modulator/Attenuator) yields a typical 75dB power 
control range for applications where transmit power 
control are necessary (CDMA for example). The rela-
tively high output PldB allows linear drive capability to 
satisfy many power amplifier applications. In applica-
tions requiring high performance it is a good idea to 
place a second filter after this preamplifier to further 
attenuate the LO leakage and also remove any spurious 
responses from the preamplifier. This filter is often 

placed before the power amplifier to make use of the full 
dynamic range and compression limitations of the 

power amplifier. 

Power Amplifier 

This GaAs power amplifier is a highly integrated 

solution housed in a 28 pin SSOP package. The block 
diagram is depicted in fig. 9. It is capable of linear oper-
ation up to 21dBm with a 24dBm compression point. It 
features three independent internally cascaded common 
source stages with individual gate and drain biasing. Its 
input and output are matched to 50 ohms within the 1.8 
to 2.7Ghz range. With a typical linear gain of 32 to 
24dB across the frequency range, this device is suitable 
for use with all other preceding stages for a complete 

radio solution. Operating with VDD's of 2.7 to 5.5V this 
device requires negative biasing of gates. The individual 
gate control topology and the use of a negative biasing 

scheme, brings flexibility for lower power operation and 
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enable optimization of each stage for either saturated, 

linear or a combination of both operations. Applications 
requiring high power linear class A operation may 
require fine tuning of DC bias and classical low cost 
FET biasing schemes are required for the last stage only. 
The use of a low cost and low loss harmonic filter fol-
lowing the power amplifier is the only requirement in 

case an antenna filter or duplexer is not used. 

Dual Synthesizers 

This paper presents a complete independent transmit/ 
receive duplex solution for a single conversion architec-

ture, meaning the use of only one IF chain. This archi-
tecture requires the use of four local oscillators; two for 
the RF and the two for the IF quadrature demodulator 
and modulator mixers. For a full duplex operation shar-
ing the same pc board, the designer always has the 

choice of using only one RF VCO frequency using high 
and low injection with a couple of VCO's for the IF 
mixers. This condition is not always advantageous for 

specific designs where careful choice of two different IF 
frequencies and channel frequency plans may not yield 

lower cost due to customizing of SAW filters, antenna 
duplexers and flexibility of frequency allocation. In this 
case, the designers choice is to use a pair of dual synthe-
sizers and 4 VCO's. 

Referring to Fig. 10, the chipset includes monolithic 
integrated dual synthesizers fabricated in a BiCMOS 
process where the RF LO can be as high as 2.5GHz and 
the IF LO can be as high as 600MHz. Using the classical 
dual modulus architecture, the device can operate from 
2.7 to 5.5V and has very low power consumption and 
excellent phase noise capability. Its phase lock loop uses 

a current output charge pump technique that includes the 

removal of comparator dead zones and permits the use 
of simple PLL passive filtering for generation of very 
stable and low noise control voltages for VCO's. 
Counter, prescaler and various modes of operation are 

accomplished by a serial three wire data interface. 

Conclusion 

The Harris Prism Tm Full Duplex Radio chipset allows 

antenna to baseband processing across the 1.8 to 
2.7GHz range. All front end radio functions including 
RF, IF, and analog baseband filtering are performed. 

The receiver analysis demonstrated how 90db of 
highly linear dynamic range can be achieved, with a 
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maximum gain NF=6db and minimum gain input 

IP3=+Idbm. The transmitter analysis showed a +20dbm 

maximum output power with 30dbc main to first side 
lobe attenuation, and 30db of S/N even at 60db of power 

control attenuation. Excellent quadrature balance, 0.2db 
gain balance and 2 degrees phase balance, carrier sup-

pression - 40dbc, and total harmonic distortion <3% 
were achieved. High IP3 and Pldb specifications 
throughout the transmit and receive chains combine 

with wide AGC range >75db to provide highly linear 
processing. 

The chipset works from 2.7 - 5.5V supplies, across - 
40 to +85 degree centigrade temperatures, and has 

power management functions. a 
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Wireless Board Level Electronic Packaging - an Overview 

Abstract - High frequency applications in the high volume Wireless industry impose 
unique requirements upon electronic packaging. This in turn necessitates the use of 

unique materials and processing capabilities. This paper will present an overview of 
typical functional requirements in high frequency printed wiring boards and will discuss 
what that means in terms of board designs, materials, and constructions. Certain future 
trends which may further differentiate high frequency board level electronic packaging will 
also be examined. The frequency range where design issues become 'different', what those 
issues are, and the materials and constructions available or being developed to resolve 
them will also be discussed. 

The overview is intended to leave the audience with an awareness of the special needs that 
must be met for successful commercialization of wireless board level electronic packaging. 

Dale Reed 
Business Development 
Soladyne, a Merix Company 
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High Power RF Transistors in Wireless Base Station Equipment: 
Assembly Packaging Needs 

Jim Clemans 
Lucent Technologies 
Network Wireless Systems 

Telecommunications equipment manufacturers are addressing the challenge of assembling 
high power RF transistor packages simultaneously onto a heat sink and an RF circuit 

board. This presentation will review the trends in designers' and manufacturers' needs, 
which are driven by customer requirements. The newest aspect of this board-level 
packaging design problem is the need for solutions that are suitable for cost-effective, 
high-volume manufacturing. Manufacturing cost and quality improvements must be 

addressed in the context of other engineering constraints. There are functional design 
needs for impedance matching and ever-increasing transistor heat dissipation 
requirements. The need for outdoor deployment of equipment increases environmental 
stresses so that functional performance and reliability requirements are more difficult to 
meet. The emphasis on smaller equipment profiles, which is concomitant with outdoor 
siting, also constrains the packaging design. 

We will also discuss the possible improvement of the transistor package itself. The high 
thickness of gold on the transistor leads "as-fabricated" creates a reliability issue in a 

normal soldering environment. Transistor manufacturers could improve the ease of 
assembling their product for reliable use by manufacturing the transistor with a 
substantially reduced gold plating thickness on the leads. 
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MULTILAYE1RABLE, LOW LOSS MATERIALS FOR HIGH FREQUENCY 
STRIPLINE CIRCUITS IN A HOMOGENEOUS MEDIUM 

Authors: Chet Guiles, Rob Fuller, Paul Kyle 

There is a large and growing selection of substrate materials available to the high frequency 
PWB designer. This can be both a benefit and a source of confusion. Despite the large 
selection of available materials, the production of low cost, microwave printed wiring 
boards with stripline or dual offset stripline circuitry in a homogeneous dielectric 
environment has been an elusive goal for the design community. 

The availability of a 'B-staged' prepreg offers significant advantages in design and 
simulation, processing, uniformity of electrical performance and cost when compared to 
low loss substrates requiring bonding sheets which do not match the physical or electrical 
properties of the base laminate material. Fusion bonding of low loss thermoplastics such as 
PTFE laminates will provide a homogeneous environment, but requires high temperature 
lamination processing (350°C) and necessitates unique surface activation prior to 
metallization of the PTFE. 

This paper will describe a low loss thermoset material system developed by Arlon which 
enables a fully homogeneous, low loss multilayer package with the following key 
properties: 

• Er (Dielectric Constant) = 3.2 to 3.4 at 1 GHz 
• Loss Tangent = 0.0025-0.003 at 1 GHz 
• Low Dispersion (Er Stable from 1 MHz to 10 GHz) 

• CTEr (Thermal Coefficient of Er) = 0 between -20 and + 140°C 
• Prepreg Bonding Sheets Available 
• Processing Similar to Conventional Laminates (Polyimide, FR-4) 

The paper will address the key design-related properties of this new material (designated 
Arlon 25N) for microwave and high speed digital applications, and will review basic 
processing information for construction of high frequency printed wiring boards. 
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Thermo-Mechanical Integrity of Area Array Interconnections on 
Microwave Laminates 

L Zhang and G Subbarayan 

Center for Advanced Manufacturing and Packaging of Microwave, Optical 
and Digital Electronics (CAMPmode) 
Department of Mechanical Engineering 

University of Colorado at Boulder 
Boulder, CO 80309-0427 

D.N. Light 
IBM Microelectronics 
1701 North Street 

Endicott, New York 13760 

Abstract 

Low-cost, low-loss laminate circuit substrates with thermoplastic or thermoset polymeric materials 
are finding increasing use in microwave applications, as commercial market segments such as 
wireless communications grow. Examples of these microwave materials include low-loss 
thermoset materials ( GE's Getek and Rogers Corporation's 4003), woven-glass reinforced PTFE 
materials (Taconic Plastics' 602 and TLC 32, Arlon's AR320), and ceramic-loaded PTFE materials 

(Rogers' 3003 and Arlon's CLTE). A number of different issues must be considered when 
selecting a microwave laminate material for high frequency applications, including electrical 
characteristics ( loss tangent, dielectric constant, dispersion factor), thermo-mechanical properties 
and their impact on package integrity, ease of fabrication, compatibility with multilayer 
constructions, etc. The goal of the present study is to assess the thermo-mechanical integrity of 
the assembly interfaces of a package constructed from these materials. Specifically, the reliability 
of area array solder interconnections ( Ball Grid Array or Flip Chip Attach) to packages constructed 
from common microwave laminate materials will be assessed. Since alumina-based ceramic 
packages are a common high-frequency alternative to the above package materials, the thermo-
mechanical behavior of these microwave laminates will be compared to alumina substrates. In 
this study, the thermo-mechanical behavior of the various laminates is used to build finite element 
models of a representative multilayer circuit board (with one signal layer and one power layer). A 
representative DCA package with an area array interconnection between the package and the 
laminate is also modeled using finite elements. Comparisons are made between the materials on 
the basis of the relative thermo-mechanical deformation of the packages on different laminates 
and on the basis of the relative integrity of solder joints attached to the different laminates. 
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PLATED THROUGH HOLE INTEGRITY IN FLUOROPOLYMER LAMINATE-BASED 

PRINTED WIRING BOARDS 

David Light, John Gregory, George Thiel, 
Tien Wu and David Hawken 

IBM MICROELECTRONICS 

ENDICOTT, NY 13760 

ABSTRACT 

The use of fluoropolymer-based dielectric materials is rapidly increasing 
in commercial printed wiring boards ( PWB's). This has been driven 

largely by growth in RF/microwave-frequency applications for the wireless 

communications market, where the favorable electrical properties of these 
materials at high frequency provide significant performance advantages. 

Concurrently, there has been a trend toward integration of increased 

functionality into the printed wiring board. Multiple RF/microwave 

functions, as well as power distribution, digital signal processing, and 

control circuitry, are frequently being embedded into a single, 

multilayer board. With this trend, board layer count and thickness are 
also increasing. 

Many of the fluoropolymer-based laminate materials available have a 

relatively high coefficient of thermal expansion out- of-plane ( in the 

z-axis). For this reason, reliability of the plated through holes ( PTHs) 

used to interconnect the various conductor planes of a multilayer board 
can be at risk. To address this concern, and provide guidance for 
designers in specifying materials, board thickness, layer count, drilled 

hole diameter, pad size, plated copper thickness, and copper mechanical 
properties, activity is underway at IBM Microelectronics to develop 

predictive models for the field life of plated through holes. These 
models will incorporate the key design elements and material properties 

of the PWB. They are also intended to provide guidance in specifying 
appropriate stress testing procedures and conditions, performed on a 

sampling basis, to ensure consistent plated- through- hole integrity. 
A critical part of this activity is to experimentally measure the 

integrity of plated through holes in microwave laminate materials of 
various designs and through varied stress test conditions, and to 

integrate the results into the models being developed. This paper 
will review the mechanical aspects of plated through hole integrity, 

and will describe the work in progress to develop predictive tools 
for PTH integrity in microwave printed wiring boards. Preliminary 

experimental results will be reviewed and discussed. 
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INTRODUCTION 

Fluoropolymer-based laminate materials can provide significant 
advantages for high- frequency electronic packaging applications. 
Low dissipation factor ( typically 0.001 to 0.002) minimizes signal 

attenuation at high operating frequencies. Dissipation factor and 
dielectric constant are relatively stable across a broad frequency band 
and temperature range. Low moisture absorbtion, high temperature 
stability, resistance to electromigration shorting mechanisms, 
and low modulus for reduced internal and interfacial stresses also 
provide advantages for many applications. 
Despite these advantages, many fluoropolymer-based laminate 
materials have an out- of-plane (Z-axis) coefficient of thermal 

expansion (CTE) which is significantly higher than standard laminate 
materials. This is of particular concern for woven and non-woven 
glass- reinforced polytetrafluoroethylene ( PTFE) (most reinforced 

fluoropolymer laminate materials are PTFE-based), where the z-axis 
CTE can range to over 250 ppm/C. Ceramic particle- filled fluoropolymers 

have much lower Z-axis CTE values, in the range of 24 to 40 ppm/C. 
The woven-glass reinforced PTFE materials provide enhanced 
rigidity and easier handling during processing and assembly 
than the ceramic or microfiber filled materials. Price is often lower 

as well. However, the reliability of PTHs through surface finishing 
(Hot Air Solder Levelling or solder fusing), component assembly 
processing, product storage and shipping, and thermal cycling during 
field life can be at risk for some designs. Many high frequency PWB 

applications, particularly in the wireless communications industry, 
specify long product field lifetimes ( often 10-20 years), increasing 
the overall stress the PTH must withstand in the field. 

While a significant amount of work has been performed to understand the 
reliability of plated through holes in standard laminate material 

constructions ( FR4), little effort has been focussed on microwave-
compatible laminates. Work that has been done has been primarily 
empirical. We are not aware of quantitative, predictive tools available 

to assess PTH reliability in PTFE-based laminate constructions. In order 
to provide guidelines for design engineers with regard to laminate 
material selection, board layer count and thickness, drilled hole 

diameter, plated copper thickness, pad size, copper mechanical properties 

and stress test conditions, IBM is developing analytical models to 

predict the field life of PTHs. These models incorporate Z-axis CTE and 

compressive modulus of the laminate material, the board thickness, PTH 
diameter, pad size, copper thickness, and copper ductility and tensile 
strength. Initial models have been constructed for high density, digital 

fluoropolymer PWB designs for high performance computer packaging, 
utilizing thin ( 2 mil) ceramic- filled PTFE, fine diameter ( 4 mil) plated 

through holes, and thin copper plating ( 0.4 mils). These models 
were shown to be consistent with experimental stress testing data for 
this product set. The current activity is focussed on designs and 

materials more typical of RF/microwave-frequency PWBs for wireless 
communications applications ( including woven- glass PTFE, thick cross-
sections ( 20 mils+), larger diameter PTHs ( 10-125 mils), and thicker 

copper plating ( 1 mil+)). Test boards have been fabricated to provide 
an experimental database for correlation with the models being 
developed. 
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BACKGROUND 

Failures in the plated- through-holes of printed wiring boards are 
primarily due to tensile deformation caused by mismatch of out- of-plane 
thermal displacements between the laminate dielectric materials and 

the plated copper in the PTH 1barre1 1(1). These failures can lead to 
continuous or intermittent open circuits in the PWB assembly, requiring 
replacement or repair ( e.g. circuit re-routing with coaxial wire). 
Significant costs can be incurred as a result of these failures, 

particularly when field or warranty service is required, or when a PWB 
assembled with expensive components must be scrapped. 

The thermal displacement mismatch between copper and the typical laminate 
dielectric material is due to mismatch in the out- of-plane coefficient 

of thermal expansion ( CTE) between the materials. Copper expands at a 
fairly constant rate of 17 parts per million per degree Celsius (ppm/C) 
over the practical temperature range for PWB fabrication, assembly, and 
field usage. Typical laminate materials such as FR4 epoxy- glass expand 
at approximately 50-75 ppm/C out of plane below the glass transition 
temperature ( Tg) of the epoxy (usually 125 to 140C), and 400 ppm/C above 
Tg. The compressive modulus ( compliancy) of FR4 decreases significantly 

from its room temperature value above its Tg ( 2). Fluoropolymer-based 
laminate materials generally exhibit a constant CTE value from room 
temperature to the melt transition temperature ( 327C for polytetrafluoro-

ethylene). The value of the CTE is dependent on the type of 
reinforcement (woven glass, chopped glass, ceramic particle). 
Since most electronic equipment operates below the Tg of FR4 materials, 
out of plane expansion and contraction during field life is relatively 
modest. Recent trends toward increased functional integration and higher 
circuit density in PWB's has led to smaller diameter PTHs and thicker 
boards, however, and in some cases long-term wearout failures of ' good' 

(defect- free) PTHs can occur. More frequently, failures in PTHs occur 
due to non-uniform plating thickness or discontinuities in the plating 

distribution; these defects act to concentrate stress and are frequently 
the locus of crack initiation ( 3). 

Strain levels during component assembly are typically significantly 

higher than in field life. Solder reflow temperatures are well above the 
Tg of FR4. Significant tensile stress is imposed on the PTH due to this 

large temperature swing and the very high z-axis CTE of FR4 above its Tg. 
The PTH effectively acts as a rivet in the PWB. Expansion of the 

laminate leads to thermomechanical deformation ( strain) of the PTH 
barrel, and bending of the surface pads ( becoming concave). 
Barker et al ( 2) found stress due to z-axis laminate 

expansion to be highest at the midplane of the PTH, with relatively 
high values at the corners of the surface pads and the innerplanes. 

The high stress of the PTH-surface pad junction is associated with 
bending of the pad with respect to the PTH barrel, with the corner 
acting as a hinge. The amount of stress on the PTH barrel and corners 
is related in part to the diameter of the surface pad; a larger pad 
for a given PTH diameter would be expected to resist depression into 
the laminate material in response to tensile stress to a greater 

extent than a smaller pad; the result would be a greater allocation 

of strain to the PTH copper relative to dielectric compression 
than with a smaller pad size. 
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Strain in the plastic range is cumulative. Therefore, copper fatigue 
which occurs due to the substantial thermal cycle ( or cycles in the case 

of multiple reflows) during component assembly can predispose the PTH to 
early failure in the field. However, even strain in the elastic range 

can lead to metallurgical changes in the copper PTH, which can shorten 
PTH life in the field. Barker et al ( 2) found that component assembly 
processes can actually have two opposing effects on PTH life. The first, 

as described above, is strain in the PTH in response to tensile stress 
due to CTE mismatch between the dielectric material and copper. The 

latter is compressive residual stress in the PTH barrel due to 
contraction of the dielectric material at a faster rate than the copper 
during cooldown. This can act to mitigate the effect of subsequent 
tensile stress due to thermal cycling to some extent. 

The failure sites for PTHs subjected to cyclic thermomechanical strain 

are either circumferential barrel cracks, interfacial cracks occurring 
at the barrel junction to innerplanes, or cracks at the ' corner' of the 

PTH where it enters the surface pads ( 4). Barrel fractures initiated at 
these sites during during component assembly may be arrested before 
complete fracture occurs, and it may require subsequent thermal cycles 
to propagate these cracks to complete separation. These ' latent' 

defects can be difficult to detect and therefore can be present in 
product shipped to the field, where temperature cycling during 

field life may complete the fracture ( 2). PTH copper which has fatigued 

significantly due to assembly thermal stress without cracking can also 

predispose the PTH to early failure, but is nearly impossible to detect. 
Analytical models which can predict excessive fatigue are therefore 
of significant value. 

Fatigue, as applied to the behavior of metals, is a detectable change 
in the mechanical properties of the metal in response to a cyclically 
variable stress of sufficient magnitude. Fatigue failure in metals can 

be defined as the premature fracture of metals under repeatedly applied 
low stress ( 5). Fatigue failure can occur in copper PTHs due to thermal 

displacement upon thermal cycling, and is a consequence of the localized 
slip deformation which occurs within the individual crystals of copper as 
dislocations move through them and pile up at the grain boundaries. 
This slip deformation results in plastic deformation ( strain) of the 
PTH. Accumulation of plastic strain can occur through repeated low 
level thermomechanical stress, eventually leading to crack 
initiation and propagation through the copper barrel ( 5). 
For this reason, the failure process is strongly dependent 

on the magnitude of the gross cyclic plastic deformation of the metal, 
which in turn is determined by the dielectric material properties 

(z-axis CTE, compressive modulus), the range of the thermal cycle, the 
product design, and the metallurgy of the copper PTH. 

Fluoropolymer-based dielectric materials, as mentioned, provide specific 

electrical properties which may be required for many high speed and/or 

high frequency packaging applications. These materials are available 

reinforced with chopped glass, woven glass, and particulate ceramic. 

The former two materials typically have very high coefficients of 

thermal expansion out of plane ( z-axis), in the range of 150-250 ppm/C, 
due to the high thermal expansion of neat PTFE relative to epoxy. 

The ceramic- filled materials have a significantly lower CTE, in the range 
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of 24-40 ppm/C, as they are highly loaded with low- expansion, particulate 
silica. Table 1 shows typical z-axis CTE values for the 

different varieties of PTFE-based laminate materials as well as FR4 
epoxy. 

REINFORCEMENT DIELECTRIC 

TYPE CONSTANT AT 

10 GHz 

DISSIPATION 

FACTOR AT 

10 GHz 

Z-AXIS CTE 

(PPm/C) 
(0-100C) 

COMPRESSIVE 

MODULUS 

(kpsi) 

WOVEN GLASS 

WOVEN GLASS 

CHOPPED GLASS 

CHOPPED GLASS 

2.20 

3.00 

2.20 

2.33 

CERAMIC PARTICLE 2.94 

FR4 EPDXY 4-4.5 
(WOVEN GLASS) 

0.0009 252-280 

0.0029 71 

0.0009 237 

0.0012 173 

0.0012 24 

0.02-0.03 50-70 

(below Tg) 

400 

(above Tg) 

237 

372 

136 

120 

100 

800-1500 

Table 1. Comparison of key electrical and mechanical properties of 

PTFE-based microwave laminate materials and FR4 ( at room 
temperature unless otherwise noted). 

It is interesting to note that while glass- reinforced, PTFE-based 
laminates have significantly higher z-axis CTE values than FR4-

based laminates below the Tg of FR4, above its Tg FR4 exceeds the 
CTE of these microwave laminates. 

Table 1 also lists the compressive modulus of these different materials. 
The stress and strain in a solid are related directly by the modulus 

of the material; a high modulus material is more resistant to 
deformation ( strain) under load ( stress) than a low modulus material. 

The dielectric material's modulus is also a critical parameter in 
determining the amount of strain that occurs in a PTH through thermal 

cycling due to the CTE mismatch between the laminate and copper. In the 
hypothetical case of an incompressible polymer, all of the displacement 

due to laminate thermal expansion would be accomodated by strain 

of the copper barrel. In actual situations, the compressive modulus of 

the dielectric material determines in part how much of the displacement 

is apportioned between strain in the copper PTH and compression of 

the dielectric material. The modulus of glass- reinforced epoxy materialr. 

is significantly higher than that of PTFE-based materials ( even above 
Tg), so the higher z-axis CTE for the fluoropolymers is partially 

mitigated by the greater compliancy of these materials. Note that 
from the perspective of PTH copper strain due to thermal cycling, 

the ceramic- loaded PTFE materials provide the best combination of 
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low z-axis CTE and low modulus. Likewise, the low dielectric constant, 
woven-glass reinforced PTFE materials have very high z-axis CTE and 

an intermediate modulus, leading to the greatest PTH strain during 

thermal cycling. Above its Tg, FR4 has the highest z-axis CTE and 
compressive modulus of the materials shown in table 1. As a result, 

cycles to failure is expected to be significantly lower than for ceramic-

filled PTFE. This has been demonstrated by Arthur and Kozij ( 13). 
It can also be seen from table 1 that as the dielectric constant and 

dissipation factor decrease for a given class of microwave material, the 
z-axis CTE increases. This is because these electrical properties 

are proportional to the ratio of glass filler to PTFE in the laminate. 

Previous work has identified several consistent trends regarding 
the effects of product design and materials on PTH reliability: 

PTH reliability (number of thermal cycles to failure) increases with: 
a- increasing copper ductility and tensile strength 
b- increasing minimum plating thickness 
c- increasing PTH diameter 

d- decreasing plating non-uniformity 
e-decreasing pad diameter 
f- decreasing temperature excursion 

g-decreasing effective CTE of the dielectric material 
h-decreasing compressive modulus of the dielectric material 

i-decreasing thickness of the dielectric material ( length of barrel) 
(4), ( 7), and ( 8). 

Items e,f,g,h, and i reduce PTH strain by reducing load ( tensile stress) 
on the barrel. Items b,c, and d reduce PTH strain by increasing 

the resistance of the PTH to deformation under tensile load. Item a 
relates to the ability of a copper deposit to accomodate a given strain 
without fatigue or failure. 

FINITE ELEMENT ANALYSIS 

Numerous studies have been published which utilized numerical or finite 
element analysis to investigate the reliability of plated through holes 

(1-3, 7, 9-12). The authors are aware of no published models relating 
to PTH integrity in fluoropolymer-based printed wiring boards. For 

this reason, work has been initiated to develop predictive models for 
PTH integrity in microwave PWBs fabricated from PTFE-based or other 
low loss laminate materials. Finite element methods are being used 

to solve the models in this study. A unit cell consisting of the 
PTH and the surrounding dielectric material is being modelled as an 

axi-symmetric structure. Uniform heating and cooling rates are being 
assumed. Commercially available finite element code is being used to 
solve the models. Initial models are being constructed for simple, 
two-sided PWBs with no innerplanes. Future effort will be directed 
toward more complex structures with multiple innerplanes. Model 
predictions will be correlated with experimental results to determine 
accuracy of the models, which will be refined based on the 

experimental results. Details of the models, their predictions, and 
the results of correlation with experimental results will be reported 
in a future publication. This paper will focus on the experimental 

results for a single dielectric material and thickness. 
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EXPERIMENTAL 

Initial experiments have been performed with a single material type and 

thickness. 20 mil ( 508 um) thick Arlon DiClad 880 ( R), a woven- glass 

reinforced, PTFE-based microwave material, were fabricated into test 

panels using a standard 18 x 24" panel format. Each panel contains two 

identical test vehicle images (' half-panels'). Each half-panel contains 

coupons consisting of 10, 30, and 125 mil diameter PTHs. PTHs of a given 
diameter are stitched together in groups to form electrically testable 

wiring nets. Table 2 shows the distribution of PTHs in nets and coupons. 

PTH Diameter No. Holes No. Nets No. Coupons Pad Dia. PTH Pitch 

(inches) Per Net Per Coupon Per Half- Panel ( inches) ( inches) 

0.010 46 6 5 0.030 0.050 

0.030 30 3 3 0.090 0.150 

0.125 26 3 2 0.375 0.450 
(large land) 

0.125 10 6 2 0.138 0.200 
(small land) 

Table 2. Distribution of PTHs in nets, coupons, and test vehicles 

broken out by diameter. Pad diameter and PTH center- to- center 
spacing is also shown. 

Surface pads ( lands) for the different sized PTHs were scaled according 

to the diameter of the PTH, such that the ratio of hole diameter to 

land diameter was constant for the three landed PTH sizes. In addition, 

coupons were included with 125 mil diameter PTHs of nearly ' landless' 

design ( surface pad diameter approximately equal to PTH diameter) ( table 
2). This was done to allow investigation of the effect of pad size on 
PTH reliability. 

Figure 1 shows the approximate layout of test coupons on the half-panel 
sized test vehicles. 

Figure 1. Non- scaled drawing of approximate layout of test coupons 
on 12 x 18 inch ' half-panel'. 
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Each coupon is designed to accomodate a connector to enable automated 

4 pole monitoring of the electrical resistance of these stitched PTH 
nets. Measurements were performed at room temperature. Deviation 
of resistance by more than 10 milliohms from initial values was 
considered a failure 

Two lots of panels were fabricated, to allow investigation of two 

different nominal plated copper thicknesses in the PTHs ( 1.0 and 1.7 
mils). All nets were tested after fabrication. Additionally, angled 

X-ray images were taken to identify complete or partial defects in 

the PTH copper plating. Nets with high resistance values at time 
zero, and/or anomalies visible in X-ray imaging, were not used for the 

reliability data base. Data will be analyzed from some of these 
nets, however, to gain a better understanding of the sensitivity 
of PTH reliability to pre-existing defects. 

After testing, all parts were subjected to a typical component 
assembly reflow cycle, in a conveyorized IR oven ( 216 C peak 
temperature), to simulate the pre- stressing typical PWBs would 

endure prior to field usage. Nets were again electrically tested 
following simulated assembly. Figure 2 shows the thermal profile for 

the precondition cycle used to simulate component assembly processing. 

H.0.1.. STATUS 

points: 600 
Active: 120000 

Interval: 00:00:01.0 
Date: 06/08/96 
Ti..: 08:21:55 

Low a 100 C 

00:05:18 
00:05:17 

Mad 183 C 

00:01: 6 
00:01:13 

Hi a 220 C 

00:00:00 
00:00:00 

CMS 

08 
On 

al LEFT SIDE 
0,11110447 SIDE 

Umding 

65 

65 

Zone 1 
135 

135 

tone 2 
150 

150 

tone 3 
165 

165 

Zone 4 
185 

185 

Zone 5 
245 

245 

tone 6 
250 

250 

Tait 
140 

255 

Cooling 
65 

65 

Unload 
25 

25 

Figure 2. Thermal profile for the precondition cycle used to simulate 
component assembly processing for a typical eutectic solder. 

Test vehicles were then placed in accelerated thermal cycle (ATC) 

test chambers. Test parts were divided into several different cells 
for exposure to varying degrees of thermal stress ( 25 to 75C, 25 to 170C, 

-55 to 125C). The allocation of coupons in the different test cells 
is shown in table 3. Table 3 also shows the planned number of cycles 

for each test cell. Thermal cycling will be continued beyond this 

number of cycles if necessary to generate sufficient fails to provide 
a statistically significant data base. Depending on the total number 
of cycles run, electrical resistance readings will be taken at 100, 

200, 400, 700, 1000, 1400, 1800, 2200, 2600 and 3000 cycles. 
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Number of Coupons 
Cell # Thermal 

Cycle ( C) 0.010" 0.030" ' 0.125" 0.125" 

(large pad) ( small pad) 

1 25 to 75 7 15 10 0 
(1 mil 3000 cycles 
plating) 

2 25 to 75 7 15 10 0 
(1.7 mil 3000 cycles 
plating) 

3 25 to 170 7 15 10 0 
(1 mil 1000 cycles 
plating) 

4 25 to 170 7 15 10 0 
(1.7 mil 1000 cycles 
plating) 

5 -55 to 125 7 15 10 4 
(1 mil 1000 cycles 
plating) 

6 -55 to 125 7 15 10 4 
(1.7 mil 1000 cycles 
plating) 

Table 3. Experimental layout showing different cells for plated copper 

thickness, PTH diameter ( and pad size), and ATC temperature 
range. 10 mil PTH coupons contain 276 holes each; 30 mil 
coupons contain 90 holes. Large pad 125 mil coupons contain 

78 holes, and small pad 125 mil coupons contain 60 holes each. 

Table 4 shows the details of the ATC temperature profiles. 

ATC Cell Cycles/hour ( approx.) Dwell Ramp Rate 

25 to 75C 3 

(50C delta) 

25 to 170C 1 
(145C delta) 

-55 to 125C 1 
(180C delta) 

5 min. 

5 min. 

5 min. 

10C/min 

6C/min 

7C/min 

Table 4. Cycles per hour, temperature ramp rates, and dwell times 
for ATC testing. 
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In addition to the standard ATC stress testing, additional samples 
were assigned to Current- Induced Thermal Cycling ( CITC). CITC 
provides a significantly faster thermal cycling capability, reducing 

the time required for reliability evaluations: Additionally, equipment 
costs and complexity are significantly reduced for CITC versus standard 
ATC chambers. However, CITC is limited in the sample size which can 

be tested. Care must be taken in defining the cycle to achieve 
an appropriate level of thermal stress which can be correlated to field 
conditions or other stress test methodologies (ATC). CITC testing was 
performed at two conditions, 25 to 75C and 25 to 170C. Temperature ramp 

rate was 1C/min, and dwell time at the temperature extremes was 15 sec. 
30 mil diameter PTHs with 1 mil copper plating thickness were tested. 
12 nets have been tested, with 30 PTHs per net. 

RESULTS AND DISCUSSION 

The data from some of the test cells was plotted using a two-parameter 
weibull fit. In these graphs, the cumulative percentage of nets which 

have failed ( increase in resistance greater than 10 milliohms) is 
plotted versus the number of ATC cycles run. Most nets showed complete 
open circuits when they failed. 

Figure 3 shows the data from the 30 mil PTH, 1.0 mil plating 

thickness, and - 55 to 125C ATC cell plotted on a weibull graph ( since the 

data is grouped, i.e. read out at three intervals, only three data points 
are shown, although they represent 45 actual test failures in this cell). 
A best fit straight line is also plotted. Two parameters have been 
calculated from this data. The shape parameter indicates whether failure 
rate is decreasing ( shape < 1), stable ( shape = 1) or increasing 

(shape > 1). A shape < 1 is generally attributed to a large early 
failure rate due to the presence of defects. A shape equal to 1 
would be indicative of the true intrinsic failure rate. A shape 

parameter > 1 would be attributed to increasing failure rate due to 
wear-out ( fatigue failure) of the PTHs. The cell plotted in figure 3 

has a shape parameter of 5.08, indicating failure rate is increasing due 
to wear-out of the PTHs. This is the expected response to the high 

stress loading in this cell (- 55 to 125C) and a low incidence of 
pre-existing defects in the PTHs. The scale parameter indicates 
the number of cycles of a given temperature range at which 63% of the 
population is expected to fail ( analogous to the N50 for a population). 
For the cell plotted in figure 3, 63% of the PTHs would be expected to 
fail by 721 ATC cycles based on this scale parameter. Other test cells 

(10 and 30 mil PTH) are shown in figures 4-6 ( through 1000 cycles). ( No 
fails occurred for 125 mil PTHs through 1000 cycles). Corresponding shape 

and scale parameters are shown on each graph. In all cases shown, the 
shape parameter indicates wear- out of the PTHs has occurred due to copper 
fatigue. Figure 10 shows a cell where there are early life fails and/or 

the population is non-homogeneous. Note the shape parameter for this 

experimental cell is less than 1. Experimental cells exhibiting this 

behavior will be cross- sectioned and failures will be analyzed to 

determine if they can be attributed to pre-existing defecU3 in the PTHs 

or copper metallurgy, or whether the failure mode is non- uniform across 
the samples ( i.e. multiple failure modes). Non- uniform failures will be 

censored from the data so that only uniform, wearout driven failure data 
is fed into the finite element models. 
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Figure 3: Weibull plot of 30 mil PTH, 1.0 mil 
plate, -55/125 ATC. 
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Figure 4: Weibull plot of 10 mil PTH, 1.0 mil plate, -55/125 ATC. 
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Figure 5: Weibull plot of 10 mil PTH, 1.7 mil plate, -55/125 ATC. 
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Figure 6: Weibull plot of 30 mil PTH, 1.0 mil plate, 25/170 ATC. 
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Figure 7 shows an example of the data that is used to ' calibrate' the 
models. In this plot, the 10 and 30 mil PTH data are displayed together 
for the - 55 to 125C ATC cells ( 1 mil copper thickness). As shown in 

table 5 below, the shape and scale parameters for the 10 mil diameter 

PTHs are 3.01 and 219 respectively; the shape and scale parameters for 

the 30 mil PTHs are 5.08 and 721. Shape parameters of 3.01 and 5.08 are 
fairly similar, and as seen in figure 7, the slope of the two lines 

are nearly the same. This lends support to the assumption that the 

failure modes between these two populations are similar. This assumption 

will be verified by cross sectioning the failure sites once the samples 

are taken off of test. Given that the 10 and 30 mil diameter PTH 

populations are exhibiting the same failure modes, one can determine 

the relative fatigue life for a 10 mil PTH vs a 30 mil PTH for this 

PWB design and material set. This is calculated by taking the ratio 
of the scale parameters for the two populations: 

Scale / Scale = 721/219 = 3.29 

30 10 

This indicates that the 30 mil PTH has approximately a 3 times longer 

lifetime through thermal cycling from - 55 to 125C than a 10 mil PTH in 
this product. 

Similarly, figure 8 shows a comparison between 1.0 mil plating and 1.7 

mil plating for 10 mil diameter PTH's tested in - 55 to 125C ATC. The 
fatigue life improvement is 

Scale / Scale = 774/219 = 3.53 

1.7 1.0 

due to increasing plated copper thickness from 1.0 to 1.7 mils in these 
10 mil PTHs. These data points will be used to calibrate and verify the 
finite element models which are being developed. 

+ f + + 

'Cell Description IShaPe ' Scale I 
+  +  + + 

110 mil PTH, 1.0 mil plate, -55/125 ATC I 3.01 I 219 I 

+ f + + 

130 mil PTH, 1.0 mil plate, - 55/125 ATC I 5.08 I 721 I 

+ 4  + + 

110 mil PTH, 1.7 mil plate, - 55/125 ATC I 2.58 I 774 I 

+ f  1  + 
130 mil PTH, 1.0 mil plate, 25/170 ATC I 2.62 I 985 I 

+ 4  4 + 

Table 5. Shape and scale parameters from weibull analyses of several 
experimental cells. 
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Figure 7: Weibull plot of 10 vs 30 mil PTH, 1.0 mil plate, —55/125 ATC 
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Figure 8: Weibull plot of 1.0 vs 1.7 mil plate, 10 mil TT11, —55/125 ATC 
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Once calibration of the models is complete, the design, process, and 

stress data will be used to predict field performance for the PTHs. 
Typically, a simple Coffin-Manson acceleration formula is used to 

project from one stress condition to another or from a stress condition 

to field conditions. The formula commonly used for copper PTHs is: 

2 
(Delta T / Delta T ) = Acceleration Factor 

1 2 

In this equation, the strain term within the parentheses is assumed to 

be linear. Figure 9 shows a weibull plot of the - 55 to 125C ATC data for 
30 mil PTHs with 1 mil thick copper plating ( solid line). From this 
data, the Coffin-Manson equation has been used to project the expected 
fail data for the 25 to 170C ATC cell for 30 mil PTHs with 1 mil copper. 

Results of this projection are shown as the dashed line in figure 9. 
The dotted line in figure 9 is a plot of the experimental data for the 
25 to 170C ATC testing performed on the 30 mil PTHs with 1 mil copper. 
It can be seen that the experimental data for the 25 to 170C cell and 
the data projected by the Coffin-Manson equation do not correlate well. 
There are several possible reasons for this. First, the failure modes 
may not be the same for the two different temperature ranges. Second, 

a significant portion of the coupons in the 25 to 170C test cell have not 
been tested to failure yet, and the data may be premature; as the 
testing progresses further, the actual data may converge with the 
projected data. Finally, it may be that the strain term in the Coffin-
Manson equation is not linear for this product and stress range, and 

may have to be modified. If this proves to be the case, the three 

stress conditions ( 25 to 75, 25 to 170 and - 55 to 125C) will be used to 
define a non-linear strain term. 

In addition to the ATC testing, CITC testing is being performed in 
parallel for the 25 to 75C and 25 to 170C conditions. The advantage of 
using CITC is that the parts can be run to failure more quickly, 
particularly for the low stress cell ( 25 to 75C). The testing is 
incomplete at this time, and for this reason the results will be 

deferred to a future publication. Preliminary data suggests that for 
the test vehicle design used here, acceleration due to CITC testing 

is significantly greater than for ATC testing for a given temperature 
range and number of cycles. 

It can be seen from the data presented above that the trends observed 
with respect to the impact of PTH diameter and copper thickness on the 
cycles to failure for PTHs in high z-CTE microwave laminates are 
consistent with data published for standard ( FR4 epoxy- glass) materials; 

increased diameter and thicker copper plating improve the reliability 
of the PTH. As the modelling and correlation with experimental data is 
completed, it is hoped that accurate, verified tools will be available 
with which to predict the reliability of plated through holes through 
end of line processing and field life. 
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FUTURE WORK 

The work reported here is the first phase of a broader activity. The 

overall effort aims to develop verified, predictive models for PTH 

reliability in PWBs fabricated with microwave materials spanning the 

typical range of mechanical properties observed in high frequency, 

commercial designs ( z-axis CTE, compressive modulus, reinforcement- type, 
polymer material, and thickness). The current work utilized one 

dielectric material ( 20 mil Arlon DiClad 880, woven glass- reinforced 

PTFE). Activity is underway to experimentally measure the PTH fatigue 
behavior in PWBs fabricated from the other general categories of 

commercial microwave materials ( ceramic- filled PTFE, low loss thermosets) 
as a function of PWB thickness. The plan is summarized in Table 6. 

Material Type PWB Thickness PTH Diameters Copper Thickness ATC 

Arlon 25 to 75C 
Diclad 880 20,60,120 mils 10,30,125 mils 1.0,1.7 mils 25 to 170C 

-55 to 125C 
Rogers 

R03003(R) 20,60,120 mils 10,30,125 mils 1.0 mils -55 to 125C 

Rogers 

R04003(R) 20,60,120 mils 10,30,125 mils 1.0 mils -55 to 125C 

Table 6. Summary of additional experimental cells which will be run to 

support development of a generic set of predictive models for 
PTH reliability in microwave PWB designs. 

SUMMARY 

Work is underway to develop predictive models for PTH integrity in 

printed wiring boards fabricated with commercial microwave laminate 
materials. Initial test results demonstrate improved PTH integrity 

resulting from increased PTH diameter and increased plated copper 
thickness. Failures are observed for low aspect ratio ( 2:1, 1:1.5) 

plated through holes following a relatively small number of ATC cycles. 
This can be explained by the high z-axis CTE of the laminate materials 

used for this study, which is typical of many high frequency materials. 
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With the emergence of wireless applications as perhaps the most financially 
significant market in recent years, wireless technology has become a global core 
competency. The demand for increasingly higher rates of data transmission, from 
voice to video and data, will drive technology to exploiting higher frequencies, 
where bandwith for channel capacity is easier to find. The emerging applications of 
personal communication networks, wireless local area networks, satellite 
communications and automotive electronics provide the impetus for the wireless 
electronics thrust. Successful insertion of wireless technology requires effective 
integration of digital, analog and RF/microwave technologies compatible with the 
demands of the commercial market place. A second technical driver will be the 
desire of the consumer for smaller size and lighter weight in portable and handheld 
products, which, in turn, will accelerate improvements in integration density and 
dc/rf conversion efficiency. At the same time, as the wireless component 
technology area broadens its focus from high performance to include low cost 
manufacturing techniques, it is clear that an equally important driving force behind 
advances in this field will be sustainable volume. 

Within the Wireless Electronics thrust of the PRC, we believe needs for 
improvements in wireless components come in a few categories: those of the 
evolutionary type, where gradual improvements will happen as a result of 
engineering, those of the revolutionary type, where paradigm shifts in approaching 
the problem are necessary, and regulatory type, where the rules must be changed to 
allow an alternative approach to the problem. In collaboration with industrial 
partners and PRC thruts we are focused upon both revolutionary and evolutionary 

improvements for present and future applications between 1 and 100 GHz. Ongoing 
research projects include the investigation of RF/microwave packaging , 
interconnects and low cost active packaging approaches for high performance, 

highly integrated, low-cost wireless systems. In addition, with our industrial 
partners we are establishing a strategic focus for the wireless electronics packaging 
and the PRC single level integrated module (SLIM) concept. 
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Examples of Recent Results 

Fig. 1 Application of surface mount SSOP packages to greater than 10 GHz. 

Dielectric Layer 
Via Stack 

Adhesive Layer Die Attach 
Adhesive 

Fig. 2: Investigation of multi-layer, microwave interconnect layers. 

Fig. 3: Example of Active Packaging Concept for Direct Integration of Wireless ICs. 
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Digital Maps and Satellite Imagery: 
Database Mapping Solutions for Cellular Network Design 

Michael Owens 
Telecom Product Marketing Manager 
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1897 Preston White Dr. 
Reston, VA 20191-4368 

Phone 703-715-3100/Fax 703-648-1813 

Accurate digital mapping information (clutter/morphology, elevation data, building height data, 
image maps) is fundamental to cellular systems planning. Traditionally, regions without a strong 
national mapping agency (virtually all economically developing countries, including China and most 

of southeast Asia) have little to offer in the way of accurate maps. Domestically, maps from the U.S. 
Geological Survey are an excellent source of elevation data for large scale areas, but poor in terms of 
timeliness and detail. (The average U.S.G.S. map is 25 years old.) Satellite imagery, aerial 
photography, and updated digital maps offer better solutions for mapping cells. Maps are the basis 
for a range of network activities from RF planning to marketing, including developing more 
predictable coverage maps with digital imagery and identifying interferences with morphology 
databases to optimize frequency allocation. 

With higher quality maps, the engineering processes used to plan, design, survey, build, and install 
cellular networks become more efficient and accurate. This ultimately leads to site optimization, 
savings for operators, and improved service to customers. To be competitive, operators should be 
aware of the variety of commercial and government mapping databases available and their attributes. 

This presentation (25 minutes) will include: 
• An overview of mapping for cellular system planning to design 
• Availability and accuracy of the numerous mapping sources (satellite imagery, aerial 
photography, existing maps) 
• Digital mapping for RF engineering, including building height databases and ground-
cover databases 
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Agenda 

• Overview of mapping for cellular system 
planning design 

• Availability and accuracy of the numerous 
mapping sources 

• Digital mapping for RF engineering 

SPOT Image Corporation 



Cellular System Design 
Mapping 

• Three steps of design 

— Initial build out 

— Optimization 

— Expansion 

• Every step in wireless system design 
requires a map 

SPOT Image Corporation 



RF Engineering Digital 
Mapping 

• Digital Elevation Models 

• Land Use, Clutter and Morphology 

• Linear Networks 

• Building Height Databases 

• Orthoimage 

SPOT Image Corporation 



Mapping Sources Availability 
and Accuracy 

• Paper maps 

• Satellite imagery 

• Aerial photography 

SPOT Image Corporation 



Conclusion 

• Accurate and up to date maps critical for 
succesful RF design 

• Use of Satellite and aerial photography offer 
alternate solution to paper maps 

• Propogation affected by elevation and 
morphology 

• Accurate modeling avoids overbuilding a 
system 

SPOT Image Corporation 
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e Market analy4 

e Site selection 

• Wave propagation analysis 

• Network design and 

engineering 

e Network inaintpnance and 
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A 400-meter line of site for a base station antenna positioned 10 meters above ground is represented in 
green. With the ortho-image in the background, obstacles to the line of site and interference areas within 
the cell served by the base station can be identified. 



5-Class Linear Network 
(with clutter database in background) 

Southern Coast, South Korea 

III Highways 

In Rivers and Lakes* 

Color Legend 

Railroads* 

Coastlines 

Roads* 

This vector database represents the transportation infrastructure and natural linear features of an 

80km x 80km coastal area near Pusan (South Korea). The most current and accurate maps are 
used to derive the linear network. 

*These features do not exist in this sample area. 
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This digital terrain model (DTM) of Seoul and the mountains to the south correspond to the SPOT ortho-
image. The DTM, created from SPOT stereo imagery, is comprised of elevation data representing 
Seoul's topography and has a spatial resolution of 20 meters. 



In this clutter database, the natural and built-up features of Seoul have been classified into 12 classes, 
each of which has a distinct impact on wave propagation. 



3„ 5-Class Linear Network 
(with SPOT ortho-image in background) 

Seoul, South Korea 

E Highways E Railroads 11 Rivers and Lakes Roads Coastlines* 

The transportation infrastructure and natural linear features of Seoul are represented in a vector data-

base that can be easily displayed with or without the SPOT ortho-image as a backdrop (as shown 
here). The most current and accurate imagery and maps are used to derive the linear network. 

This feature does not exist in this sample area. 
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Abstract 

Tel: (905) 878-8181 ext. 3245 

Fax: (905) 878-2472 
Email: bkovacevic@teecomm.com 

In spite of the delays in availability of digital video and other broadband DTH services, new and high 
capacity satellite networks are currently under deployment. This paper presents set-top box developed for 
54MHz wide Ku band satellite delivery systems with coherent QPSK modulation / demodulation with total 
bit rate of 90Mbit/s and aggregate data rate of 54 Mbitis which is able to provide 8 high quality video-audio 

programs per transponder. 

Our satellite receiver is based on C-Cube CL9110 MPEG2 transport demultiplexer & CL9100 MPEG2 
video decoder. Total control of set-top box is done by Motorola MC68306 32bit CISC microcontroller as a 
host processor, while QPSK front end Network Interface Module (NI» is controlled by 8-bit microcontroller, 
(Philips 80051FB), Conditional Access Module (CAM) is under control of local 8bit microcontroller 
(SGS ST90).Then actual transport parsing and video decoding is done by 32bit RISC cores & audio decoding 
is performed by DSP. For  Call Back Channel for Pe-Per- View applications we u se 2400bit/s telephone 
modem build around Intel 80C96 RISC like 16 bit core. Finally, for infra-red control of the set-top box we use 
8bit ROM based microcontroller (Motorola 6805C4). Host microcontroller takes care about synchronization to 
all distributed local processors and executes dedicated algorithms for PCR processing, AN synchronization, 
closed caption data extraction and insertion into color decoder (Brooktree Bt9104) and extraction of program 

specific services like asynchronous data from separate PES stream. 

This paper outlines main hardware functional building blocks and basic software applications for 
process synchronization in multitasking environment. 

Key Words 
QPSK demodulation, smart card based conditional access, extraction of closed caption data from user 

data field of picture layer, extraction of async data from PES stream, AN synchronization, PCR processing. 

Wireless '97 
Fifth Wireless International Symposium 
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Slide #1 

Distributed Microprocessor Control 

of MPEG2 Satellite Receiver 

WIRELESS 

697 

Tee-Comm Electronics, Inc. 

Microwaves & RF 

Direct Broadcast Satellite Systems 
as new and fast growing telecomunication industry 
combine advanced compression, modulation and 
error correction techniques to enable low cost but 
reliable operation under difficult environmental and 
noisy channel conditions and, what's even more 
important in the consumer applications, brings new 
types of educational and entertainment services as: 

• Few hundred channels. 
• Video-on-demand. 
• Interactive television. 
• High-rate data service. 
• Digital ad insertion. 
• Video telephony. 
• Satellite news gathering. 
• Impulse pay-per-view. 

• Electronic TV guide and animation's. 
• Possibility for gambling-on-demand. 

Unlike many technological advances that 
fail to catch on with the public or attract or deliver 
these new services lead toward convergence of 
Interactive Computing, Newspapers, Television 
and High-Speed Networks. All of this multimedia 
services has been predicted (refl. - ref3). It was a 
matter of video-audio compression / decompression 
theory and VLSI integrated circuits technology in 
last 10 years which enables practical development 
and deployment of home entertainment products 
in the reasonably low cost (below $500). Another 
reason for digital set top box revolution is effective 
satellite transponder usage. 

If we compare DBS and older analog satellite 

Slide #2 

Branko Kovacevic 

Tee-Comm Electronics, Inc. 
775 Main Street East 

Milton, Ontario, L9T 3Z3 Canada 
Tel: (905) 878-8181 ext. 3245, Fax: (905) 878-2472 
E-mail: bkovacevic@teecomm.com 

Current activities and author background: 
Senior Engineer, MPEG Specialist for hardware and 
software development of Star * Trak family of analog 
and digital satellite receivers. Has MSEE and BSEE in 
electronics from Faculty for Electrical Engineering in 
Belgrade, Yugoslavia, in 1994 and 1988. Eight years of 
embedded CISC and RISC CPU experience, about 32 
months in MPEG2 DBS, DTH satellite applications.  

services, when signal conditions are good with high 
SNR, DBS system outperforms any analog TVRO 
with laser disc picture quality and CD equivalent 
audio. But, when signal conditions are poor, 
primarily due to rain, lower SNR compromise error 
correction capability & error concealment capability 
of MPEG2 algorithms and system typically exhibits 
macroblock based video artifacts or loss of audio. 
This phenomenon is equivalent to 'snow' on picture 
of analog systems, but it is more severe. 

In spite of the early deployment of DSS 
closed system established Hughes with Direct TV 
and USSB as two program distributors, newer DVB 
Digital Video Broadcasting networks like EchoStar 
or more recent MphaStar digital video TV services 
are based on open, non-proprietary standards, first 
established in Europe. This standard specifies and 
defines performance requirements among vendors 
of DVB compatible transmit and receive equipment 

In this paper major functional building 
blocks of MPEG2 digital set top box are described. 
In first section, short overview of MPEG2 transport 
stream is given. Second section describes main 
layers in the satellite communication system: 
presentation, transport and physical. Third part 
gives very detail study of superheterodyne QPSK 
receiver with some notes regarding newer direct 
conversion technology for NIM (Network Interface  
Module) design. Fourth and last part of this paper 
shows organization of channel memory of satellite 
receiver, typical MPEG2 PSI and DVB SI table 
parsing and process of channel change in the 
environment of three CISC, three dedicated RISC 
and one dedicated DSP processor used in set-top. 
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Distributed Microprocessor Control of MPEG2 Satellite Receiver 

Part 1: MPEG2 Streams  

After video, audio & data compression and 
encoding has been done output of encoder is in a 
form of pure elementary stream form. ISO/IEC 
13818-1 standard specifies 3 basic layers: 

• Compression layer with Elementary Streams 

• System layer with Packetized Elementary 
Streams 

• Multiplex-wide layer with Transport or 
Program Streams. 

MPEG Elementary Streams are supported 
by decoding and presentation time stamps (DTS & 
Prs). They are included in a PES header and are 
retrieved by related audio / video decoders. Usually, 
PES packets are much larger than transport 
packets and they may form PES streams. In that 
case they contain ESCR - Elementary Stream Clock 
Reference and Elementary Stream Rate fields. PES 
header also may contains a number of flags opening 
up a broad range of optional fields. Always PES 
packets made up of Elementary Streams form a 
program channel with a common (same) timebase 
and are intended to be used in a form of Program 
Streams intended for multimedia applications on 
CD-ROM and Transport Streams for environments 
with significant errors. Transport Stream System 
Layer is divided into Transport Packet Layer for so 
called multiplex wide operations and individual 
Elementary Streams (PES packet layer for stream 
specific operations). Second layer is Transport 
Stream Compression Layer for audio and video 
decoders. 

Transport packets with 188 bytes in length 
begin with 32 bit prefix. Prefix contains one synch 
byte (47H), 13 bit long packet ID (PID) and optional 
adaptation field which may carries sample of 
27MHz encoder clock (Program Clock Reference or 
PCR) and a group of flags indicating private data 
or MPEG2 Program Specific Information tables 
MPEG2 defines four PSI tables: 

• Program Association Table (PAT). 

• Program Map Table (PMT). 

• Network Information Table (NIT). 

• Conditional Access Table (CAT). 

Part 2: Multi Layer Approach  

Typical satellite uplink system provides: 

• Presentation Network Layer. 
• Transport Network Layer. 
• Physical Network Layer. 

Coordination of three layers on the set-top 
site provides Multilayer Control Software. 

Presentation Network Layer for video 
decoding is fully compliant with MPEG2 Main Level 
@ Main Profile. Supported video rates are from 1 to 
12 Mbit/s with automatic 3:2 pull - down detection 
for 24Hz film video. Encoder can generate or skip B 
frames and may have various length of Group Of 
Pictures (GOP). It also supports a few resolution 
levels. Audio encoder supports ISO / IEC 13818-3 
MPEG2 standard for Layers 1,2 audio compression 
from 32 - 384 Kbit/s bit rates. In a transport stream 
we could have up to 6 audio streams per each video 
stream (multilingual channels). Audio / Video 
synchronization is done by means of MPEG2 time-
stamp mechanism or by streams alignment. 

Block diagram of our satellite receiver at 
Fig. 3 shows a few separate building block: 

• Motorola 68306 32 - bit CISC microcontroller  
with 16 bit data bus and 16 MBytes address 
space. For device drivers we use 4Mbit OTP 
(one time programmable) memory organized as 
256K x 16 (Atmel 27C4096). This memory stores 
fixed part of application software. Receiver's 
channel memory, conditional access system 
software and GUI interface is stored in 4Mbit 
flash memory organized as 256K x 16 (INTEL, 
AMD or SGS Thomson memory). 

• 9600 bit I s full duplex. multidrop serial link to  
QPSK receiver for issuing control messages for 
frequency, symbol rate and Viterbi rate setup. 
Internal uart A of 68306 MCU is used and it 
can operate as remote diagnostic serial port. 

• 9600 bit I s full duplex serial link to front panel  
controller organized around Motorola 68HCO5C4 
8 bit MCU. This module is used as scanning and 
decoding IRED remote and front panel key 
controller. Also it refreshes 4 digits LED display. 
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Slide #3 
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• MPEG2 subsystem consists of C-Cube's 
CL9110 transport demultiplexer, CL9100 video 
decoder, Crystal Semiconductor CS4920A audio 
decoder and Brooktree Bt867 color decoder 
(video encoder). 

• eC serial link integrated in CL9110 is used 
for initialization of Bt9104 color decoder and 
for audio decoder microcode downloading. 

• Rockwell ATL224 2400 bps telephone modem 
is used as upstream link to remote subscriber 
management center for PPV applications. 

• Conditional access system is based on IRDETO 
EURO-I descrambler chip. Modified ACCESS 
BUS T"' control channel is used for message 
exchange between host CPU and ST-9 MCU 
embedded in CAM (conditional access module). 

As the block diagram shows, another types 
of front-end descramblers like Philips SAA7206 
or Sony OCD 1954 can be used in a similar way, 
where CAM is placed between QPSK or QAM NEM 
receiver and transport demultiplexer. 

Acquisition of ECM and EMM messages has 
to be done by transport demultiplexer and host 
CPU. Another possible location for descrambler 
device is at descrambler port of CL9110 and 
DVCOM or VLSI device could be used. Decryption 
of control messages in a CAM is done by ISO-7816 
smart card. Also, working key for descrambler is 
retrieved from smart card at approximately every 
10 seconds. IPPV - Impulse Pay Per View records 
are stored in a smart card and once per month are 
retrieved from the card for the billing purpose. By 
using RSA or DES encryption / decryption, smart 
card based access system usually offers: 
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* Peer Entity Authentication 
* Data Origin Authentication 
* Access Control and Audit 
* Confidentiality 
* Integrity and Non Repudiation 
* Access Key Management 
* Screen Blackout Control 
* IPPV Management 
* Region Blackout 
* Parental Control and Home Shopping 
* Macrovision Control 
* Pre-View and Event Recording 

• Analog active LC video and RC audio filters 
to RCA back panel connectors for external 
audio / video home theater system. 

Closed captioning and teletext is supported 
by means of VBI information data extracted from 
the input NTSC / PAL signal at the encoder and 
transported in a User Data Field of Video Picture 
Layer (2 bytes per frame). At the set-top box side 
this information is extracted from CL9100 video 
decoder chip on interrupt base per frame. It is 
inserted locally in IRD (integrated receiver decoder) 
by using YUV - PAL/NTSC video encoder IC which 
supports closed captioning at line 21. 

On-Screen-Displays (OSD) for multilingual 
bitmapped graphics, graphical overlays or program 
provider logos are supported with graphical overlay 
feature of CL9100 video decoder chip. Also, this is 
the base of our TV-Guide. 

Transport Network Layer is ISO 13818-1 
MPEG2 System Layer. System multiplex can use 
Statistical Multiplexing or Joint Bit Rate Control to 
achieve constant overall bit rate in a group of video 
encoders and variable output bit rate at each 
individual video encoder within defined range. 
This feature is based on human eye characteristic 
that different complexity of video source could have 
variable bit rate (low in case of static pictures - 
opera or drama as example, and higher in case of 
dynamic pictures - sport events or action movies) 
and still achieve very good visual or image quality. 
This changes in the video bit rate could be done 
dynamically per frame and increase compression 
efficiency up to 20%, or in a very simple form 
dynamically per program by using DVB EIT-Event 
Information Table which contains category 
descriptor for each TV program. 

Physical Network Layer applies QPSK 
satellite modulator and demodulator for very low bit 

error rate (less than 10 -to ) over satellite link. This 
requires appropriate receive antenna size and error 
protection technique at the transmit side. Accepted 
satellite modulation system is QPSK with coherent 
demodulation due to power efficiency & robustness 
regarding transponder nonlinearity's. Satellite 
modems have variable Nyquist roll - off filtering, 
selectable between 20, 27, 35 and 40%. 

Digital QPSK modulation is based on phase 
modulation of the carrier [ see ref. 4, 5, 7] according 
to the data state. It is the most efficient modulation 
technique in terms of required minimum energy for a 
given bit error rate. Normalized S/N ratio is a 
quantity called Eb/No, where Eb is energy per bit 
and No is the spectral density of the noise. Energy 
per bit power times time i.e. carrier power C times 
period T. So we have that Eb/ No = C T / No equals 
C / T No. Because T is bit period (interval) then wr 
equals R or bit rate. So, one end ups with Eh / No 
as C / NoR = C / N because No R is noise power in a 
bit rate bandwidth. Phase modulation of the 
carrier exists as: 
• BPSK or Biphase Modulation where we take 

each information bit and modulate the carrier 
into two phase states. 

• QPSK or Quadraphase Modulation where every 
two data bits or clibits modulate the carrier into 
four states. 

Before modulation we use concatenated 
error protection coding based on convolutional inner 
code (Viterbi) and [204, 188] Reed - Solomon outer 
code with framing and convolutional interleaving. 
This code will relate Reed Solomon (RS) code words 
directly to MPEG2 Transport Packets, so in case of 
uncorrectable but detected errors only one 188 bytes 
Transport Packet will be affected but flagged. 
Before RS encoding data is randomized according to 
IESS-309 standard for the low satellite interference 
and possible timing recovery. Viterbi code rates are 
1/2, 2/3, 3/4 5/6 and 7/8. 

Slide #4 
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Fig. 4 Efficiency of concatenated error protection 
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Part 3: QPSK NIM design 

Slide #5 

Fig. 5 Typical structure of digital receiver 

Digital receiver, whose general structure is 
shown on Fig.5 can significantly reduce the DSP or 
dedicated ASIC requirements for systems which 
need to process signals within a certain frequency 
range of wideband signal. In the case of QPSK 
modulated signals transmitted over Ku / Xa band, 
first downconversion from 11/12 Ghz to L band (950 
to 2050 MHz) occurs in LNB stage of satellite 
antenna. Due to routed cable distance between the 
antenna & the receiver of 50 or more feet RF stage 
and this first downconversion has three advantages: 

• To provide significant critical gain in the RF 
stage for the -100 to -90dBm received signal 
with very low noise operating over the range of 
Eb/No values between 5 and 15. 

• Translate signal to L band, where inexpensive 
circuits can tune and demodulate individual 
signals. 

• To reach the set-top box with far less loss than 
in the 12GHz band through various RG-x coax 
cables (loss could be up to 30dB). 

From L band signal can be downconverted 
to 0 (principle of direct conversion) or two low IF 
stage of 70MHz typically where all of subsequent 
mixing, filtering and demodulation are performed 
using DSP elements or ASICs. More often, tuning to 
the range of interest and extracting a narrow band 
signal from wide band signal could be done by DDS 

(direct frequency synthesizer) or NCO (numerically 
controlled oscillator). This is a viable alternative to 
analog based PLL technology due to: 

• Higher output frequency resolution achieved by 
programming the amount of phase advance per 
sample (usually, 32 bit phase accumulator offers 
a tuning resolution far below 1Hz) 

• In phase - continuous transition to the new 
frequency 

• Very low output switching time limited by DDS 
processing delay (below 200ns), where the PLLs 
require more than lms due to feedback loop 
settling time and VCO response time. 

• Wide tuning range over the full Nyquist range, 
where the PLLs are stable only within certain 
frequency range. 

• Low phase noise better than that of its reference 
clock, where multiply phase noise of their 
frequency reference. 

Typical disadvantage is still not high enough 
frequency range due to low sampling clock of up to 
70MHz for signals up to 35MHz which may not be 
enough in the case of 54MHz wide transponders. 

To zoom around narrowband signal, tunable 
mixer with decimated linear phase FIR low pass 
filter is used. By setting the decimation factor 
(usually in the range from 1 - 5000), output sample 
rate and bandwidth are controlled. This design is 
insensitive to aging, component tolerance, 
temperature variations or calibration. If all other 
subsequent processing at a lower sampling rate is 
done in DSP, this concept is known as software 
radio. 

But, it is worth to say that superheterodyne 
receivers are less sensitive to off channel signals 
near the receiver passband, & are also less sensitive 
to subharmonic signals. They also offer consistent 
performance across very large bandwidths. In most 
cases satellite antenna provides good selectivity and 
directivity and additional selectivity is achieved 
with preselection filters. Preamp in the antenna 
also improve signal sensitivity. If IF frequencies 
are in the range from 400 - 700MHz than less 
expensive SAW filters can be used. Typical 
structure of superhet receiver is shown on Figure 6. 
In many receivers two downconversion stages are 
used (known as double conversion). Since all 
received frequencies are converted to the same IF 
frequency, demodulation is performed consistently 
at all frequencies, offering consistent performance 
over wide range of input frequencies. 
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image reject filter is used. 

Filtering of 54 MHz satellite transponder 
signal is done with a surface acoustics wave filter 
(SAW). As a passband filter it has very narrow 
transition band and it also reject adjacent channel 
interference and limits the noise power. This filter 
has adequate bandwidth to pass the signal with 
the highest data rate. 

Downconversion of 480.5 MHz IF signal in 
quadrature to baseband is done by fixed LO. Dual 
60 Msym/s analog to digital A/D converters sample 
the quadrature baseband signals. Sample rate is 
controlled by 3 digital outputs from on board local 
microcontroller (INTEL 80051FA). 

Extrapolation and interpolation to 90 MHz 
signal is done in ASIC. Also antialiasing low pass 
filters for I and Q baseband signals have externally 
variable bandwidth from 10 - 30 MHz and are under 
CPU control. The digital downconverter performs 
decimation to twice the baud rate, removes the 
residual frequency offset & performs the root-raised 
cosine filtering. The coefficient set of polyphase 
root-raised cosine filters are downloadable, so PMF 
filters could have 20, 27, 35 and 40 % roll-off. 

The symbol synchronizer closes quadrature 
data transition tracking loop. The demodulated I 
and Q data streams are passed to the deinterleaver 
before being decoded by the inner Viterbi decoder. 
Next step is Reed - Solomon outer decoding. Byte 
wide data with clock and RS error signaling are 
passed to C-CUBE CL9110 MPEG2 transport 
layer demultiplexer. Measured BER performance 
are shown at Fig. 8. 

MAX2101 6-bit quadrature digitizer is used. 
It combines quadrature demodulation with A/D 
conversion on a single bipolar silicon die and solves 
the most complex interface when achieving RF-to-
bits function (interface between quadrature 
demodulator and ADC). This portion of the signal 
path can introduce phase and amplitude errors that 
compromise back - end error correction. MAX2101 
also includes an IF gain block (from 400 - 700 MHz) 
with at least 40dB of dynamic range, a VCO and 
prescaler necessary to generate an accurate LO 
frequency, fully integrated baseband anti-aliasing 

5th order Butterworth lowpass filters for I and Q 
channels with externally variable bandwidth from 
10 to 30 MHz. Filters are realized using a gyrator 
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topology with temperature compensation circuits 
to achieve constant filter response over ambient 
temperature. 

These filters are however one of the two 
common sources of offset (depending on a cut-off 
frequency) of the baseband signals applied to the 
ADC. Another source is possible LO coupling into 
the IF input where coupled LO mixed down to a DC 
value, which depends on the AGC setting. In any 
case, offset in the signal path can seriously affect 
and decrease useful dynamic range and offset 
variations between I and Q channels degrades 
overall receiver performance. A feedback controlled, 
offset-correction network based on differential base-
band signal sampling and integration over large 
period of time (which depends on a minimum 
frequency of the baseband signal) extracts the offset 
signal. This technique eliminates all offset parts, 
independent of AGC setting, filter cut-off frequency 
or ambient temperature. 

LO frequency is generated by a VCO controlled 
by a PLL. VCO is differential negative resistance 
amplifier with very high rejection of spurious 
signals and minimal second harmonic distortion. 
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Typical LO phase noise floor is -140 dBc/Hz 
and LO phase noise at 101(Hz from carrier is 
-88dBc/Hz.. l/Q amplitude balance is 0.3dB and 
phase balance is1.5°.Low pass stopband attenuation 
at twice the carrier frequency is 28dB. 

On board 80051FA microcontroller provides 
control of I &Q channel baseband amplifier and 
I & Q channel filter cutoff frequency, and sets up 
three programmable sample rate control inputs. 
MAX2101 has AGC control input of the l/Q down-
converter driven by subsequent automatic gain 
controller in the demodulator to provide proper 
amplitude at the input of the ADC and 40dB wide 
signal dynamic range. Demodulator provides: 

• I/Q signals quadrature demodulation. 
• AGC control for wide dynamic range. 
• Carrier recovery. 
• Clock recovery. 
• Decoding and clock & data rate exchange. 

Clock recovery circuit has digital phase 
detector, AFC and sigma-delta DAC with analog 
loop filter and provides the clock for MAX2101 ADC 

Carrier feedback VCO on the demodulator 
provides a sweep function to find and control a 
exact frequency of the l/Q downconverter. This 
carrier synchronizer has phase error detector based 
upon Costas Loop, loop filter, phase lock detector, 
frequency sweep generator (synthesizer) and 
frequency lock detector and operates in two modes: 

• Acquisition mode, where sweep function of 
AFC executes until inner, clock acquisition, is 
achieved. Usually, this function compensates 
large frequency uncertainties (as +/-5MHhz of 
cheap LNBs). Sweep rate and range (sweep 
limits) are under control of local processor. 

• Tracking mode takes its input from the timing 
error detector after achieved signal acquisition. 

Viterbi timing and phase inputs are altered 
until the alignment detection. After that R-S circuit 
looks for sync byte of 0x47 (start of 204 bytes 
MPEG2 data packet with redundant code). Upon 
successful match deinterleaver, R-S decoder and the 
descrambler (V.35, LESS-308, IESS-309) are aligned 
and MPEG2 transport packets are clocked out from 
deinterleaver FIFO, through parallel bus, at 
maximum data rate of 7.5 Mbytes. 

Although invented in the 1950's to simplify 
generation, transmission and reception of single 
sideband (SSB) signals, direct conversion receivers 
are not often used. Main advantage of direct 
conversion receiver are nonexistent images and 
simple IF filtering. However, quadrature errors in 
mixer stage and phase and amplitude errors 
between two IF paths may generate spurious beat 
components in baseband signal. IF errors vary with 
modulation frequency, where quadrature errors are 
constant within one channel, but they are channel 
dependent. Imperfect IF AGC tracking is additional 
source of errors. 

Due to spectral efficiency, the transmitted 
signal in digital communications is SSB. Carrier is 
usually suppressed. It usually requires sharp RF 
filter with narrow transition band to suppers one 
sideband on the modulated carrier and pass the 
other. The unwanted sideband and LO leakage are 
always present spectral components. Distortion due 
to strong signals in the downconversion mixer will 
drop the sensitivity of the direct-conversion receiver 
DC offset in the baseband section, after mixing, may 
appear as larger than thermal or flicker noise in the 
downcoverted signal. The SNR is lower than in the 
high IF superhet receiver where only thermal noise 
exists. A small frequency error between the 
transmitter & receiver LO's will cause asymmetric 
downconversion around DC. To solve this problem, 
a very stable frequency reference or AFC is used. In 
spite of strict requirements for very linear mixer 
and rigorous DC or static offset elimination circuits, 
direct conversion receiver, shown at Fig. 9, offers 
less complex and inexpensive design. 
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Part 4: Distributed control 

As we can see from Fig. 3 there are nine 
different types of CISC / RISC / DSP processors 
cooperating in asynchronous CPU system. 

• Motorola 141C681ICO5C4 eight bit local CPU 
executes its embedded program from 2Kbytes 
internal OTP EPROM. This CPU performs 
decoding of front panel keys and pulse train 
coming from infrared or UHF remote controller. 
Another task is to refresh 4 digits LED display. 
It is connected to host CPU by full duplex, 
CMOS 9600 bit/s asynchronous interface. 

• Intel 80051FA eight bit local CPU executes 
its embedded program from 16Kbytes internal 
OTP EPROM. This CPU performs all tuning 
and monitoring functions of QPSK receivers. It 
emulates SPI, low speed, serial communication 
to full rate tuner looking for signal acquisition 
and tracking status and signal lock. It also 
monitors complete baseband demodulation 
process of I/Q signals and estimates RSSI 
(received signal strength indicator) and SNR for 
the purpose of satellite antenna alignment by 
using 8-bit parallel bus. It supports variable 
message length, receive-acknowledge 9600 bit/s, 
full-duplex, multidrop, CMOS interface to host 
CPU. 

• Thomson ST90 eight bit local CPU used in the 
conditional access module (CAM) executes its 
embedded program from external 64KBytes 
EPROM. CAM provides access for particular 
network based applications, access particular 
types of program content for viewing and access 
system information for reading or modifying. In 
addition to this basic services its 'non-
repudiation like' function which can prove 
origin and reception of the message supports 
pay-per-view, home shopping and true parental 
lockout PIN based applications. IRDETO's CAM 
module is suitable for encrypted MPEG2 
transport packet payloads and non-encrypted 
MPEG2 packet headers and adaptation fields. 
CA_descriptor of the PMT is used for on-line 
identification of the scrambling algorithm. The 
broadcast encrypted content is decrypted using 
control word (CW). Cws are retrieved from ECM 
messages (entitlement control) which contain 
at least one (or multiple in the case of local area 

based blackout control) encrypted code words 
for actual program decryption. ST90 in CAM 
typically performs retrieval and syntax analyze 
of delivered ECMs. User public key is sent to 
smart card and working code word is delivered 
from the smart card. To prevent intercept of a 
control words (which are loaded into external 
descrambler) where is a concept of odd / even 
CWs, it is desirably to change CWs at very high 
frequency (every few seconds). Other ST90 tasks 
are retrieval of group keys and special ECM 
payload for flexible key management, loading of 
encrypted CWs to smart card, loading of clear 
Cws to descrambler, updating of preview 
program timers, application of RSA to user 
defined and supplied message encryption, PIN 
and password verification for program access 
and home shopping, etc.Typical key distribution 
chain is shown at Fig. 10. ST90 is connected 

to the host CPU via I2C bus. 

• Philips 800852 secure microcontroller used in 
the smart card supports code word delivery and 
RSA based encryption or decryption of user 
supplied messages. It is connected to local 
microcontroller by ISO 7816-3, 9600 bit/s half 
duplex asynchronous interface. 
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• Intel 80C96 16-bit 'RISC like' microcontroller 
used in Rockwell RC224ATL V22.bis telephone 
modem supports all modem functions for the 
purpose of actual pay-per-view billing. Host 
CPU sees this local CPU as `16C450 like' UART 
with 8 bit parallel bus interface (memory 
mapped peripheral). 

• C-Cube CL9110 is RISC CPU based transport 
demultiplexer interfaced to the host via parallel 
16 bit data bus. RISC engine requires download 
of 1KByte microcode from the host CPU and 
performs next functions: 

1. PES and PSI MPEG-2 transport parsing. 
2. Stream demultiplexing and filtering. 
3. Control of external stream descrambler. 
4. PCR, video and audio PTS extraction. 
5. Video & audio channel data buffering. 
6. Extended channel rate buffering. 
7. Video decoder interface (te CL9100). 
8. Audio decoder interface (to CS4920A. 
9. HSO or High Speed Output interface for 

outputting transport packets based on PID 
matches in real time. 

10. rc interface for sending data and control 
messages to audio and color decoder. 

11. Program Clock Reference or PCR recovery by 
using PCR samples embedded in an MPEG2 
transport packet. 

• C-Cube CL9100 RISC based MPEG2 video 
decoder provides interface to 16 Mbit DRAM 
used as video buffer and OSD overlay. Interface 
to host CPU is via 8 bit wide parallel host bus 
through CL9110 memory manager. Main tasks 
are: 

1. MPEG2 Main Level @ Main Profile decoding 
2. MPEG2 Main Level @ Simple Profile with 

dual prime mode. 
3. ISO/IEC 11172 & ISO/IEC 13818 compatible 

error detection and concealment. 
4. User-data field extraction (applied for closed 

captioning) 
5. Audio / Video synchronization using PTS 
embedded in an FIFO buffer or in an user-
data field of picture header. 

6. Internal 90KHz System Time Clock (STC) 
7. Decodes MPEG1 & MPEG2 bitstreams up to 
CCIR 601 resolution of 720x480 CO 30Hz for 
NTSC or 720 x 576 @ 25Hz for PAL. 

• Horizontal resampling and vertical resampling 
8. Pan-and-scan for 16:9 video source. 
9. Supports conversion of 24Hz film rate. 
10.Supports MPEG2 high - level command 

interface (Reset, Play, Pause, Freeze, New 
Channel, Scan, Fast Forward, Single Step, 
Slow Motion and Block Write commands for 
simple operation). 

As a RISC based video decoder CL9100 requires a 
downloading of approximately 47 KBytes microcode 
for executing inputting, decoding and displaying 
processes. Inputting process transfers data from 
on-chip FIFO to the bitstream buffer in the DRAM 
MPEG2 decoding process includes VLC decoding, 
dequantization, inverse DCT, motion compensation 
error concealment and picture storing in the frame 
buffers. Displaying process sends data to the video 
interface in YUV format towards color decoder. 

• Crystal Semiconductor CS4920A audio dec. 
is DSP based audio subsystem with integrated 
CD quality stereo Digital-to-Analog Converter, 
programmable PLL clock multiplier, an audio 

serial input port, SPI or I2C serial control port 
and an AES-EBU - S/PDIF compatible digital 
audio transmitter. Interface to host CPU is via 

I2C control port. 

The CS4920 DSP core requires downloading 
of approximately 18KBytes microcode for MPEG 
layers 1 & 2 algorithms. The DSP engine has a 24-
bit fixed point data path 4K words of program RAM 
and 2K words of data RAM. The execution unit has 
a 48-bit accumulator only. On-chip ALU typically 
reads instructions from program memory, operands 
from data memory and returns results back to data 
memory. For 44.1 KHz sample rate DSP engine has 
up to 16.9 MIPS. A/V sync could be achieved by: 

1. Retrieving audio PTS from CS4920A to the host, 
comparing with internal STC and forcing video 
decoder to skip or repeat a video frame. 

2. Video slaved to audio requires initialization of 
STC counters in audio and video decoders with a 
first PCR value from transport stream. At every 
frame (every second VSYNC interrupt) host has 
to read CS4920A internal PCR counter and write 
this value to video decoder PTS FIFO buffer. At 
the same time CS4920A will self - synchronize 
by using MPEG1 Packet Stream or MPEG2 PES. 
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As it is shown at Fig. 11, perhaps the most 
complex software layer is executing on host 68306 
CPU, which has a role of main, synchronizing CPU 
among distributed processors. It executes complete 
channel change process, performs A/V process, OSD 
(screen - display) and volume control. After channel 
change, this processor monitors main conditions in 
satellite link by polling QPSK receiver at every one 
second and gathering information about current 
state of QPSK receiver (acquisition or tracking), 
received signal strength indicator (RSSI) or SNR 
values and number of corrected and uncorrected RS 
errors (from FEC decoder). If some of these, NIM 
related parameters are out of acceptable range, host 
CPU stops current program (decoding of audio and 
video) to prevent appearance of macroblock errors 
on decoded video display or possible loss of audio 
and keeps inquiring QPSK receiver. When satellite 
link is again established, host CPU executes 
channel change process to recover normal decoding 
of audio and video streams. During normal decoding 
conditions host CPU monitors proper operation of 
transport demultiplexer. Video decoding monitor is 
based on 5 seconds sliding window function which 
polls video decoder against number of repeated or 

skipped frames and number of decoded bytes. If any 
of these parameters is out of range, a portions of 
channel change (which includes flashing of video 
and audio buffers and executing New_Channel O 
MPEG2 command to resume decoding) is executed 
to correct decoding process. 

Host CPU also performs interrupt driven 
AN synchronization process (based on acquisition of 
video PTS values from CL9110 transport demux to 
initialize STC counters in video and audio decoders 
to the same timebase. 

Other, table parsing related processes, are 
relevant to process TDT (Time and Date) Table for 
acquisition of date and time, important to event 
scheduling function of Electronic Program Guide, 
and version number check of NIT (Network 
Information) Table. If NIT process shows new 
version number, different to previously acquired 
and stored into flash memory version number, host 
CPU flags the end user with short OSD message at 
channel change, that new 'Channel Data' are 
available. At user request, 68306 starts off - line 
acquisition of all NITs at every transponder and 
builds channel memory of the satellite receiver. 
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Fig. 12 EPROM based boot loader 
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In our satellite receiver, API software is 
segmented into two partitions. First partition is 
simple, single thread, EPROM or ROM based boot 
loader. Purpose of this software segment is to 
detect flash corruption and to force automatic down-
load of flash memory based API software. Also, this 
application software is executed on user request to 
download most recent version of flash based API 
code which actually operates set-top receiver. Also, 
due to dual memory (flash & EPROM) architecture 
code in boot contains program for flash memory 
programming, always used when any of sectors 
within flash memory has to be changed. Figure 12. 
shows signal flow & general operation of boot code. 

Second partition of API software is stored 
in flash memory which is segmented into four areas: 

• Area of User Configurable Parameters (for 
passwords, parental lock options, software and 
microcode versions, hardware configurations 
and network home transponder parameters. 

• Area of Channel Memory as description of every 
program in terms of transponder frequency, 
symbol rates, Viterbi rate and used PIDs for 
ECM, EMM, PCR, video, audio, low speed 
asynchronous data, EPG and other private data. 

• Area of microcodes for transport demultiplexer, 
video & audio decoders for run-time application. 

• Area of flash based API code whose structure is 
shown on Fig. 13. 

o  On-screen error 
message. 

On-screen error 
message. 
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ABSTRACT 
A highly integrated chipset for 2-way 

paging systems based a new double direct 
downconversion scheme for the ReFLEXTm series 
of 2-way paging protocols has been developed. 
The chipset consists of 3 ICs including a 900 
MHz band bipolar front end transceiver IC, a 
mixed signal CMOS transceiver IC and a Digital 
Signal Processing CMOS IC. All channel select 
filtering has been integrated into the chipset and 
the architecture requires only a single crystal for 
generating all frequencies including local 
oscillators and digital clocks. The integrated AFC 
scheme extracts the incoming carrier and adjusts 
the oscillator frequency to within an accuracy of 
0.5ppm. Also, the initial crystal oscillator 
frequency is tuned electronically at 
manufacturing through the use of the DACs 
eliminating assembly line hand tuning. The 
chipset is electronically switchable to either 
ReFLEX50 or ReFLEX25 modulation formats. 
An electronically tunable Butterworth pre-
modulation filter is also integrated. 

I. INTRODUCTION 

Recently, nationwide 2-way paging 
networks based on the ReFLEXTm [ 1,2] family cf 
protocols have become available to the public. These 
networks and the corresponding subscriber devices, 
allow the user to respond to incoming messages with 
custom replies or initiate custom messages directly 
from the pager. The responses can take the form of 

Image reject / 
blocking 
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selectivity / 
blocking 
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20-30dB 

21.4 MHz 

simple acknowledgment, canned response, multiple 
choice, or full custom using the subscriber unit's 
virtual keyboard. The pager can receive and send 
messages directly to other pagers, through its 
intemet e-mail address, through a computer and 
modem, or through a live operator over the phone. 
Because of the acknowledgment feature and it's 
corresponding notification of the location of the pager 
to the network, network service providers are able to 
re-use wide area frequencies rather than having to 
inefficiently broadcast messages in all possible pager 
locations as in one-way paging. Because of this cost 
effective use of the spectrum, 2-way paging is 
expected to replace one-way paging for all wide area 
applications if the cost of subscriber units is kept to a 
small premium over 1-way units and the size of the 
units is comparable. Also, it is important that the 
subscriber units are capable of at least a months 
operation on a single AA battery. In order to 
accomplish these goals, a low power chipset which 
achieves a higher degree of integration than that 
available today is required within the subscriber 
units. 
Current one-way and two-way paging architectures are 
dominated by traditional double downcoversion as 
shown in Fig. 1. This type of architecture achieves 
channel selection filtering through external crystal and 
ceramic filters which add size and expense to the 
implementation. Also, a sharp image reject filter is 
needed on the front end because of the low IF 
frequencies required for use of the crystal filter. 
Another disadvantage is that multiple crystals are 
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Figure 1. Traditional double downconversion paging architecture 
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Figure 2. Traditional direct conversion architecture (a) with analog processing and (b) with digital processing 

generally used to perform the downconversions 
adding additional size and expense. Double 
downcoversion does not lend itself very well to 
integration because the high center frequencies of the 
channel selection filters make integration of a low 
power, high dynamic range filter extremely difficult. 

Figure 2 shows traditional direct conversion 
receiver architectures. Although this architecture 
relieves the need for external channel selectivity and 
image reject filters and thus lowers the cost and size 
over double downconversion, it is plagued by several 
other problems. First of all, since the RF and LO am 
at the same frequency, it is nearly impossible to keep 
a reasonable level of LO power from leaking out the 
antenna port. Even though this level may be low 
enough to meet government regulations, it is often 
high enough to interfere with nearby pagers which are 
operating under the same architecture. Any small 
difference between the LO frequency of the two 
interfering pagers will cause a beat frequency which 
will convert in band reducing the receiver sensitivity. 
Also, there is a propensity for the LO signal to be 
reflected back into the mixer and combine out cf 
phase with the original LO. This phenomena 
combined with asymmetries in the I and Q mixer 
will cause a DC offset to occur at the output of the 
mixer. Removal of the DC offset can either be 
accomplished by the use of a high pass filter in Fig. 

2a or using a digital scheme if the outputs from the 
I/Q mixer are converted to digital signals through the 
use of an A/D converter as in Fig. 2b. In the first 
approach, the high pass filter will cause loss of signal 
energy at the center ofthe band. This loss was 
tolerable in previous paging protocols which had 
wide FSK deviations and low symbol rates (+-4500 
Hz deviations and 1200 or 2400 S/s symbol rates for 
POCSAG) but is intolerable in new paging 
protocols(800 and 2400 Hz FSK deviations with 
3200 S/s symbol rate for ReFLEXTe). In the case cf 
digital extraction of the DC offset, the high dynamic 
range and high sampling rate of the A/D converter 
coupled with the digital signal processing required to 
extract and demodulate the signal necessitates power 
consumptions much too high for belt worn pagers 
operating from a single AA battery. 

An architecture will be described here which 
combines the low cost and small size benefits cf 
direct conversion with the performance advantages et 
double downconversion while achieving power 
consumption consistent with the paging paradigm. 
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II. SYSTEM ARCHITECTURE 

The RF downconversion for the new 
architecture is shown in Fig. 3. It can be seen that in 
this architecture, the LO and RF are at different 
frequencies which eliminates the direct conversion 
interference. Leakage is significantly reduced because 
the LO is blocked by the image reject/blocking filter 
which is ineffective in filtering the in-band LO signal 
in a direct conversion receiver. Since the image is 
located well away from the RF at 3/5 RF, the 
blocking filter acts as an image reject filter and 
therefore no additional image filtering over that 
required for the direct conversion case is required. 
Power consumption is similar to the direct 
conversion case because one RF mixer is eliminated 
while a high frequency divider and IF l/Q mixer are 
added. The Cost is also nearly identical since both 
architectures are easily integrated and the additional 
Si area is insignificant. 
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Fig. 3 Downconversion architecture of the RF front 
end 

The DC offset is eliminated in one of two 
ways. In ReFLEX50 as shown in Fig. 4, there are 
four subchannels located within a 50 KHz narrowband 
PCS channel spaced at - 15 KHz, -5 KHz, +5 KHz, 
and + 15 KHz from the center of the channel. Each cf 
these subchannels has 4 level FSK modulation with 
an approximate bandwidth of 8 kHz. The signal is 
downconverted to a zero IF so that subchannels FsA 
and FsD are overlapping and subchannels FsB and 
FsC are overlapping. There is then an unused portion 
of the channel between 0 and 1 KHz where no signal 
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Fig. 4. ReFLEX50 channel modulation format 

is present. Because of this, the I and Q outputs can 
simply be high pass filtered with no degradation to 
the signal. The resulting I and Q outputs contain 4 
independent subchannels to be demodulated. 

The situation is slightly different for 
ReFLEXTm25 as shown in Fig. 5. In this case, the 
4FSK signal energy is concentrated at the center of a 
25 KHz narrowband PCS channel. In order to 
demodulate this signal and remove the DC offset, the 
LO frequency is adjusted to downconvert the signal 
to a 5 KHz second IF frequency. The DC offset can 
than again be removed by a simple high pass filter 
with a cutoff well below 1 KHz. The 
downconversion to a non-zero IF causes the formation 
of an image frequency at -5 KHz from the channel 
center. This frequency, however, falls in the channel 
dead space where there is no significant signal energy 
present and is rejected by the inherent image rejection 
of the I and Q mixers to a level of approximately 30 
dBc. 

10 KHz filter 
bandwidth 

fi fLo 
(Lc) - 5 KHz) (fc - 5 KHz) 

Image 
Freq. 

Fig. 5 Downconversion of a ReFLEXTu25 signal 

A block diagram of the system is shown in 
Fig. 6. The three ICs are the WR6010 bipolar RF 
transceiver IC, the WM6040 mixed signal 
demodulation IC, and the WB6050 digital signal 
processing IC. The additional ICs which are required 
to complete the system are a synthesizer, power 
amplifier, and microcontroller. All system 
frequencies are derived from a single oscillator located 
on the WM6040. This oscillator is electronically 
tuned at manufacturing from a crystal with a room 
temperature tolerance of 15ppm and temperature 
tolerance of 7.5ppm. An automatic frequency control 
algorithm which derives an accurate frequency from 
the received signal, tunes the oscillator to within 
0.5ppm during operation. The only external filters in 
the architecture are the front end blocking filter, and 
an LO reject filter which requires only a single LC 
resonator. All of the channel select filtering is 
accomplished in the WM6040. Adjustable gain 
control is accomplished within the WM6040 and via 
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Fig. 6. Block diagram of the new system architecture. 

a pin diode attenuator on the front end. The 
attenuator boosts the dynamic range by 15 - 30 dB 
depending on the attenuator configuration (shunt 
diode only or series shunt). An electronic switch 
adjusts the channel select filter bandwidths and 
selects the single channel ReFLEXTm25 or multiple 
subchannel ReFLEXTm50 format. 

Transmit modulation is accomplished 
through DACs located on the WM6040. The 
deviation values are extracted at the time cf 
manufacturing. DAC outputs are provided to drive 
both the RF VCO and the reference oscillator. By 
using a combination of modulation on both VC0s, 
there is no high or low frequency cutoff for the 
modulation rate. 

Since the power consumption is dominated 
by power down current and receive mode current, the 
emphasis on low power design is in these two 
modes. Very little time is spent in transmit 
operation and during this time, the power 
consumption is dominated by the power amplifier. 
Therefore, power optimization on the transmit path 
is of much less importance. 

WR6010 

A block diagram of the Si bipolar WR6010 
RF front end IC is shown in Fig. 7. The IC has 
been designed with the primary goal of minimizing 
power consumption. Three power down pins are 
included in order to separately control the receiver, 
transmit driver amplifier, and transmit VCO. The 
two power pins on the transmit side allow 

optimization of the power cycling to minimize 
frequency splatter due to frequency pulling on the 
VCO from the driver amp and power amp. The LNA 
input and output as well as the mixer input are single 
ended whereas the output of the first RF mixer and 
I/Q mixer are differential. The single ended structure 
of the LNA and mixer input simplifies the external 
matching required and reduces the power 
consumption. Matching for the LNA can be 
accomplished with a simple two element matching 
network at the input and output. The current 
consumption for the LNA is 1mA and the mixer 
current is 600µA. 
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Both receive and transmit VCO transistors 
are included on the IC. The use of different VCOs for 
receive and transmit allows them to be optimized for 
phase noise at their respective frequencies. Also, the 
transmit VCO can be run at higher current to match 
the more stringent phase noise specification on the 
transmit side. The transistor currents for the VCOs 
are controllable with external resistors. The receive 
VCO has a high impedance base tap to a buffer 
amplifier which amplifiers the signal to an output 
voltage amplitude of 150mV. An external LC 
resonator is used at this output to minimize current 
consumption in the buffer amplifier. This output is 
input to the divide by four which provides near 
perfect broadband quadrature LO signals for the I and 
Q mixer. Typical matching is within 0.5 degree. 
All of the receiver functions combined exclduding the 
VCO consume around 3.5 mA. The receiver VCO 
can typically be run in the 1.0-1.5mA range with 
acceptable performance. 

The transmit VCO has a low impedance 
emitter tap to the driver amplifier. The driver 
amplifier has been designed to drive a 1 Watt power 
amplifier. In saturation, the output power is 3 to 6 
dBm depending on the value of a fixed external 
resistor. Table 1 shows some typical measured 
parameters for the device. The voltage operation range 
is for the IC is 2.7-3.6V. 

Table 1. Measured parameters from WR6010 

Parameter 

LNA 
; Gain 

NF 
PldB 

î RF mixer 
G 
NF 

I/Q mixer 
3 Gain 

I/Q Match 
Amp. 
Phase 

Temp. Sens. 
Gain 
Linearity 

Total Receive I 

Power Down I 
Driv. amp Psat 

Conditions 

940Mhz, 3.0V 
940Mhz, 3.0V 
940Mhz, 3.0V 
3.0V 

940Mhz, 3.0V 
940Mhz, 3.0V 

188Mhz, 3.0V 

.;.0V 
3.0V 

-20C to +70C 
-20C to +70C 
excludes VCO, 
3.0V 
3.0V 
pin = -3 dBm, 
3.0V 

Typ. Units 
Value 

19 
1.9 
-30 
0.9 

20 
10.5 

16.5 

0.35 
0.5 

2.1 
0.4 
3.5 

1 
3-6 

dB 
dB 
dBm 
mA 

dBV 
dB 

dBV 

deg 

mV/C 
11 ,0 

mA 

µA 
dBm 

IV. WM6040 

The WM6040 mixed signal CMOS IC 
block diagram is shown in Fig. 8. The outputs from 
the WR6010 are passed to the WM6040 where they 
are high pass filtered to remove the DC offset The 
input low noise amplifier is designed to receive 
signals down to a level of 9 µV. The interspersed 
adjustable gain and filter sections yield a dynamic 
range of about 90 dB for the WM6040 and as much 
as 120 dB for the entire system including the front 
end attenuator. The bandwidth switchable front end 
continuous time filters provide a rejection of at least 
65 dB to adjacent channel signals located at 25 KHz 
away for ReFLEXTN25 and 50 KHz away for 
ReFLEXTm50. These filters are electronically self: 
tuned to the correct bandwidth from the crystal 
oscillator reference frequency and therefore the 
bandwidth does not vary with process, temperature, 
or voltage. 
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Fig. 8 WM6040 mixed signal CMOS IC 
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The attenuator driver circuit turns on when 
the input voltage exceeds I25mV forming a close 
loop system with the input PIN diode attenuator 
until the attenuator reaches its maximum value of 15-
30 dB. After passing through the input gain and 
filtering section, the 4 subchannels in ReFLEX9450 
are simultaneously downconverted to 0 IF in a third 
downconversion step. One of these channels is then 
selected by the analog multiplexer for further 
processing. In the ReFLEXTm25 case, the signal is 
also downconverted to 0 IF and the multiplexer is 
locked into one position. 

Following subchannel selection, the signal 
is further filtered to remove any adjacent subchannel 
signal and improve channel selectivity with 4.5 ICFlz 
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bandwidth switch capacitor filters. Switch capacitor 
filters are used because of the reduced dynamic range 
requirements in this portion of the signal path. The 
filtered signal passes through the demodulator which 
converts the 4 level FSK analog signal to a digital 
signal and extracts zero crossing information. That 
information is output at a rate of 600Khz to the serial 
port for transfer to the digital signal processing IC. 

The IC also contains 4 DACs for oscillator 
control and transmit modulation generation. The 
RTDAC performs a room temperature adjust on the 
crystal oscillator to tune out initial crystal 
inaccuracies. The extracted value for the DAC is 
stored in non-volatile memory. The AFCDAC is 
calibrated during manufacturing with a series of 
measurements on the crystal oscillator. The 
measurement values are also stored in non-volatile 
memory. This DAC is used to control the crystal 
oscillator frequency to within 0.5ppm during 
operation. The MODXO DAC is used to impart 
modulation on the reference oscillator and the 
MODVCO DAC imparts modulation on the VCO. li 
the loop filter has a bandwidth less than the premod 
filter, there is no need to filter the MODXO output 
through the premod filter. Therefore, only the 
MODVCO DAC output is routed through the 
Premod filter. The values for the modulation 
deviations are extracted at manufacturing and stored 
in non-volatile memory. The values are loaded 
through the serial port. The second order 
Butterworth premod filter is a switch capacitor design 
and can be programmed through the serial port to a 
bandwidth of 3200 or 4800 Hz as required by the 
protocol. 

The crystal oscillator is a low power design 
which consumes about 55 µA when operated at 9.6 
Mhz or 40 µA when operated at 4.8 Mhz. There is a 
switchable output clock buffer provided on chip 
which will drive the microprocessor clock input at 
this frequency. This output driver is turned cif 
during power down. A 48 KHz clock output driver 
is always powered on and is used by the WB6050 for 
all signal processing. The digital dividers necessary 
for this clock and the DACs are always operational 
resulting in a measured total power down current 
consumption around 110 µA. The voltage operation 
range is 2.7 to 3.6 V. Table 2 lists key measured 
performance data and specifications. 

V. WB6050 

A diagram of the WB6050 digital signal 
processing IC is shown in Fig. 9. The IC has been 
designed to perform all signal processing at clock 
rates of 60 KHz or less in order to minimize power 
consumption. The zero crossing information from the 

Table 2. WM6040 measured data and specifications 

Parameter 

Filter 
bandwidth 

ReFLEX25 
ReFLEX50 

Filter rejectio 
ReFLEX2 
ReFLEX5 

Input 
frequency 
FSK 
Deviatio 
Symbol Rate 
Current 

Receiver o 
Pow. dow 

Dynamic 
range 
Premed filter 
cutoff 
DAC ranges 

RT DAC 
AFC DAC 
MODXO 

DAC 
MODVCO 

DAC 
Xtal Oscillator 
fre, 

Conditions 

3.0V, f=3dB 
3.0V, f=3dB 

àf = 25 KHz 
Af = 50 KHz 

3.0V 
9.8 Mhz ref, 
BER = 1/30 

200-6400 

0-6400 

WM6040 is sent directly to the input of the WB6050 
and passed through a post detection filter which 
counts and smoothes out the zero crossing indicators. 
The output from this block is a numerical 
representation of the frequency deviation. The timing 
recovery block extracts the data clock from the post 
detection filter output. The carrier frequency offset is 

ham 1.10•10 

4•11..11,m1 

Web./ 

nave 

"7-

Fig. 9 Block diagram of the WB6050 
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also extracted from this output for use in the AFC 
algorithm to adjust the reference clock located on the 
WM6040. The slicer determines the raw bits. 

With the raw bit output available, the 
pattern is compared with known patterns allowed by 
the ReFLEXTN25 and ReFLEXTm50 protocols to 
determine the location of the frame in the frame 
synchronization block. The signal is interleaved as 
specified by the protocol in order to smooth out the 
effects of fading on the signal. The 32 X 32 bit de-
interleaver buffer performs the appropriate de-
interleaving. The BCH decoder inputs 32 bit words 
of BCH encoded data from the de-interleaver buffer 
and outputs a 21 bit decoded data word. The BCH 
encoding allows for correction of up to 2 bit errors in 
each 21 bit data word. 

The communication to the processor is 
through a bi-directional 8-bit parallel port. The 
microcontroller is normally asleep in order to 
minimize the power consumption. The 
microcontroller is awakened by the WB6050 in 
response to a programmed sleep value in the sleep 
timer (set by the microcontroller itself) or in response 
to an interrupt from the user interface module. The 
user interface module detects activity on user buttons, 
an external serial port, and a low voltage indicator. 

The transmit symbol encoder can 
accommodate data rates of 800, 1600, 6400, and 
9600 bps. The encoder allows for 5 deviations (4FSK 
+ carrier) and controls the ramp sequence specified by 
the protocol. This data is output to the WM6040 
modulation control pins 

VI. SYSTEM PERFORMANCE 

The system performance was verified with a 
system containing the WR6010, WM6040, and 
FPGA version of the WB6050. Table 3 shows 
sample results of BER testing. System raw BER 
(bypassing the de-interleaver and BCH decoder) was 
measured. The criterion for sensitivity was 1/30 bit 
error rate. Performance was measured over voltage 
ranges from 2.7 to 3.6V, temperature ranges from -20 
to +70C and symbol rates of 1.6 and 3.2 Ks/S. In all 
cases, the sensitivity was within 2 dB of the numbers 
listed in Table 3. Selectivity was measured for 
ReFLEXTH50 on the subchannel closest to the 
interferer at channel center to channel center difference 
of 50 KHz (the actual difference between the wanted 
channel and interferer was therefore 35 KHz). 
Selectivity was defined as the point at which the 
sensitivity degrades by 3 dB. The selectivity tone is 
defined as in [2]. 

Table 3. Measured 3 IC system parameters 

Parameter 

tensitivity 
ReFLEXTM 

FSA 
FSB 
FSC 
FSD 

ReFLEXTe2S 
Selectivity 
ReFLEX'59 

W. ReFL  

Conditions 

3.0V, 
3.2Ks/S, 25C 

3.0V, 3.2Ks/S 
3.0V. 3.2Ks/S 

-124 
-124. 
-125. 
-124. 
-124 

VII. CONCLUSION 

A low power three IC chipset for the 
ReFLEXT1425 and ReFLEXTm50 two way paging 
protocols has been developed. The chipset 
eliminates all external channel select filters and runs 
from a single crystal oscillator. All crystal oscillator 
tuning is accomplished electronically through 
hardware incorporated on the chipset. The only 
external ICs required to form a fully functional two 
way paging transceiver are an external synthesizer, 
power amplifier, and microprocessor. This chipset 
enables wireless IC portable device vendors to build 
extremely low cost, low power, and small size 2-way 
pagers and paging modules for use with narrowband 
PCS in a variety of applications including belt top 
pagers, PDAs, utility monitoring, vending machines, 
vehicle location, and PCMCIA card pagers. 
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Nowadays market of analog satellite set-top boxes contains an increased number of various types of 
DTH home entertainment and professional satellite receivers, but only with a limited possibilities in C/Ku 
band  satellite antenna navigation. Usually, installer has to find a few satellites (at least three) in pseudo-
automatic mode by using infrared or UHF remote controller of satellite receiver to move the antenna and 
observe pattern on selected channel. This requires that particular video program is on. Later on, some of 
currently available receivers are able to calculate positions of other satellites by using longitude coordinates 
stored in EPROM or FLASH memories and known number of pulses from dish actuator between east and 
west limits of antenna. Even than, accuracy of calculated satellite positions is not very high, which is 
important in the case of Ku band antennas. Our Star * Trak 800. consumer satellite receiver, is able to 
automatically recognize some of about 44 North American C/Ku band satellites by adjusting audio circuits 
to 7.02 / 7.11 MHz on which some satellites carry Morse code. Later on, we digitize analog audio signal and 
execute $lick window real time sequence recognition to recognize particular satellite. By using this method, 
our receiver is able to move the antenna from east to west limit, to find and to record maximums of signal 
strength on both polarities and on reverse dish motion to stop on peaked positions (where the satellites are), 
to listen the Morse code and to identify the satellite. In the group of 44 satellite, receiver is able to recognize 
6 to 12 satellite, while the positions of others are calculated. The whole process usually takes about 20 min. 

This paper outlines main hardware functional building blocks and basic software applications for 
signal processing and itutomatie Satellite Idenjecation (AS! k by Morse code. 
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Morse code signal processing, automatic gain control, A/D conversion, audio subcarriers, EPROM & 
SRAM memories, satellite and channel memories of receiver, EPROM look-up tables, CISC microcontroller. 
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Abstract 

Nowadays analog satellite receivers for 
DTH consumer home entertainment and professional 
applications have only a limited possibilities in C/ Ku 

band self satellite antenna navigation. Usually, 
installer has to find a few satellites (at least three) 

operating receiver in the pseudo-automatic mode by 
using its infrared or UHF remote controller to move 
the antenna and watch current video on the selected 
program. This implies that used transponder and 
selected channel is on. Later on, some of currently 

available receivers are able to calculate positions 
of other satellites by using longitude coordinates 
stored in internal EPROM or FLASH memories and 
known number of pulses from antenna actuator 
between east and west limits. Even than, accuracy 
of calculated satellite positions is not very high, 

which is important in the case of Ku band. 

Audio signals are relayed within transponder 
bandwidth. The received satellite TV signal is takes 

frequencies from 0-10MHz, where video occupies 
4.6MHz (NTSC) other remaining space can be used 

for audio channels (sound that matches the video 
signal) or for special purposes (for example Morse 
code), as it is shown on Fig.l. 

Sjidc # 1 Colour Subcarrier Audio Subcarriers 

Video 

3.58 4 2 62 6.8(Mliz) 
Audio subcarriers at standard 525 NTSC video 

Slide #2 

Branko Kovacevic 

Tee-Comm Electronics, Inc. 

775 Main Street East 

Milton, Ontario, L9T 3Z3 Canada 
Tel: (905) 878-8181 ext.3245, Fax: (905) 878-2472 
E-mail: bkovacevic@teecomm.c,om 

Current activities and author background: 
Senior Engineer, MPEG Specialist for hardware and 
software development of Star Trak family of analog 
and digital satellite receivers. Has MSEE and BSEE in 
electronics from Faculty for Electrical Engineering in 
Belgrade, Yugoslavia, in 1994 & 1988. Eight years of 
embedded CISC and RISC CPU experience, about 
32 months in MPEG2 DBS, DTH satellite applications. 

Introduction 

Tee-Comm's Star * Trak 800, fully integrated 

satellite receiver - decoder ( IRD) for consumer DTH 
application is able to automatically recognize some 

of about 44 North American C/Ku band satellites by 
adjusting audio circuits to 7.02 / 7.11 MHz on which 

some satellites carry Morse code. After digitizing 
analog audio signal and executing slide window real 
time sequence recognition, host processor of set-top 
identifies particular satellite. By using this method, 

our receiver is able to move the antenna from east to 

west limit, to find and to record maximums of signal 
strength on both polarities and on reverse motion to 

stop on peaked positions (where the satellites are) 
and to identify some of the existing satellites. 

This paper outlines main digital hardware 

functional building blocks and basic software layers, 
structures and applications for signal processing and 

Automatic Satellite Identification (ASI ni) by Morse 
Code. 

First section of the paper gives a simplified 

block diagram of satellite receiver with very special 
emphasize on analog audio preprocessing circuit 
known as Morse code Extractor (MCE) for rectifying 

audio signal. Second part presents main software 
layers and structures for ASI application. Third part 
gives a list of existing satellites and one method for 
position estimation of non-identified satellites based 
on positions of known, already recognized satellites 

at ASI process. Finally, last section presents ASI 
algorithm via few flow diagrams. 

354 



Automatic Satellite Identification for Consumer Analog Satellite Receivers 

Part 1: Structure of the receiver 

On April 13, 1990, the FCC issued a ruling 
which required all video uplink stations to transmit an 
identification signal. All broadband satellite video 
earth stations are under obligation to transmit a sub-

carrier with Automatic Transmitter Identification 
System (ATIS) in a form of audio subcarrier. Primary 
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interference problems and to find proper positions of 
satellites at orbital slots. FCC ruled that before March 

1, 1991, uplink earth stations were required to start 
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The ATIS message is usually carried on a 
7.11MHz audio subcarrier, in the case of B_MAC 
and Video Cypher II encryption systems, ATIS 
carrier is on 8.3MHz. Typical message speed is 25 
words per minute. 

In a standard 525 NTSC satellite TV signal, 
video occupies ranges from zero to 4.2MHz with the 

color subcarrier falling at 3.58MHz. The remaining 
bandwidth from 5 to 8.5MHz, with 75 microseconds 

pre-emphasis for noise reduction, is used for audio 
carriers. Some of them may not be necessarily 
related with the actual video signal.. These non-video 

related audio subcarriers have a more narrow band-
width and lower power levels than standard 6.2 / 6.8 

MHz subcarriers. Stereo sound is often modulated 
onto 5.58 and 5.76 MHz subcarriers. Audio content 

can be transmitted totally separate from the video 
signal in a systems known as single channel per 

carrier - SCPC (FM satellite radio). Figure 3. shows 
relation between wideband audio and narrow multi-
audio subcarriers. 

Block diagram of Star-Trak ST-800 satellite 
receiver is shown at Fig. 2.There are three separated 

software emulated SPI like' buses in a system. One 
is used for control of LC7215 frequency synthesizer 
for to generate a programmable frequency to U2510 

audio subcarrier decoder. Another is used for similar 
application at satellite tuner. Third is used to control 

SIPO ( serial- in parallel- out) registers for front panel 
LED display and PISO ( parallel-in serial-out) register 
for scanning of the front panel's keys. Host micro-

controller is 16- bit INTEL 8097BH used in 8- bit bus 
interface mode. Run time application code is stored 
in 64KBytes EPROM. From total 64KBytes address 

space of host CPU, about 56 KBytes are assigned 
for application program, 2 KBytes are used for 

system RAM, 2 KBytes are allocated for I/O page 
and 4 KBytes for 32 KBytes low power SRAM with 
battery backup and paging control from system PAL 

16L8 which also performs address decoding. This 
SRAM contains 600 channels receiver memory and 

table description of satellites. In system, parallel I/O 
ports extension is done via INTEL 80055 parallel 
bus I/O device. 

Decoding of incoming IRED and UHF remote 
pulse train is done by host CPU. Receiver's SRAM 
memory-to-memory transfer is available via 19.2 
Kbit/s RS-232 asynchronous serial port. 

Figure 4. shows a structure of audio pre-

processing circuit known as Morse Code Extractor - 
MCE. This circuit depends on implemented software 
algorithm for processing of pulse train which forms a 

CW message. In our case, 'preprocessed' analog 
signal in a form of pulse train is converted to a digital 

domain via 10 bit internal analog-to-digital converter, 

already available and integrated to host CPU. One 
can use input capture method for measurements of 
dot and dash intervals via internal CPU timer. This 
method would need a Schmidth trigger for pulse 
edge forming at the output of proposed circuit. 

First section shows a 4th order bandpass 

filter composed of two biquads. Input to a filter circuit 

is from main audio baseband output, after audio 
processing being done from 7.11MHz carrier. Filters 

are realized as active RC network, where central 

frequency is under CPU control via 4052 multiplexer. 
At the end, hard limiter is used for pulse extraction. 
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Part 2. Main software layers 

Slide #5 

Regarding ASI process, system software has 
recording process of signal strength from satellite 
antenna, Morse Code recognition step and complex 
in-loop ASI process. 
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As we can see from Fig. 5., at the higher 
software layers, a few data base structures exist in a 

EPROM or SRAM memories. C/Ku band satellite 
data base is stored in EPROM in a form of array of 
52 records (total number of satellites) containing: 

• Satellite number. 
• Satellite name [8 characters]. 

• Satellite abbreviation (for on-screen display). 

• Number of channels. 

• Pointer to table of used video / audio 
frequencies. 

• C/Ku band and HN polarity flag 

• Skew value. 
• Longitude of satellite. 

Database of Morse Code patterns has a form 
of EPROM based array of 23 records containing: 

• Satellite number. 

• Channel Number. 
• CW characteristic pattern of 4 bytes. 

First two items are used to tune to a satellite, 
last one is used at CW recognition. 

Data base of satellite orbital positions has 
a structure array of 52 records showing: 

• Satellite number. 

• Optimum skew value. 

• Flags for unknown / identified, clear / calculated. 

• Satellite position from the east limit as number 
of counts from reed-relay of antenna actuator. 

This data base is stored in SRAM with battery 
backup and it is updated during automatic or manual 

satellite identification process. 

Data base of recorded signal strength 
values has a form of maximum size array of records 
with: 

• Signal strength value. 

• Antenna position. 

• East / west flag. 

• Horizontal or vertical (HN) polarity flag. 

• Tuned skew value (angular position of polarotor). 

This structure is stored in SRAM with battery 
backup and it is updated only during ASI process. 

As Fig.5 shows, bottom. lower software layers 
forms a set of driver routines f or 1200 serial link to 
host PC (as a remote data logger), ND conversion of 
analog signal strength and CW 'pulse train' signals 
and support for tuning to a satellite and to a channel 

with on-screen display (OSD). 

Fig. 6 shows main processing steps 

necessary before actual satellite identification and at 
ASI process. Successful ASI should be possible 
only if there is a way to position antenna very close 
to the orbital slot which perhaps has satellite & CW. 
As a position indicator, an analog signal strength 
available in most satellite tuners is used. Its value 
increases if antenna is closer to a satellite and if 
angular position of polarotor is optimum (good skew 

value). As a position locator, a double motion of 
satellite antenna is used with on-line ND & filtering. 
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Part 3: Orbital estimation 

Fig. 7. shows a list of available C/Ku band 

satellites over North America, ordered from east 
toward west. 

Prior to ASI process, all satellites are non-

identified in terms of position, where orbital position 
is internally presented as longitude number. Prior to 

ASI process, data base ot orbital positions of all 
satellites is initialized to 5000 (which is default east 
limit value). Also, the position of west limit is known. 

When host CPU turns on dish actuator, the pulses 
which are generated by switch or reed-relay logic 
from actuator are incrementing internal number from 
east limit value (from 5000) toward west limit value 
(for example 6600). 

In a given example, position sensor from 6' 
satellite antenna actuator generates about 1600 
counts for one full motion. So, one can write that: 

TC = WEST_LIMIT - EAST_LIMIT; (1) 
where TC is total number of counts. 

Satellites identified at ASP process have non 
5000 value of their orbital count position and flag as 
identified satellite. Others are unknown, their orbital 

position count is 5000, but all satellite longitude 
values are known from Fig. 7. and saved in a data 
base of C/Ku band satellites. Now, if host CPU has 

positions of at least three satellites, it can calculate 
positions of all others. 

if A and B are known satellites and X is the satellite 
which has to be identified than, by using simple 
linear approximation we have: 

case than X is between A and B: 
EAST_LIMIT < A < X < B < WEST_LIMIT 

Count_Diff = Count_B - Count_A; 
Longitude_Diff = Longitude_B - Longitude_A; 

CPL = Count_Diff / Longitude_Diff; 
than: 

Count_X = Count_A + 

(Longitude_X - Longitude_A) CPL; 

where CPL is term known as count per longitude. 

case than X is eastern from A and B: 
EAST_LIMIT < X < A < B < WEST_LIMIT 

(2) 

(3) 
(4) 

(5) 

Count_X = Count_A - 

(Longitude_A - Longitude_X) CPL; (6) 

case than X is western from A and B: 
EAST_LIMIT < A < B < X < WEST_LIMIT 

Count_X = Count_B + 

(Longitude_X - Longitude_B) CPL; (7) 

In all, above mentioned relations, to minimize 
the error due to linear approximation, host CPU has 

to use two closest identified satellites as reference 
for position estimation. 
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Part 2: Morse Code based 
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Fig. 8. Block diagram of ASI algorithm 
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Block diagram of Satellite Identification by Morse Code 

Fig. #9 Structure of ASI channel tuning 

Part 4: AS! algorithm 

Fig. 8. shows principal structure of signal 

processing steps prior to and during satellite 
identification. As it is shown, satellite positions are 

identified according to local analog signal maximum 
strength, available as output from satellite tuner. To 
eliminate noise contribution, samples of signal 

strength are digitally lowpass filtered by software 
moving average filter with order of 64. After filtering, 

run time search is implemented and positions of local 
maximums are recorded in signal strength data base. 

Search for local maximum is performed on 

double antenna motion, in both polarities. As the 
Fig. 9 shows, attempt to identified the satellite on 

local maximum is performed only if on tuned channel 
there is a good video (stable vertical synch pulse 
detected by host CPU), sequentially on up to seven 

channels. 
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Fig. 10. Actual Satellite Identification 
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Satellite_Number=MC_Data_Base_Satellite_Number 

RETURN( MC_Data_Base_Satellite_Number ); 
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Morse_Code_Byte += Morse_Code_Bits; 
IF ( MSE_Error == TRUE ) THEN MS_Buffer = 0; 
ELSE MS_Buffer = Morse_Code_Byte; 

Morse_Code_Byte = 0; Morse_Code_Bits = 1; 
MSE_Error = FALSE; MC_Data_Base_Index = 0; 

Morse_Code[0] = Morse_Code[1]; 
Morse_Code[1] = Morse_Code[2]; 
Morse_Code[2] = Morse_Code[3]; 
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Structure of pattern search through Morse Code Data Base 

Fig. 11. Actual comparison of CW patterns 

Fig. 11 shows actual comparison of 4 bytes 
CW pattern acquired in real-time, during recognition 

process. If real-time pattern matches one of 42 pre-

stored patterns, satellite is identified according to 
satellite number recorded in CW data base. 

After completion of AS) process, if there is 
more than four identified satellites, host CPU will 

estimate orbital positions of all other satellites, using 
closest two satellites as a references for linear 
approximation. 

As we can see from Fig. 10. recognition 
algorithm is based on loop counting and transition 
detection. Algorithm is under 'heavy' control of 
specific parameters (almost 'fuzzy'). Some of them, 

like Thd, AvrLo,AvrHii are 'software filter' parameters 
which controls availability and occurrences of CWs. 

Recognition algorithm is based on number of passes 

through specific states of pulse recognition (low 
and high levels plus edge detection). This is used for 
bit - by - bit extraction. Also, algorithm has loop count 

which is important in the case of usability to identify 

any of available pattern. In that instance, algorithm 
terminates identification and moves antenna to the 
next position. 

Conclusion 

At this paper, one algorithm for automatic 

satellite identification is described. Algorithm is 
based on regulatory ATIS message transmitted as 

Morse Code (CW) sequence on 7.11MHz audio sub-
carrier. This has been implemented in one of our 

standard analog satellite receivers. Algorithm is 
described in terms of typical signal processing steps 
necessary for automatic pattern recognition. 
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Abstract - Since the introduction of the 

Global Positioning System (GPS) by the 
U.S. government in the late 80's, many 
different applications have been 
developed to utilize GPS for position 
determination and navigation purposes. 
These applications include military 
electronic warfare, marine navigation 
systems, aircraft landing systems, vehicle 
navigation systems, and personal 
location systems. The position 
information derived from the GPS 
receiver in a remote/mobile system can 
either be used by the remote user or be 
relayed to a host system in a back office 
for further processing and manipulation. 

The MOBITEX® network, a terrestrial 

two-way wireless data network that has 
been deployed in many countries 
worldwide, can be extremely useful for 
relaying such positioning information 
from the remote system to the host 
system. Use of MOBITEX networks for 
positioning and navigation can be 
beneficial in a variety of applications, 
such as monitoring of mobile systems, 
dispatching systems, mobile information 

services, route management, and vehicle 
control/security systems. In the area of 
personal applications, users can use 
MOBITEX networks to efficiently 
transport positioning information to 
public safety authorities or medical 
service providers in case of emergency, 
as well as to incorporate the information 
in messages for wireless e-mail or two-
way interactive paging systems. 

The broad features of the MOBITEX 
system and design criteria for a 
combined GPS/MOBITEX device are 
presented. 
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I. INTRODUCTION 

With the advent of cellular phones and 
satellite communications systems, the ability 
to communicate with remote personnel or 
equipment has become indispensable in many 
businesses and industries. In many 
situations, it is important to know the exact 

location of the remote system. This 
positioning information can either be used by 
the remote system itself or be relayed to a host 
system in the back office. Important decisions 
can then be made based on the position of the 
remote system. 

Despite the fact that many land-based 
positioning and navigation systems have been 
proposed and developed utilizing GPS, an 
effective system must include a near-real-
time, reliable, and efficient wireless wide area 
data network. In this paper, the system 
infrastructure chosen to provide such an 
efficient communications pipe is MOBITEX. 

II. THE MOBITEX SYSTEM 

The MOBITEX system was designed by 
Ericsson Mobile Data Design AB in Sweden in 
the mid 80's as an integrated voice and data 
system. The evolution of the system has made 
MOBITEX a robust and efficient two-way 
wireless data communications system. The 

MOBITEX system has been deployed in 17 
countries worldwide, with the U.S. network 
being the largest. RAM Mobile Data operates 
the MOBITEX network in the U.S. within its 
licensed SMR (Specialized Mobile Radio) 
frequency band (i.e., 900 MHz). 

MOBITEX is a digital wireless data system 
using the GMSK (Gaussian Minimum Shift 

Keying) modulation technique. The data rate 
over the radio link is 8000 bps (bits per 
second), which makes it an ideal system for 



transporting positioning information and 
short messages. The channel access algorithm 
utilizes a TDMA-like reservation slotted Aloha 
technique, which makes data transmission 
very efficient. Additionally, the system 
incorporates several different error detection 
and correction techniques, as well as an 
effective message block retransmission (ARQ) 
algorithm. Like new digital cellular systems, 
MOBITEX has an efficient power control 
algorithm, which allows the mobile device to 
control its output power via both closed-loop 
and open-loop mechanisms. MOBITEX also 
employs an advanced battery saving protocol, 
which helps conserve the mobile device's 
battery life. Unlike cellular systems, roaming 
is transparent to MOBITEX users, and no 
additional roaming charges are incurred. Cell 
hand-off is primarily determined by the 
mobile device based on the received signal 
strength from the current and neighboring 
base stations. 

The architecture of the MOBITEX system is 
hierarchical, as shown in Fig. 1; that is, 
messages are transferred to the destination at 
the lowest possible level. MOBITEX base 
stations and switches can operate 
autonomously if up-node connections are 
broken. Host systems can be connected to the 
MOBITEX network at the local switch (i.e., 
MOX) level via FEPs (Front End Processors). 
The host connection can be either shared or 
dedicated, at speeds of up to 56 Kbps. 

PEP 

wa 

,nacr. 

rkgdrul   

- 

Mal*, 

• N.* Rayon. 

errearh Swdrh Swdett 

Lund 

SwItrA 

/ I 

1:à 44, la duà d 

Fig. 1. MOBITEX System Architecture 

In addition to its robust and efficient design, 
the MOBITEX system also employs many 
other features that can be very useful for the 

land-based positioning and navigation system. 
The user configurable "Store-&-Forward" 
feature allows messages to be stored in the 
network mailbox if the destination is not 
reachable, and those messages will be 
forwarded to the destination when it becomes 
available. Although the messaging protocol of 
MOBITEX is designed to be NAK-based (i.e., 
negative acknowledgment), the host system 
can request a positive acknowledgment to be 
sent back when the message has been 
delivered to the mobile device. This feature is 
extremely useful for the host system to 
confirm the receipt of the message by the 
remote system. 

III. MOBITEX Strategic Network 
Initiative 

In an effort to address ubiquitous coverage, 
RAM Mobile Data has developed a Strategic 
Network Initiative (SNI). The SNI allows 
different types of networks, i.e., satellite, 
circuit-switched cellular, PSTN and paging, to 
be connected to the MOBITEX network and to 
provide additional coverage. 

BS - Base Station 
FEP - Front End Processor 
PSTN - Public Switched Telephone Network 

Fig. 2. MOBITEX Strategic Network 

As shown in Fig. 2, the SNI employs 
MOBITEX as a primary service and other 
networks as secondary services if MOBITEX 
coverage is not available. In order to 
eliminate the need for a complex application 
design, a single application resides on the host 
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system, which only interfaces with the 
MOBITEX network. A single application is 
also used in the remote system, and switching 
between different networks can be handled by 
an underlying API (Application Program 
Interface) and is transparent to the user. 

The MOBITEX Strategic Network is 
particularly useful for a land-based 
positioning and navigation system that 
encompasses a very wide area. Such a system 
may require a ubiquitous coverage for 
communications between the host system and 
remote system. 

IV. Land-based Positioning/Navigation 
Applications 

Typical land-based positioning/navigation 
applications can be categorized into the 
following types: 

• Mobile Monitoring 
Dispatching and Route Management 

- Mobile Information Services 
Vehicle Control and Security 
Personal Positioning and Navigation 

Monitoring of mobile systems is the basic 
function of the land-based positioning/ 
navigation system. The primary purpose of 
mobile monitoring is to allow the host system 
to collect vehicle-related information and 
positioning information, so that the 
information can be used for future planning. 
Interactive communications between the 
remote system and host system are typically 
precluded in the mobile monitoring 
application. 

Dispatching and route management have 
become indispensable functions of many 
transportation and field service businesses. 
Based on the positioning information received 
from the remote system, the dispatching 
center can efficiently manage service routes 
and schedule pick-up and delivery times. 
Interactive communications between the host 
and remote systems are generally allowed. 
The remote system can send short "canned" 
messages or free form messages. 

Mobile information services are intended for 
the horizontal market, such that travel-

related information can be provided to the 
remote system from an independent service 
provider. The services may also allow the user 
of the remote system to send and receive 
electronic mail. 

Vehicle control and security has been a 
popular subject in the transportation industry. 
Typical applications include remotely 
unlocking vehicle doors or disabling the 
engine if the vehicle has been tampered with. 
Use of the positioning information can help 
public safety authorities locate stolen vehicles. 

Use of GPS receivers has been seen in many 
personal applications, such as those used by 
hikers, campers, etc. The positioning 
information is being used by individuals to 
determine their locations. By using a wide 
area wireless communications system, such as 
MOBITEX, the positioning information, along 
with distress signals, can be sent to public 
safety authorities or medical service providers 
in case of emergency. 

V. HYPOTHETICAL CASE STUDY 

The following hypothetical example has been 
created to cover different aspects of the land-
based positioning and navigation system, 
which uses MOBITEX as primary means to 
transport data between the host and remote 
systems in near real time. 

A long-haul trucking company operates a 
fleet of trucks to transport refrigerated goods 
across the continent. The truck tractor has a 
refrigeration trailer, which includes a 
controller for controlling temperature of the 
refrigeration unit. In order for the company to 
monitor engine performance, a J1708-based 
diagnostics module is installed in the vehicle. 
A special mobile device has been developed for 
the system, which consists of a GPS receiver 
and a MOBITEX core unit and which resides 
in the tractor. The MOBITEX core unit 
interfaces with the GPS receiver, 
refrigeration control module ("refeer"), engine 
diagnostics module, a keyboard/ display unit 
("KDU") in the cab, and various sensors. The 
individual interface functions and system 
components are shown in Fig. 3. 
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The MOBITEX core unit incorporates the SNI 
technology by combining the MOBITEX and 
SATCOM (i.e., satellite communication via a 
geo-stationary satellite) functions in one box. 
This configuration is cost effective by allowing 
the remote system to operate on the 
MOBITEX network in urban and suburban 
areas, and on the SATCOM network in rural 
areas, where MOBITEX generally lacks 
extensive coverage. Additionally, use of the 
MOBITEX network as a primary service is 
less expensive because of its pricing structure, 
in which charges are incurred for actual 
packet transfers across the network and, as 
mentioned above, customers do not incur any 
additional charges for roaming from coast to 
coast. 

Fig. 3. Hypothetical System Design 

MOBITEX-GPS Interface 

The GPS receiver is configured to periodically 
(e.g., every two minutes) send updated 
positioning information to the MOBITEX core 
unit. The interface module maintains a 
history of the positioning data, and will 
trigger the MOBITEX core unit to transmit 
the positioning data periodically or along with 
other transmissions. 

The interface conforms to the NMEA 
(National Marine Electronics Association) 

standards over an EIA-422 physical 
connection. 

MOBITEX-Refeer Interface 

The MOBITEX core unit communicates with 
the refeer unit under two situations. When 
the refeer temperature reading is out of range 
(i.e., above certain threshold), an alert 
message will be generated and be sent to the 
dispatching center. The dispatcher can also 
initiate specific commands to control the 
refeer (e.g., to collect temperature readings or 
set a new reference temperature). 

This interface extends between the tractor and 
trailer of the truck. Due to the noisy 
environment in the truck, a custom protocol is 
developed for the interface to minimize the 
interference. The physical link of the 
interface conforms to the EIA-232 standard. 

MOBITEX-J1708 Interface 

The J1708 bus based engine performance 
monitoring module communicates with the 
MOBITEX core unit by periodically sending 
the vehicle-related information, such as 
odometer reading, gas level, average driving 
speed, engine temperature, engine idling time, 
etc. The information is collected by the 
MOBITEX core unit, and will be relayed back 
to the dispatching center at a fixed interval. 
Additionally, an alarm message may be 
generated under conditions such as engine 
overheat. This alarm message will be sent to 
the dispatching center immediately. 

This interface conforms to the EIA-485 
standard. 

MOBITEX-KDU Interface 

The KDU allows the driver to receive and 
view text messages sent by the dispatcher, 
and to compose messages (pre-programmed 
canned messages or free form messages) for 
transmitting to the dispatcher. The driver can 
also use the KDU to monitor and control the 
refeer and engine diagnostics modules. The 
positioning information derived by the GPS 
receiver can be read using the KDU. 
Additionally, the KDU allows the driver to 
monitor and change certain network operating 
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parameters, such as signal level, channel 
information, and main and backup battery 
status. The KDU has LED's indicating the 
network coverage status (for MOBITEX and 
SATCOM), and the LED blinks when 
transmission is occurring. 

The interface employs a custom asynchronous 
protocol over an EIA-232 physical link. 

MOBITEX-Sensor Interface 

The MOBITEX core unit has an interface 
module for interfacing with various sensors in 
the truck, such as a vehicle alarm system, tire 
pressure sensor, cable disconnect, etc. These 
sensor signals will trigger an immediate alert 
message transmission to the dispatching 
center. The interface module can be simple 
on/off switches, but should incorporate a de-
bouncing mechanism to prevent false signals 
due to static or EMI. 

Antenna System 

In addition to a variety of interfaces to the 
peripheral modules, the remote system 
employs an integrated antenna system. The 
bottom part is a flat HPA (high power 
amplifier), which is used by the SATCOM 
transmitter to provide 10 to 20 Watts output 
power levels. The nominal output power for 
Mobitex transmission is 4 Watts, which is 
generated by an internal power amplifier in 
the MOBITEX core unit. A flat panel GPS 
antenna is on the top of the HPA. Above the 
GPS antenna is a SATCOM cone-shape panel 
antenna, whereas a vertical whip-type 
antenna is used for MOBITEX. The GPS and 
SATCOM antennas can be further integrated 
provided the same frequency range is used. In 
order to minimize interference, only one type 
of transmission is allowed at any given time. 
When transmission is occurring, the GPS 
receiver must be turned off to prevent possible 
damage on the receiver front end. 

The antenna system can be mounted on the 
top of the tractor, or be hidden inside a nose 
cone. The antenna cable length must be 
carefully characterized and designed, so the 
RFI/EMI due to noisy trucking environment 
can be minimized. 

The Dispatching Center 

The trucking company's dispatching center 
consists of a mid-range host computer (i.e., an 
IBM AS-400) and PCs connected to a company 
LAN. The host computer has an X.25 
connection to a MOBITEX POP (Point of 
Presence) over a dedicated DDS (Digital Data 
Service) leased line. The MOBITEX POP 
consists of a Strategic Network gateway and a 
MOBITEX local switch. The host connection 
can carry TCP/IP packets over X.25 if so 
desired. 

The application on the host computer is 
MOBITEX literate; that is, it understands the 
messaging protocol (i.e., MPAKs) used in the 
MOBITEX system. The host computer is also 
used as a server to distribute the data to client 
PCs via the company LAN. Each PC is 
running a mapping software, and the routes of 
selected trucks are represented by icons on the 
map. Clicking a truck icon will show the 
status of the vehicle, including its engine 
performance, message transactions, and 
emergency conditions. 

To assist in more accurate positioning 
determination, a differential GPS (DGPS) 
reference station can be used at or near the 
host facility. The DGPS data is fed into the 
host computer and is combined with the GPS 
information received from the remote truck. 
As a result, the new position of the truck can 
have an accuracy of less than a meter. 

The operator at the dispatching center can 
send text messages for new pick-ups, route 
changes, or personal messages. Time-
sensitive messages can be sent to the remote 
system with a request for positive 
acknowledgment. When the MOBITEX 
network delivers the packets to the remote 
system, a confirmation (i.e., positive 
acknowledgment) will be received by the 
dispatcher. Positive acknowledgment can help 
the dispatcher make a quick decision for an 
alternate plan if the intended recipient is not 
available. Other types of messages (i.e., 
personal messages) can be sent with the 
mailbox function enabled. Under such 
circumstances, the message will be stored in 
the MOBITEX mailbox if the intended 
recipient is not reachable (e.g., the remote 
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system is out of MOBITEX network coverage). 
A similar store-and-forward function can also 
be provided by the SATCOM infrastructure or 
by the SNI gateway. 

A large company that has redundant hosts at 
different locations can utilize the MOBITEX 
host group feature. This feature allows 
different host platforms to use the same 
logical MOBITEX address, so messages will be 
routed to the nearest host platform. In 
addition to providing a local or shortest path 
for host access, this feature also improves 
reliability of host connectivity and achieves 
load balancing and redundancy. 

An alert message (i.e., refeer temperature out 
of range or engine overheat) will trigger an 
alarm system in the dispatching center. The 
dispatching center operator can take whatever 
action is appropriate. 

Switching Between MOBITEX and SATCOM 

The remote system communicates with the 
host system primarily over the MOBITEX 
network. The MOBITEX core unit of the 
remote system can detect if the system is out 
of MOBITEX network coverage, and will 
automatically enable the SATCOM function. 
While the remote system is operating on a 
SATCOM channel, the MOBITEX receiver 
continues to scan available MOBITEX signals. 
When a valid MOBITEX channel is found, the 
remote system reverts to MOBITEX operation. 

The entire switching process is transparent to 
the user and to the mobile application. The 
communication processor of the MOBITEX 
core unit handles message routing 
appropriately. 

Outbound messages (i.e., from the host to the 
remote) can be routed to a proper 
communication facility by the Strategic 
Network gateway. The gateway keeps 
coverage status of the remote system. If the 
remote system is not in MOBITEX coverage, 
outbound messages will automatically be 
routed to the SATCOM facility. In order to 
make the gateway function efficiently, 
customer profile information is maintained in 
the gateway. This configuration helps the 
host system only deal with one network using 

a single application, which significantly 
reduces the complexity and cost of an 
application design. 

VI. CONCLUSION 

Using the MOBITEX system, along with the 
Strategic Network, to transport data between 
a host system and a remote system in a land-
based positioning/navigation application will 
provide reliable, efficient, and cost effective 
ways of conducting business. Unnecessary 
stops of the truck can be minimized, if not 
eliminated, thereby saving costs of fuel and 
time. Return on investment for this system 
can be readily and quickly realized. Because 
of the continuous evolution of the MOBITEX 
system, the user's investment in the system 
will be protected. 
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ABSTRACT 

A new simplified procedure for the 
determination of noise parameters of active 
devices at microwave frequencies is here 
employed for investigating the performance 
of a low-noise amplifier based on a set of 
HEMTs (NE20283A, by NEC) for satellite 
communications. The results of the 
comparison with the performance computed 
with the standard method are also reported. 

I. INTRODUCTION 

An accurate computer-aided design of low-
noise amplifiers for VSAT system based on 

HEMT's, requires a very detailed 
representation of the scattering parameters lS) 
and transistor noise fN.}. 

The measurement or two-port scattering 
parameters vs. frequency and bias is easily 
handled by use of modern automatic network 
analyzer (ANA) operating up to the millimeter 
wave range (50 GHz). 

On the contrary, the experimental 
determination of the noise parameters (Em , 

F. rn) is based on a complex time-

consuming procedure which still requires a 
great deal of operator expertise, despite the 
fact that automated noise figure measurement 
systems are now commercially available. 
To the aim of simplifying the device 
characterization procedure, a new method that 
allows the determination of the noise 
parameters starting from n computer analysis 
or a noisy circuit model previously extracted 
from measured scattering parameters phis one 
single noise figure measurement in input 

match condition (i.e. 50 Q ) has been derived 

In this paper we present the performance of a 
low-noise amplifier for satellite 
communications based on a set of HEMTs 
(NE20283A, by NEC), characterized 

according with new method. The results of the 

comparison with the standard method are also 
reported. 

H. TRANSISTOR 
CHARACTERIZATION: SIMPLIFIED 

PROCEDURE 

As far as the standard transistor's 
characterization is concerned, the noise 

parameters (Fini„. rnin, and rn ) are derived 
by computating the equation mentioned under 
for different values of transistor's noise 
figures (more than four, for redundance) 

fe(r's ) Frnin + 4 rn 1r, -r2  

ro 12(1-1rs12) 

measured at different input termination 
conditions r. The F(rs ) values are calculated 

by employing the noise figure measuring set-

up reported in Fig.1 (working up to 40 GHz 
for chip and packaged transistors). 
Starting from the knowledge of the noise 
parameters -t NI, the scattering parameters IS) 
can be computed (121 and references therein). 
The automated version of the standard 
procedure is rapid and very accurate when 
compared with conventional ones, but a very 
skilled operator is required. 
So, recently a new simplified version has been 
set-up useful for industrial applications. 
With reference to the simplified procedure, as 
a first step the transistor scattering parameters 
are measured by an ANA and the F50 noise 

figure value is measured by the measuring set-

up reported in Eig.2. In particular the noise 
figure F50 of the transistor in input matched 

condition has been chosen, as it can be 
correctly measured by using a commercial 
noise figure meter (NFM). 

A circuit model is then extracted by fitting the 
performance or the typical device. The model 
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extraction is accomplished by fixing the basic 
circuit topology that includes thc packagt.: 
parasities and by applying a decomposition 
approach for the separate optimization of the 
circuit variables, 

Next, the noise performance are associated to 
the equivalent circuit by using a noise 
temperature model that allows to emulate 
noise parameters upon assignment of 
equivalent noise temperatures T, and T,1 to the 
resistive elements R, and 11,4. It has been 
argumented that T, approaches the device 
ambient temperature, while the Td value is 
calculated by fitting the F50 noise figure values 

vs. frequency. Starting from the noise model, 
the noise parameters can be computed by a 
circuit analysis carried out by using a 
commercial software package. 

III. EXPERIMENTAL RESULTS 

A set of 4 packaged pseudomorphie 
FIEMTs'samples (NE2028.3A, by NEC) has 
been characterized over the 6-18 Gliz range, 
according to the simplified procedure. The 
noise model network is reported in Fig.3 
together with the table of the element values. 
As a second experimental step, the 
characterization of the transistors starting 
from noise figure measurements, according to 
the standard version, has been performed and 
the noisy model extracted. On the basis of the 
measured {N), the E50 noise figure values 

have been computed. 
The effectiveness of the simplified procedure 
is exhibited by thc plots rcported in Fie.4. 
Starting from the noisy models a careful 
investigation on the optimum performance 

values (noise figure, operating power gain, 
input VSWR) of the HEMTs set has been 
carried out. 

A two-stages front-end LNA over the VSAT 
frequency range has been designed by 
imposing as goals optimum trade-off values in 
order to obtain high performance and to avoid 
unfriendly procedures of' trial and error during 
the process of loads selection [31 

Optimum noise figure, operating power gain, 
input VSWR and unconditional stability has 
been the key parameters which defined the 
LNA input matching network and its design. 
The circuit configuration has been analysed 
using the Smith chart and the LIBR 
package. 

The HEMTs minimum noise figure ( F„) 
stuffing front the two m0d0t5 as a function of 
frequency is reported in Fig.5 
Some interesting remarks can be made: 
- over the 8-18 GHz frequency range the 
values relative to the mininnun noise figure 
obtained from the simplified procedure 
mod) coincide or lie above the values relative 

to the minimum noise figure derived from the 
standard procedure (F„-meas). 

It occurred that, designing the LNA by 
imposing the F,-mod values as goals for a 
minimum noise figure, the simulated noise 
and gain have a value corresponding to an 
optimum trade-off and it is characterized by a 
more stable behaviour of the power gain 
against variations of the device noise figure. 
- over the 6-8 GHz frequency range the 
curves'position is reversed, but it corresponds 
to a devices' unstability. 

IV. CONCLUSIONS 

A new simplified procedure for the 
determination of noise parameters of active 
devices at microwave frequencies has been 
employed for investigating the performance of 
a low-noise amplifier based on a set of 
HEMTs (NE20283A, by NEC) for satellite 
communications, The result of the comparison 
with the performance computed with the 
standard method has been reported. 
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ABSTRACT 

Signal processing in navigation, 
telecommunication and telemetry systems 

needs to be adaptative because of the 
dynamic environment. Furthermore, one 

encounters different data format in the above 
mentionned domains. 

In order to choose algorithms based on signal 

conditions a reconfigurable hardware sub-
system was designed : Chiptelos. It is a 

software configurable hardware subsystem. 

1. INTRODUCTION 

In transmission related fields, one encounters 

modulation, demodulation, bit-synchronization, error 
correction and data extraction. Under a dynamic 

environment, it is needed to choose a signal processing 

algorithm adapted to the application environment. This 
condition requires a great flexibility at the hardware 

level. The recent development in FPGAs has offered the 
possibility to lay foundations for such a high bandwidth 
reconfigurable subsystem. 

2. OBJECTIVES  

Chiptelos has been developed to meet the following 
requirements: 

- Reconfigurable technology environment with 

application oriented symetrical architecture 
- Asic emulation facility 

- Adaptative GPS receiver 
- Realtime kernel 
- Highspeed interface 
- Single slot PCI interface 

3. SYSTEM ARCHITECTURE 

Chiptelos is made of the 3 main following functional 
blocks which can be individually selected according to 
the needs of specific applications: 

- A reconfigurable hardware block 

- A scalable floating-point DSP block 
- A reconfigurable memory block 

and an interactive user interface. 

3.1 Reconfigurable hardware block  

This block is mainly based on two 4000E-series 
FPGAs from Xilinx. Chiptelos reconfigurable structure 
has been designed to accomodate: 

- Polyface filters 

- Spectrum forming filters 
- Correlators 

- Automatic gain control and baseline correction 
- Frame and bit synchronizers 

Polyface filters have been used for decimentation 
purposes in order to lessen the intermediate frequency 

analog filter constraints. Due to its configurable nature, 
the filter structure can be chosen to adapt the quantized 
signal rate. 

The configurable nature of the spectrum forming filters 

allows us to study the various possible structures on the 
development stage. 

The correlators are the heart of the signal processing 
applications on GPS and other CDMA applications. 
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3.2 A scalable floatin2-point DSP block 

The DSP block is based on SHARC 21062 from 
Analog Devices. It is mainly used for distributed signal 
processing. The processors can be configured in a 
pipeline mode. The FFT processing is performed in 
conjunction with the configurable hardware block. 
A user added configurable block can be plugged onto the 

application slot of Chiptelos and linked to the above two 
blocks. 

3.3 Interface 

This interface has been made for windows environment 
on PC. Its nature allows to design and test systems 
interactively. 

4. APPLICATION EXAMPLE 

The current application library aims at developing a 
system in order to receive navigational and time 
information from two different sources : Naystar and 

Inmarsat-3. Both have different signal processing 
requirements due to their symbol rate and Inmarsat-3 has 
a forward error correction facility. It is geostationnery 
and will provide information about its position, time 
information and the tropospheric delay correction. In 
GPS based systems, two degradation factors dominate: 

1. Selective Availability (SA) 
2. Ionospheric distortion 

On a system using two different frequencies (for example 
Li and L2 frequencies for GPS), and starting from both 
frequencies, it is possible to calculate the ionosphere 
delay which is a function of the frequency. With 
Inmarsat-3 these informations are already available. 

These information will be used to obtain a better 
navigational solution on Naystar satellites. It is 
performed in the following manner: 
The processing is shared between the configurable 
hardware DSP block and the scalable processor block. 

All the correlators for this design have been implemented 
on the configurable hardware block. The results of the 
correlation are then used to detect the availability of the 
satellites using coarse and fine FFT processing. The 
code, carrier tracking and error correction are 
implemented in software. Eventhough there is a 
possibility to implement the error correction facility and 
the telemetry information on the configuration block, it 

has been done in software which facilitates the detection 

and correction of multipath errors. In order to track GPS 
satellites, Chiptelos will first lock onto Inmarsat-3 and 
get all the available information. Then, during the second 
phase of the processing, it will lock onto Naystar 
satellites. 

To switch from Inmarsat-3 to Naystar, or vice versa, 
Chiptelos changes both hardware and software libraries in 
realtime. 

Other applications currently under consideration include 
the development of a satellite ranging system based on 
Chiptelos architecture where the configurable architecture 

has been designed to test first the transmission channels 
and then to perform the ranging applications. 

Chiptelos can also be configured to meet numerous other 
applications in transmission, multiplexing and 
demultiplexing, base stations (DGPS or GSM) ASIC 
emulation, functional simulation, data acquisition and 
processing with high speed storage (80 Mbytes/ s) 
interface for digital recorders, workstation or to a PCI 
based peripheral. 

5. CONCLUSION 

As the FPGA functional capabilities keep on increasing, 
the reconfigurable computing provides an alternative to 
the classical way of designing applications. 
Front end development is achieved today by simulation. 

The Chiptelos reconfigurable architecture has been 
designed to valid simulation interactively. It is a modular 
system. Hardware modules are tuned according to the 
application requirements which make it a highly 
adaptable subsystem for PCI environment on PC. The 
architecture allows signal processing resources to be 
switched in a real time mode. 
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Techniques for Optimizing UHF Front-End Integrated Circuits 

By Randall Yogi and Stephen Petersen 

Philips Semiconductors 
811 E. Arques Ave. 

Sunnyvale, CA 94088 

Abstract 

This paper discusses S-parameter and related calculations, as well as a method for noise figure calculations, 
for UHF front-end integrated circuits using the SA621 and SA611 as examples. These devices are high 

performance low-power communications systems, optimized over the 800-1000MHz range. The SA621 
combines a low noise amplifier (LNA), mixer and voltage controlled oscillator (VCO), while the SA6I 1 is a 
simplified version containing only the LNA and mixer. This paper, however, will focus primarily on 

matching of the LNA input and output to achieve stability and optimal gain via S-parameters and related 
calculations. Also discussed is a procedure developed by Philips for obtaining noise figure design data 
without the use of an automated data-acquisition setup. 

Introduction 

The high frequency communication industry is growing so rapidly that the design phase of product 
development is becoming shorter and shorter. Time-to-market is one of the critical factors in the success or 
failure of a product. Given that, long periods of experimentation are no longer feasible. Designers need 
quick and reliable ways to evaluate integrated circuit parts and decide which parts are best suited for their 
products. 

One way which trial-and-error experimentation can be reduced is by judiciously using S-parameters. In 
order to optimize a design, accurate S-parameters may need to be taken when not available from published 
data sheets. Through use of these measurements, stability can be determined and optimal gain achieved. 
Another significant way which design uncertainties can be reduced is by an experimental noise figure 

procedure capable of producing accurate results when automated data-acquisition equipment is unavailable. 
This paper presents and discusses S-parameters techniques emphasizing analysis readily doable on a hand-
held scientific calculator. This is particularly useful for obtaining often-wanted first order design 
approximations. 
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SA621/SA611 LNA and S-parameters 

To familiarize the reader of the examples to follow, a short description of SA621/SA611 is described. The 
LNA performance of the SA621 and SA611 are virtually identical. They have an average gain of 15dB 
with an achievable noise figure of approximately 1.7dB, and an input IP3 of -7dBm over the Advanced 
Mobile Phones System (AMPS) receive frequency range (869-894MHz). The LNA also performs well in 
the Industrial, Scientific and Medical (ISM) band (902-928 MHz.). 

The LNA S-parameters play a critical role in obtaining optimum gain and noise figure by design. 
Understanding how they are obtained and what to do with them can greatly decrease the experimental work 
necessary to make the LNA function properly. Knowing exactly where data sheet S-parameters are 
measured is the first step in applying them. The SA621/SA611 data sheet records typical measurements 
taken at the pins of the IC. They were obtained using a calibration board designed specifically for this 
purpose (figure 1). Thus, any matching networks will refer to an actual pin connection on the IC. 
Measurements were made using a Hewlett Packard network analyzer (HP8753D) to automatically log data 
over a swept range from 100 to 1200 MHz. This instrument measures reflection coefficients at the ends of 
its calibrated coaxial connection points. These points are connected to the IC pins through SMA connectors 
and short PCB microstrip transmission lines. Time delays associated with these connectors and lines at 
input and output (figure 2a) were rotated out using the "Port Extensions" function located in the 
"Calibration" menu. Open and short termination results were observed with no chip on the board. If the 
microstrip transmission line and its associated connector (input or output) have negligible effect on each 
measurement over this frequency range, then the pad is open circuited and the rotated display should ideally 
be a single point on the outermost circle of the Smith Chart at R = co (figure 2b). When the pad is shorted a 
similar point would be observed at R = 0. Following this port extension calibration, a chip was then 

soldered onto the calibration board and actual S-parameter data automatically gathered. Note that these 
parameters cannot be obtained from the functional demonstration (demo) board because it has external 
matching networks and transmission lines. 

r--

PI 

e ir :IL lel • • • 
glemma_=- a e 

• • 0,à. •• 
e • • ire i • • 

e • • 
• • 

• • 

TOP VIEW BOTTOM VIEW 

Figure 1. Calibration board layout. 
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Figure 2a. HP output before rotation. 

Figure 2b. HP output after rotation. 

Measured LNA input and output S-parameters (S11 and S22) are shown below (figures 3a and 3b). A full 
set of S-parameter data is found in the SA621 and SA611 data sheet. 
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Figure 3a. Sii (input) data. 

Figure 3b. S22 data. 

Data sheet S-parameters only inform us of the LNA's performance when the source and load terminations 
are 50 Ohms. Since the input and output impedances of this device are not 50 Ohms, some return loss will 
be associated with the mismatch to 50 Ohms at each port. These losses can be eliminated simply by 
conjugately matching each of them to 50 Ohms. The standard first-order equation describing the resulting 
maximum unilateral gain (G.«) is given by ( 1.1a) below (many good references exist treating the theory 

and practice of S-parameters; for our purposes, the best are [ 1] and [2]). 

G... — 
1 1 

I _ Is1112 1'32112 2 (S12 = 0) 
i - Is221 

(1.1a) 

This equation assumes the LNA is unconditionally stable when conjugately matched. The first and last 
terms describe the result of conjugately matching both the input and output ports respectively, thereby 

gaining back the losses due to mismatches present when Si land S22 were determined at whatever 

impedance they were measured at, 50 Ohms with the network analyzer in this case. It should be clear that if 
both LNA ports miraculously exhibited 50 Ohm impedances, S11 and S22 would be 0 (no reflections!) and 

these terms would reduce to unity leaving only IS2112, the unilateral transducer gain (remember, since 

scattering parameters are voltage ratios, they must be squared to obtain power). This term is an invariant 
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property of the LNA itself that depends externally only on frequency but not source and load terminations. 

Finally, this is a practical equation since it assumes that the reverse transmission gain is zero (S12= 0), 
making the device unilateral. Specifically, it does not account for the fact that when the load termination 
changes S11 also changes slightly and vice-versa. 

The complete expressions for the non-unilateral or bilateral maximum gain G. when SI2 # 0 are: 

Gmax = 

G. = 

S2I 

S12 

S21 

S12 

(K + 1/71 27--- 1) when B < 0 (1.1b) 

(IC + 1171 2--i) when B < 0, (1.1 c) 

where the parameter B = 1+ 1'31112 — 1'32212 — lAl2, and K and A are from ( 1.2) and ( 1.3) following. G„„,„, is 

much easier to calculate, and usually it is close enough to the actual value G. to warrant using it as a 
good approximation for design purposes. 

Stability 

As noted above, ( 1.1a,b,c) can only be used if the amplifier in question is stable when conjugately matched. 
Some amplifiers will oscillate with certain source and load terminations; these devices are conditionally 

stable. Otherwise, they are unconditionally stable since no passive source and load terminations exist that 
will cause oscillation. Stability is easily determined from measured S-parameters. This involves finding a 
stability factor K(scalar number) and A (a complex number), where 

and 

K — 
21S2111S211 215.21 11S211 

1+I Si 1S22 - 512S2112 HS, , 12 Hs22 12 4042 Hsi 112 Hs2212 

A = SI I S22 - S,2521 

(1.2) 

(1.3) 

If K > 1, the device will be at least stable when simultaneously conjugately matched to 50 Ohms, and 

G..« or G. can then be found. If K > 1 and IA < Ii, then the device is also unconditionally stable with 
any termination. Note that K only tells us whether the device is stable when conjugately matched to the 
same characteristic impedance used to obtain the measured S-parameters, usually 50 Ohms. The 

SA621/611 LNA is unconditionally stable at all frequencies between 100 and 1200 MHz. 

Conditionally stable devices require further analysis to determine regions on the Smith Chart where they are 
stable. This is done by determining classic source and load stability circles. Not only must their location 
and radii be determined, but whether regions inside or outside them constitute stability terminations. This 

treatment is beyond the scope of this paper and will not be discussed here. Those interested in an excellent 
and readable treatment should refer to [2] as a good example. 
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Example -1  

Example showing the LNA to be unconditionally stable at 870 MHz: 

Substitute S-parameters from Table 1 below into stability equations ( 1.2) and ( 1.3). 

5111 L° 15121 zo 15211 zo 1s221 Z° 
0.596 -135.8 0.027 111.9 4.81 26.9 0.179 -175.1 

Table I. S-parameter data at 870 MHz. 

Find 1A1 first, then stability factor K: 

IA1=1 ,511 ,922 — SuS2ii 

1A1=10.596 . 0.1794-135.8 — 175.1) — 0.027 4.814111.9+26.9)1= 0.168 

1+0,12-is,112-Is2212  
K — 

21S21 11S211 

I + 0.1682 —0.5962 _0.1792 
K — — 2.25 

2.0.027.4.81 

Since K > 1 and IA < 11, the LNA is unconditionally stable at 870 MHz. 

Thus, the maximum unilateral gain can be found from ( 1.1a), 

1 12  1  
Ginnax —  IS211 2 —( 1351)(4.81)2(1.033) = 37.1=15.69 dB 

1—Is, ( 
2 

1-15.221 

and the bilateral gain from ( 1.1b,c), found by computer, 

G. = 15.77 dB. 

These two results differ by less than 0.08 dB and show the value of the simpler unilateral form. Note also 

that gain measured by the network analyzer would be just 10log(IS21 121 )= 13.6 dB. Thus, we conclude that 

without any matching (50 Ohm source and load terminations) we can expect a gain of 13.6 dB, while the 
most obtainable under any matching conditions is about 15.8 dB. 

Gain and Noise Circles 

Input gain and noise circles plotted on the Smith Chart greatly facilitate the design of input matching 
networks by graphically showing a designer the tradeoff between any particular gain and some wanted noise 

figure. We will first discuss input gain circles and then noise circles after that. Because of the calibration 
board, accurate S-parameter data is referred to the physical pins of the IC. From these measured S-

parameters, LNA gain can be calculated for any matching network attached to either the input or output 
pins. 
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Consider the case when the input matching network has a source reflection coefficient I's (scattering 

parameter looking into the output of the network connected to the LNA input pin) equal to the conjugate of 
the input reflection coefficient S11 (scattering parameter seen looking into the LNA input IC pin) (figure 4). 

Thus, 

Matching 
Network 

or 
Equipment ,-41. 

rs 

SA621/611 
LNA 

S 22 

Matching 
Network 

or 
Equipment 

r, 

Figure 4. Amplifier setup. 

rs = Sli *, unilateral device (S12 = 0). 

rs [ Si I 
' IS -12rSL21Sr2S2) = -I- , bilateral device (Si2 * 0). 

This condition will plot Ts as a single point on the Smith Chart that can be used to design a suitable 

matching network to whatever source is driving the network's input, typically 50 Ohms. Note that ( 1.4a) is 
quite simple and often differs little from ( 1.4b), especially for quick estimations. Comparison of ( 1.4a) and 
(1.4b) clearly shows the effect the load has on the LNA input when S12 # 0. 

If a similar procedure is used to match the output, we have the unique situation described by any ( 1.1) 

equations, where the LNA exhibits its maximum possible gain, G.. If we stipulate that the output 

always remain conjugately matched, but introduce a deliberate input mismatch, the gain G will obviously 
be less than the maximum possible. For any particular G < G., many different r, exist that will result in 
this same gain. It can be shown that the locus of these various r, all lie on a single circle on the Smith 
Chart [ 1] [2]. Therefore, choosing any point on this circle defines a particular matching network all of 
which yield the same return loss or mismatch and thus the same gain G. In the time domain, this simply 

means the amplitude ratio of the forward and reverse traveling waves remains unchanged, but the phase 
between them will be different for each point on the circle. 

Calculating input gain circles can be accomplished using either simplified unilateral equations or the more 
complicated bilateral forms. The former are useful for practical designs and can easily be done by any good 
engineering calculator. Hewlett Packard's classic HP Application Note 154 [ 1], for example, covers these 
unilateral forms quite nicely. Reference [2] contains a well-developed complete treatment for an actual 
bilateral device like the SA621/SA611, and are most suitable when done by a computer or calculator 
program. 

Since the device will no longer be conjugately matched, ( 1.5) expresses the unilateral gain form of ( 1.1a) 
rewritten for any source or load terminations: 
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l-rs 1— k/.12 
G—  I 

12 S'121 

2 

u 1-5'11rS1 2 s22rL1  

where Gu is always ≤ Gum«. (1.5) 

As stated earlier, the output will remain conjugately matched; only the input mismatch will be varied 
through f,. For this special case, ( 1.5) becomes: 

1-11-S 2 2 1 1  
G — su 12 IS121   2 

SIIFS 1—S221  

(1.6) 

Since any arbitrary value of Gr„ is between 0 and G,„„,„„ solutions for Fs lie on a circle. We can choose 

any r, and calculate its gain (G,„). So if we choose rs along a 15.2dB circle, we would have a G.,.„ of 

15.2dB. Equations ( 1.7 - 1.9) from [ 1] determine where a gain circle can be found on the Smith Chart. 

gullS111  
du, — L .9 2 ( 1—g.) Sli e , gain circle center (1.7) 

1 11—1 1  

Rui —   l—IS„ 2 ( 1 — gui) gain circle radius (1.8) 
1  

where gu, is a parameter expressing the gain circle's wanted gain G„, normalized to Gum.. 

gui = Gu,( 1-1S1112)— GGw 
- max 

Note that d„, is the distance from the center of the Smith Chart to the center of the gain circle along the 

conjugate Sii vector (S11 *) and R„, is the radius of the circle at that point. 

Example 2:  

(1.9) 

Calculate and plot on the Smith Chart an input gain circle 0.5dB below the maximum gain for the 
SA621/SA611 at 870 MHz using the simplified unilateral assumption and compare it to the general bilateral 
case. 

Begin by finding gu: 

,\  G  
gu, — 

Cu. 

Choose G, = Gum. — 0.5 dB = 15.7 dB - .5 dB = 15.2 dB. 

Linearize the gain and find gu,: 

15.2-15.7 



Find the center, Cu,: 

eiSni  
Cul - 

1-1.91112 ( 1- gj zsII ' 

(0.891)(0.596) 0.530 
Cul — — (— 0.596)2(1— 0.891) (- 135.8)° — 0.9614 Z135.8° = 0.55L135.8° 

1  

Find the radius, Ru,: 

(1-151112) -1:::178--9""T ( 1— (0596)2) 
Ru,    — 0.22 

1-1S1112(1—gu,) 0.9614 

Thus, the center will be located at 0.55L135.8° with radius of 0.22. 

Compare this result with a computer derived bilateral center and radius for the same G max - 0.5 dB gain 
circle [21: 

Gain Circle for Gmax  0.5 dB = 153 dB 

= 0.56L133.4E' 

Rc, = 0.22 

The radii are equal with the centers differing only slightly and the gains by 0.1 dB. Now that all the 
information is found, a designer can draw these gain circles on the Smith Chart for visual comparison. 
Figure 5 shows these two gain circles plotted on the Smith Chart. 

Figure 5. Plot of example- 1: unilateral and bilateral gain circle. 
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Noise Figure Circles 

Noise factor NF is defined as the ratio of the signal-to-noise ratio at the input to the signal-to-noise ratio at 
the output, 

NF = SI/ N,  
S0/N0 

It is always greater than 1 for practical devices. Noise figure F is simply NF expressed in dB, 

F = 10log(NF). Note that a perfect device having no internal noise generation has noise factor of 1 

which yields a noise figure of 0 dB. 

The LNA noise figure depends on the source impedance connected to its input port and frequency of 
operation. Further, the minimum noise figure, Fmin, increases monotonically with frequency. Like most 

devices, Funjn does not occur when the source is 50 Ohms. Thus, if a designer conjugately matches the 

input to realize maximum gain, observed noise figure F will be greater than Flynn . How much greater? 

Similar to gain circles, noise circles can also be determined and plotted as an indispensable design aid to 
answering this question. Each circle describes a locus of source reflection coefficients Fs all having a 

constant F > Folio . Essentially, this is the same thing we did for gain circles except here the parameter is 

noise figure rather than gain. 

Remember that gain circles are found by calculation employing the four basic S-parameters known at a 

particular frequency. Noise figure circles are based on three additional parameters: Fn. at Frnin and Rn. If 

these are not known and a designer does not have automated testing equipment, accurately determining 
them can be an exacting and time-consuming chore. An experimental method for obtaining them is 
presented in Hewlett Packard Application Note 154 [ 1]. This method requires two basic measurements: 
One to determine what input reflection coefficient r, = r„„n is required for best noise figure Fnin and one 
additional point used to find the equivalent noise resistance Rn, described below in ( 1.10). The value and . 

limitations of this method when applied to the LNA will be discussed later. After obtaining these quantities, 
any wanted noise circle may be found and plotted on the Smith Chart. 

The following equation [ 1][2] expresses the fundamental relation between any noise figure F and the 
minimum noise figure From (at finin) as a function of F's . 

where 

rs — r 2 min 1  

F = Frnin + 4rn 11+ rmin 12 OH rmin 12 ) 

Rn 
r =— 
n Z 0 

noise figure ≥ Frnin 

rs source reflection coefficient at F 
Fr„,„ minimum noise figure possible for the device 

rmjn source reflection coefficient at minimum noise figure 
R equivalent noise resistance in Ohms 

Zo characteristic impedance of system, usually 50 Ohms 

rn normalized equivalent noise resistance 

(1.10) 

Note that Rn is a parameter having dimensions of Ohms. It is not the actual Thevenin source resistance 

required for minimum noise figure; that can be found from finin . Rather, it is a scalar factor gauging the 
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dependence of F on rs . This should be evident by inspection of ( 1.10). Also, Smith Charts usually have 

the center normalized to be 1 Ohm, so only normalized quantities can be plotted. Thus, the normalized 
equivalent noise resistance r„ must be found. 

Once rn is found, it is used with F.,„ and Fri,i,, to determine a family of circles representing different noise 
figures found by applying ( 1.13) and ( 1.14) for each one as follows. 

where 

rmin  
C Fi — 

1+ N. 
noise circle center (1.12) 

1 
RFi — l+NI N.2 + N.(1--irmm . 12) noise circle radius (1.13) 

F. — F . 
N. _  min  [ min1+ r . I' 

4rn 
F,> Fmin (1.14) 

Ch determines where the noise circle is located, and is found by measuring 'Cf., I from the center of the 

Smith Chart along the vector 2CF,. Rh is the radius of the circle then constructed at that point. Note that 

S12 does not appear in these equations ( 1.10 to 1.14), so these apply to both unilateral and bilateral devices. 

The necessary parameters were determined using the following setup: 

out 

HP 3445B 
NOISE SOURCE 

HP 8970A 
NOISE FIGURE 

METER 

TRIPLE 
STUB TUNER 

out 

 SA611/SA621 
LNA 

Figure 6a. Noise Circle Setup for measuring noise figure. 
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HP 8753D 

NETWORK 
ANALYZER 

TRIPLE 
STUB TUNER 

Port 1 

50 ohm terminate 
side connected 

to HP 346B noise source 

Figure 6b. Noise circle setup to determine location. 

The setup consists of two major pieces of equipment, a noise figure meter and a network analyzer and 

follows the general method discussed in Hewlett Packard Application Note 154 [1]. The following is for 
those familiar with test procedures when measuring source reflection coefficients, r. The point to 

remember, here, is we are finding reflection coefficients looking into the output of the network that was 
connected to the input of the LNA. When we measure r looking into the LNA we label it S11. When we 

measure T looking into the output of a network attached to the LNA's input, we label it Ts . 

Matching 
Network 

or 

Equipment 

in SA621/611 
LNA 

Fs sn 

Figure 7. Input matching network showing source reflection coefficient 
Ts and input reflection coefficient Si, . 

I. Using the noise figure meter (Figure 6a), find the minimum noise figure Finin of the device by carefully 

tuning the triple-stub tuner. Most noise figure meters express to 3 significant digits (e.g. 1.73 dB), so 
some physical interpolation of the stub elements may be necessary to set the triple-stub to a good 
estimate of where the minimum actually occurs. The reflection coefficient looking into the stub will be 
equal to 

2. To measure Tmin, connect a 50 Ohm termination to the triple-stub tuner on the same side where the noise 

source was connected (Figure 6b). Measure the reflection coefficient r of the tuner on a network 
analyzer. This will be the same as Ts = Tn.. Note that on the HP8753D network analyzer r is 
displayed when the format is "Polar". If the format is "Smith", then the display will give impedance Z 
even though the reflection coefficient plane is actually being displayed. The formulas require reflection 

coefficients not impedances. However, one can easily convert Z to r by using the familiar relation: 
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z —z r_  s L  

Z. + Z 
(1.15) 

where, Zs and ZL are the source and load impedance, respectively. Because the HP network analyzer 
normalizes to 50 ohms, the equation becomes: 

z —1 
r_ s 
z3+1 (1.16) 

3. This procedure can be repeated for measurements of different noise figures, not just Fmin. 

4. Please keep in mind that any added lengths and attenuations need to be accurately accounted for. 
Depending on hardware, this can be tedious and complicated. For a simple example, if a barrel is 
attached to the triple-stub tuner (that was not used when the stub was connected to the LNA) to obtain 
Fs , it will exhibit some time delay causing rotation on the Smith Chart as well as attenuation. 

Particular attention must be given to attenuations not accounted for when the noise figure apparatus was 
calibrated. Thus, attenuations of all additional RF hardware needs to be accounted for: including the 

stub-tuner, barrels etc. Since errors of 0.05 dB will typically observable changes in the diameter of 
plotted noise circles. There is no substitute for experience when dealing with these quantities. 

Example-3 

Using the described noise circle setup, determine and plot the 2.0 dB noise circle on the Smith Chart for the 
SA621/SA611 at 881 MHz. 

This is accomplished by using the triple-stub tuner to find all the necessary variables mentioned above. 
Following the HP procedure as a guide, we first find Fn.n and r„„„ using the noise figure meter and triple-
stub tuner. Finding r,, requires another determination of any F and its associated F. Eqn. ( 1.10) is then 

solved for r,,, the named quantities substituted and rn found. The HP procedure uses an especially simple 

and mathematically convenient way for finding this by letting Fs = 0; this occurs when the source 

termination is 50 sà, or just the noise figure reading without the triple-stub tuner. This makes sense, but 

unfortunately does not work well with the SA621/SA611 LNA. It turns out the two noise figures are quite 
close, Fri,. and F at son, and each of these is expressed to only three significant figures; after linearizing 
their decibel forms, the resulting numerical error can be quite large. Further, the uncertainty in finding 
Fmin with the stub tuner contributes to a larger overall uncertainty. Using this method, R,, has been 

observed to vary between 3 and 20 sà, an unacceptably large variance. Philips has developed a better 
method to experimentally determine and verify these parameters. 

The two re-written forms of ( 1.10), general and special cases respectively, solved for rn, are given as: 

rn — 

(F — F )(11+ F 12 (Hrs12 )) 
min min 

4(1r.s "min ) 

(1.17a) 
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(F- F )(11+r 12) 
min min 

rn —  

4firmin 12) 

when Fs = 0 (1.17b) 

Eqn. ( 1.17b) is used with the HP procedure, while ( 1.17a) the Philips procedure. Additional measurements 
are taken at random noise figures, ideally scattered around the Smith Chart, each yielding an associated Rn 

found by applying ( 1.12a) and multiplying by Zo. Simple mean and variance or sample standard deviation 

are then calculated for the ensemble of Rn. The mean is taken to be the best estimate of Rn. Further, 

inspection of the Rn series can usually pin-point experimental errors when especially bad points turn up. 

Assuming rotations and attentions have been properly accounted for (see point 4 above), the weak point in 
this procedure is the estimate of minsince it is based on only one measurement subject to considerable 

error. This fact can only be appreciated by actually doing the laboratory measurement and getting a feel for 
the latitude one has in setting the triple-stub tuner at minimum noise figure. A further refinement is then 
possible using the measurement series of ordered pairs F and fs for each Rn. A gradient search algorithm 

can be developed that finds a better estimate of r„,,„ based on minimizing the ratio of the mean to variance 
of the ensemble Rn for each candidate ri„,n. Clearly, this is not suitable for hand calculator computations, 
but is easily done by a computer. First order approximations suitable for experimental design may be 
composed of several (at least 3) measurements for F and n to ascertain "whether we are in the ballpark" in 
the value settled upon for Rn. This is easily done on a hand calculator or with computer assistance using 

such common programs as Matlab. 

Let's continue with this example using the Philips' method. A particular session in the screen room yielded 
the following actual set of experimental measurements using the calibration board for the LNA at 881 MHz: 

n F(dB) 
Sample Noise Figure 

Gamma 
Angle Magnitude' 

1.60 0.170 126.1 
2 4.53 0.737 15.0 
3 3.15 0.551 -96.8 
4 i 2.04 0.320 -131.1 

-- —4 5  2.45 0.428 -105.6 
63.89 0.684 -102.2 
7 3.38 0.706 -165.0 
8 1.73 0.058 -91.0 

Table 2. Noise figure measurements for nine samples. 

Sample calculation using ( 1.17a) for F = 2.03 dB at r, = 0.32Z — 131.1°, 

r4 — 
4(10.32Z — 131.1°— 0.170Z126.112) 4(0.131) 

r4 = 0.203 n 

(log-1(2.0%) _ ( 1.6XC0)) ( il ¿0° + 0.170L126.1012 ( 1-10.3212 1 ,) (0.150)(0.791)(0.898) 

R4 = r4Z0 = (0.203)(50) = 102 SI 
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Using a computer, better estimates of rinin and R„ were found to be: 

Fmin = 0.174Z131.6, so R,, = 9.0 n 

To find the 2.0 dB noise figure circle we apply eqns.(1.12-1.14) using the non-optimized values for Finn, 
and Rn for comparison purposes. 

Find parameter N1: 

F — F r 
N — 4rn min [ 1 + Fin in ] 

log 1(2.MC _ log-1(1.6X10) o 
0 11Z0 + 0.170 L126.112 N, = 4(10%)  

Find where the noise circle is centered, CF,: 

r  0.170Z126.1°  
— nun — — 0.150Z126.1° 

"" 11- N 1.135 

Find the noise circle's radius, Re,: 

RF, —  11 I 2 N. + N.(1-11; in12) = 0.8811-6179.= 0.340 
1+ Ni 

Figure 8. 2.0 dB noise circle at 881MHz. 

(0.140)(0.791)  
— 0.135 

0.816 
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Piecing everything together 

When gain circles, noise figure circles, and stability are all determined the designer is ready to design a 
match to realize an optimal noise figure and gain. Figure 9 shows the combined gain and noise circles on a 
single Smith Chart computed for 881 MHz. The noise circles were found from the data set in example 3 
above with mjn and R optimized by a gradient search algorithm with the experimental data from Table 2. 

Compare especially the 2.0 dB noise circle with that found using the non-optimized rin ,„ and R from 

example 3 shown in figure 8. The optimized location for this circle is Cr., = 0.151L131.6u with a radius 

RE, = 0.361. 

Figure 9. Noise and Gain Circles at 881 MHz. 

Since the LNA is unconditionally stable at 881 MHz, there are no matching conditions that will cause it to 
oscillate. Therefore, interpreting the data in figure 9 is easy: any input reflection coefficient fs can be 

located as a point on the Smith Chart. The gain and noise circles tell us immediately what the expected gain 
and noise performance will be at this point, and we can proceed to design a suitable input matching network 
to realize this particular f,. 

Say a designer wants a noise figure of 1.8dB and a gain of 15dB when the source driving the LNA input is 
50 a On the Smith Chart, this noise figure and gain point are at approximately Z., = 31+ j20 SI Since the 

LNA "sees" r„ we begin from the center of the Chart, corresponding to the source of impedance of 50 
and move using suitable series or shunt elements to the f point. Thus, we choose components to match to 

the ending point (connected to the input of the LNA). Usually, more than one solution exists. In this case 
shunt C and series L are used. (figure 10). 
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Figure 10. Smith chart display of matching. 

The circuit to match the input of the LNA is seen in Figure 11. 

Figure 11. LNA input matching. 



Application Demonstration Board (Demo Board) 

By conjugately matching the output port to 50 Ohms, a designer can easily improve the gain since test 

equipment is usually terminated at 50 ohms and also most image rejection filters have 50 ohms 
terminations. 

On the application board however, no output matching was used because the standing wave ratio without it 
is no more than 2, so 0.5dB at most will be lost. However, a designer could improve the output match by 
0.4dB by using the low pass circuit below (figure 12), which also has the advantage of reducing high 
frequency noise. One is not constrained to use only this circuit, but may choose to use a high pass circuit 
which uses one less external component if parts count is more important than noise filtering. 

Figure 12 LNA output circuit 

The input matching circuit (figure 13) is basically a simple shunt L match. The network may seem 
theoretically trivial but its realization is not. For example, placement of a size 0805 SMD inductor is 

critical because the necessary interconnecting transmission lines and the spatial size of the inductor itself 
will rotate the theoretical point to another position on the Smith chart. Therefore, the actual impedance 
being matched will vary depending on where the designer places the 6.8nH inductor with respect to the 
LNA input pin. This is always a consequence of using lumped parameter solutions at microwave 

frequencies rather than transmission line segments; the advantage is reduced board space at the expense of 
greater difficulty in getting the match to work properly. These devices should be as small as possible 
consistent with wanted efficiency or element Q. Inductors are typically size 0805 or larger while capacitors 
are 0603 or larger. 

Figure 13. LNA Input Match 

Note that the input matching network also includes a 100pF capacitor for DC blocking as well as a 1 OnF 
capacitor. The lOnF capacitor plays two roles in this circuit. First, DC-wise, the capacitor prevents 
shorting the DC bias potential present on the input pin through the 6.8nH inductor. Second, the lOnF 
capacitor introduces destructive phase correlation between the third order intermodulation products present 
at the input and output thus improving the overall LNA IP3 performance. As this capacitor is increased, 
IP3 improves at the expense of LNA power-up turn-on time (turning on the LNA after powering it down). 
Table 3 shows the compromise between turn-on switching time and input IP3. 
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RF Input Level = 
-30dBm 

Capacitance IP3in Gain Switching Time 

10nF -7.5 15 84uS 

22nF -6.3 14.8 220uS 

47nF -5 15 490uS 

100nF -5 15 720uS 

Table 3. LNA input IP3 vs switching time. 

Layout 

With any UHF RF application, layout is critically important to circuit performance. For matching and RF 
signal routing, board traces must be viewed and treated as transmission lines or antenna segments. As 
transmission lines, they affect nodal impedances (impedance at any point on the segment or at its ends) and 
cause rotations on the Smith Chart. The most common model treats them using classic microstrip theory 
where they are implemented as traces over a single ground plane. Without a ground plane, a microstrip 
becomes a trace or wire behaving as an antenna segment susceptible to unwanted coupling and radiation. 
Thus, designer's must account for length and width of traces as well as their proximity and relation to 
associated ground planes. Generally, narrow traces should be avoided because of their high characteristic 
impedance, greater phase delay and radiation losses. The demo board has microstrip lines connected to 
both ports of the LNA with associated ground planes on opposite sides of the board. Their lengths were 
kept as short and as wide as practical. Since truly 50 Ohm lines are impractical, being over 100 mils wide 
on 62 mil thick FR4/5 PCB, the demo board uses traces having characteristic impedances between 
approximately 75 and 90 Ohms. This makes introducing lumped matching elements simple, because they 
have predictable electrical length (phase delay) and low radiation thereby improving isolation and 
minimizing unwanted coupling. Discrete capacitors or inductors should generally be mounted over a 
ground plane for best isolation. Radiation, especially from inductors, may also need to be taken into 
account. A FET probe on a spectrum analyzer can be useful in determining whether such elements need 
shielding or re- location. Elements carrying comparatively high RF currents, in oscillator tank circuits for 
example, will nearly always require shielding for good isolation and spurious radiation attenuation. 

Good port-to-port isolation is necessary to minimize unwanted output-to- input feedback that might result in 
parasitic oscillations or poor stability. Poor isolation also increases the affect of output termination on the 

actual input impedance of the device and vice-versa, modifying the actual S11 and S22 seen at input and 

outputs respectively with particular port terminations. Essentially, this modifies S12. This can make 

realizing a particular gain and noise figure by design difficult or impossible. 

Board layout will always degrade isolation. For example, on the SA621/SA611 demo board, the LNA input 
is pin 15 and the output pin 13. Since these pins are so close together, special attention must be given to 
obtaining good isolation between them. This is best accomplished by having the input and output ports on 
opposite sides of the board to take advantage of ground plane isolation. This layout achieved more than 

25dB of isolation. Since the LNA's internal isolation is about 17 dB, this layout minimally degraded SI2. 

Another aspect to the layout is proper RF ground returns to the LNA, pins 14 and 16 are the essential 

ground returns. Input RF currents should return to pin 14 while output RF currents should return to pin 16. 
One must keep the ground lengths associated with these port's external components as short as physically 
possible. Failure to do this can result in poor isolation, instability, and parasitic oscillations. 
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Conclusion 

This paper has presented a review of RF amplifier matching network design from a practical standpoint 
using S-parameters. For simplicity, unconditionally stable devices were considered, although the methods 

could easily be extended to conditionally stable devices as well. The Philips SA621/SA611 integrated UHF 
front-end chip was presented as a typical device. Stability, input gain circles and noise circles were defined 
with examples for each. We note that output gain circles are also obtainable using techniques similar to 
those employed to finding input gain circles, but this topic was not treated, since they are usually not 

required. However, the utility of input gain circles is obvious owing to their immediate value in graphical 
comparison to noise circles, as both types vary with changes in the input reflection coefficient r'. Also, 

since useful noise performance data is often lacking in published device data sheets, an experimental 

method was presented that makes obtaining them for design purposes reasonably quick and accurate. 
Interested designers can easily construct calibration boards for rapid in-house evaluation of candidate 
devices when data sheet S-parameters or noise data are deemed insufficient for a particular application. 

Layout and construction issues were also discussed from the standpoint of exploiting hybrid designs using a 
mix of transmission line segments and classic low-frequency lumped parameter elements in the form of 

surface mount inductors, resistors and capacitors. This technique can save considerable PC real-estate but 
suffers from requiring much time to realize a suitable design. Understanding S-parameters, the Smith Chart, 
and layout issues can greatly decrease development or evaluation time without expensive simulation 
packages. 
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Abstract 

A complete radio transceiver solution for the Digital 
Enhanced Cordless Telecommunications (DECT) 
standard demonstrating a high level of integration 

along with reduced component count and board size 

has been constructed. A single conversion receiver 
and a direct conversion transmitter has been 
fabricated on a single integrated circuit (IC). The 
architecture and functionality of the system blocks are 
described in detaiL In addition, the performance of 

the transceiver is evaluated including sensitivity, and 
bit error rate (BER). 

This paper concentrates on details of the various 

circuit blocks in a complete DECT transceiver 
solution. The second section of this paper will 

describe the enabling BiCMOS transceiver IC. 
Section three will present the performance of the 
transceiver as used in the DECT system, notably -92 
dBm sensitivity at BER< 0.001. Conclusions will be 
drawn about the impact on size, cost, and 
performance of mobile terminals 

I. Introduction 

The roadmap in new digital communications system 

development is leading towards smaller size, lighter 
weight, and lower price, without sacrificing 
performance. For products to survive in the highly 

competitive commercial world of cordless telephones, 

it is necessary for new generations to be high 
performance, pocket sized and cost sensitive. This 
presents an ever increasing challenge for semiconductor 

manufacturers since the biggest cost savings is attained 
by integrating more and more subsystems onto one 
piece of silicon. This trend is especially true for 
consumer telecommunications products where 

semiconductor suppliers are working to put complete 

radio transceivers on a single integrated circuit (IC). 

In previous generation DECT radio solutions, many 
separate IC's were fabricated for the various radio 

components. A new IC combines both receive and 
transmit functions onto a single piece of silicon. A 
single chip transceiver has been developed for the 
Digital Enhanced Cordless Telecommunications 
(DECT) standard incorporating all of the RF 

subsystems except for the filters, front stage LNA, 
VCO and GaAs power amplifier. This device 
combines the functions of more than 8 components 

(mixer, IF Amp, IF limiting amplifier, quadrature 
demodulator, RSSI, 1 GHz phase locked-loop, 
regulators, frequency doubler, etc.). The chip is 
fabricated in a 0.5 gm BiCMOS process, allowing 
integration of both high performance analog circuits as 
well as digital functions on the same piece of silicon. 

The total DECT radio solution consists of three 
integrated circuits (IC) and various discrete components 
(Fig. 1). The three ICs which comprise the DECT 
radio are the BiCMOS RF transceiver chip, a GaAs 

power amplifier and a CMOS baseband controller (the 
baseband controller IC is not shown in Fig. 1). 

Along with the GaAs power amplifier and baseband IC, 
the highly integrated transceiver chip provides a 3 chip 
DECT radio exceeding type approval specifications. 

The resulting transceiver solution enables highly 
compact radio designs which contribute to smaller, 
lighter personal communications equipment. The 
reduction in complexity and component count 
translates directly into faster time to market and higher 
reliability for consumer products. 
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Fig. 1 - DECT transceiver block diagram 

II. RF Transceiver Chip 

The transceiver chip consolidates receiver, transmitter 
and phase locked loop (PLL) subsystems. All blocks 
are internally regulated for 3.0V to 5.5V operation. 
The chip also includes two regulated voltage outputs 
and three programmable CMOS outputs. Power 

control and register information is input via a three wire 
MICRO WIRE' programming interface. 

The PLL NCO runs at one half of the DECT frequency 
(880 - 950 MHz) and uses an on board frequency 
doubler to synthesize the correct DECT frequencies. 
The use of a frequency doubler alleviates the effects of 
EMI radiation on the VCO from the power amp. The 

frequency doubler also decreases the effects of load 
pulling on the VCO by increasing the isolation between 
the power amplifier and the VCO. 

The receiver subsystem consists of a down converting 

mixer, an IF amplifier, limiting amplifier and 
quadrature demodulator. The modulated RF signal is 
first passed through a roofing filter to attenuate signals 

outside of 1880 - 1900 MHz, the DECT frequency 
spectrum. An inexpensive discrete LNA is then used to 

provide the first gain stage of about 14 dB with a noise 

figure of about 2 dB. Another ceramic filter is used to 
attenuate the image of the signal. The RF signal then 

DECT 
Transceiver 

PLL 
PWDN 

comes on chip and is down converted to 110.562 MHz 
and passed through an off chip SAW filter to suppress 
the adjacent channel signals. Cascaded RF gain before 

the SAW filter is approximately 28 dB with a cascaded 
NF less than 6 dB. The signal comes back on chip 
through the IF amplifier (-25 dB gain) and then off 
chip through a discrete filter to remove wideband noise 

(-8-10 dB insertion loss). The signal is passed through 
a 60 dB gain limiting amplifier and then converted to 

baseband using a quadrature demodulator. The total 

gain in the IF section is approximately 80 dB. An off 

chip LC tank circuit is required to generate the 90° 
phase shifted signal. The output of the quadrature 
demodulator goes off chip for low pass filtering, then 

back on chip for DC recovery using a sample and hold 
circuit. 

The transmitter subsystem consists of a 1.1 GHz phase-

locked loop, a frequency doubler and a transmit output 
buffer. Transmission is accomplished by direct, open 

loop modulation of the 1 GHz VCO. In the time slot 
prior to transmission, the PLL is phase locked to one 
half the DECT transmit frequency and then powered 

down to open the loop during the desired transmit slot. 
Very low drift (<3 kHz/ms typical) of the open-loop 

VCO is accomplished by maintaining low leakage from 

the charge pump, varactor and loop components. This 
exceeds the DECT frequency drift specification of 13 
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kHz/ms. Performance of the open loop modulator has 

been documented [2]. The modulated signal then 
comes on chip for frequency doubling accomplished 
through the use of a full wave rectifier. The doubled 

frequency is then selectively amplified before going off 
chip into a tuned amplifier stage for further 

amplification and filtering. The signal is then at an 
appropriate input power level (-0 dBm) for the GaAs 

power amplifier to operate efficiently. 

III. Performance of the Radio 

Transceiver 

For DECT radios, the primary receiver specification is 
the receiver sensitivity. Receiver sensitivity for voice 
communications is the signal level where the Bit Error 
Rate (BER) is 1 0'. Table 1 summarizes the results for 

the receiver in the additive white Gaussian noise 
(AWGN) environment and for the adjacent channel 
interferer (ACI) and co-channel interferer (CCI) 
measurements. For the AC! and CCI measurements 
the desired signal level was always set to -73 dBm and 
the interfering signal level was adjusted consistent with 
DECT type approval measurements. 

Table 1 
Summary of Measured Results for AWGN and 

ACl/CCI 

Parameter for BER= le Measured DECT Spec 

Desired Signal Power Level -93 dBm -86 dBm 
Co-channel interferer -80 dBm -83 dBm 
power level 
1' Adjacent channel power -56 dBm -58 dBm 
level 

2' Adjacent channel power -34 dBm -38 dBm 
level 

Other receiver metrics include receive signal strength 
indicator (RSSI) and the quadrature demodulator output 

eye diagram. The RSSI performance was measured by 
varying the signal level at the input to the antenna and 

recording the observed voltage level on the RSSI 
output pin. An averaged result is shown in Fig. 2. 
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Fig. 2 - RSSI vs RF Input Power at the Antenna 

The quadrature demodulator output eye diagram for 3X 
quadrature demodulator gain mode is shown in Fig. 3. 
The data pattern used was a pseudorandom bit 
sequence. The input signal power level was -73 dBm. 

«[100 mac X0:10 11141C 21303 
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0•I••• • é 1110X1 mac 

Fig. 3 - Quadrature Demodulator Output Eye 
Diagram for 3X Gain Mode 

Transmitter performance is primarily dependent on the 
frequency drift during open loop and the harmonic 
content of the output signal. These parameters dictate 
the transmit frequency accuracy and spurious noise 

performance. Fig. 4 shows the open loop frequency 
drift to be about 2.5 kHz/ms which far exceeds the 
DECT requirement of 13 kHz/ms. 

Fig. 5 shows the output spectrum of the frequency 
doubler during transmit for an input signal of - 10 dBm 
at 890 MHz. The output signal level at the desired 
doubled frequency is about -4 dBm while the undesired 
fundamental and 3'd harmonic are suppressed by 32 dB 
and 28 dB respectively. 
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Fig. 5 - Frequncy Doubler Output Spectrum 

IV. Conclusion 

[3] 

The architecture and performance of a highly integrated 
radio solution for the DECT market has been presented. 
An RF transceiver IC forming the backbone of a three 

chip DECT radio was described in detail. Measured 
data has been presented showing this chip to be an 

excellent solution for a DECT radio with sensitivity of - 
93 dBm for BER of 10. Because of the device's high 
level of integration, the DECT radio will have fewer 
components thus enabling a solution that is smaller and 
costs less than previous solutions. 
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Abstract 

The usual susceptibility measurements performed to 
check VLSI's hardness to conducted interferences do 
not seem to be useful looking for the VLSI's subcir-
cuit culprit of the output ports upset. Susceptibility 
measurements carried out directly on the chip are 
mandatory. 
Aimed to these questions we developed an innova-
tive susceptibility test bench. The method, based 
on the single PIN injection, allows to carry out "on 
chip" susceptibility measurements, in order to inves-
tigate on the VLSI's devices behaviour. Many mea-
surements have been performed on a VLSI CMOS (.7 
pm) input pads for interference carrier frequency in 
the range 20 MHz - 1 GHz and available power level 
up to 15dBm. 

Introduction 

The recent explosion in the portable electronics mar-
ket combined with increasingly hostile electromag-
netic (EM) enviroment have intensified the need to 
include electromagnetic susceptibility design and test 
methods in applicable low-power IC's. In the pres-
ence of electromagnetic incident field (produced for 
examples by the cellular phone transmitting antenna), 
cables connected to the electronic systems and PCBs' 
traces behave as receiving antennas capturing dis-
turbances. The induced RF currents reach the in-
put ports of active devices and often produce system 
malfunctioning. In this paper we refer to conducted 
interference because we firmly believe that the EM 
interference and the traces routed on the chip are 
lightly coupled and the susceptibility effects negli-
gible. Interferences conducted into IC's pins could 
induce failures of two different kind. 

— Static Failures: for a fixed input pattern and RF 
interference signal injected into a gate's input 
(single PIN injection), static failures occur when 
the output pattern is not related with the input 
one. Some of the output voltages are not into the 
high state or low state noise margin. For high 
level interference signal (RF voltage pick higher 
than commutation threshold) the outputs follow 
the disturbance. 

— Dinamic Failures: conducted RF interference su-
perimposed on the input signal (i.e digital sig-
nal) of a digital gate , gives an output signal 
extra propagation delay [3]. 

For CMOS ICs the dinamic failures occur before static 
ones and could be the cause of misfunctioning in 
VLSI general purpose machines: the logic gates set-
tling time, hold time but also the sampling time masks 
could not be respected. In this way, the errors due to 
conducted interference, observed at the IC's output 
ports come from the fault (or combined faults) of one 
or more IC's subcircuits. In order to carry out sus-
ceptibility measurements directly on the chip a new 
test bench has been developed. The effects of the in-
terference signal superimposed on the digital one are 
observed on the chip by an Electron Beam Testing 
probe system. 

Measurements Test Bench 

The DUT has been mounted into the Electron Beam 
Testing probe system: the test fixture (where the 
DUT has mounted on) is the upper surface of EBT's 
vacuum chamber (see fig.1). A DC current holds the 
tungsten filament temperature at 2400 C. The elec-
tron delivered from the hot filament by thermionic 
effect are accelerated by lkV voltage and focalized 
using the optical column shown in fig.2. Energy of 
secondary electrons delivered from the die surface de-
pends on the local surface potential. The electromag-
netic fields producted close to magnetic lens collect 
the secondary electrons. Scintillator (not indicated 
in fig.2) converts the secondary electrons energy in 
photons and the photomoltiplicator (PMT) acts as 
amplifier. On the basis of PMT output the DUT 
layout image is shown on the workstation monitor 
linked to the EBT [1]. For instance, a supply trace 
(+5 V) appears darker then a ground one, while the 
image of a trace excited by square wave appears on 
the screen like a black and white dotted bend (see 
fig.3 test point (A) and (Z)). The EBT gives voltage 
contrast image and allows to show, by software probe 
station scope tool, the time domain behaviour of the 
surface potential in each point of the die. 
Performing susceptibility tests on the input port of 
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A 

coaxial cable 

optical column 

chip surface 

Fig. 1: EBT vacuum chamber cross section. 

vacuum chamber 

Fig. 3: Image of the die obtained by The Electron Beam Testing probe system. 

VLSI (CMOS, .7µm), the input pad extra propaga- signals syncronization. In this way the input square 

tion delay evaluation requires digital and interference wave is locked with respect to the RF signal. More-
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Fig. 4: Susceptibility test bench. 
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Secondary Electrons 
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Amplifier 

Filament 

Fig. 2: EBT optical Column. 

over, the syncronyzer allows the variation of the time 

delay between the input port signals (interference 
and square wave) [31. Syncronyzer allow the control 
of the time delay between the input signals (named 
Ph) allowing the input pad extra propagation delay 
(sr) evaluation [3]. 

EBT probe 
system 

square wave 

+ 
RF interfm ace 

Fig. 7: DUT: CMOS input pad (0.7µm). (A) and (Z) are 
the test points. 

CMOS Input Port Susceptibility 

By the test bench shown in fig.4, susceptibility mea-
surements on VLSI's CMOS (0.7µm) input pad (fig.7) 
have been performed (point (ie) and ( Z)). The input 
port extra propagation delay AT vs. the input time 
delay Ph has been measured for interference carrier 

frequency in the range 20 MHz - 1 GHz and avail-
able power level up to 15dBm (Figg.8, 9, 10). The 
results obtained at low interference carrier frequency 
are close to the experimental ones shown in [3] [4]. 

When the period of RF signal is lower then digital 
wave edge duration, the pad extra propagation delay 
measured on the output port of the input pad is negli-

gible (compared with edge duration), and the output 
signal shows the behaviour depicted in figg.5,6. 
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Fig. 5: Voltage measurement by EBT probe system on the output (point (Z)) in the presence of (500MHz, 10dBm) 
interference signal superimposed on the input square wave. 

Lin 
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o 
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without interference. 

800Mnx - 13 dBm 

output signal 

obtained varing Ph. 

Wed Sep 11 10 51 39 1996 

Fig. 6: Voltage measure by EBT probe system on the output (point (Z)) in the presence of (800MHz, 13dBm) 
interference signal superimposed on the input square wave. By this figure is possible to compare the output signal 
behaviour with and without interference output signal obtained varing Ph. 
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Fig. 8: Extra propagation delay Ar vs. input time delay 
Ph. References 

The experimental test bench developed to perform 
susceptibility measurements directly on the chip can 
be the right tool in on chip susceptibility investiga-
tion. 
Measurements performed by the test bench previ-
ously described are shown that the RF interference 

applied on the input ports of a digital IC is confined 
on the border of the IC: ESD protections and input 
pads are involved by interfernces. In the case of in-
terference period lower than input square wave rise 
(fall) time, an extra propagation delay has been mea-
sured. Increasing in interference frequency the extra 
propagation delay decreses and the input pad shows 
abnormal behaviour as indicated in fig.6. 
The method described in this paper can be useful in 
the evaluation of analog IC susceptibility. 
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Fig. 10: Extra propagation delay AT vs. input time delay 
Ph. 
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Use of Image Rejection Mixing in Low Cost 
RF Design 

Brian Ebert 
Zilog, Incorporated 

210 East Hacienda Avenue 
Campbell, California 95008 

Due to availability of low cost filtering and inexpensive CN1OS signal processing, 10.7 Mhz. is an 
ideal interface Intermediate Frequency for digital wireless systems. Problems arise however when 

using such a design in systems used in bands whose width exceeds 10 Mhz. and trying to filter image 
and Local Oscillator frequencies. While dual conversion radio designs solve the problem, they are 
expensive and consume too much power. Double balanced single sideband mixer chips solve the 
problem elegantly and inexpensively with good design reproduction. 

I. Background 

From toys to interactive 
television, digital radio is penetrating 
every niche in consumer electronics [ 1]. 
Consumer markets function similar to 
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computer markets, where "magic" price 

points remain steady while consumers 
expect greater quality and functionality 
from year to year for a given price of a 

product [ 2]. This phenomenon forces 
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Figure 1: Z87000 Block Diagram 
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digital radio designers and manufacturers 
to act very aggressively to minimize 

system costs and this primary design 
objective begins from initial systems 
design. Current digital radio systems 
typically divide digital processing and RF 
between devices built with differing 
technology, with analog,/digital 
conversion at the limen. This 
architecture is due to the 
cost/performance tradeoffs in material 
technology, AD/DA cost and filtering. 
This paper's focus is on silicon, since 
more expensive technologies such as 
gallium arsenide are out of reach of 
consumer systems. 

11. Design Trade-Offs 
Comparative technology cost 

drives system designers to seek ways to 
maximize the digital processing in the 
system. Usually implemented in CMOS, 
the technology is the lowest cost 
available to the engineer per unit area. 
CMOS technology is available to 
implement more and more of a system 
function as cost drops with the square of 
any reduction in feature size. Feature 
size reductions also raise the gain-
bandwidth product of any analog circuits 
made with the material, opening the door 
to inexpensive mixed mode devices 
where system AD cost is absorbed into 

/41F • IMO 
I41F - IA 1.0 

Figure 2: RF Mixing 

the baseband controller. 

A typical example of a device taking full 
advantage of the capabilities of CMOS to 
optimize cost in a digital radio system is 
the Zilog Z87000 [3]. This device 
integrates an instruction set processor 
optimized for DSP with hardwired digital 
radio and the system's AD and DA 
converters. All microcontrol, modulation 
and demodulation are performed on the 

Z87000 and the Z87000 communicates 
at 10.7 MHz (Fig 1). This configuration 
is ideal for low cost digital radio due to 
scale of integration, cost of implementing 
technology and integration of mixed 
mode processing. The Z87000 
implements its digital RF using a 
frequency plan which greatly simplifies 
demodulation. The selection of 10.7 
MHz. as an interface frequency also 
renders filter cost almost negligible. 

M. RF Challenges 
A band of operation for which the 

Z87000 is currently targeted is the 900 
MHz. Industrial, Scientific and 
Measurement (ISM) band. This band 
extends from 902 MHz. to 928 MHz. 
and permits unlicensed transmission with 
up to 1 Watt radiated power if the 
transmitter utilizes spread spectrum 
transmission techniques [4]. The Z87000 
complies by frequency hopping at a rate 
of 250 hops per second. Even taking 
advantage of the Z87000's high 
frequency data interfaces at 10.7 MHz., 
additional frequency conversion is 
necessary in a Z87000 system running in 
the 900 MHz. ISM band. This frequency 
conversion is accomplished (Fig. 2) by 
use of an RF oscillator (LO) mixed with 
the 10.7 MHz. port of the Z87000 used 
as an Intermediate Frequency (IF). 

As shown in Fig. 2, the output of 
the mixer includes undesired harmonic 
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products in addition to the desired 

frequency. Frequencies generated by the 
mixer are 

N*L0 +/- M*IF (1) 
where as the coefficients rise power 

drops as in a harmonic series. The 
desired frequency is selected after the 

mixing process by a filter commonly 
referred to as an image filter. The image 
referred to is the sign inverted sum of the 
fundamental LO and IF appearing in Fig. 
3 symmetric to the desired frequency on 
the opposite side of the LO. Effective 
filtering of the image depends on making 

the image far from the desired frequency 
with respect to the LO and the 
bandwidth of the image filter. 

This last consideration has until 
recently dictated use of dual conversion 
radio transceivers for ISM band systems 

using the inexpensive 10.7 MHz. IF. 
Adding a higher frequency first IF as 

shown in Fig. 3 moves the image further 
from the desired mixer output, but at the 

expense of additional component cost 
including a mixing stage, oscillator and 
filters to prepare the new, higher LO. 
The image is thus moved further out into 
the final filter skirts where it can be 

effectively attenuated, but at the cost of 
money, size and power consumption. 

IF - LO 

LO 

IF+ LO 
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Figure 3: 
Low Side MIxerand Bandpsoo Filter 
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IV. Single Conversion Solution 

For ease of manufacturing, it is 
desirable to integrate this RF function. 
Utilization of a digital signal processor 
such as the Zilog Z87000 can minimize 

the functionality necessary in the radio 
transceiver and render it amenable to 
single-chip integration. Image-reject 

Figure 5: Analog Devices AD6190 

mixing can be achieved by using a pair of 
mixers in conjunction with quadrature 
phase-shift networks in the LO and IF 
signal paths, as shown in Figure 4. With 
careful design, is it possible to implement 
fully-integrated process-tolerant phase-
shift networks which provide excellent 
image-rejection characteristics over the 
band of interest in both the transmit and 
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receive mixers. The mixers themselves 
can be standard Gilbert-cell types, readily 
implemented in silicon processes for use 
at 900 MHz. 

Image-reject mixing, is 
sometimes referred to as "single-sideband 
mixing", since the technique is often used 
for single-sideband generation. Rigorous 
mathematical treatment of the technique 
can be found in various texts on 
communications systems [5]. Bipolar 
ICs with this type of RF mixing 
capability are seen increasingly today. 

One such device is the Analog Devices 
6190. The AD6190 is show in Fig. 5. 
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optimal non-linear digital radio design by 
providing a hard limited output to the 

baseband processor. An example radio 
transceiver utilizing the AD6190 is 
shown in Fig. 7. 
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ISFOS4OW/X (2X) BF010W/X 

Rx 

Figure 7: Single Conversion Radio 

This device is specified to deliver more 
than 35 dB image and LO rejection 
operating in the 900 MHz. ISM band 
with an IF input of 10.7 MHz. Actual 
performance can greatly exceed the 
specification (Fig. 6). The AD6190 
minimizes design risk with its double 
frequency integrally voltage regulated 
VCO for LO generation and enables 

Dielectric 
or LC DPP 

V. System Integration 
Operated together, the Zilog 

Z87000 and the Analog Devices AD6190 
form an optimal digital radio system. All 
possible signal processing is performed 
on the CMOS mixed mode device. That 
signal processing at frequencies beyond 

the capabilities of production CMOS are 



implemented in a conventional silicon 
bipolar process. The result is a digital 
radio system that when built by 
combining these two devices, is 
inexpensive, performs well, and is small, 

low-cost, and amenable to consistent 
high-volume manufacture. Power 
output, left in discretes is the product 

32 Kbps Z87000 

manufacturer's choice. 

system is capable of a range exceeding 2 
kilometers with a bit error rate less than 
1E10-4 and sustaining an MOS score of 
3.9 [6]. Example applications for this 
digital radio include digital cordless 
telephones, spread spectrum cordless 
telephones, networked radio 
communicators, interactive TV back 
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411  
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Figure 8: Digital Radio Design 

An example of this digital radio 
design appears in Fig. 8 and features a 
250 mWatt EIRP transmitter, adaptive 

frequency hopping, adaptive output 
power, telephone quality voice 

transmission and high performance. This 

-› 
015Mhz 
Delectnc 
BPF 

PIN Diode 
T/FI Switch 

Dielectnc 
or LC BPF 

channel, wireless PBX, wireless local 
loop, wireless modem and industrial 

controls. The use of the single 
conversion transceiver chip enables the 
most cost effective full duplex radio 
design possible. 
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SILICON BIPOLAR RFICs FOR 900MHz CORDLESS PHONE APPLICATIONS 

Jeff Durec and David Lovelace 
Motorola Inc., 2100 E Elliot Rd., Tempe, AZ 85284 

Abstract- Motorola's MOSAICTM V RF silicon 
bipolar process is well suited for a variety of low power, 
cost sensitive wireless applications including cordless 
telephones. The use of a high frequency silicon process 
technology and novel circuit techniques has resulted in 
the production of high performance RF building blocks. 
Success with higher levels of integration is facilitated by 
detailed characterization of RF standard cells. MOSAIC 
V standard cells fill the need for complete RF system 
configuration at frequencies up to 2.4GHz with a 
minimum number of external components. Higher levels 
of integration allow for decreased cost, lower power 
consumption and improved performance. Example 
system configurations for 900MHz analog and digital 
cordless telephone applications are presented. 

I. INTRODUCTION 
Today's portable communications products require high 

performance, low power, off-the-shelf ICs to meet aggressive 
new product introduction schedules. The competitive con-
sumer market, where most of these new products are tar-
geted, demands incremental improvements in performance 
coupled with cost reductions. Recent offerings from Motor-
ola provide attractive solutions to these market issues. 
Low noise amplifiers, up and down frequency converters, 

VC0s, synthesizers, exciters and IF processing blocks are all 
realized with Motorola's MOSAIC V RF silicon bipolar pro-
cess. These functions comprise a set of well characterized RF 
integrated circuits which achieve the design goals for noise 
figure, linearity and power consumption. Design cycle times 
for increased levels of integration are reduced through the 
use of these cell libraries. 

II. SILICON PROCESSING 
High performance receiver front end circuits were fabri-

Port10— 

Fig. 2. Isolation Test Structure 

MOSAIC is a trademark of Motorola, Inc. 

cated using Motorola's MOSAIC V process (Fig. 1). Pro-
cess characteristics include a 0.3µm effective emitter 
width, 14GHz ft, 0.1n-cm p+ substrate, poly silicon emit-
ter and trench isolation. 

E 

P+ Substrate 

Fig. 1. MOSAIC V NPN transistor cross section 

A. Signal Isolation 
Signal isolation is a critical parameter in RF integrated 

circuit design. Isolation on the packaged die is greatly 
aided by the use of a low resistance substrate contact. Iso-
lation measurements between two MOSAIC V epi con-
tacts spaced 1211m apart and separated by a top side 
substrate contact (Fig. 2) were made. The results of this 
measurement are shown in Fig. 3. The data shows that 
this process is capable of achieving 94dB of isolation at 
1GHz. The actual isolation achieved in practice will be 
limited by the package in which the die is placed. 

12µrrl 
—0 Port2 
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III. PACKAGING 
Motorola continues its commitment to wireless inte-

grated circuits by introducing a new plastic 20-pin thin 
quad flat package (TQFP) customized for RF applications. 
This plastic package features a 4mm x 4mm body and 
0.65mm pin pitch. The leadframe (Fig. 4) is customized 
for RF signal isolation which is further improved by the 
connection of two leads directly to the leadframe flag. The 
quad arrangement eases external component configuration 
allowing easy access to ground pins. 

o 
Fig. 4. TQFP20 Leadframe (5X magnification) and 

package ( 1X magnification) 

LD3 

LD4 • AM " 

111( Mutual ----Iv 
Inductance 

To Next Pin 

To Next Pin 

P3 

• P4 

Fig. 5. Partial lumped element model of TQFP20 

A. Characterization and Modeling 
The RF suitability of a package can not be appropriately 

determined in the design and simulation of a circuit without 

the aid of an accurate package model. Electromagnetic simu-
lation of a package in addition to RF package characteriza-
tion based on measured S-parameters yields a reliable model 
(Fig. 5). Additionally, the effects of substrate coupling are 
minimized with the top side substrate contact and the low 
resistivity substrate in the MOSAIC V process. 

IV. CELL LIBRARY 
An established library of analog and RF circuits exists in 

Motorola's MOSAIC V cell library. Each cell features inde-
pendent current regulation with temperature and power sup-
ply compensation. The liberal use of substrate contact 
shielding facilitated by the low resistance substrate contact 
and low resistivity substrate greatly aid signal isolation. 
Some of the characterized cells which are important pieces 

for integration include the following: 

A. High Linearity Mixer 
This cell[ 1] is a low power consumption high compres-

sion linear mixer with single-ended 5011 input and differen-
tial output. Designed for up or down conversion, this cell can 
be used from DC-2.4GHz and features double-balanced 
operation with linearity adjustment. The IP3i, gain and sup-
ply current for the mixer are plotted against adjustment cur-
rent in Fig. 6. 
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B. Prescaler 
This dual modulus prescaler is programmable for +32/33, 

+64/65 or +128/129 and optimized for 1,2GHz operation 

C. Quadrature Generator 
In order to implement an image rejection mixer, a local 

oscillator which provides both 0 and 90° signals is required. 
This quadrature generator accepts a local oscillator signal 
and generates a 90° phase shifted version equal in amplitude 
to the original signal. This architecture is self calibrating and 
insensitive to supply, process and temperature variations. 
This cell is currently designed to operate from 400MHz 
through 700MHz with low amplitude and phase imbalance. 
This cell can also be used in a quadrature modulator. The 
measured amplitude and phase error of the quadrature gener-
ator are plotted versus input frequency in Fig. 7. 
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Fig. 7. Measured Amplitude and Phase Error versus 
Frequency 

D. Low Noise Amplifier 
This cascode amplifier features four digitally programma-

ble bias states. An off state, a low power mode, a low noise 
figure mode and a high linearity mode are available. This 
amplifier can be used as an LNA in the receive path or an 
exciter in the transmit path. Consuming only 4mA of current 
and requiring only three external matching elements, the 
LNA exhibits 16dB of gain and 1.4dB of noise figure. The 
measured and modeled S-parameters for this configuration 
are plotted in Fig. 8 and Fig. 9. 
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E. Coilless Demodulator 
This is a unique frequency demodulator design which 

eliminates the conventional tunable quadrature coil. It also is 
self tuning and allows for the programming of output ampli-
tude, center frequency and bandwidth. Fig. 10 shows the 
measured signal, noise and distortion power (relative to max-
imum output) versus input power for the IF processing 
block. The IF processing block includes an IF amplifier, lim-
iter and coilless demodulator 
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V. BUILDING BLOCKS 
Motorola's new family of MOSAIC V RF building blocks 

provide quick turn solutions for RF system design. 

A. MC13143 
Fig. 11 depicts the block diagram and pin out for a class 

AB linear mixer. The class AB nature of the circuit allows 
for a low quiescent current while a high power input will 
cause an increase of the bias. The concept of a class AB 
mixer has been implemented in the past as a single-balanced 
architecture but not as a double-balanced architecture. The 
linearity of single-balanced architectures typically requires 
increased power consumption. The double balanced archi-
tecture provides an improvement in LO to IF and RF to IF 
isolation when implemented in a down conversion mixer. 
This circuit has wide bandwidth at all three ports and can 
thus be operated as either an upconversion or a downconver-
sion mixer. 
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Fig. 11. Block diagram of class AB up/down mixer 

The double-balanced class AB mixer has a +3dBm input 
ldB compression point, 50f2 single-ended input, and an 
input third order intermodulation intercept (IP3,) which can 
be externally programed as high as +2IdBm. Nominal single 
sideband mixer noise figure (NFssB) of less than 12dB and 
conversion gain of -3dB are achieved at a supply voltage of 
2V while consuming under lmA of supply current. The lin-
earity adjustment feature of this circuit is an important facet 
because the linearity can be programmed. Certain situations 
favor reduced power consumption over linearity whereas 
others sacrifice power drain for linearity improvements. This 
circuit can accommodate each of these cases. For detailed 
performance curves see [ 2]. 

B. MC13144 
The MC13144 (Fig. 12) is a cascoded LNA usable 

through 2GHz, operable at power supplies as low as 1.8Vdc, 
featuring a 2-bit digitally programmable bias. Three opti-
mum states (minimum NF, minimum current and maximum 
IP3,) and an off state are selectable. Targeted applications 
include CDMA where multiple modes for LNA gain and lin-
earity are required. 
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Fig. 12. MC13144 SOIC8 package 

C. MC13141 
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The MC13141 is intended to be used as a first amplifier 
and down converter for RF applications. It features wide 
band operation, low noise, high gain, and high linearity. The 
circuit consists of a low noise amplifier (LNA), a local oscil-
lator amplifier (LOamp), a mixer, an IF amplifier (IFamp) 
and a DC control section with enable function. This circuit is 
available in the SOIC8 (Fig. 13), SOIC14 and TQFP20 
packages. 

Vcc 

RFin 

Vee 

LO 

Fig. 13. MC 13141 SOIC8 package 

RFout 

Enable 

RFm 

IF 

D. MC13142 
The MC13142 adds a voltage controlled oscillator and 

oscillator buffer to the MC13141 circuit. The mixer and 
oscillator can be enabled independently. This circuit is avail-
able in the SOIC16 and TQFP20 (Fig. 14) packages. 
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Fig. 14. MC13142 TQFP20 package 

E. Performance Overview 
The measured performance data for the RF building block 

circuits is summarized in TABLE 1. Linearity adjustment of 
the mixer is available in each circuit except the SOIC8 ver-
sion of the MC13141. The availability of the linearity adjust-
ment allows a user to program the circuit for the desired 
linearity with a minimal change in the gain. Very high linear-
ity (IP', of +21dBm) is achieved with the MC13143 at an 
efficient power dissipation (8.8mA at 3V). These results 
prove the versatility and high performance nature of the new 
class AB mixer. 

RFm 
Vee 
Vee 
IF+ 

IF-

TABLE 1. Measured Performance Data 

Gp(dB) NF(dB) IP3, 

MC13141 

LNA 17 1.8 -5 

MIXER 7 16 -5.4-15 

MC13142 

LNA 17 1.8 -5 

MIXER -3 11.5 -3ie+21 

MC13143 

MIXER -3 11.8 -3 le+21 

MC13144 

LNA *16 i* 1.4 -5* 
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A 

(N 
C.) 

VI. INTEGRATION 

The following higher integration products are either in 
design or being evaluated: 

A. MC13160 
The MC13160 (Fig. 15) is an integrated UHF low power 

receiver which includes a mixer, oscillator, buffered oscillator 

output, IF amplifier, limiter, RSSI output, and coilless demod-
ulator. 

5 "5 
o (7) i2 F— É 
a> (J) U.1 LL 
> CC 0 < < 

a> rCV CV CV 

N/C 1  

Vee 1 2  

Vee  3  

N/C 1-71  

Vee rç 

Lin Con r6— 

MXRin rf\— 

Enable 8 

LO 

o 
O 

t514-

C7) r, U") 

03 LLI 
U C.) 

O 0 

8 
> o 

cc 

7 Q) C 
..,<,i, 

O > 
cc -0 
x u_ 

24 l Fadj 

231BWadj 

22  LIMdec2 

211LIMdec1 

201LIMin 

19 Vcc 

181IFout 

17  Fdec2 

Fig. 15. MC13160 TQFP32 package 

B. MC13161 
The MC13161 (Fig. 16) adds an LNA to the MC13160. 
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Fig. 16. MC13161 TQFP32 package 

second LO amplifier, dual modulus Prescaler, split IF Ampli-

fier and limiter, RSSI output, coilless demodulator and power 
down control. 
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Fig. 17. MC13145 TQFP48 package 
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The MCI 3146 (Fig. 18) is an integrated RF transmitter tar-
geted at 900MHz, 1.8GHz and 2.4GHz cordles telephone 

applications. It features a son linear mixer with linearity con-
trol, voltage controlled oscillator, dual modulus prescaler, and 
exciter. 

RF-
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C. MCI3145 Fig. 18. MC13146 TQFP20 package 

The MC13145 (Fig. 17) is a dual conversion integrated RF 

receiver targeted at 900MHz, 1.8GHz and 2.4GHz cordless 
telephone applications. It features a low noise amplifier, two 

mixers with linearity control, voltage controlled oscillator, 
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VII. EXAMPLE CHIP SETS 

A. 900MHz Analog FDD Cordless Telephone 
An example of the implementation of a 900 MHz analog 

frequency division duplex (FDD) transceiver is shown in 
Fig. 19. This chip set utilizes Motorola's existing ICs to 
provide a high performance cost effective solution. 

B. 900MHz Digital FDD Cordless Telephone 
An example of the implementation of a 900 MHz CVSD 

digital (Continuously Variable Slope Delta) FDD transceiver 
is shown in Fig. 19. The use of CVSD offers significant cost 
savings over ADPCM because of its simplicity. This chip set 
utilizes higher integration to further reduce cost and increase 
performance with the MC13145, MC13146 and MC33410. 
For further discussion see [ 3]. 

RxRF. MC13142 L/C_ 
902/928MHz erame IF Filter 

Ix RF 
Cerar 

MC13142 

Fig. 19. 900MHz Analog FDD Cordless Telephone 

902/928MHz 

xeraRniFic 
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AN INTEGRATED 900MHz SILICON BIPOLAR 
CASCODE LNA WITH 1.4dB NOISE FIGURE 

Jeff Durec and Min Zou 
Motorola Inc., 2100 E Elliot Rd., Tempe, AZ 85284 

Abstract- A low noise amplifier (LNA) circuit 
is presented which is suitable for portable 
wireless applications including cordless 
telephone. The LNA utilizes Motorola's 
MOSAIC.'" V RF silicon bipolar process. The 
LNA features a 2-bit control interface which 
programs the circuit to one of four bias 
conditions including an off state. The circuit 
requires only three external matching 
components to provide 1.4dB of noise figure 
(NF) and 16.5dB of gain at 900MHz while 
consuming only 4mA with a 3V supply. The 
circuit is operable from 6.5V down through 
1.8V. A high degree of on chip bias regulation is 
maintained in each bias state 

I. INTRODUCTION 

Communication receiver systems depend heavily on 
the use of an LNA to set the system noise figure. High 
demands are put on this block including low noise 
figure, high gain, low power dissipation and high 
linearity. More importantly, the device must be cost 
effective. The combination of low cost plastic 
packaging, high performance silicon processing and 
novel circuit techniques has resulted in the 
development of the MC 13144 LNA. 

II. SILICON PROCESSING 

The MOSAIC V process [ 11 features a high 
performance RF NPN which is a very good starting 
point for integrated RF circuitry.The layout for the RF 
NPN is shown in Fig. 1. This device features 9 emitters, 
11 base contacts and a side collector contact. The wafer 
probed RF NPN performance characteristics at 1GHz 
are presented in TABLE 1. 

TABLE 1. RF NPN PERFORMANCE (1V, 3mA) 

characteristic value at 1GHz 

NFmin (dB) 0.6 

G@NFmin (dB) 16.6 

fopt 19S2 Z21 ° 

Packaged performance will degrade due to the 
parasitic inductance and capacitance associated with 
the package as well as the parasitic capacitance of the 
ESD devices. Additionally, the impedance of the 
substrate connection plays an important part in 

MOSAIC is a trademark of Motorola, Inc. 
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determining the isolation characteristics of the 
amplifier. In order to maximize isolation, low 
impedance substrate contacts are placed throughout 
the die. 

AM\ 

E 

E 

E 

E 

E 

E 

E 

E 

E 

Fig. I. RF NPN layout 

III. PACKAGING 

The LNA is packaged in an inexpensive plastic 
SOIC-8 package (Fig. 2). The package features 
1.27mm lead pitch and 4mm x 5mm plastic cavity 
dimensions. Fig. 3 shows the die placed in the 
leadframe of the package. The eight lead 
configuration has ample I/O's to accommodate the 
RF interfaces, supply pins and control bits. 

Fig. 2. MC13144 in plastic SOIC-8 package 
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Fig. 3. Leadframe and die 

IV. DESIGN GOALS 

The LNA was originally designed for use in 900MHz 
cordless phone applications but is suitable for many 
other portable wireless applications. The important 
design goals included: 
Low Noise Figure 
Low Power Dissipation 
Simple External Match 
Digitally Programmable Bias 
Good Supply Rejection 

The programmable nature of the device can 
accommodate sleep mode, high power and high 
linearity mode, low power mode and low noise mode. 
The circuit is designed for fast mode selection and turn 
on/off. 

V. CIRCUIT DESCRIPTION 

Extensive use of analog techniques are utilized to 
control the DC operation of the device. There are only 
two active RF devices in the circuit but the total 
transistor count is greater than fifty. 

A. DC BIAS METHODOLGY 
Often it is required to establish a regulated current 

and mirror the current up to a higher value. In the 
circuit depicted in Fig. 4, a current regulator is used as 
a comparator with a built in reference voltage. The 
regulated output current is defined in ( 1). This current 
regulator is very efficient in that it requires very little 
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overhead biasing current (- 1%) to establish the output 
current. Additionally, the Vreg bias point is very low 
impedance and can support a significant amount of 
additional current source outputs. 

Define: 13 = 
Vt = 

A, B, C, D = 

Choose: 1, = 
12 = 

regulated output current 
thermal voltage=kT/q 
respective transistor areas 

13/1000 
13/100 

(N in Bn_ ii 

3 _-  R AD) (1) 

Additional 
Output 

Fig. 4. Efficient current regulator 

Occasionally it is desired to switch bias conditions in 
an accurate manner. The circuit shown in Fig. 5 
provides a method for generating three values of output 
current each selected by one of three unregulaed input 
currents (IA, 43, Ic). The output current (ID), defined by 
( 2), is selected by asserting the appropriate control 
current. An extension of this methodology is utilized in 
the digitally programmable bias current of the 
amplifier. 

ID = 

—  i — 
V t , (A,A4 
n) 

R10 A2A3 

—Vt,, ( , in — 
A6A4) 

R, A2A3 

— in — 
Vt, (A8A4 
,, ) R, A9A3 

o IA= IFI= lc= 0 

» IC 

IC » IB 

(2) 

The bias methodologies utilized in this design are 
very insensitive to supply variations. In most cases, 
early voltage cancellation is utilized to further increase 
the regulation. 
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Fig. 5. Digitally programmable current regulator 

B. Circuit Operation 
Fig. 6 depicts a functional diagram of the operation 

of the control circuitry and active RF devices. Logic 
inputs (El, E2) are asserted to program the device to 
one of four bias states as described in TABLE 2. 
Control logic determines the appropriate voltage 
reference to apply to the positive comparator input of 
the DC bias circuitry. A current source establishes a 
2*Vbe reference voltage applied to the base of the RF 
cascode transistor. The base voltage of the common 
emitter transistor is sensed and compared against the 
reference voltage determined by the control logic. The 
comparator forces these two voltages to be equal thus 
establishing the appropriate bias current. An internal 
load consisting of a resistor in series with a capacitor 
is attached to the collector output of the cascode 
device to ensure stability in the plastic package. 

TABLE 2. Bias programmability 

El \ E2 0 1 

0 OmA 2mA 

1 4mA 8mA 

The cascoding of a common emitter amp fier 
improves stability and available gain. A drawback to 
this is an increase in the minimum allowable supply 
voltage as well as peculiar effects at high input 
powers. Under very large RF input signals, the DC 
base current of the common emitter and cascode 
transistors can become very significant. At some 
point, the base current of the cascode transistor will 
overcome the available current of the DC current 
source establishing the 2*Vbe reference. If this 
happens, the 2*Vbe reference will collapse, causing 
the common emitter transistor to saturate and reduce 
the available output current. A sensing circuit prevents 
this from happening. The DC base current of the 
common emitter transistor is monitored and fed 
forward to the 2*Vbe reference to guarantee that there 
is always sufficient DC base current available for the 
cascode transistor under all power levels. 
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Fig. 6. FUNCTIONAL DIAGRAM 

C. LAYOUT 
Special care has been taken in the IC layout of the 

device to maximize signal isolation. Extensive use of 
substrate contacts and guard rings aid isolation. As 
shown in Fig. 7, the die size is very small. Double 
bonding for the substrate pads allows for the net bond 
wire inductance to be reduced in half. 

1 
544 g m 

Fig. 7. Die Layout 
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VI. APPLICATION 
CIRCUIT 

The LNA requires only three 
external matching components for 
optimum performance. A series 
inductor is used at the input. A 
shunt inductor followed by a series 
capacitor is used at the output. The 
circuit was tested using a 14 mil 
thick FR4 printed circuit board 
with bottom side ground plane, via 
holes and top side 1/2 ounce 
copper (Fig. 8). SMA connectors 
are attached to each port. The 
logic inputs El and E2 accept DC 
levels to program the bias state. 
The resistors in series with the 
logic inputs is for ease of testing 
and are not required in the final 
application circuit. The RF I/O 
traces are 50S2 transmission lines. 
The schematic for the application 
test board is depicted in Fig. 9 

VII. OPTIONAL 
EXTERNAL BIASING 

The internal biasing can be 
overridden through the use of 
external biasing if desired. If El 
and E2 are set to Vee and a DC 
path from the input of the 
amplifier to Vcc is provided, such 
as through a resistor, the amplifier 
will bias appropriately. A cascode 
amplifier with no internal biasing 
typically requires an external bias 
circuit to establish the quiescent 
current in addition to a bias 
voltage for the cascode bias. In the 
MC13144, the internal circuitry 
will sense an external bias and still 
provide the 2*Vbe reference 
voltage for the cascode bias. Thus, 
an external cascode reference 
voltage is not necessary. 

Fig. S. PCB layout 

Fig. 9. PCB schematic 
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VIII. MC13144 PERFORMANCE DATA 

The MC13144 packaged in the SOIC-8 plastic 
package has been characterized yielding the following 
data. The PC board depicted in Fig. 9 was used 
unmodified for each test. The test conditions for the 
following data plots include: 

Vs = 3V 
RF frequency=900MHz 
RF amplitude=-30dBm 
EI=OV 
E2=3V 
Ibias=4rnA 

Fig. 10 shows the measured noise figure and gain 
versus frequency for the 4mA bias condition. The 
external components are tuned for 915MHz operation. 
The gain at 915MHz is 16.5dB with a noise figure of 
1.4dB. 
The measured S-parameters for the device are 

shown in Fig. 11. The output is tuned for maximum 
gain and the input is tuned for minimum noise figure. 
The S-parameters change slightly when other active 
states are asserted. S21 changes +2,-4 dB and Sll 
changes by -4, +2 dB for the other two states. S22 and 
S12 are constant as the active states are changed. 
Fig. 12 shows the bias regulation of the device 

where supply current is plotted versus supply voltage 
for each of the three active states. 
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Fig. 13. GAIN vs. SUPPLY VOLTAGE 

Fig. 13 shows the sensitivity of the gain to supply 
voltage variations. Accurate regulation is maintained 
down through 1.8V. Bias regulation reduces or 
removes the need for external supply voltage 
regulation. 

IX. PERFORMANCE OVERVIEW 

In review, the MC13144 is an integrated 900MHz 
silicon bipolar cascode LNA with 1.4dB noise figure. 
A simple external match involving 2 inductors and 
one capacitor provide for gain as high as 18.8dB 
(@8mA). The device bias is digitally programmable 
(0mA, 2mA, 4mA, 8mA) and is functional with only 
3.6mW power dissipation (2mA @ 1.8V). The circuit 
is operable from 6.5V down through 1.8V. A high 
degree of bias regulation is maintained in each bias 
state. 

X. CHIP SETS 

The MC13144 adds to Motorola's growing RF 
building block library. For examples on how this 
device as well as other building block parts interface 
to each other in a system application see [ 1] and [ 2]. 
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SPREAD SPECTRUM APPLICATIONS 

Graham Barnes 
Director of Marketing 
Glenayre Western Multiplex 
1196 Borregus Drive 
Sunnyvale, CA 94089 

The use of spread spectrum technology for voice and data 

links has been widely accepted throughout the wireless 
industry, particularly in the unlicensed ISM bands. The gap 

between performance expectations and available hardware is 
closing as new applications are successfully implemented and 
as actual performance is better understood. This 
presentation investigates the main applications of spread 
spectrum radios and the areas of concern to users in their 
performance. Radio architectures which address the 
performance areas of noise and interference immunity, 

together with multipath fading resistance, are presented. 
Software-defined radios using DSP and wideband A/D and D/A 
conversion techniques that promise new levels of user 

programmability are also described. Newer user applications 
ranging from industrial data to near- live video and PCS 
connections are examined, as well as the new Part 15 FCC 
regulations that have been proposed to increase the 

successful use of these systems, particularly for 
professional installations. 
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Processing Gain in Spread Spectrum Signals. 

John Fakatselis 
Harris Semiconductor 

P.O. Box 883, Melbourne, FL. 32902-0883 

ABSTRACT 

This paper addresses the processing gain (PG) characteristics of Spread Spectrum Systems. PG 
provides some unique properties to the Spread Spectrum waveforms that can primarily improve 
performance in the area of interference tolerance. The paper describes the benefits of 
processing gain and the reasons that the PG properties have been attractive for both military and 
commercial applications. It describes the signal processing required to implement such systems 
for Direct Sequence (DS), Frequency hop, and Hybrid Spread Spectrum Systems. The paper 
gives examples of applications that use the PG properties in communications systems. An 
overview of the maturity and the state of the art of presently available Spread Spectrum 
technology is also highlighted. 

I. INTRODUCTION. 

Processing Gain (PG) is a term used to 
describe one of the unique properties of Spread 
Spectrum Waveforms. PG helps to measure 
the performance advantage of spread spectrum 
against narrowband waveforms. Spread 
spectrum waveforms are modulated twice. 
Once by using traditional modulation techniques 
such as PSK, FSK, etc. and then, for a second 
time with the wideband modulation of choice, 
i.e. Frequency Hopping (FH), Direct Sequence 
(DS) or Hybrid (FHDS). The wideband 
modulation tends to spread the signal energy 
over a wide range of frequencies. The 
wideband modulation is what provides the basis 
for the PG in spread spectrum systems. 

Spread Spectrum is being used because of a 
number of attractive properties. Spread 
spectrum techniques had originally appealed to 
military systems applications. These attractive 
properties are partially attributed to the PG. 
They are used to improve: 

• Anti-jamming performance. 

• Low probability of intercept, and 

• Multiple Access communications. 

Commercial applications have adapted spread 
spectrum technology and they can extract 
parallel benefits. These are: 

• Interference immunity. 

• Low transmit power density. 

• Multiple simultaneous transmissions. 

PROCESSING GAIN FOR FH 
SYSTEMS. 

A Frequency Hop (FH) system obtains its 
wideband modulation characteristics by 
switching its narrowband signal over a wide 
range of frequencies in time. Figure 1 illustrates 
an example of a transmission for a FH system. 
This is a 3- dimensional figure with the 
horizontal axis being Time the y-axis being 
frequency and the z-axis being amplitude. As it 
is shown during FH the narrowband signal is " 
hopping " from frequency-to-frequency over 
time. The narrowband signal is typically 
modulated using FSK modulation technique 
variations. 

For a Frequency Hop system the PG is defined 
as the ratio between the instantaneous BW of 
each hop (narrowband signal) and the overall 
BW of the transmission channel in dB. The FH 
system avoids narrowband interference by 
continuously hopping to a new instantaneous 
frequency. The FH receiver is impacted by the 
interferer only when the signal happens to hop 
at the same frequency with the interferer. 

This is best illustrated in Figure 1. The 
interference area of coverage is overlayed on 
the 3- dimensional diagram that shows the FH 
transmission example. As shown on Figure 1, 
there are only three hop frequencies that have 
been impacted by the presence of the 
interference. The rest of the frequencies are 
interference free and the communications take 
place uninterrupted. It is obvious from the 
example that the more instantaneous 
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frequencies are used and the wider the overall 
frequency BW is, the greater interference 
immunity is realized. This is because the signal 
spends less overall time on frequencies affected 
by interference. One observation is that FH 
waveforms can potentially avoid all together the 
frequencies covered by interference and use the 
remainder. Conceptually is a valid possibility 
but regulatory bodies require mandatory usage 
of all frequencies in a random fashion. This is 
to maintain a reduced average power density 
over all the frequencies used in the band. 

PROCESSING GAIN FOR DS 
SYSTEMS. 

For a DS system, random binary data with a bit 
rate of rb bits per sec (bps) is multiplied 
(Exclusive Oíd) by a pseudorandom binary 
waveform, which is at much higher rate and it 
provides the frequency spreading operation. 
This pseudorandom (PN) binary source outputs 
symbols called chips at a constant chip rate r, 
chips per sec (cps). This is a random noise like 
signal and hence the name PN signal. The chip 
rate is always higher than the bit rate, and the 
ratio of the chip rate to the bit rate in dB is 
defined as the processing gain. The PG can be 
viewed as signal to jammer (interference) ratio 

at the receiver after the despreading operation 
(removal of PN). 

The larger the overall BW used, the higher the 
PG assuming a constant data rate. A higher PG 
implies greater immunity against interference. 
DS signals can actually operate at negative 
signal to noise ratios given that they possess 
enough processing gain. 

The typical primary modulation for a DS signal 
is of the PSK variation. If for example the 
narrowband PSK requires an Eb/No of 12 dB to 
achieve a certain bit error rate performance, 
then a DS modulated PSK signal with a PG of 
20 dB requires an Eb/No of -8 dB (12dB-20dB). 
One trade-off that must be carefully worked out 
is that of total BW vs. PG. The greater the BW 
the more total interference can potentially be 
interfering with the DS waveform. 

Figure 2 illustrates the concept of processing 
gain for DS waveforms as seen at the receiver 
end. The unspread signal is the narrowband 
PSK signal before applying the wideband 
modulation. The spread signal is with the 
addition of the wideband modulation utilizing the 
PN code. It is apparent that the spread signal is 
wider in frequency BW but with lower power 
spectral density per Hz. The spread signal is 
actually shown to be close to the noise floor. 
PG for a DS system can be visualized as the 
jamming margin that exists as the difference 
between the unspread and spread waveforms. 

INTERFERENCE 

COVERAGE. 

Figure 1. FH Waveform in the Presence of Interference. 
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Figure 2. DS Processing Gain concept at the receiver. 

The primary benefit of processing gain is its 
contribution towards interference resistance. 
The PN code spreads the transmitted signal in 
bandwidth and it makes it less susceptible to 
narrowband interference within the spread BW. 
The receiver of a DS system can be viewed as 
unspreading the intended signal and at the 
same time spreading the interfering waveform. 
This operation is best illustrated on Figure 3. 

Figure 3 depicts the power spectral density 
functions of the signals at the receiver input, the 
despread signal, the bandpass filter power 
transfer function, and the band pass filter 
output. Figure 3 graphically describes the effect 
of the processing gain on a jammer. The 
interference (jammer) is narrow, and has a 
highly peaked psd, while the psd of the DS is 
wide and low. The despreading operation 
spreads the jammer power psd and lowers its 
peak, and the BPF output shows the effect on 
the signal to jammer ratio. 

If for example, BPSK modulation is used and 
an Eb/No of lets say 14 dB is required to 
achieve a certain BER performance when this 
waveform is spread with a processing gain of 10 
dB, then the receiver can still achieve its 

required performance with the signal having a 
4dB power advantage over the interference. 
This is derived from the 14dB required minus 
the 10 dB of PG. 

The higher the processing gain of the DSSS 
waveform the more the resistance to 
interference of the DS signal. 

The classical definition of processing gain is 
the10 Log[r, /1-b] in dB. By this definition a 
system that has a data rate of 10MBPS and a 
chip rate (rate of PN code) of 11MCPS will have 
a PG of 10.41 dB. PG 

rv. 
USING THE PRISMTm 

Harris Semiconductor has developed a state of 
the art DS radio chip set, the PRISMTm which 
implements the concept of PG. Using the 
PRISMTm chip set each data bit is x-ored with an 
1 1 to 16 bit sequence. The processing gain is 
approximated as the 10Log[11-16] dB where 
11-16 is the length of the PN code. If a code 
with a length of 16 bits is to be used then the 
processing gain is equivalent to 10 Log[16] dB 
or 12.04 dB. To this end these PN signals must 
possess certain mathematical properties to be 
useful as part of a DS system. Primarily the PN 
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Fig. 3 Processing Gain Effect on Narrow Band Jamming 

codes that are useful must have very good 
autocorrelation and crosscorrelation properties 
as well as maintaining some randomness 
properties. 

The DS receiver is utilizing a reference PN 

sequence which is a replica to the transmitted 
sequence. When it detects correlation between 
the reference and the incoming sequences, it 
declares initial acquisition and establishes initial 

symbol timing. Any partial correlations can 
result in false acquisitions and degradation to 
the receiver performance. This is why the PN 
code must have good correlation properties. 
Some of the PN code classes with such 
properties are described next. 

Codes that have appropriate properties for DS 
receiver design include the Barker codes, 
Willard codes and m-sequences with 7 and 15 
chips per period which are all implementable 
using the HSP3824, baseband processor of the 
PRISMTv. 

V. PG FOR HYBRID SYSTEMS. 

Hybrid signals are a combination of FH and DS 
signals. The narrowband signal is spread in 
frequency as in DS and is also being hoped as 
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in FH. For Hybrid systems, since they are a 
combination of FH and DS, the processing gain 
is the combination of the FH and DS PG's 
combined as one parameter. FHDS systems 

appear to be attractive in theory but 
implementation is quite challenging making 
them restrictive for practical applications. 
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With the highly respected digital high speed spread spectrum techniques 
emerging, the traditional and well optimized narrow band telemetry systems 
seem to loose some importance. However, by combining old-fashioned but 
well proven narrow band radio transmission with modern DSP-technology and 
intelligent networking algorithms, efficient and robust telemetry networks can 
be created. 

First the paper will describe differences between narrow band and wide band 
solutions when operated in a non exclusive frequency band, which is the typical 
situation in Europe. The concept of an air interface will be described, which can 
operate both in unlicensed and licensed frequency bands, depending on the 
requirements for system availability and cost. Digital Signal Processing can 
improve the performance of such an air interface significantly compared to the 
classical telemetry receiver structures. The potential of such a narrow band 
telemetry system when combined with modern DSP-technology, advanced 
network and MAC protocols will be explained. 

Finally, the advantages and limitations of such wide range telemetry 
applications will be derived considering practical applications. 
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2 Introduction 

Narrow band data transmission systems have reached a high level of maturity 
[I1S94]. Due to the tight specifications arising from a variety of potential 
applications, especially professional telecommand and telemetry systems have 
become highly sophisticated and predominantly analogue PCB designs. 

But a comparison between consumer PCS systems, like GSM, and state-of-the-
art narrow band industrial data transmission systems clearly shows a 
tremendous gap in performance and price. Technologically, the GSM system is 
probably 10 years ahead of the vast majority of data transmission systems in 
unlicensed bands. In sharp contrast to modern PCS, digital components only 
play a minor role in system control and maybe some „ data shaping". 

When the digital high speed spread spectrum techniques appeared on the 
civilian market, VLSI components for digital signal processing became available 
for data-transmission in unlicensed frequency bands. The traditional and well 
optimized analog narrow band telemetry systems seemed to loose some 
importance. 

In the meantime, the rapid growth in PCS has prompted a number of chip 
manufacturers to offer low power DSPs with considerable computational 
power at reasonable unit prices and relatively low power consumption. 

Therefore, recently a DSP supported transceiver has been developed at the 
Fraunhofer Institut für Integrierte Schaltungen to bring new technology into a 
market with mature products and relatively slow innovation speed. 

By combining old-fashioned but well proven narrow band radio transmission 
with modern DSP-technology and intelligent networking algorithms, new, 
more efficient and robust telemetry networks can be created. 

3 Spread Spectrum vs. Narrow Band 

Different from the situation in the US, in Europe no exclusive frequency band 
for spread spectrum systems is available. Although significant bandwidth exists 
at 2,4 GHz, the permitted output power ( 10mVV ERP) is not enough, to achieve 
reasonable range under realistic indoor conditions. 

At 434 MHz, however, only 1.7 MHz bandwidth is available. Basically, this may 
be enough for a spread spectrum system. But there are a number of drawbacks 
compared to a high performance narrow band transceiver: 

— Commercial direct sequence systems use about 20dB processing gain. The 
bandwidth of the transmitted data is increased by a factor of roughly one 
hundred. If two transmitters operate simultaneously, the near-far-problem 
will prevent any data transmission, if the unwanted signal appears only 
10dB higher at the receiver than the wanted signal. A narrow band system, 
however, can easily tolerate 60dB and more difference between the wanted 
and the unwanted channel. 
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- In a densely occupied frequency band like the 434MHz ISM band, a narrow 
band data transmission system is much more likely to find an unoccupied 
channel than a wide band spread spectrum system. Provided, the 
transmission protocol supports frequency changes, such systems guarantees 
very efficient use of the available spectrum, whenever no administration of 
the operating transmitters is possible. This is certainly the case on an ISM 
band, different from the situation that occurs in cellular communication 
systems. 

- Frequency hopping transceivers can be rather robust against interferers. 
They, however, prevent or make at least very difficult any communication 
between „ friendly" narrow band systems. 

4 Analogue RF Front-end with Digital Signal Processing 

Various architectures for digital receivers and transmitters have been proposed. 
Basically, the main difference between them is the way, channel selection is 
performed and where the ADCs are located in the transceiver signal chain. 

The most general approach, which means sampling at a high IF with a wide 
bandwidth and doing most of the channel selection in the digital domain is 
certainly not suitable for a low power receiver. The ADC and DAC must have a 
SFDR of 60 dB or more and a high sampling rate in the range of several ten 
megahertz. This which means high power consumption. 

For the DSP transceiver described in this article, a different approach was 
chosen. Fig. 1 shows a general block diagram of the design. 

Dual 
conversion 
transceiver 

ADC 

Control 

DAC 
DSP 

Micro-
controller or 
PC 

Fig. 1: General block diagram of the DSP transceiver 

The system consists of a narrow band high performance front end with a 
second IF of 455kHz. Analogue filters are used to perform the complete 
channel selection with more than 60dB selectivity and a bandwidth of 30kHz. 
This helps keeping the power consumption low. 
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Using a low IF and a rather narrow bandwidth makes it easy, to use standard 
industrial ADCs and DACs for IF sampling. These components are cheap, power 
consumption is about 50mW and a second source is available. 

The DSP performs all functions of a digital receiver: the down conversion of the 
digitized IF signal, demodulation, matched filtering, decision, symbol timing 
recovery and carrier phase estimation, as far a coherent detection is 
considered. In addition to this, the DSP can do at least some channel decoding 
and error correction. 

When data is to be transmitted, the DSP carries out channel coding, filtering 
and upconversion to the IF frequency. 

Furthermore, the DSP controls all necessary parameters within the analogue 
front end, like 

— PLL-Synthesizer settings 

— RXTTX 

— output power 

— gain 

— bandwidth 

— center frequency 

— temperature compensation of the reference oscillator 

In addition to this, the DSP has access to various test points via ADCs to carry 
out a self check of the front-end. 

Basically, the DSP together with the RF front end forms the physical layer in the 
ISO/OSI model. 

The MAC and DLC is done either by an external micro controller or a PC. These 
can communicate with the DSP and thus the whole receiver via the host port. 

This port is used for all data exchange between the transceiver system and the 
external controller: 

— receive data 

— transmit data 

— control signals to the transceiver (e.g. desired frequency channel) 

— system information from the transceiver (e.g. RSSI) 

— firmware download 
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5 Advantages 

Compared to the standard quasi-analog industrial data transmission systems, a 
DSP-supported transceiver opens up a wide range of new possibilities. 
Solutions presently established on the market for digital data transmission - 
except some spread spectrum systems - are predominantly incoherent receivers 
with discriminators. 

Now at least some of the benefits of digital transmission theory can be applied 
in unlicensed bands for non standardized data transmission systems. 

Different to PCS, dedicated digital signal processing hardware performing e.g. 
de-interleaving or a viterby detection is not available. Every desired function has 
to be implemented into the DSP program code. 

The availability of several ten Mips of computational power - mainly interesting 
in the receiver - for example makes it possible to 

— increase the range of low speed one-way telemetry links drastically by 
employing coherent detection and convolutional coding 

— use powerful algorithms for detection and synchronization in packet 
oriented wireless networks 

— equalize a fading channel 

— bandwidth efficient modulation schemes like QPSK or GMSK, which are 
state-of-the art but difficult to demodulate with purely analog systems, now 
can be applied in unlicensed frequency bands. 

6 Practical realization 

6.1 RF front end 

The front end is built on one multilayer PCB. To keep costs low, only FR4 
material has been used. Exclusively SMT components were selected for this 
design which makes assembly easier and cheaper. The dimensions of the RF 
front end PCB are 120x80x1 5mm. Power consumption is about 70mA for 
reception and 250mA for transmit. 

This transceiver has been originally developed for GMSK transmission which 
has the advantage of constant carrier power. Nevertheless, the linearity of 
transmitter and receiver is good enough to test and use also PAM modulation 
like QPSK. 

436 



Fraunhofer Institut 
Integrierte Schaltungen 

6.1.1 Receiver 

The receiver is a dual conversion architecture. It has been primarily designed to 
operate in the European ISM band 433.050 to 434.790 MHz. Helix filters serve 
as preselector. The system concept, however, allows easy adaptation to 
broader tuning ranges to cover other bands in the 400 MHz range as well. 

As first LO a low phase noise VCO together with a single loop PLL are used. 

The first IF is 82.2 MHz, which is a standard IF in 1554 systems. High quality 
SAW filters are available. The second IF is 455kHz, which is a standard center 
frequency of high quality ceramic filters. 

IF amplification is done by a high performance integrated IF system, which 
contains limiting amplifiers. In case limiting of the received signal is not desired, 
DSP controlled attenuator pads with a range of 0...60dB are switched into the 
signal chain. If further attenuation is necessary, the gain of the input stage can 
be reduced by approximately 20dB. 

6.1.2 Transmitter 

The transmitter uses the same dual-conversion architecture as the receiver. IF-
filters, mixers and, as far as necessary, amplifiers are bi-directional. 

This is not really common in ISM data transmission and certainly more 
expensive than direct modulation of the VCO, but a prerogative for IF 
sampling. Besides this, it has two big advantages from the RF engineer's point 
of view: 

— A single synthesizer can be used for receive and transmit. Its tuning range is 
not affected by the choice of the first IF. 

— The receive to transmit time can be very short because the frequency of the 
first LO synthesizer needs not to be changed. 

— The PLL bandwidth can be set arbitrarily to achieve lowest microphonics and 
phase noise. If the VCO is modulated directly, the PLL bandwidth has to be 
lower than the lowest modulation frequency. 

The LO spurious in the output signal are kept down by appropriate filtering in 
the IF and RF sections. The second LO signal has to be suppressed by more than 
80dB to meet the requirements of the European ETS 300.220 or the German 
F17 17 TR 2014. 

In order to adapt the transmit power to different national regulations, it can be 
set by the DSP between 10 and 500mW. Optimized output filters ensure 
compliance with the different national regulations. 

6.2 DSP section 

This transceiver is also intended to serve as a platform for experiments with 
different modulation and coding schemes in the 434 MHz ISM band. 
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Therefore the DSP section was designed more flexible and with more memory 
than probably necessary in an application. It can, however, be easily scaled 
down to the actual demand. 

For this design, the Analog Devices AD2781 DSP was chosen. It offers about 33 
MIPS. The power consumption is 500mW. 

The system has 128k FlashROM for software and data and 32k RAM. 

To generate and measure analog control voltages of the RF front-end, precision 
serial ADCs and DACs are located on the DSP board. 

One serial port of the DSP is used for IF generation and sampling. The interface 
between analog RF section and the DSP is of paramount importance for the 
performance of the transceiver. Its design is mainly a trade-off between low 
power consumption and performance of the transceivers. In this design, 
undersampling the IF frequency helps saving power. 

The IF frequencies of the RF front end suggest a symbol rate of the 
transmission of 32,5ksymbols per second. A resolution of 8 bit is easy to 
achieve with standard industrial converters. The converters used in this system 
have offer a SFDR of 46dB. 

7 System Considerations 

Looking at only a single broadcasting station, a highly robust and reliable wire-
less link implemented by a powerful receiver is the key for successful data 
transmission. But in practice, wireless communication will only be efficient if 
the available spectrum is shared among all potential transmitters in the same 
area and frequency band. This is true particularly for communication in un-
licensed and licensed band designated to several applications. 

7.1 Medium Access Control 

To allow the coexistence of several broadcasting stations, some kind of 
medium access control (MAC) has to be used to avoid such simultaneous 
transmissions which most likely result in the loss of all the colliding messages. 
Even more, because higher levels of the communication protocol will usually try 
to retransmit messages not acknowledged by the destination, the capabilities 
of the MAC protocol will determine the average bandwidth requirements and 
the saturation point of the network. If an inefficient MAC strategy is used — 
e.g. by implementing an „ aloha" protocol which has no MAC at all — the 
average traffic offered to the network must be limited to a very small fraction 
(less than about 30%) of the available bandwidth to avoid saturation resulting 
in a dramatically decreasing throughput. 

To design an efficient MAC protocol, the basic structure of the wireless 
network and the communication structure of the application has to be 
considered first. In Fig. 1, two basic topologies are shown. 
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a) b) 

Fig. 2: Basic Topologies 

In Fig. 2a, all stations in one coverage area are grouped around a single base 
station. Thus, the communication of all the „ slaves" (ordinary stations) in the 
network might be easily coordinated by the single „ master" (base station). For 
example, this might be done by cyclic polling of the slaves. Or, the base station 
might provide global synchronization for all slaves which is the basic require-
ment for MAC strategies based on time division (TDMA). The overhead of such 
an approach is very small, thus allowing a very efficient usage of the available 
bandwidth. The main drawback is the fact, that administration and planing of 
the network is mandatory and that a dedicated base station is required. 
Usually, such topologies are only possible in licensed bands designated to a 
single application using a fixed protocol, e.g. telecommunication networks 
running the GSM or DECT protocol. 

Fig. 2b shows a structure that is more typical for wireless control networks and 
wireless extensions to fieldbuses or local area networks using licensed or un-
licensed bands. Their main characteristics are: 

— free topology with only partial connectivity 

— no administration or planing 

— systems from different vendors with non-compatible air interfaces (e.g. 
different modulation schemes or speed) 

— large number of nodes 

Due to the absence of central control and coordination, only distributed 
algorithms for MAC can be used. Typical MAC algorithms for such systems are 
based on CSMA (carrier sense, multiple access), where every station has to 
monitor the channel and will only be allowed to transmit if the channel is 
sensed to be not in use by others. 

The criteria for this decision might either be a „ received signal strength" (RSS) 
measurement or the decoded information itself. Using RSS, a station will defer 
its transmission if the strength of the incoming signal is higher than a certain 
threshold. This has the advantage that even the transmission of other stations 
that cannot be decoded (non-compatible air interface, weak signal) will be 
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preserved. On the other hand, high levels of background noise might block 
(potentially successful) transmissions for an undetermined long time. 
Interpreting the information in the received signal itself might provide better 
throughput, but will ignore all transmission from systems that cannot be 
decoded correctly. Thus, a combination of both criteria, with a low sensitivity of 
the RSSI measurement, should be used to allow a „ friendly" behavior with 
respect to compatible and non-compatible systems. 

On a half duplex link, the time required for switching from receive to transmit 
mode (R2T time) is the critical parameter for the efficiency of CSMA. This is due 
to the fact that other stations will sense the channel as ,, not in use" during this 
R2T time and might simultaneously start transmitting. The longer the R2T time, 
the higher the probability that a collision between two or more stations will 
occur. Thus, for an efficient implementation, an air interface with short R2T 
time is preferable but not always feasible. 

The decision to transmit or not is based on the local view of the broadcasting 
station — which might not match the situation on the receivers side, because a 
third station near the receiving but far from the broadcasting station is active 
(„hidden node" problem). If the broadcasting station starts its transmission 
under such circumstances, the message might not reach its destination. 
Because the impact on the efficiency of the network depends on the length of 
the lost message, it is advisable to used short messages in a RTS-CTS sequence 
(request to send, clear to send) to check the presence of the designated 
receiver first, before transmitting larger amounts of data. The RTS-CTS 
sequence might also be used for the reservation of the channel if the time 
required for the following data transmission is encoded into the RTS and CTS 
packet. Any station receiving either a RIS or CTS packet might defer its own 
transmissions until the channel is not in use. 

The main disadvantage of CSMA on a wireless link arises from the fact that a 
broadcasting station usually cannot detect collisions while transmitting. Thus it 
is not possible to stop the transmission as soon as a collision occurs and 
typically all messages colliding will be lost, wasting the capacity of the channel 
for the duration of the longest message. Because the probability of a collision 
immediately after the end of a packet is extremely high — all stations that 
sensed the channel busy are waiting for the end of the transmission and will 
start broadcasting immediately afterwards — additional collision avoidance (CA) 
should be used: To do this, a certain period of time following after the end of a 
transmission is divided into a fixed (or variable, depending on offered traffic) 
number of equal „ arbitration slots". Each slot has to be long enough (longer 
than R2T time) to allow the detection of a transmission that started at the 
beginning of the slot until the beginning of the next one. To avoid potential 
collisions, each deferred station selects one of the slots on an arbitrary basis 
and will start broadcasting only if the selected arbitration slot is reached and no 
other transmission is sensed in the meantime. Because the number of 
arbitration slots is usually much higher than the average number of stations 
willing to transmit, the probability that two (or more) stations chose the same 
arbitration slot is very low, thus minimizing collisions. Using arbitration slots, 
even an additional priority mechanism might be implemented to provide some 
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kind of determinism in the no deterministic CSMA MAC protocol. To do so, a 
certain number of (the first) arbitration slots will be reserved for priority 
messages. The lower the slot number used, the higher the priority of the 
message. 

7.2 Implementation 

Most of the concepts for MAC based on CSMA described above can be found 
in IEEE publication P802.11 „ Wireless LAN Medium Access Control and Physical 
Specification" [1EEE94]. Since this standard primarily deals with wireless local 
area networks, including station mobility between different coverage areas 
(BSS) and integration with wired LANs, most of the additional elements of this 
standard are not required in a much simpler wireless control network. Thus, 
the IEEE 802.11 standard and its objects served as a basic guideline for the 
structure of our implementation, but only a subset of its scope was actually 
implemented. This includes: 

— transmission of unacknowledged and acknowledge messages in an ad-hoc 
network 

— MAC based on CSMA with additional collision avoidance (CA): The number 
of arbitration slots used for CA is self-adaptive; non priority and up to 16 
priority messages are supported. 

— RTS-CTS handshake (optional, dependent on message length) for channel 
reservation and for the avoidance of the „ hidden node" problem. 

fragmentation of large message into sub-messages. This may be used to 
tune data throughput depending on the quality of the wireless link. 

— most of the parameters of the protocol are adjustable to adapt to the 
characteristics of the channel and the demands of the application. 

The protocol was implemented in ' C' using an 8 bit microprocessor (78K0 
series from NEC, [NEC95]) running at 5 MHz with 8K of external RAM (used 
for buffering incoming and outgoing messages). One of the serial channels of 
the processor serves as communication interface to the host processor. This 
serial interface is similar to the widespread SPI interface, supporting a 
(configurable) data rate from 19,5 kbps up to 1,25 Mbps. 
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7.3 Performance Measurements 
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Fig. 3: Performance for different message types 

Fig. 3 shows some basic performance measurements for this implementation 

using different message types and packet sizes. The RF transceiver used for the 

experiment provided a raw data rate of 10 kbps while the serial interface was 

configured to 19,5 kbps. The average throughput given in the figure is derived 

from the measured delay from the beginning of the communication with the 

transceiver (over the serial host interface) and the end of message reception in 

the target host; thus this time already includes twice the serial communication 

between host and transceiver, the processing of the message inside the trans-

ceiver and the transmission over the wireless link. 
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Abstract 

Two types of spread spectrum have been 
approved for use by the FCC in the unlicensed 

ISM band because no one knows for sure which is 
best. The 802.11 WLAN committee did not settle 
this argument and chose to allow the user to 
decide. This paper analyzes an approach to 

determining the performance tradeoffs so that a 
network engineer can make a decision. The 
approach is based on determining the maximum 
data flow per acre or the maximum number of 
networks per acre. The analyses done to date 

show that up to 13 collocated FH networks can be 
placed before network throughput peaks. Only 3 

or 4 DS networks following the 802.11 standards 
can be collocated before the spectrum is filled. 
Does this mean that FH is the right choice? Let's 
examine further. The next group of 13 FH nets 

must be placed a long distance away before their 
interference with the first group is minimized. DS 
nets, on the other hand can be placed much closer 
to other DS nets on the same channel due the 

interference resistant nature of the DS waveform. 
From this reasoning, the maximum number of 

nets per acre or per square mile can be 
determined and a more intelligent choice made. 
Which is more important, a tight group of nets in 

your facility or a broad coverage area. Is the 

possibility that a neighboring facilities' network 

might interfere a concern? What else can be 
done for maximizing network throughput and 
minimizing latency. Which type spread spectrum 

is best for time bounded traffic? These questions 
are examined and some conclusions proposed. 

I. Introduction 

When it comes to the relative merits of (DS) 

versus frequency hop (FH) spread spectrum 
modulation schemes, the answer is: it depends. 
Choices depend on the particular implementation 
scenario. Hopefully, this article will dispel some of 
the confusion and allow engineers to pick the best 
choice for their particular job. Some observations are 

general, others relate to specific FCC part 15.247 

requirements for the 2.4-GHz ISM band or to the 
portions of the draft IEEE 802.11 spec for 
interoperability in that band. 

2. Spectral Density Reduction 

Both DS and FH reduce the average power 
spectral density of a signal. The way they do it is 

fundamentally different and has serious 
consequences for other users. The objectives are to 

reduce both transmitted power and power spectral 

density to keep from interfering with other users in 
the band. The FCC has rules for both and you need 

to conform to these rules to stay legal and to avoid 
annoying other radio users. 

DS spreads its energy by rapidly phase-
chopping the signal so that it is continuous only for 

very brief time intervals. These intervals are called 
chips and are at least 10 times shorter than the data 

bits they chop. Thus, instead of all the transmitted 
energy being concentrated in the data bandwidth, it is 
spread out over the spreading bandwidth. The total 

power is the same, but the spectral density is lower. 
Of course, more channels are interfered with than 

before, but at a lower level. If the spread signal 

comes in under the noise level of most other users, it 
will not be noticed. 

A DS spectrum exhibits discrete spectral 
lines that are related to the length of the sequence 
used for the spreading. In 802.11, the spreading uses 
an 11-bit barker sequence, so you would expect 11 

lines (peak to null). Each line is further smeared by 
data scrambling, which spreads each spectral line and 
therefore fills in between the lines to make the 
spectrum more nearly continuous. The overall 

sin X 
spectrum profile is   , which is humped up in 

X 
the middle. Thus the interference is greatest at the 

channel center and it rolls off at the edges. Fig. 1 
shows both DS and FH modulations. 

444 



SIGNAL POWER 

ORIGINAL 
SIGNAL PROCESS! 

GAIN 
SPREAD 
SIGNAL 

FREQUENCY 

Direct Sequence 
• EFFICIENT MODULATION (PSK) 

• BROAD MODULATION BANDWIDTH, 
CONTINUOUS TRANSMISSION 

• QUICK SYNCHRONIZATION 

• LOW POWER SPECTRAL DENSITY 
MINIMIZES INTERFERENCE 

SIGNAL POWER 

CARRIER HOPS 
EVERY 40Orns 

11111111111111111111111111111111111111111111111111111111111111111111111111111111111111  

Frequency Hopping 
• SIMPLE MODULATION (FSK) 

• NARROW13AND, DISCONTINUOUS 
TRANSMISSION 

• MORE NETWORK OVERHEAD 

• HIGHER POWER DENSITY CAN 

GENERATE INTERFERENCE 

Fig. I, DS and FH Modulation 

Traditional FH signals lower their averagz 
power spectral density by hopping over many 

channels. During any one hop, however, an FH 

signal appears to be a narrowband signal. With slow 
hopping, the interference reductions are slight. A 

narrowband radio being interfered with will 

experience a pop or burst of noise when the hopper 

hits its channel. The main reason that 802.11 (and 
GSM) use hopping is not to minimize interference, 

but to share the pain of bad channels and to allow 

multiple uncoordinated nets to share the same 
spectrum. 

If there are a lot of asynchronous FH radios 

using different hop sets in a given band, the overall 

effect is to spread out the energy over the whole 
band. 

The spectrum of the FH signal modulated to 

conform to 802.11 concentrates the signal energy 

close to the channel center which is an inefficient use 
of the bandwidth. Additionally, FSK, is less power 

efficient than PSK, as will be shown, so more 
transmit power is needed. This power efficiency is 
further compromised with a low deviation ratio in 

order to conform to the FCC rules on occupied 

bandwidth. These rules state that the 20 dB 
bandwidth be less than 1 MHz. With the low 

deviation ratios required to conform to this 
specification for 802.11 FH WLANs combined with 

the inefficiency of GFSK modulation, the transmit 

power required to achieve a given range is 
substantially greater than for DS. Since the best 

overall interference reduction technique 
less power, this gives an edge to DS. 

is to radiate 

3. Interference Susceptibility 

So far, we've looked at the interference 
caused by spread-spectrum modulation schemes. 
The other side of the interference coin is that spread 

spectrum reduces the effects of other signals on the 

desired signal. The way FH and DS accomplish this 

is different, however. In DS receivers, the de-

spreading operation multiplies the incoming signal 
by a local replica of the spreading waveform. This 

correlates with the desired signal to collapse it to the 

data bandwidth, while spreading all other signals. 

After the de-spread signal is filtered to the data 

bandwidth, most of the noise is outside this new 
narrower bandwidth and is discarded. Although, this 

helps with all types of narrowband and uncorrelated 

interference, it has no advantage for wideband 

interference such as the microwave oven, since 

spread noise is still noise and the percentage that falls 
within the data bandwidth is unchanged. One 

drawback of DS is that the bandwidth over which the 
interference is damaging is wider than for a non-

spread system. This requires that the channels be 

spaced wider and well away from high-power signals 
such as broadcast stations. 

The FH signal is agile and does not spend 
much time on any one frequency. When it hits a 

frequency that has too much interference, the desired 

signal is lost. In a packet switched WLAN network, 
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this results in a re-transmission, hopefully on a 

clearer channel. In a fast enough FH system, the 

portion of signal lost may be recovered by spreading 
the data energy out in time through forward error 
coding, but only if the FEC spans more than one hop 

in time. For the very low hop rates suggested for 
802.11 WLANs, forward error coding is not 
practical. 

The ability of any signal to tolerate 
interference is also related to the minimum system 
Eb/NO'. A lower Eb/NO means that the system can 
tolerate a dirtier signal. Therefore, the power 
efficiency of the modulation should be as high as 

possible. The standard is BPSK, which is recognized 
as efficient and robust. DS signals usually use 
BPSK, since there is no jamming resistance 
advantage to QPSK, but 802.11 specifies QPSK at 2 
MBps to maintain the FCC-mandated 10-dB 

minimum processing gain. It doesn't make any 
difference, however, since the required Eb/NO doesn't 
change. 

If the 802.11 DS system operates at 13.4 dB 
Eb/NO as discussed below, it can tolerate interference 
up to a level -3 dB relative to the desired signal. 
(This also means that there is no code division 
multiple access (CDMA) capability, since the 
processing gain and required Eb/NO do not allow 

another signal of the same power to occupy the same 
channel.) 

For the purposes of this discussion, FH is 
narrowband GFSK, since it doesn't hop during a 

packet. There is no processing gain during a packet 
and the signal is less power efficient. IEEE 802.11 

allows 24 dB Eb/NO for 1 MBps (and 29 dB for 
2 MBps). The theoretical performance is only 5 dB 
better than this , so the 1-MBps FH system can only 
tolerate in-band interference up to - 19 dB relative to 
the signal carrier. Compared to DS, this is 16 dB 

less tolerant. However, FH is more tolerant of 
interference that occurs outside its 1-MHz signal 
bandwidth, since the receiver filters will reject it. 

To summarize, broadband noise affects both 

FH and DS similarly, so the system with the better 
Eb/NO (i.e. DS) will be more immune. Narrowband 
interference will have a more severe impact on an FH 

Energy/bit. Eb/NO = C(dB) - N(dB) + NBW - 
10log(R), where 
C(dB) = signal power 
N(dB) = noise power 
NBW = the channel's Noise Bandwidth, expressed 

in dB(10log(f)) 

R = data rate in bits per second. 

signal than on a DS signal if it is on the same channel 
but a less severe impact if it is on a different channel 

4. Near/Far Ratio 

Near/far effects are often put forth as a 
limitation for DS. However, they also affect FH and 

narrowband signals. The term near/far refers to the 
effects on a receiver from a transmitter operating on 

its frequency that is nearer to it than the transmitter 
you want to receive from. DS signals can operate 
with much better near/far ratios than FH signals since 

they have processing gain. On the other hand, since 
they operate over a wider bandwidth, they have to 
deal with more extraneous signals. On a given 

channel, distant FI-1 signals are blocked by nearer 
signals, but, theoretically, as long as they can hop to 

another channel and re-transmit they can get around 
the problem. 

5. Multipath 

DS suppresses multipath by decorrelating 
the delayed signal. When multipath signals are 
delayed by more than one chip relative to the direct-

path signal, the direct signal has a processing gain 
advantage. When the multipath signal arrives within 

a one-chip delay, this creates fading. That is, the 
direct signal can be either enhanced or suppressed. 
Therefore, for DS to achieve significant multipath 

rejection, its bandwidth must be wider than the 
coherence delay of the environment. For 802.11 the 
chip rate is 11 MCps, so the coherence interval is 
1/11 M, or about 91 ns. This will provide good 
multipath protection in large warehouses, but less in 
office buildings. 

For FH, multipath signals always arrive 

within the signal's coherence interval and cause 
fading. The coherence interval, in this case, is the 
symbol duration. This causes some paths to be 
unusable, and that's why this waveform is hopped. 

HNull  width — 1/pathlength 

SIGNAL 

FREQUENCY 

Fig. 2, Channel Response 
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6. Comparison of DPSK and GFSK modulations 

BPSK and QPSK are modulation schemes 
that are well known to give close to the best power 

efficiency available along with reasonable bandwidth 

efficiency. The bandwidth efficiency is discarded 

with DS spreading in order to lower the power 
spectral density. There are additional losses with 

differential encoding and scrambling that cause a loss 

in performance due to error extension. This means 
that for every error that occurs, the differential 
decoding extends that to 2 errors and descrambling 

further extends that to 6 errors. Thus, you can expect 

the theoretical 9.6 dB Eb/NO performance for 10 -5 

BER to be degraded to 10.6 dB (plus implementation 

One way to look at the multipath effects is 
to look at the spectral nulling that occurs in the 
channel response. 

broadband and can take out a significant part of the 

DS spectrum. For longer paths, the spectral null is 
narrower in bandwidth and can take out less of the 

DS energy. For FH, the spectral null takes out most 

of the signal energy since the signal is narrowband 
and falls well within the null bandwidth. Again, DS 

is effected less but over a wider range of frequencies 
than FH. 

104 

10 -2 

104 

10 -4 

104 

10 -0 

10 -2 

104 

104 

10 12 

When the direct path and indirect path 
signals are short, the spectral null that occurs is 

losses). The Harris Prism nA demodulator 

(HFA3824), for example, has 2.8 dB implementation 
loss, for a net 13.4-dB Eb/NO. 

The 802.11 FH narrowband GFSK signal, 

which is power inefficient within the given 

constraints, requires 19 dB Eb/NO when used with 

the greatest modulation index that will fit in the 

allocated bandwidth. Based on FCC rules, the 

BER vs Es/N o Performance 

22 24 28 28 30 

The performance of the DBPSK and DQPSK include error extensions from 
differential encoding and scrambling 

Fig. 3, Performance of DBPSK and GFSK 

bandwidth allowed the FH signal is 1 MHz at -20 dB. 

This is too narrow for efficient transmission at 1 
MBps, and is even more inefficient for the 4-FSK 

used for 2 MBps, because the allowed deviation 
ratios are minuscule. This does, however, keep the 

overall spectrum occupancy low and allows more 
channels in a given band. In a 4-FSK demodulator 

that uses conventional limiter/discriminator 
techniques without coding, the expected power 

efficiency performance will be much worse than 
QPSK. 

The curves in Fig. 3 show the Es/NO 

performance of DBPSK, DQPSK, GFSK, and 

G4FSK. Two modulation indices for GFSK are 

shown. They represent the minimum modulation 

index and the nominal index. A systems designer 
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Fig. 4 Ranges of DS and FH 

would use the largest modulation index that will still 

allow the unit 
requirement. 

to pass the FCC bandwidth 

7. Ability to expand to higher data rates 

The DS signal can achieve higher data rates 
by increasing the modulation complexity or 
increasing the clock rates. Each increase in the data 

rate will, however, require a corresponding increase 
in the transmit power or a cut in range. FH has few 
options for data rate increases. 8-FSK, with an 
extremely small deviation, is not feasible (Eb/NO 

36 dB). FH would need a wider bandwidth 
allocation to achieve any higher data rate, but the 
wider bandwidth would cut the number of channels 
to hop in. This would in turn cause more collisions 
unless the number of collocated nets was reduced. 

This is a non linear problem, so the number of nets 
that could be collocated would reduce to about 3 if 

the number of hopping channels were reduced to 20. 

8. Transmit power 

DS, being more power-efficient should 
require less transmit power. This is tempered, 
however by the need to minimize the transmitter cost 

by avoiding post-modulation filtering. This means 
you cannot fully utilize the saturated power of the 
power amplifier. To keep the spectrum shape, the 

DS designer must cut back the power from the 
amplifier by 3 to 6 dB. Since the basic DS waveform 
is more power efficient than FH, this makes DS more 

efficient in PA utilization usage than FH at 1 MBps. 
At 2 MBps, the extremely low efficiency of the 
802.11 FH system requires a significant boost in 
transmit power, giving a clear edge to DS. The FH 

signal is very constant in amplitude and can fully 
utilize the saturated power amplifier output, but its 
lower modulation power efficiency more than 
outweighs this advantage. 

Under IEEE 802.11, the DS signal is spread 
over 22 MHz, lowering its spectral density. This 

allows it to use higher transmit power without 
interfering with other users of the band. The 
drawback is that it can interfere with more users over 

the wider bandwidth. If power spectral density is the 

constraining issue, DS clearly has the edge over FH. 

9. Multiple Signal Operation 

As noted in section 3, an 802.11-conforming 
DS network cannot employ CDMA because the 
processing gain and required Eb/NO do not allow 
another signal of the same power to occupy the same 

channel. Thus, only 3 (4 with agressive filtering) 
networks can operate collocated. These can operate 

on separate channels (for example 1,6 and 11) at the 
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Closer packing of DS groups all ows more networks per unit area than FH 

3'182354 13'3=39 
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Rn 

Fig. 5. Packing of Networks 

same site, that is, in the same room . FH, on the 
other hand, allows multiple signals to be 
collocated as long as they are non-coordinated. Up 

to 15 FH nets can be collocated before the 
interference is too great. (This is based on the 
probability of collisions where two of the nets choose 
the same one of 79 channels at the same time.) When 
the probability of collisions gets too high, network 

throughput suffers. A recent paper by Lucent 
Technologies' showed that effective throughput peaks 

at about 13 nets. The aggregate throughput of these 
13 collocated FH nets is less than the aggregate 
throughput of the 3 collocated DS nets because they 
are interfering with each other and only operate at 1 
MBps. 

DS nets on the same channel can be placed 
much closer together, since the signaling is more 
robust, allowing more total networks and therefore 

more capacity in a given area. Section 3 showed 
that an FH system for 802.11 needs 7.6 dB more 
transmit power to achieve the same range and has an 
18 dB disadvantage in interference rejection. Thus 
the FH nets have to be placed 25.6 dB further apart. 

So, when combined with the FH advantage of 5:1 (7 
dB) in channels collocated, this translates to 18.6 

dB fewer nets in a given area. How this dB number 

relates to the number of nets is dependent on the 
propagation conditions 

In a real world application, for example, an 

FH system can support a higher density of nets 
(access points) in a single room—up to 13, while DS 
allows only three to four. However, the next group 
of nets in an FH system has to be much further away 
(the signal has to be 19 dB down!) or both groups 

suffer loss of throughput. DS groups of 3 can be 

much closer together, allowing more total nets and 
more total throughput per hectare. 

Now, a sensible designer wouldn't 
necessarily place the nets in such an arrangement, but 

the fact remains, if two nets are using the same 
channel or hop set, they must be placed much farther 

apart in FH than in DS because the zone of 
interference is much larger. 

Fig. 5 shows how the nets can be packed 
and defines the net range and . the net to net spacing 

diagrarnatically. For DS, the network range is 
dictated by 110 dB of path loss which is the ratio of 

the +20 dBm transmitted signal to the -90 dBm level 
of the minimum receive signal. Various studies of 
indoor range losses put the average propagation loss 
at range cubed. It is well known that the loss 

exponent is a function of range, but this would 
complicate the message here. The range to the next 
net (net to net spacing) is dictated by the maximum 
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interference signal, which has been stated to be - 3.2 
dB relative to the desired signal in DS. Thus, the net 
to net spacing is slightly larger than the net range. 

For FH, the required transmit power to reach 
the same range is 8 dB higher, since the receiver is 
that much less sensitive. The net to net spacing is 

also larger since the interfering signal must be 

reduced to - 19 dB relative to the desired signal. This 

is due to the combined effects of the higher Eb/NO 
and not having processing gain. In dB terms, the FH 
net to net spacing is 25.6 dB greater than DS. 

10. Synchronization and timing. 

DS is self-synchronizing, since it employs a 
very short code that can be searched with a time-
invariant matched filter. Thus, a DS radio, while 
roaming, can rapidly change to another channel and 
join another net, assuming that it knows the 

frequency to tune to. If not, it must scan all 
frequencies and stay on each until a signal is 

transmitted on that channel. The FH system search 
procedure allows the mobile station to sit on any one 

frequency and wait for a signal or beacon. If this is a 
bad frequency for this net, it may have to move to 
another and sit and wait. This is because the FH 
system has many channels to search and it is not 
feasible to perform the search in parallel. If the 

station scans for energy, it may or may not improve 

its chances since any one channel might not have 
energy while it is looking. Once a station hears a 
beacon, it gets the network timing and the hop set or 

next hop frequency. Under FCC rules, FH has been 
denied a calling channel and a global timing 

reference, severely constraining its ability to achieve 

rapid roaming synchronization. Thus, roaming with 
FH will require a longer time to achieve net 
switching. 

In time bounded services, latency must be 
minimized. Various studies have shown that 30 ms is 

the most that can be tolerated with voice traffic. In 
an FH net, if the channel is jammed, the next 

available retransmission time on a clear channel may 

be 400 ms away. In addition, the rules state that if a 
packet can't be completed within the current hop, it 
should be held until the next hop. No such timing 
constraints exist for DS, but if it is jammed, it is 
jammed until the jammer goes away. 

11. Implementation issue. 

There is no clear-cut inherent advantage in 
hardware cost between the two modulation schemes. 

FH requires a fast tuning frequency synthesizer, DS 

does not. DS requires higher logic speeds and more 
complex processing, but this is not the strong cost 
driver it once was. 

12. Capacity Issues 

The network protocols for DS and FH are 
slightly different to accommodate the peculiarities of 
each physical layer. In particular the interframe 

spacing and Slot Times are different, and 

recommended packet sizes are smaller for FH (400 
bytes vs 1000). The net effect is a slight edge for DS 
in overall throughput. Since the FH nets will most 
likely operate at 1 MBps and the DS nets at 2 MBps, 
there will be a power savings with DS from the 

shorter duration of the packets and the lower 
overhead. 

13. Summary 

When it comes to the relative merits of (DS) versus 
frequency hop (FH) spread spectrum modulation 

schemes, the answer is: it depends. The choices 

depend on the particular implementation scenario. 

A. Kamerman, "Spread Spectrum Techniques Drive WLAN Performance.", Microwaves & RF 
September, 1996, ppz. 109-114 
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Abstract: Direct sequence spread spectrum (DSSS) and frequency hopping spread spectrum (FHSS) have 
different physical mechanisms for rejecting narrowband interference. Because of these physical differences, 
their performance under varying levels of narrowband interference is not identical. This paper presents the 
physical mechanisms by which each spread spectrum method rejects narrowband interferers, as this is an 
important case for successful operation in the ISM bands. Comparisons between the two methods are drawn 
highlighting the conditions under which they perform identically, and also when one method performs better 
than the other. The proper choice of direct sequence or frequency hopping as a spread spectrum technique is 
shown to depend on the actual environment that the system will be deployed into. 

I. Introduction 

Spread spectrum communications has enjoyed a surge of interest since the Federal Communications 
Commission (FCC) allowed its type-approved and unlicensed use under Part- 15 Regulations in the late 1980s M. 
This FCC allocation is as a shared and lower tier occupant in the Industrial, Scientific, and Medical (ISM) bands 

around 915, 2442, and 5750 MHz. An important aspect of this allocation is the word shared. There are other users, 
and therefore other signals, present in these ISM bands. Successful spread spectrum products must tolerate their 

presence. Indeed, the FCC has set this situation up intentionally in order to foster the commercial development of 
spread spectrum technology. 

By definition, a spread spectrum system uses a process other than the information signal to expand, or 

spread, the bandwidth of the signal [2, 3, 4]. There are two fundamental techniques for spectrum spreading: direct 
sequence and frequency hopping. These both achieve the desired spectrum spreading, but that is about all they have 
in common. 

Direct sequence spectrum spreading combines the information signal with a spreading signal having much 
wider bandwidth. The net modulation signal effectively has the wide bandwidth of the spreading signal. This wide 

modulation is then applied to a fixed frequency carrier signal for transmission. The spreading code directly spreads 
the information, ahead and independent of the RF modulator. The principle of direct sequence spread spectrum 
generation, and despreading in the receiver, is shown in Fig. I. 

Frequency hopping takes the exact opposite approach. Rather than spreading the modulation about a fixed 
carrier, the information is left unchanged and modulates a varying carrier frequency. The principle of frequency 
hopping spread spectrum generation is shown in Fig.2. 

* This paper is extracted from and based on E. McCune's doctoral thesis at the University of California, Davis, ECE Department and is fully 
copyrighted material property of E. McCune. The Authors reserve the right to publish E. McCune's thesis elsewhere [8] 
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Figure 1. Principle of Direct Sequence Spread Spectrum 
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In frequency hopping the spreading signal is used to change the frequency of the carrier provided by the 
carrier generator. The data directly modulates this hopping carrier. In essence, the frequency hopping approach is 

just a particular collection of conventional narrowband signals. 
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Figure 2. Principle of Frequency Hopping Spread Spectrum 

This paper describes the performance of these two spread spectrum techniques in the presence of 
narrowband interference. Since the methods of generating the spread spectrum signals differ significantly, their 
methods of suppressing narrowband interference are shown to also differ. Measurements of DSSS and FHSS 
operation in the 915 MHz ISM band are presented under likely implementation parameters. Interference to the 
intended communication is determined to occur only when the following three criteria are ALL met: 

1- An interfering signal exists at the demodulation frequency, AND 

2- This interfering signal exists at the time demodulation is attempted, AND 
3- The interference is strong enough to corrupt the demodulation 

Issues of circuitry and implementation technology are left to other texts. 

II. Physics of DS Interference Rejection 

A key to the interference rejection of DSSS is the cyclic cancellation of the spreading code under 
consecutive digital multiplications, implemented by the exclusive-OR gate. These are fancy words that mean that a 
second spreading operation with the same code cancels the spreading on an input DSSS signal. The spreading 

process itself is independent of the data, so by cancelling the spreading the data is left intact. Fig. 3 demonstrates 
this process. In a real DSSS system, only the first two stages are actually used. The first stage is in the transmitter, 

and the second is in the receiver. 
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Fig. 3. Cyclic cancellation of Direct Sequence spreading codes 

An interfering signal appears in the channel between the transmitter and receiver. In the receiver, the 
multiplier with the spreading code is the second multpily the DSSS signal encounters, but it is the first multiply with 
the spreading code that the interference 'sees'. The data is recovered as it follows the second stage. The interference 
behaves as if it was at the transmitter: it becomes a direct sequence spread spectrum signal. Thus, the interference 
becomes spread as the data is despread. One possible interpretation of this process is that the spreading process 
'breaks' the data signal into many little pieces. The despreading process, using the same code, 'knows' where these 
pieces are and collects them back together. In this reassembly process, any other signal does not fit and so is broken 
up into pieces of its own. 

Filtering the now narrowband data signal rejects much of the power in the spread interference signal. Only 
a portion of the interfering signal power remains in the bandwidth of the data signal, and this portion appears as a 
noise floor in the passband. As long as there remains sufficient signal to noise ratio in the receiver to successfully 
demodulate the despread data signal, the DSSS system completely rejects the narrowband interferer. This continues 
as long as the above qualifier is met: sufficient despread signal to noise ratio at the detector. 

The despreading process is linear, so that any increases in interference power correspond to equivalent 
increases in the despread noise floor. It is clear that at some point the noise could be sufficiently raised such that the 
detector begins to make mistakes. As long as the filtered spread interferer behaves like noise, which actually is a fair 
to good approximation, then conventional noise performance theory can be applied to the detector's performance. 
This leads to the well published concept of the Jamming Margin [2, 3, 4]. As long as the interferer power is within 
the jamming margin, then the direct sequence processing will completely reject it. At higher interference powers the 
despread noise floor due to the interferer(s) exceeds the detectors ability to make error free decisions. The DSSS 
system quickly folds as the interference exceeds the jamming margin. 

To evaluate a particular case, take a DSSS system using BPSK modulation and spreading with a 127 bit 
maximal length sequence. For more realism, assume further that the packet or frame being sent is 1000 bits ( 125 
bytes) long and protected by a CRC (cyclic redundancy code) parity field. If any errors are encountered in reception 
of the frame/packet, then the CRC should detect it and cause it to be discarded. What is desired is the frame/packet 
throughput rate in the presence of a narrowband interferer near to the DSSS carrier frequency. As Fig. 4 shows, the 
throughput remains constant and total up to the jamming margin. As the noise floor of the despread desired signal is 
raised by the spread interferer, more errors are made until the packet/frame error rate nears unity. At this point the 
throughput, defined as the ratio of the system bit rate out to the system input bit rate, is essentially zero. 

— xI5 

— x127 

0.5 

-20 - 10 0 10 20 30 4() 

ISR (dB) 

Figure 4. DSSS normalized packet/frame throughput vs. interference to signal ratio 
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III. Physics of FH Interference Rejection 

If the operation of direct sequence is viewed as interference suppression, then frequency hopping can be 
viewed as performing interference avoidance [4]. The frequency hopping receiver has bandwidth matched to the 
data modulation, and follows the transmitter as it jumps around the band. If one of those jumps encounters a 
narrowband interferer, then the communication on that channel can be jammed if all three interference conditions 
described earlier are met. On the next jump the narrowband interferer will be moved away from (avoided). This 
allows the receiver's selectivity filters to reject the narrowband interferer. The amount of interference rejection is 

therefore limited by the performance of the receiver selectivity filters. 

Channels can, in principle, be overlapped, adjacent, or spaced. For operation in the ISM bands overlapped 
channels are not allowed. The total spread if the FH signal must be at least the channel size times the number of 
hops. This sets the avoidance range of the FH system, in that the FH signal has that much room to move away from a 

narrowband interferer within that range. 

Examine now what happens when the interferer is in the current channel. During a hop, the FH system 
operates as a conventional narrowband single channel signal. The modulation chosen, along with the demodulation 
method used, will set the interference to signal ratio (ISR) that the radio can tolerate. Unfortunately detailed 
information on ISR performance is not well documented in the reference literature for general modulations. For 
purposes of discussion, assume that for binary frequency shift keyed (BFSK) modulation that is demodulated with a 
limiter-discriminator the tolerable ISR is - 10dB. Thus, if the interference is 10dB below the desired signal power or 
higher, the interference 'wins' and communication on that channel ceases. Communication on the remaining N-1 

channels still continues. 

FHSS 

N=52 

1 = 2 0.5 

-20 0 20 40 60 

ISR (dB) 

Figure 5. FHSS normalized packet/frame throughput vs. interference to signal ratio 

The net throughput of the FHSS system is shown in Fig. 5. Interference in one channel has no effect as long 
as it is below the ISR limit of the demodulator, - 10dB in this case. Above this limit, the interference controls the 
demodulator on that channel and the desired communication is lost. On the remaining channels the interference is 
not present, and communication proceeds normally. The throughput falls to (N-J)/N, where J is the number of 

jammed channels out of the N available. 

IV. Evaluated System Definitions 

To put quantitative numbers on these cases, the following system definitions have been made: 

DSSS evaluation 
There are two system configurations used for the direct sequence spread spectrum evaluation. Both systems 

use binary phase shift keying (BPSK) for their modulation. The first is near the minimum accepted by the FCC for 
Part 15.247 applications, and uses 15 chips per input bit. This design has a maximum process gain of 10log(15) = 
11.8 dB. For an input bit rate of 50 kbps, this results in a mainlobe bandwidth of 1.5 MHz. 
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The second DSSS system evaluated changes only the spreading. Instead of using 15 chips per input bit, this 
system uses 127. The maximum process gain is now 10log(127) = 21 dB. Since the input data rate is not changed, 
the bandwidth of the main lobe is increased to 12 MHz. Fig. 6 shows an overlay of these two DSSS signals, where 
both signals have the same output power. 

Fig 6. Direct sequence spreading comparisons: x15 and x127. 

Notice that the occupied bandwidth of either DSSS signal of Fig. 6 is not absolute. Much of the signal 
energy is in the main lobe of the spectrum, but there is energy also in many sidelobes. Measurements of the total 
DSSS bandwidth at -20 dBc, -40 dBc, and -60 dBc, all give very different values. This feature of DSSS signals is 
defined as 'soft-bounded spreading.' This characteristic becomes important in some of the later measurements. 

FHSS evaluation: 

Only one system configuration is used for the frequency hopping evaluation. As in the direct sequence 

evaluation, the bit rate is set to 50 kbps. Channel spacing is set at 76 kHz, which is a convenient value for the 
frequency synthesizer used in the test. This sets the channel bandwidth efficiency to 50/76 = 0.66 bits/sec/Hz. This 
value is compatible with binary frequency shift keying, the conventional modulation type for FHSS systems. Using 

52 channels for the hopper, which is just over the minimum of 50 required by the FCC for operation in the 902 MHz 
ISM band under part15.247, this provides a total spreading bandwidth of 3.9 MHz. This spread is placed between 
912 and 916 Mhz, as shown in Fig. 7. 
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Fig. 7. Frequency Hopping spreading process, as used in the evaluations 

Unlike the DSSS systems, the spread bandwidth of the FHSS signal in Fig. 7 is well bounded. Measurements of the 
total FHSS bandwidth at -20 dBc, -40 dBc, and -60 dBc, all give essentially the same value. This behavior is 
defined as 'hard-bounded spreading.' 
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V. DS Narrowband Interference Rejection Performance 

The basic operation of the interference rejection mechinism is illustrated in Fig. 8. The first photograph 
shows the channel, with the x15 DSSS signal at 915 MHz and an interfering CW tone at 915.5 MHz. From the 
earlier discussion, after the receiver's despreading operation the DSSS signal should return to its original, unspread 
form. At the same time, the interference should become spread. This is indeed what happens, as shown in the 
second photograph. The original DSSS signal is now a single spike at the 70 MHz intermediate frequency (IF). 
Centered 500 kHz above the desired signal, at the converted frequency of the interference, is the spread interference. 
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a) 
Fig. 8. Direct sequence interference transformations: a) x15 DSSS signal with CW interferer at 915.5 Mhz; 

b) despread IF signal showing compressed DSSS signal and spread interference 

b) 

To actually achieve rejection of the interference, the desired signal is now passed through a bandpass filter. 

Since most of the interference energy is now outside the filter designed to pass only the despread signal, this energy 
is blocked from continuing into the receiver. As long as there is a significant amount of spreading, then there will be 
an equally significant amount of interference power rejection from the receiver. This is clearly shown in Fig. 9, 

where signals after despreading in the receiver are presented. For these measurements the equal power interference 
was moved to be right on the carrier frequency. This is the condition used in the mathematical models predicting 

process gain and jamming margin. 

The first photograph (Fig. 9a) shows the behavior of the x15 DSSS system. There is approximately 12 dB 

from the top of the despread signal to the peak of the spread interferer. It is no accident that this distance essentially 
matches the process gain for this configuration. The second photograph (Fig. 9b) shows the same measurement 
except that now the wider spread factor of x127 is used. The distance to the peak of the spread interference is now 

20 dB. Wider spreading improves the rejection of interference, as expected. 

a) 
Fig. 9. Direct sequence process gain effects at the receiver, with equal power CW interferers on the carrier 

frerquency: a) x15 DSSS; b) x127 DSSS 
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The 902 MHz ISM band has large pager transmitter signals just above it, around 935 MHz. It is important 
to check the behavior of the DSSS systems in the presence of such large, out of band signals. These measurements 
are shown in Fig. 10. Fig. 10a is the test setup, showing the DSSS signal at 915 MHz, which for this photograph is 
the x15 version, and the interferer at 935 MHz with an amplitude that is 40 dB greater than the DSSS signal. 

Fig. 10b shows the receiver after despreading this channel signal arrangement. Notice that there is 
spreading energy from the interferer present in the signal passband. The receiver filters will still reject the 
interference power, but now there is much more interference power to reject. In the photograph of Fig. 10c the 
DSSS system behavior is more striking. There is actually more interference from the out of band interferer with the 
wider (x127) spreading in use! The very feature that improved the in-band interference rejection is exacerbating the 
out of band interference rejection. This is a direct result of the 'soft bounded spreading' discussed above. Since the 
spreading factor is nearly eight times wider, the rolloff of the spreading sidebands is eight times slower. 
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b) C) 
Fig. 10. Direct sequence out of band interferer performance measurements: a) interferer at +20 MHz and +40 dB 

from the DSSS signal; b) x15 DSSS after receiver despreading; c) x127 DSSS after receiver despreading. 

VI. FH Narrowband Interference Rejection Performance 

Like direct sequence spread spectrum, frequency hopping achieves its interference tolerance by spreading 
the interfering signal over a wide frequency range at the same time as it collects and despreads the desired signal. 
However, the physical process is quite different. Fig. Il illustrates the FH process. In Fig. 1lathe FH signal 

covering 912-916 MHz is shown with an equal power interferer at 915 MHz. Compare this with Fig. 8a, where the 
same conditions are applied to a DSSS signal. Two major differences are noted: 1) the FH system applies all of its 
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output power at whatever frequency it is operating at during a hop, unlike the DS system which uses all frequencies 
simultaneously, and 2) the soft-bounded nature of the DS spread compared to the hard-bounded nature of the FH 
spread. 
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Fig. IL Frequency hopping interference transformations: 

a) FHSS signal with equal power CW interferer at 915 MHz; 
b) despread IF signal showing compressed FHSS signal and spread interference 

Fig. llb shows the signals in the FH receiver following the despread operation. The desired FH signal is 
now compressed into a single tone at the 70 MHz IF, and the interference is spread. Like the DS system, the use of a 
narrowband bandpass filter to select the despread FH signal will cause the rejection of most of the interference 
power. Unlike the DS system, when the interfering signal overlays the desired signal it is not a noise signal, but a 
real jamming signal. For that particular hop communication is likely to be impossible. This characteristic is 
expanded on in Fig. 12. The interfering power is increased by 40 dB. Fig. 12a shows the channel with the large 
interferer. In Fig. 12b the signals following the FH despreader are shown. The interferer is now spread. Notice that 
if the narrowband bandpass filter has sufficient selectivity, this large interferer will be rejected when it is shifted 
outside the filter. Communication is jammed completely when the frequencies align. 
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Fig. 12. Frequency hopper large in-band interferer performance: a) +40dB CW interferer at 914 Mhz; b) despread 

IF signal showing compressed FHSS signal and spread interference 

Evaluation of the FHSS system performance in the presence of a large out of band interferer is the last 
comparison measurement. The results are presented in Fig. 13. The first photograph shows the channel 
configuration, which is using the same conditions as those used in the DSSS evaluation: the large out of band 

interferer is 20 MHz above the spread signal, with +40 dB more signal power. The despread signal is shown in Fig. 
13b. This shows only the despread FHSS signal, with no effect from the interferer. The wider band measurement of 
Fig. 13c shows the entire story. The spread interferer is present, but all of its energy is removed in frequency by 20 
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MHz. Filter selectivity can be used to completely reject this interference. This is a direct consequence of the hard-
bounded nature of the frequency hopped spreading process. 

b) c) 
Fig. 13. Frequency hopping out of band interference performance: a) interferer at +20 MHz and +40 dB from the 

FHSS signal; b) FHSS after receiver despreading; e) wider band measurement of the FHSS following despreading. 

VII. Comparison Discussion 

These measurements show that the differing physical processes used in direct sequence and frequency 
hopping do perform differently in the presence of narrowband interference. In fact, these two spread spectrum 
approaches can be considered duals, in a way. If the interferer is within the spreading band, then the DSSS system 

can tolerate and completely reject it while the FHSS system can be completely jammed on that channel. For a large 
out of band interferer, the opposite is true. The DSSS process is sensitive to such interferers, where the FHSS 
system is not. 

For the DSSS system, this sensitivity to large out of band interferers is a direct consequence of the switched 

mixer method of generating BPSK. Remember that this modulation method is used twice, once in the transmitter, 
and once in the receiver for the despreader (Fig. 1). The problem is in the receiver despreader, where the spreading 

of the interference takes place. There are two ways to address this problem. First is to use a roofing bandpass filter 
to eliminate out of band signals. This works, but since it is not inherently required by the FHSS system (Fig. 13) 
then this puts a DSSS system at a complexity disadvantage. The other method is to examine the real source of the 
problem, the receiver despreader, and to address that directly. 

459 



Using a different type of modulation, where the signal envlope is constrained (ideally to a constant) while 
generating the BPSK has been shown to significantly reduce the distant sidelobes [5,6,7]. This modulation method is 
called FBPSK. An example of a closely related signal, FQPSK, is shown in Fig. 14. This measurement was made 
through a completely saturated amplifier, so it accurately depicts the performance of this signal when used to drive 

the LO port of the despreading mixer. Note that the sidelobes are essentially gone, which is a tremendous 
improvement over the signal of Fig. 6. The DSSS signal of Fig. 14 exhibits far less of a soft-bounded spread than 
the ones in Fig. 6. With less signal energy at a far distance from the carrier, there is far less sensitivity to out of band 
interferers. Use of this kind of spreading modulation eliminates this disadvantage from DSSS systems compared to 
the FHSS performance. 
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Fig. 14. Bounded DSSS spectrum using hard limited FQPSK modulation [9] 

The remaining points of comparison relate to Figures 4 and 5. Considering the system Frame Error 
Probability (FEP) in the presence of a narrowband interferer, Fig. 4 shows that the direct sequence system initially 
completely rejects its presence. For signals lower than the jamming margin, the DSSS system throughput is unity, 
which means that every packet sent can be accurately received. When the jamming margin is reached, within 5 dB 
of additional interference power the throughput of the DSSS system has gone to zero. The noise from the spread 
interferer in the receiver is now large enough to completely dominate the detector. As the interference level 

continues to grow, so does the noise following the despreader, and the throughput remains at zero. 

The frequency hopper shows a degradation in performance at a significantly lower level of interfering signal 
power. Once the interference is large enough to disturb the detector on that channel, communication through that 
channel is lost. Any packets sent on that channel must be resent on a different channel. A major difference here is 

that once that channel is lost due to the narrowband interference, then it remains lost. This remains true irrespective 
of the level of the interfering signal power, to first order. At very large interference levels other effects such as 
ultimate filter rejection levels and front end compression come into effect, but that is beyond the scope of this paper. 
Fig. 15 presents an overlay of the DSSS and FHSS performances. 
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Fig 15. Comparison of DSSS and FHSS throughput vs. Interference to signal ratio (ISR) 
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VIII. Conclusion 

The proper choice of direct sequence or frequency hopping as a spread spectrum technique depends on the 
actual environment that the system will be deployed into. If there are narrowband interferers of moderate level, then 

a DSSS system may be designable that will completely reject them. Should there be any large interfering signals, 
then FHSS is more likely to continue operating, even though the interference is not completely rejected. 
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Abstract 

Traditional military spread spectrum 
systems use Direct Sequence Spread Spectrum 

(DSSS) for its jam resistance and low 
probability of intercept. Additionally, the 
transmission security afforded by long PN 

sequences in the waveform is important as is 

the ability to do code division multiple access 
(CDMA). DSSS systems as proposed for the 
unlicensed ISM band use a form of DS that 

has few of these attributes. The sequences 
used are so short that special attention must 

be placed on what are the best sequences to 
use. The Barker sequences are often chosen, 
but do they have the right characteristics? A 

Barker word has good autocorrelation 
sidelobes when preceded and succeeded by all 
zeros. Does it have good correlation sidelobes 
when preceded and succeeded by more 
Barker words with QPSK modulation? That 

is, the adjoining sequences can have any of 

four phases relative to it and this may cause 
some sequences that initially look good to not 
be. This paper examines 11, 13, 15, and 16 bit 
sequences for these properties and makes 
sequence recommendations. 

1. Introduction 

The PrismTM baseband processor 
(HFA3824) is a direct sequence spread spectrum 
modem that is set up to handle spreading ratios 
of 11, 13, IS, and 16 chips per bit. These give 
processing gains of 10.4 to 12 dB theoretically. 
This paper discusses the properties of suitable 
chipping sequences. 

The IEEE 802.11 committee developing 
the standards for wireless LANs in the 2.4 GHz 

band has chosen the 11 bit Barker sequence for 
their DS spreading function. This sequence is 

well known in the industry as having optimal' 
autocorrelation properties. It produces a single 
peak and uniformly low sidelobes when 
correlated against time shifted versions of itself. 

These can be created by multipath echoes. Thus, 
it has very good rejection of multipath. The 
committee could have chosen the 13 bit Barker 

word for a little more processing gain, but didn't 
want to use any more bandwidth than necessary. 

Other users with non 802.11 schemes in mind 
will want to explore the options. 

The autocorrelation properties of 
Barker words are often measured with all zero 
data to either side of the sequence being 
correlated for. The DS spreading of 802.11 

places identical words to either side with 0, 90 or 
180 degree relative phase rotations. Thus the 
correlation properties being sought are those of 

good autocorrelation with adjoining words of the 
same sequence at phase rotations of k*90° (k=0 

to 3). The multipath performance of the receiver 
is also optimized by having a single sharp peak 
in the correlation with low sidelobes. 

The Barker words are only defined to 
13 bits, but maximal length sequences exist for 

all lengths of 2"-1. This paper defines at least 
one 15 bit sequence which should have good 

properties. When checked in the real 
application, the maximal length sequence was 
found lacking and another sequence showed 
better performance. 

2. Correlation Properties 

The photographs that follow show some 
trial sequences and their correlation properties in 

the PrismTM evaluation circuits. The HFA3824 
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has a test port to monitor the correlator 

magnitude output in real time. This allows 
observation of the sidelobe structure of the code 
being used to analyze its suitability. The first 
code described below is the IEEE 802.11 defined 

code, an II bit Barker word. It can be defined 
by the HEX codeword 05B8 to the registers of 
the HFA3824. The 5 leading digits of this 16 bit 
word are ignored when the chip is programmed 
for 1 l chips per bit operation. This makes the 
actual sequence: 

101 1011 1000 

Fig. 1 shows the correlator output of the 
chip with asynchronous transmit and receive 

chip clocks and random QPSK data. This clock 
offset causes the chip tracking to jitter by 0.25 
chip as the optimum tracking point slides by. It 
is evidenced by the fuzzy nature of the 

correlation peak as the tracking loop continually 
readjusts the asynchronous sampling clock to 
sample close to the peak. 
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Fig. , 11 Chip Barker Spreading Sequence 

In Fig. 1, the upper trace is the receive 
bit clock for reference. The oscilloscope is 

triggered on the bit clock. The correlation is 
referenced to a graticle line just above the 
notations. The Barker words have uniformly 

low autocorrelation sidelobes as shown by the 
uniform and low values of the correlations 
except at the peak. The maximum sidelobe is 

theoretically 1/11th of the value of the peak. 
This photo shows that this is true even with 

adjacent symbols QPSK modulated. Any cyclic 
shift of the Barker word is a also good sequence 
as is a reversed Barker word. 

é 100 whu 

The 13 bit Barker sequence for 13 chip 
per bit spreading is considered next. The 13 bit 

Barker sequence is coded into the HFA3824 
registers as IF 35 in hex notation. Again, the 
leading digits are ignored to truncate the 16 bit 
number to 13 bits. The resulting bit sequence is: 

1 1111 0011 0101 

The 13 bit Barker word has low 
correlation sidelobes and is a good sequence for 
spreading even though it has a large unbalance 
of Is and Os ( 9 to 4). 

Fig. 2 shows the correlation of the 13 
bit sequence. It has good sidelobe properties 
even with the adjacent symbols QPSK 

modulated. The bit clock to which the 
oscilloscope is triggered is at the top. The 
baseline reference for the correlation is the 
graticle line just above the notations. 

bireeitemea 
2 1 11n sit 

Fig 2, 13 chip Barker spreading sequence 

The maximal length sequence for 15 
bits created with the generator polynomial: x° + 

x + 1 was considered. In hex notation it is 789A 
or in bits: 

Ill 1000 1001 1010 

This sequence did not have properties 
as good as the 13 bit Barker word as expected. It 
had some large sidelobes, as shown in Fig. 3. 
These sidelobes can cause a reduction in the 
performance of the radio. The performance of 
the demodulator is related to the ability to 
distinguish the peak from the rest in the presence 
of noise. If a large sidelobe exists, there is more 
likelihood that noise can raise its value higher 
than the real peak which will make a symbol 
error occur. 
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Fig. 3, 15 bit maximal length sequence 

To make a good 15 bit sequence, the 13 

bit Barker word with two leading Os was tried 
and gave better results. Using the sequence 
I F35 again, the sequence is now better balanced 
in Is and Os and also has better sidelobe 

properties than the maximal length sequence in 
this application. The sequence is: 

001 1111 0011 0101 

Remember that PN sequence sidelobes 
are not usually measured with adjacent symbols 
QPSK modulated like was done here. Fig. 4 
shows sidelobes are low and uniform, which is 

the desired result 
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Fig. 4, Extended Barker word for 15 bit 

The next set is one of several 16 bit 

sequences examined. The unique word used in 
the 802.11 specification as a start frame 
delimiter was tried with the results shown in Fig. 

5. This 16 bit sequence is coded into the 
HFA3824 registers as F134 in hex notation. It 
has poorer correlation properties than the 

extended 13 bit Barker word that follows. 

1 

100 1,n SI, 

tar 

Fig. 5, 16 bit synchronization sequence 

The 16 bit code made from the 13 bit 
Barker word ( 1F35) with 3 leading Os is shown 
in Fig. 6.. It has a nearly balanced number of Is 

and Os and shows good correlation sidelobes. 
This code has uniform sidelobes with a well 

defined peak. The sequence is: 
0001 1111 0011 0101 

The properties of this code are better for 16 chip 
applications than any other that was tried. 

‘Ii? eie4èefej‘ I 00gel1 

Fig 6, 6 bit sequence made from Barker word 

Shorter sequences can be programmed 

into the HFA3824 than 11 chips per bit using a 
subterfuge. Using a spreading sequence of half 
Is and half Os (OOFF) makes a minimal (2 chips 
per symbol) spreading ratio to operate nearly 
unspread. This is equivalent to biphase-level 

data modulation in BPSK modes. The mid bit 
phase change provides essential tracking 
information to the bit timing loop. The design of 

the Prismn" baseband processor does not support 
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wholly unspread (spread sequence = FFFF or 1 
chip per symbol) operation. While it will 
acquire and track in an unspread mode, it makes 
errors at high SNR (due to low tracking loop 

gain) which is unacceptable. Using specialized 

sequences such as these, at a nominal spread 
ratio of 16 chips per symbol, a system designer 

can get effective spread ratios of 8, 4, and 2 
chips per symbol. 

3. Processing Gain 

The FCC rules for the 2.4 GHz ISM 
band call for a DS spread spectrum waveform 

with at least 10 dB processing gain. The 

suggested test for processing gain is for 
interference rejection and this allows a slightly 
different definition of processing gain than is 
sometimes used. 

Many textbooks call processing gain the 

ratio of spread rate to bit rate. The FCC rules 
use spread bandwidth to modulation bandwidth 

which can be .different. This FCC rule is based 

on reducing the power spectral density and 
providing interference immunity. For example, 
a modulation with BPSK spreading and QPSK 
data modulation is the 802.11 DS standard which 

calls for 11 MCps spreading and 1 MSps QPSK 
data modulation. An incoming signal is filtered 
to 22 MHz, despread, and then filtered to 2 MHz 

bandwidth. Thus, an 11 to I bandwidth 
reduction is effected and this provides 10.4 dB 
of interference rejection. Interfering CW signals 

are spread to 22 MHz null to null and 91% of 
their energy is thus outside the final bandwidth. 

This meets the processing gain test even though 
the spread rate to data rate ratio is only 5.5. 
Indeed, 2048 QUAM could be used for the data 
modulation and 91% of the jammer energy 

would still be rejected even with a spread rate to 
bit rate ratio of unity. Of course, the ES ratio 

would be worse by the increase in Eb/NO 
required. 

The spread spectrum defined by the 
802.11 standard ( II chips per symbol) will not 
allow much, if any, CDMA capability. The 
reason is that processing gain is on the order of 
the required Eb/NO that the modem needs to get 

good bit error rates. Thus, the signal to noise 
ratio in the spread bandwidth is near unity in 
BPSK mode and positive 3 dB in QPSK. This 

does not allow any CDMA in QPSK and only 

one other equal range channel in BPSK. 
However, it allows DS networks to be operated 
at least 10 dB closer together than unspread 
networks all other things being equal. 

4. Summary 

In summary, the best spreading codes to 
use for the PrismTM wireless chip set have been 
found and are 05B8 for 11 chips per bit and 

I F35 for 13, 15, and 16 chips per bit. These are 

the 11 and 13 bit Barker words with added zeros 
for the longer sequences. Cyclic shifts of these 
sequences and reversed sequences are also good. 
Cross correlations between these have not been 
tested thoroughly, but the radios will not lock up 
on reversed sequences or different lengths. 
Cross correlations between cyclic shifted 
versions will be high. 

465 







High-Power Design 
Session Chairperson: John Salvey, 
Fujitsu Microelectronics (San Jose, CA) 

Characterization and Modeling of High-Power RF Semiconductor 
Devices Under CW and Pulsed Excitations. Jaime Pla, Motorola RF 
Semiconductor Division (Phoenix, AZ)  467 

Thermal Design of Plastic Packaged GaAs RFIC Power Amplifiers. Thomas 
Kole, Andy Peake, and Michael Rachlin, ITT GaAs Technology Center 
(Roanoke, VA); David H. Chien and Chin C. Lee, University of 
California at Irvine (Irvine, CA)  473 

Predicting Nonlinearities in an MRF20060 Applications Circuit Using 
AM-AM and AM-PM Characteristics. Michael Shaw and Vivian Wang, 
Motorola Semiconductor Products Sector (Phoenix, AZ)  483 

A New 3-V, Single-Bias, High-Efficiency Power-Amplifier Product Family. 
Dean E. Oliver, ITT GaAs Technology Center (Roanoke, VA)  488 

A 60-W Amplifier Using 48-V LDMOS Device Technology. Michael Cardullo, 
Bob Davidson, George Anderson, Wayne Burger, Chris Dragon, and 
Gordon Ma, Motorola RF Semiconductor Division (Phoenix, AZ) 489 

S-Band 30-W Power GaAs MESFET for MMDS Application. G. Sarkissian 
and R. Basset, California Eastern Laboratories (Santa Clara, CA); 
F. Emori, I. Takano, E Ono, and K. Satou, NEC Corp. (Tokyo, Japan)  493 

0.5-W, Eta > 40 Percent PHEMT MMIC Power Amplifier for VSAT, Satcom, 
and Wireless Communications. Bob Ma, Norman Chiang, Barry Lin, 
Yi-Ching Pao, and Christina Gamab, Litton Solid State, Semiconductor 
Operations (Santa Clara, CA)  500 



Characterization and Modeling of High Power RF Semiconductor Devices 
Under Constant and Pulsed Excitations 
Jaime A. Plà, Motorola RF Semiconductor Division 
5005 East McDowell Road, Phoenix, Arizona, 85008 

R28700@email.sps. mo t. co m 

Abstract - To investigate the contribution of 
thermal effects cn device model parameters, 
high power bipolar junction transistors (BJTs) 
and lateral diffusion metal oxide field effect 
transistors (LDMOS) were fully characterized 
under constant and pulsed DC and RF conditions. 
All of the principal pulse parameters, pulse 
width, sampling location and duty cycle were 
investigated to ensure an isothermal extraction 
environment. Finally, comparisons are made 
between model parameters extracted under 
constant DC and RF versus model parameters 
extracted under pulsed DC and RF conditions. 

I. Introduction 

To properly account for self-heating 
effects, semiconductor nonlinear models need to 
dynamically account for model parameter 
temperature variations. Several authors [1,2] 
have already reported ways to implement 
dynamic self-heating effects into harmonic 
balance simulators with bipolar junction 
transistors and field effect transistors nonlinear 
models. During the model extraction procedure, 
the model parameters thermal and electrical 
dependencies need to be de-coupled, allowing 
extraction of isothermal model parameters and 
their temperature dependencies, making the 
model thermally consistent. One way [1] to 
determine the isothermal model parameters is 
by way of measuring the devices under pulsed 
DC and RF conditions. Another way. [2] is by 
performing all measurements under non-
isothermal conditions, i.e., constant DC and RF 
excitations, and then thermally de-embed the 
data to arrive to an isothermal set of 
measurements. 

II. Pulsed Modeling System 

The high voltage BIT and LDMOS 
devices were characterized under constant DC, 
pulsed DC, constant S-parameters and pulsed S - 
parameters with the use of the HP 85122A E20 

pulsed modeling system. The pulsed modeling 
system consists of the integration of a DC and a 
RF subsystem. 

The DC subsystem allows the bias to be 
pulsed during RF measurements, and allows 
voltage and current measurements under pulsed 
conditions. Four HP 6629A power supplies, 
providing a maximum pulse and quiescent 
voltage range of ± 100 V, provide drive to two 
HP 85210A K48 pulsers. The pulsers allow 
voltages to be supplied with a 200 nsec. 
minimum pulse width and a maximum duty 
cycle of 4 % at the pulsed maximum current of 10 
A. The pulsers also allow the user to set a 
quiescent bias point, then pulse to bias voltages 
either higher or lower than the quiescent 
voltage. Two dual channel HP 8110A pulse 
generators synchronize the pulses, set the 
desired pulse width and period and provide a 
trigger for the DC and RF sampling location. 
The pulsed DC measurements are accomplished 
using four HP 3458A digital multimeters which 
can be triggered to measure voltages and currents 
over any 2 nsec. aperture on the waveform. To 
measure current, there is current viewing resistor 
circuitry with attenuators and gain stages, built 
into each pulser. For constant DC measurements 
under 1 mA, an HP 4142 modular DC source 
measure unit is used, due to the 50 to 1001.1A noise 
floor for pulsed current measurements. The 
pulsers include a clean low leakage path to the 
HP 4142 for standard constant DC measurements. 

The RF subsystem consists of an HP 
8510C vector network analyzer, an HP 8115A 
test set, an HP 85110A test set and two 
synthesized sources, one for the LO internal test 
set downconverters and the other to provide the 
RF stimulus to the device under test. The HP 
85110A is a custom made test set that can 
operate in constant and pulsed modes from 500 
MHz to 20 GHz, while the HP 8515A test set 
only operates in constant or CW mode from 45 
MHz to 26.5 GHz. Bias networks are used to 
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couple the RF and bias to the DUT, allowing 
pulsed bias DC operation and pulsed RF 
operation from 400 MHz to 26.5 GHz. An HP 
3488A switch unit allows the user to switch 
between test sets without any additional 
connections. Both the DC and the RF subsystems 
are under complete computer control of the IC-
CAP Modeling Software. 

Extraction Environment 

For this investigation two different 
high voltage silicon devices were used. The 
first device is a sub micron BJT operating at 28 
V. The device has 1915 gm' emitter area. The 
second device is an LDMOS operating at 28 V 
with a gate periphery of 5.04 mm. Both devices 
were mounted in engineering packages and all 
measurements we made with the use of an Inter-
Continental Microwave fixture. 

The first step in the investigation was to 
determine the minimum pulse width, sampling 
location and duty cycle that will guarantee an 
isothermal environment. Fig. 1 shows constant 
and pulsed DC collector current of the BJTdevice 
vs. collector to emitter voltage for 1.5 µsec, 5 µsec 
and 50 µsec pulse widths for base to emitter 
voltages of 0.9 V and 1.0 V. Fig. 2 shows constant 
and pulsed DC drain current of the LDMOS 
device vs. drain to source voltage for 1.5 µsec, 5 
µsec, 20 µsec and 100 µsec pulse widths and gate 
to source voltages of 6.0 V and 10.0 V. In both 
cases, very little changes were noticed below 
pulse widths of 1.5 µsec. For both fig.1 and fig. 2 
the pulse repetition period was changed for 
each pulse width to mantairt a constant duty 
cycle of 0.1 %. 
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Fig. 1 Constant and pulsed DC collector current vs. 
collector to emitter voltage for 1.5 psec, 5 psec and 
50 psec pulse widths and base to emitter voltages 
of 0.9 V and 1.0 V of the sub-micron BJT device. 
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Fig.. 2 Constant and pulsed DC drain current vs. 
dram to source voltage for 1.5 µsec, 5 psec, 20 µsec 
and 100 psec pulse widths and gate to source 
voltages of 6.0 V and 10.0 V of the high voltage 
LDMOS device. 

As expected, fig. 1 clearly shows how 
the thermal run-away varies with the applied 
bias pulse width. Fig.2 shows the differences in 
the slope of the Ids-Vds curves under different 
pulse conditions. Finally, the applied duty 
cycled was reduced until no changes were 
detectable in the collector and drain current 
values. 

During the pulsed DC and RF 
extractions, the gate and base bias pulses were 
within the drain and collector bias pulses (in 
depletion mode FETs the drain pulse will 
always be 
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Fig. 3 Constant and pulsed DC forward current 

gain g, vs. collector voltage for base to emitter 
voltage of 0.9 V and 1.0 V. 

within the gate pulse), which will always 
follow the path of low current in the IV plane. 
The gate and drain pulse widths were 1.8 µsec 
and 2.0 psec respectively, with the gate pulse 
delayed by 100 nsec. The RF pulse was delayed 
by 200 nsec. and its pulse width was 1.6 µsec. 
Both the pulsed DC and RF sampling location 
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was at 1.5 µsec into the drain pulse. The duty 
cycle used during measurements was .1 %. 

IV. Results 

For the BJT device, two basics 
measurements were performed. The first was a 
DC measurement of the forward current gain and 
the second was a measurement of the unit gain 
frequency Ft. To calculate the value of Ft, S-
parameters were measured at the desired bias, 
between .5 GHz and 8 GHz, and then converted 
to H-parameters, where the value of Ft was 
interpolated between the adjacent frequency 
points in which the magnitude of H21 became 
less than unity. 

Fig. 3 shows constant and pulsed DC 
forward current gain fif vs. collector voltage for 
base to emitter voltage of 0.9 V and 1.0 V, for the 
BJT device. As expected, the constant DC values 
of the forward current gain are consistently 

higher than the pulsed DC measurement values, 
due to the effect of thermal run-away during the 
constant DC measurements. 

Fig. 4 shows constant and pulsed DC/RF 
Ft vs. base to emitter voltage for a collector to 
emitter voltage of 10.0 V for the BIT device, 
while fig. 5 shows Ft vs. the collector current. 
The peak Ft value calculated from the pulsed S - 
parameters measurements is about .2 GHz 
higher than the one calculated from constant S - 
parameters. But the biggest difference is not in 
the peak value of Ft, but its high current roll-off 
behavior, where the pulsed measurement shows 
that the value of Ft does not compress nearly the 

same as in the constant S-parameter 
measurement. 

For the LDMOS device three distinct 
measurements were performed. First, the drain 
to source current was measured as a function of 
both the drain to source voltage and the gate to 
source voltage. From the measured values of 
drain current, both the output conductance Gds 
and transconductance Gm were calculated. The 
second set of measurements performed 
determined the Ft under constant and pulsed 
DC/RF excitations. The method used was 
identical to the one described for the BJT device. 
Finally, the three main nonlinearities of the 
LDMOS, the transconductance Gm, the output 
conductance Gds and the gate to source 

capacitance Cgs were extracted with the use of 1 
GHz S-parameter measurements. 
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Fig. 4 Constant and pulsed DC/RF Ft vs. base to 
emitter voltage for a collector to emitter voltage of 
10.0 V. 
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Fig. 5 Constant and pulsed DC/RF Ft vs. collector 
current for a collector to emitter voltage of 10.0 V. 

Fig. 6 shows constant and pulsed DC 
drain current for the LDMOS device vs. drain to 
source voltage for gate to source voltages from 
4.0 V to 10.0 V, while fig. 7 shows constant and 
pulsed DC drain current vs. gate to source 
voltage for drain to source voltages of 5.0 V to 
20.0 V. Both figures show significant 
differences between constant and pulsed DC 
measurements. 
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Fig. 6 Constant and pulsed DC drain current vs. 
drain to source voltage for gate to source voltages 
from 4.0 V to 10.0 V. 

Based cn these measurements, it's not 
surprising that significant differences should 
also appear in constant vs. pulsed DC values of 
Gds and Gm. A clear comparison of the constant 
and pulsed DC output conductance Gds vs. drain 
to source voltage for gate to source voltages 
varying from 4.0 V to 10.0 V is shown in fig. 8. 
Fig. 9 shows constant and pulsed DC 
transconductance Gm vs. gate to source voltage 
for drain to source voltages of 5.0 V and 20.0 V. 
Notice how the constant and pulsed DC values 
of Ids, Gds and Gm diverge from each other as 
the power dissipation (i.e., the product of Vds 
and Ids) increases, showing the clear effect of 
self heating in the device. 

As in the case of the BJT, the Ft values 
extracted from pulsed measurements does not 
show the same high current roll-off behavior as 
constant DC/RF measurements. As mentioned 
earlier the Ft values were extracted under 
constant and pulsed DC/RF S-parameter 
measurements. Fig. 10 shows constant and pulsed 
DC/RF Ft vs. gate to source voltage for a drain to 
source voltage of 26.0 V. Fig. 11 shows the same 
values of Ft but this time vs. drain to source 
current. Contrary to the BJT, the LDMOS device 
does show a significant difference in the peak 
value of Ft, more than 1 GHz between constant 
and pulsed DC/RF extraction. 
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Fig. 7 Constant and pulsed DC drain current vs. 
gate to source voltage for drain to source voltages 
of 5.0 V and 20.0 V. 
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Fig. 8 Constant and pulsed DC output 
conductance Gds vs. drain to source voltage for 
gate to source voltages of 4.0 V and 10.0 V. 
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Fig. 9 Constant and pulsed DC transconductance 
Gm vs. gate to source voltage for drain to source 
voltages of 5.0 V and 20.0 V. 
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Fig. 10 Constant and pulsed DC/RF Ft vs. gate to 
source voltage for a drain to source voltage of 26.0 
V. 

S-parameter measurements were 
performed under both constant pulsed DC/RF 
conditions at 1 GHz to determine how the small 
signal LDMOS model parameters compared 
between isothermal and non-isothermal 
measurement conditions. Prior calculation of 
the intrinsic model parameters, namely , Gds, 
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Gm, Cgs, Cds and Cgd, package parasitcs, bond 
wire inductances and parasitic resistances Rg, 
Rd and Rs were de-embedded from the measured 
S-parameters. Fig. 12 shows constant and pulsed 
DC/RF transconductance Gm vs. drain to source 
voltage for gate to source voltages of 4.0 V and 
6.0 V. Fig. 13 shows Gm but this time vs. gate to 
source voltage for drain to source voltages of 10.0 
V and 30.0 V. Both of these results are consistent 
with the Gm extractions performed under pulsed 
and constant DC conditions. The output 
conductance Gcls show trends similar to those 
seen in the measurement of Gm. Fig. 14 shows 
constant and pulsed DC/RF output conductance 
Gds vs. drain to source voltage for gate to source 
voltages of 4.0 V and 6.0 V. Fig. 15 shows Gds 
vs. gate to source voltage for drain to source 
voltages of 10.0 V and 30.0 V. Once again, the 
results are consistent with previous pulsed vs. 
constant DC extractions. 
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Fig. 11 Constant and pulsed DC/RF Ft vs. drain to 
source current for a drain to source voltage of 26.0 
V. 
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Fig. 12 Constant and pulsed DC/RF 
transconductance Gm vs. drain to source voltage 
for gate to source voltages of 4.0 V and 6.0 V. 

Finally, fig. 16 shows constant and 
pulsed DC/RF gate to source capacitance Cgs vs. 
drain to source voltage for gate to source voltages 

of 4.0 V and 6.0 V., while fig. 17 shows its 
dependency vs. gate to source voltage for drain to 
source voltages of 10.0 V and 30.0 V. Contrary to 
the drain to source conductance and the 
transconductance, the thermal dependency of 
Cgs is very weak. Differences between the 
extracted values under constant and pulsed 
excitations are only about 1 to 2 %. Although 
not shown, both Cds and Cdg showed ro 
significant thermal dependencies. Both of these 
results, for the 5.04 mm LDMOS device and the 
1915 gm' BJT device, are consistent with what 
one would expect the model parameter behavior 
to be influenced as the device's channel and 
junction temperature. 

V. Conclusions 

The contribution of thermal effects ai 
device model parameter have been quantified 
by means of extracting key nonlinear model 
parameters for both the high voltage LDMOS 
and the sub micron BJT under constant and pulsed 
DC and RF conditions. Results clearly indicate 
the need for a thermally consistent electro-
thermal MOSFET and BJT models that can 
account for self-heating effects. 
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Fig. 14 Constant and pulsed DC/RF output 
conductance Gds vs. drain to source voltage for 
gate to source voltages of 4.0 V and 6.0 V. 
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Fig. 15 Constant and pulsed DC/RF output 
conductance Gds vs. gate to source voltage for 
drain to source voltages of 10.0 V and 30.0 V. 
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Fig. 16 Constant and pulsed DC/RF gate to source 
capacitance Cgs vs. drain to source voltage for gate 
to source voltages of 4.0 V and 6.0 V. 
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ABSTRACT 
The trend in the wireless market of 

producing higher power amplifiers in smaller 
packages continues to challenge engineers to 
balance cost and reliability when designing and 
manufacturing high power devices. ITT GTC has 
developed a unique thermal modeling and 
measurement process for its RFIC products, to 
accurately determine device temperatures for a 
wide variety of applications. The validation of 
modeled results is a key engineering challenge, 
which we have met using a combination of 
analytical and finite element models and by 
empirical measurements using liquid crystal 
techniques. Using this multifaceted approach, we 
have been able to integrate thermal design as an 
iterative part of the design and development 
process. 

This presentation will focus on a three 
dimensional thermal analysis of a GaAs power 
amplifier in a plastic SOP-16 package, mounted 
on a printed circuit board (PCB). Finite element 
techniques are used to analyze this complex 
structure including the chip, die attach, leadframe 
and plastic molding compound, the surface mount 
solder, and the PCB for varying boundary 
conditions, representative of wireless 
communications applications. The analytical Unit 
Thermal Profile Method is used to refine the initial 
chip level analysis by considering individual heat 
sources and the die attach layer. To validate the 
modeled results, liquid crystal microthermography 
was performed on open cavity plastic packaged 
devices. The results of this approach allow us to 
accurately predict maximum device temperatures 
and ensure reliability for a variety of today's 
wireless applications. 

INTRODUCTION 
Why does the thermal design of a power 

device need to be considered as an integral part 
of the design process? There are several 
answers to this question, the first of which 

involves device reliability. For devices which 
dissipate power in excess of 100mW, a significant 
temperature rise can occur in small surface 
mount packages. This fact becomes increasingly 
important as plastic packaging trends towards 
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Electrical & Computer Engineering Department 
University of California, Irvine, CA 92717 
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smaller sized packages while dissipating higher 
powers, which can have a great impact on the 
reliability of a device. Areas of concern include 
the impact on mean time to failure and the 
integrity of the plastic package itself. 

A second reason why thermal design needs 
be considered is cost. In today's competitive 
wireless communications market it is essential to 

design the system correctly the first time at the 
lowest possible cost. There is no time to design, 
fabricate, and assemble a device only to find out 
that it fails due to excessive temperature. 

With these ideas in mind, the goal of this 
paper is to discuss how to design a high power IC 

which concurrently meets the thermal design and 
cost requirements. To achieve typical wireless 
application power dissipations of 1-5 Watts, an 
accurate modeling process is required. The 
following section will discuss the primary 

approaches to thermal modeling and how they 
can be used as part of a robust design process. 

THERMAL MODELING APPROACHES 

Figure 1 summarizes several options for 
incorporating thermal modeling into the overall 
design process. Four techniques are presented. 
The first thermal modeling approach involves 
rough calculations. This includes "back of the 
envelope" calculations of device and leadframe 
thermal resistance, and temperature rises for a 
power device. This method has roughly a 20% to 
30% accuracy. It can be used in the early phase 
of a design to estimate if the concept is thermally 
feasible without expending a great deal of time 
and effort. 

The next step in Figure 1 involves physics-
based analytical thermal models. This involves 
such things as chip level models which take into 
account individual heat sources and temperature 
dependent material properties. Examples of these 
include The H. Cooke Model [9] and The Unit 
Thermal Profile Method [5]. These provide more 
accurate calculations of maximum device 
temperature with accuracy of roughly 10% to 

20%. This step could be used after the concept 
phase and before the preliminary design review to 
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Distributed Area 
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Long 
Completion 
Time 

Long Setup 
Time 
Not Possible on 
Some Devices 

Figure 1: Table of Modeling Options, Accuracy, Strengths and Weaknesses 

The third step for incorporating thermal 
modeling into the design process is finite element 
modeling. Finite element involves creating a 
highly accurate geometric representation of a 
power device, assigning boundary conditions to 
the device and running it using power dissipations 
typical of the intended application. The accuracy 
from this technique is approximately 5%. This 
approach could be used as part of a detailed 
design review when specific operating conditions 
need to be thermally evaluated. Finite element 
modeling represents a significant investment of 
time and would probably not be used until a 
design had a high probability of moving to 

production. 
The next step involves merging the best 

aspects of the analytical and finite element 
models to improve the overall model accuracy to 
roughly 2%. This could be done as part of a 
performance and yield review where highly 

accurate thermal performance data is required to 
verify that the parts meets customer thermal 
specifications based on actual device data such 
as voltage, current, and ambient temperature. 
Again, since this represents an even greater level 
of effort it is done when a part was ready for 

production. 
Figure 2 summarizes the areas of a generic 

design process flow where each type of modeling 
listed above could be used. 
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Figure 2: Generic Design Process Flow with 
Sample Modeling Approaches Added 
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Thermal analyses enable designers not only to 
predict thermal performance but also to cultivate 
new heat transport enhancement ideas using 
"what if" scenarios. 

THE FINITE ELEMENT MODEL 
The finite element model (FEM) represents 

a very powerful tool for thermal design and 
modeling. Some of the advantages FEM has 
over other modeling approaches are: First, 
complex geometries of a device can be modeled 
exactly. Second, compound materials, such as a 
copper leadframe surrounded by plastic molding 
compound, can be modeled using finite element 
techniques. Also FEM can include temperature 
dependent material properties. This iterative 
temperature dependent capability is critical to 
achieving an accurate model of a GaAs power 
amplifier, since GaAs thermal conductivity varies 
with temperature. Figure 3 below illustrates GaAs 
thermal conductivity as a function of temperature. 

The effect of ignoring the change in GaAs thermal 
conductivity from 25°C to 150°C would lead to a 
large error in the modeled results. 
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Figure 3: GaAs Thermal Conductivity vs. Temp. 

Third, the finite element model can simulate real 
world boundary conditions such as conduction of 
heat through a leadframe or convection of heat 
from a printed circuit board into the air. 

An example of using finite element 
techniques to accurately model temperature 
profiles of an ITT GTC GaAs RFIC power 
amplifier in an SOP-16 package follows. In this 
example the device chip has two field effect 

transistors (FETs). Other components on the chip 
are neglected because they generate very little 
heat. For a valid comparison between the 
modeling results and the empirical data, the FE 
model is constructed using the same boundary 
conditions as the experimental setup. 

A total dissipated power of 0.65 Watts is 
used in this example. FET A has one 300p.m by 
1i.tm gate finger dissipating 0.105 Watts of power 

and FET B has sixteen 150µm by 1 um gate 
fingers with a finger pitch of 15u.m dissipating 
0.545 Watts. Due to the large difference in size 
between the FET fingers and the PCB (3.8cm by 
4.2cm), it is impractical for finite element (FE) 
method to model all individual FET fingers with 
the appropriate element dimension aspect ratio 
and a manageable number of elements. Thus, in 
the FE analysis, FET A is modeled as 3 nodes 
with concentrated power of 0.035 Watts each 

spaced at 1001.tm from one another and FET B is 
approximated by one uniform heat source that 
covers the same area and position on the die as 
FET B does. 

Further refinement of the chip model to 
cover individual fingers of FET B will be 
presented in the next section. A standard FE 

software package is used for the FE analysis [ 1]. 
The complete FE model includes the chip, the 
package, the solder joints and the PCB. A total of 
25,616 elements and 30,736 nodes are used for 
the complete structure. The 3-layer PCB consists 
of top and bottom copper layers each measuring 
35p.m in thickness and a 500ktm FR-4 layer 
sandwiched in between. 

Figure 4 lists the material properties for the 
SOP-16 package. A free air convection 
coefficient of 10 by 10-4 W/cm2-°C is used on all 

surfaces of the structure with an ambient 
temperature of 27°C. 

Layer 
No. Material 

Thickness 
mm 

Thermal 
Conductivity 
W/cm-°C 

1 Molding 450 7.0 by 10-3 
2 GaAs 125 0.45 ©27°C 

3.6 3 Copper 
Leadframe 

200 

4 Molding 650 7.0x10-3 

Figure 4: SOP-16 Package Material properties 

Figure 5 shows the plastic SOP-16 
package of the complete model with the 
calculated temperature distribution. The die-
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attach layer is not shown in Figure 4. The die-

attach layer (25µm) is very thin comparing to the 
whole structure. Very large element aspect ratio 
and a large number of elements must be used to 
model such thin layer in a large structure. Thus it 
is impractical to model it using FE technique. 
While most die-attach adhesives have poor 
thermal conductivity, the ITT GTC SOP-16 
packages use high thermal conductivity adhesive 
epoxy that has approximately 87% of thermal 

conductivity of copper, to improve the overall 
device thermal heat transfer. Thus the die-attach 

layer is considered as a portion of the leadframe 
to simplify the FE model. However, the die-attach 
will be treated as a separate layer in the chip 
model to be presented in the next section. 

Figure 6 displays the FEM leadframe mesh 
with calculated temperature contours. Figure 7 
shows an enlarged view of the leadframe near 
FET B. The leadframe geometry is modeled in 
detail to obtain information on how the shape of 
leadframe affects the heat conduction efficiency. 
In this area FE method stands above all 
numerical and analytical methods. Several 
geometries can be modeled and thermally 
evaluated. This allows an engineer to iterate 
design parameters with high confidence to obtain 
the best thermal design without having to 
physically fabricate, and test the device. Figure 8 

shows the GaAs chip mesh with the temperature 
distribution. Figure 9 depicts an enlarged view of 
the die at FET B. The peak temperature of 
109.5°C occurs at about the center of FET B. 
Temperature dependence of GaAs thermal 
conductivity has been included in the FE model. 
This result will be compared to other modeling 
and measurement techniques in the final section. 

Due to the comparatively low thermal 
resistance of the ITT GTC SOP-16 fused 
leadframe, only 0.16% of the total heat escapes 
through the surfaces of molding compound by still 
air convection. The remaining heat conducts 
through the leadframe, solder, PCB copper and 
then convects to the air. Little heat is carried to 
those leads that are not connected to the die-pad 
of the copper leadframe. The temperature of the 
die bottom is approximately 74.5°C. This 
temperature is later used as a worst case 
isothermal bottom temperature for the chip 
model. Based on the fact that only a small 
fraction of the heat escapes through the molding 
compound, an approximation of an adiabatic top 
surface and isothermal bottom surface can be 
used for the analytical chip model which allows an 
important approximation as will be discussed in 

the next section. 
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DISPLAY III - GEOMETRY MODELING SYSTEM ( 3.4) PRE/POST MODULE TEMPERATURE 
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Figure 6: Meshed leadframe with calculated temperature information. 
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DISPLAY III - GEOMETRY MODELING SYSTEM (93.0) PRE/POST MODULE 
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Figure 8: GaAs chip with two heat sources representing two FETs. 

DISPLAY III • GEOMETRY MODELING SYSTEM (93.0) PRE/POST MODULE 

Figure 9: Detailed view of FET B. 
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ANALYTICAL CHIP LEVEL MODEL 
In the finite element model above, each 

FET is approximated by a uniform heat source or 
nodal heat source to keep the number of 
elements manageable. In reality, FET B is 
constructed of 16 fingers each forming a highly 
elongated heat source. To take all individual 
fingers into account, and to allow analysis of chips 
having a large number of transistors, we turn to 
the unit thermal profile approach for chip level 
modeling [2]. The GaAs chip is modeled as a two-
layer structure with properties listed in Figure 10. 

In the FEM, the die-attach layer is not separately 
modeled due to the limitations discussed above. 
In the analytical chip model, these limitations do 
not apply. Therefore, the unit thermal profile 
method can include the thin die-attach layer in our 
chip model. From the results of FEM analyses, it 
is known that only 0.16% of heat escapes through 
the molding compound surfaces. Thus, the heat 
that dissipates from the chip into the upper 
molding compound would be even less. 
Accordingly, the boundary condition 
approximations of an adiabatic GaAs top surface 
and finite lateral boundaries with an isothermal 
bottom surface below the die-attach, are valid. 
Since the chip is attached to high thermal 
conductive copper leadframe, an isothermal 
bottom surface is also a good approximation. 

Layer 
No. Material 

Thickness 

.Irn 
Thermal 

conductivity 
W/cm-°C 

1 GaAs 125 0.45 ©27°C 
2 Die- 

Attach 
25 3.143 

Figure 10: Analytical Model Material Properties. 

The chip level analytical model consists of 
a circular unit source of 1 Ftm2 in area with an 
arbitrary power dissipation of 1 mW. Using 
PAMICE software [3] written based on analytical 

temperature solutions of structures with a circular 
heat source [4], the unit thermal profile produced 
by the unit source is calculated at the isothermal 
base temperature of 74.5°C as shown in Fig. 5. 
The FET finger sources on the chip are next 
automatically decomposed into a large number of 
unit sources by UNITHERM [5], a program written 
based on unit thermal profile approach [2]. The 
powers and locations of the unit sources are 
determined by the dissipated powers and layout 
of the FET fingers on the chip. The overall 
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temperature profile on the chip is then the 
summation of the profiles produced by all unit 
sources weighted by the power and distance 
factors referenced by the unit thermal profile plus 
the image sources. Image sources are included 
when a heat source is close to the adiabatic 
lateral boundaries of the chip. To take into 
account the temperature dependence of GaAs 
thermal conductivity, Kirchhoff transformation is 
applied [6], [7]. Figure 11 displays the resulting 
temperature profile calculated by UNITHERM 

after taking care of the GaAs thermal conductivity 
temperature dependency. The total power used is 
0.65 Watts. The isothermal die-bottom 

temperature used is 74.5°C from the FEM results. 
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Figure 11: Unit thermal profile as a function 
distance from the circular source having 1mW 
power with 1mm2 area at the isothermal base 
temperature of 74.5°C from the FE results. 

Figure 12 illustrates the analytical chip 

level temperature profile. The results indicate a 
temperature rise at the junction of the larger FET 
of 37.1 °C. When this is added to the base 
temperature of the die (74.5°C), the resulting 
maximum FET temperature calculated by the 
analytical chip level model is 111.6°C. This result 
will be referenced for comparison in the next 
section. 
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Figure 12: Analytical Thermal Model Temperature for the 

COMPARISON OF MODELING APPROACHES 

Upon comparing the results from the FE 
and Analytical modeling approaches above, the 
peak temperature from the chip model is found to 
be 2.1°C higher than the FE model. (111.6°C for 
the analytical model, 109.3 for the FEM) This is 
due to the chip model accounting for individual 
FET finger heat sources instead one large 
uniform source as in the FE model. Thus the 
heat fluxes on the FET fingers are concentrated 
within each finger rather than distributed over the 
entire FET area. Figure 13 illustrates the contrast 
between the analytical model and finite element 
model results for FET B. Notice the sharp 
temperature rise from the analytical model which 
corresponds to the center of a FET gate finger 
heat source. Figure 15 will summarize these 
values for comparison to empirical data at the 
end of the next section. 
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Figure 13: Temperature profile comparison 
between FE and chip models across FET B 

fingers. 
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VALIDATION OF MODELED RESULTS 
Validation of the modeled results is critical 

and must be done before using the results to 
commit to a design. Invalid assumptions 
regarding boundary conditions and material 
properties can lead to large errors in the peak 
temperatures. For this reason initial models need 
to be validated by using empirical measurements. 
For example, the first FE model should be of a 
device which can also be empirically measured. 
This allows a direct comparison between modeled 
and empirically measured results. Using the 
empirical results, one can adjust model variables 
such as the still air convection transfer coefficient 
until the modeled results correlate to the empirical 
data. That coefficient can then be used as a 
boundary condition in a future model with a high 
degree of confidence in its accuracy. 

To verify the calculated chip temperatures 
from both modeling approaches, empirical 
thermal measurements were made using liquid 
crystal microthermography [8]. The packaged 
parts were de-processed to expose the GaAs chip 
surface. The FEM analysis results presented 
earlier showed that only 0.16% of heat escapes 
from the chip into the upper molding compound. 
Thus, the removal of the compound on top of the 
chip should have little effect the accuracy of the 
measured results. After de-processing, the chip 
surface was coated with a nematic liquid crystal 
that has a phase transition temperature —110°C. 
When the crystal is viewed through a polarizing 
microscope, it is possible to distinguish the 
transition with a spatial resolution of about 2 jam. 

To determine the thermal resistance of the 
unit under test, a thermocouple was attached to 
the arbitrarily chosen thermal reference plane 
where the leads of the package are soldered. 
Then the device bias is slowly increased until 
phase transition is observed at the hottest point 
on the FET. The power being dissipated in the 
device at the transition is recorded. This power is 
determined for a series of different reference 
temperatures controlled by a hot plate and 
measured by a thermocouple. The results in 
reference temperature are plotted against the 
dissipated power to find the thermal resistance. 
The intercept of the fitted curve represents the 
transition temperature of the crystal while the 
slope is proportional to the thermal resistance. 

Measurements were made on the same 
GaAs device previously modeled using the liquid 
crystal method described above. In the 
measurement, only FET B was used and thus the 
power measured was consumed by FET B alone. 
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A linear regression was performed on the data to 
obtain the crystal transition temperature and the 
thermal resistance. The results for this 
measurement were a crystal transition 
temperature of 110.8°C and a thermal resistance 
of 77.4°C/VV. Figure 14 displays the measured 
data. 
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Figure 14: Reference temperature at liquid 
crystal phase transition versus power dissipated. 

The FE model yields a peak temperature of 
109.5°C at the center of FET B and a thermal 
resistance of 76.0°C/W. Similarly, the chip model 
obtains a peak temperature of 111.6°C. Using a 
previously measured thermal resistance value for 
the leadframe and the chip model results, the chip 
model junction to leadframe thermal resistance is 
79.8°C/W. The empirical data obtained from the 
liquid crystal measurement, as displayed in Fig. 8, 
yields a thermal resistance of 77.4°CM/, quite 
close to the calculated values. Figure 15 
summarizes the temperature and thermal 
resistance data above. 



Model Description Peak FET Temperature Thermal Resistance Junction to 
Leadframe 

Analytical Chip 
Model 

111.6°C 80 °CAN 

Finite Element 
Model 

109.4 °C 76 °CAN 

Physical 
Measurement 

112.2 °C 77 °C/VV 

Figure 15: Summary of Validation Results 

CONCLUSION 
As the wireless communications industry 

trends towards using smaller IC's that dissipate 
higher powers, the importance of thermal 
modeling as part of the design process will 
continue to grow. Several modeling approaches 
have been presented as examples of how to 
accomplish this task. The modeled results were 

then validated by a close correlation to empirical 
measurements. This validation allows the 
thermal models to be used as accurate tools for 
predicting future device behavior during the 
design phase, as well as in different application 
environments. 
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Abstract 
This paper describes a method for 
predicting nonlinear behavior of a 

MRF20060 RF power amplifier. Using 
single tone gain and phase characteristics 
of the power amplifier the nonlinear 

amplification can be simulated for various 
modulated signals. The intermodulation 
distortion (IMD) of multi-tone or spectral 
regrowth of digitally modulated signals 
can then be predicted. In this article a two 
tone signal and a Code Division Multiple 
Access (CDMA) modulated signal will be 
examined. 

I. Introduction 

The emergence of digital modulation 
schemes has set stringent linearity 
requirements for RF power amplifiers used in 
wireless communication systems. 
Characterizing linearity is of prime 
importance when designing a power 
amplifier. 

In this paper, the technique of predicting 
intermodulation distortion of multi-tone and 

spectral regrowth of CDMA signals by using 
single-tone gain compression (AM-AM) and 
amplitude-phase distortion (AM-PM) 
characteristics is presented. Our primary 
interest is to predict nonlinearities of a 

Motorola MRF20060 class-AB application 
circuit. The MRF20060 is a 60 W submicron 

bipolar RF power transistor used in base 
station applications. The application circuit is 
capable of over 9 dB gain, better than 33% 
efficiency and less than -30 dBc IMD for a 
60 W output PEP two tone signal across the 
band of 1.93 to 1.99 GHz. 

II. Theory of Operation 

A common way to measure nonlinearites is 
by examining the IMD of a two-tone signal. 
Intermodulation distortion products are 
generated by nonlinear amplifiers when two 
or more frequencies are amplified. For the 

two-tone case, the odd order products (such 
as the third 2f1-f, or 24-f„ the fifth 3f,-2f, or 
34-2f„ and the seventh order 4f,-3f, or 4f,-

3f1) occur near the frequency of operation 
and are difficult to filter out. Spectral 
regrowth is a specific case of IMD and 
occurs when nonlinear amplifiers are used to 
amplify digitally modulated signals. 

A modulated RF signal can be represented by 
its equivalent lowpass representation if the 

signal is narrowband and its envelope is 
slowly varying when compared to the carrier 
frequency. Let x(t) be the input signal, 

x(t) = WWI ei eft) (1) 

where lx(t)1 represents the magnitude and 0(t) 

the phase of x(t). The gain compression G(*) 

and phase distortion P(*) characteristics of a 
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nonlinear device, as a function of the 
magnitude of the input signal lx(t)I, can be 
used to characterize nonlinear behavior for 
different modulation schemes. The distorted 
output signal y(t) can be found as Eq. 2. 

y(t) = lx(t)I [G(Ix(t)I)] ell0M+P(Ix(01] (2) 

III. Application Circuit 

Using the device impedance, a microstrip 
matching network was constructed from 

RO4003TM board as shown in Fig. 1. The 
circuit board and device were mounted on a 
2" by 3" heatsink. A temperature 
compensating transistor was used for the base 
supply. Simple quarter wave lines were used 

for the bias supplies. 

j o• 

0 
c•00 Cp 

11 

. 00 

0 

C)MRF20080 

Fig. 1 Circuit board layout 

IV. Making the Measurements 

A HP 8753D vector network analyzer was 

used to measure the single tone gain 
characteristics of the amplifier. The setup is 
shown in Fig. 2. The procedure for setting 
up the network analyzer is described in the 

appendix. The power meter was used to 
monitor the output power. Fig. 3 and 4 show 

the gain compression and phase distortion 
characteristics of the device. 
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Fig. 2 Setup for power sweep 

characterization 
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Fig. 3 Gain Characteristics of MRF20060 vs. 
Input Power 
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Fig. 4 Phase characteristics of MRF20060 
vs. Input Power 

V. Simulating Nonlinearities  

MatLabTM was used to simulate the nonlinear 
behavior using the AM-AM and AM-PM 
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characteristics of the circuit. The single tone 

gain characteristics as a function of input 
voltage were spline-fitted. Two signals were 
examined. First, as a proof of concept, a 
two-tone signal was examined. This is 
simply two equal amplitude cosine signals, 
with a small frequency spacing, added 

together. Second, a forward link QPSK 
CDMA signal was used. A random number 
generator was used to generate the I and Q 
data. The data was then oversampled four 
times. The signal was then multiplied with 
the FIR filter in the frequency domain. 

After generating the signals, they were then 
sampled in the time domain. The sampled 
signal was multiplied by the complex gain 

measurement. The distorted output signal 
was then transformed to the frequency 
domain and the IMD or spectral regrowth 
was measured. The process was repeated for 
a range of input power levels. 

V. Discussion of Results 

First, the intermodulation distortion of a two-
tone signal was investigated. The third, fifth 
and seventh order IM products on both the 
right and the left side of the signals were 
measured. 

Fig. 5 shows the measured and predicted IM 
products of a 5 kHz spaced two-tone signal. 
Data was collected from 1 to 70W PEP 
output power. Most measured IM products 
match closely to the prediction. The -30 dBc 
point was reached at 60W output power. 
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Fig. 5 IM products of a two-tone signal, 5 
kHz apart 

Different tone spacings were used and IMD 

measurements were taken. It was observed 
that as the two tone frequencies grew farther 
apart from each other, the measured IM 
products deviate more from the predicted 
values. Fig. 6, 7 and 8 shows the measured 
(R for Right, L for Left) and predicted 
(dotted lines) third, fifth and seventh order 
IM products of 10 kHz and 100kHz apart 
two-tone input signals. 
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It was also observed that the IM products on 
the left side of the two-tone signal generally 
deviate more from predictions than the ones 
on the right. Table 1 shows the average 

N 

deviations ( jls; E I simulated — measured I ) at 
power level 

different delta frequencies. The table also 
displays an increasing trend of deviation as 
the delta frequency increases. 

Table 1 Average IMD deviations 

M 

(kHz) 

IM3R 

(dBc) 

IM3L 

(dBc) 

IM5R 

(dBc) 

IM5L 

(dBc) 

IM7R 

(dBc) 

IM7L 

(dBc) 

5 2.66 1.58 1.14 1.50 1.80 1.48 

10 1.91 2.24 2.35 2.69 2.62 3.78 

100 2.08 3.76 2.13 4.65 3.82 5.51 

-60 

One way to eliminate this IMD deviation 
over tone spacing is to place a small 
resistance in the base feed of the circuit. 

Finally, a simulated CDMA signal at 10W 
output power level was compared to the 
measured data. Figure 9 shows the simulated 
and measured results. As in the two tone 
case the right side is closer to the simulated 
results. 

fl 

Mea ,rod SIgna 

.... • • « 

1.986 10° 1.989 14,  (Hz) 1.992 10° 

Fig. 9 Measured and simulated spectral 
regrowth of a CDMA signal 

VI. Conclusion 

The concept of using single tone AM-AM 
and AM-PM characteristics to predict 
nonlinearities for a MRF20060 application 
circuit has been explained. Multi-tone and 
CDMA signals were examined. MatLab was 
employed to predict the IM products using 
the gain and phase characteristics of the 
amplifier. The graphs of the measured and 
simulated IM products suggest the method is 
highly accurate. On the other hand, the 
limitation of the prediction method is also 
observed. This method works with complex 
digital modulation schemes as shown in the 
simulated and measured CDMA data. 
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Appendix  
Before taking the gain and phase 

measurements, the network analyzer needed 
to be calibrated with the power meter. The 
application circuit was disconnected from the 
setup for calibration. First, a power sweep 

calibration was done. The amplifier was not 
used in this procedure and Coupler 1 was 

hooked up directly to the RFout port of the 
network analyzer. Port R and A were 
connected to Coupler 1 as in Fig. 2. A power 
meter was connected to the D.U.T. side of 
Coupler 1. Under Sweep type in Menu, 
power sweep was selected. The highest 

possible dynamic range was used. For our 
case, CW frequency was set to 1.99 GHz. 
Number of Points in Menu and Power 

Sweep Cal were selected to be the same. 
Under Power Sweep Cal, a Take One 
Sweep calibration was performed. 

The two channels on the network analyzer 

were calibrated to measure the gain/phase 
and output power. Channel 2 was set up to 
measure output power by selecting under 
Measure, port-B. Knowing the attenuation 
of Coupler 2, output powers were found. 
These measurements were compared with the 
absolute power read from the power meter. 
Input powers were recovered by subtracting 
the corresponding gain from the output 
power levels. To calibrate Channel 1 for 
gain and phase measurements, a S21 
response-thru calibration was performed. 
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A New 3 Volt, Single Bias, High Efficiency Power Amplifier Product Family 
Dean E. Oliver 

Applications Engineer 
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Abstract 

ITT GTC has developed a new line of GaAs single bias 3 Volt RF IC power 
amplifiers (PAs) that utilize the TSSOP-16 surface mount plastic package. With the 
market pressures on today's wireless communications products for low cost, small size 
and long battery life, OEMs are forced to constantly push the limits of PA technology in 
both performance and packaging. 

In addition to requiring higher efficiency PAs at lower supply voltages, the 
amplifiers must also operate from a single positive supply voltage. This constraint alone 
eliminates the need for a negative voltage generator in the traditional "negative gate 
biased" amplifier. Ultimately, this will eliminate the excess cost and space in the final 
PCB design and layout phases of any wireless product development. 

With ITT GTC's new single supply 3V PAs, various output power capabilities, 
ranging from 500mW to 1.2W can be achieved with power added efficiencies of better 
than 55%. The first applications targeted by these new products will cover the 890-940 
MHz frequency band, including ISM and narrowband PCS, and the 1880-1900 MHz 
frequency band for DECT. 

This paper provides an overview of the GaAs manufacturing process behind this 
RF IC PA product development and will discuss the key performance parameters of the 
resulting new products. 

I 



A 60 Watt Amplifier Using 48 Volt LDMOS Device Technology 

Michael Cardullo, Bob Davidson, George Anderson 
Wayne Burger, Chris Dragon & Gordon Ma 

Motorola RF Semiconductor Division 
5005 East McDowell Road 
Phoenix, Arizona, 85008 

Abstract: 

RF performance of an amplifier 

using a 4 cell 48 volt Silicon 

LDMOS (Lateral Diffusion 

MOSFET) device is described. The 
amplifier demonstrates greater 

than 15 Watts PEP (Peak 
Envelope Power) output power at 

an intermodulation distortion 
level of -30 dBc. In order to 
demonstrate power scaling 
capability, (4) 4 cell devices were 
cascaded in parallel. The 

amplifier resulting from this 
experiment demonstrated 15 dB 
of gain, 35 °X, drain efficiency, 
approximately 60 Watts PEP 
output power at an 
intermodulation distortion level of 

-30 dBc and greater than 28 Watts 
PEP output power at an 
intermodulation distortion level of 
-40 dBc. 

I. Introduction 

There are several advantages 
that 48 volt LDMOS device 
technology presents over its lower 
voltage counterparts. One of the 
principal benefits is that the power 
density of a given device is 
substantially increased for an 
equivalent die size from a lower 
voltage LDMOS device technology. 
The higher operating voltage also 
means that the device output 

impedance will be increased, which 
simplifies the design of the output 
matching network, as well as 
potentially increasing the bandwidth 
of operation. The total gate 
periphery of the device is 20 mm. 
There were three devices of interest, 
the topology of which was identical 
for all three devices. The difference 

between the three devices were 
several key process variables which 
were controlled during the fabrication 
of the devices. 

II. Summary of Results 
A summary of the DC 

parameters for a group of typical 4 
cell 48 volt LDMOS devices is 
shown in Table 1. The controlled 
process variables appear to have the 
greatest impact on the value of 
Vds(on) . 

BV 

(Volts) 
V („) 
(Volts) 

V,s(,h) 
(Volts) 

Gm 

(mS) 
106 .450 3.46 340 
114 .450 2.98 325 
116 .500 3.17 315 
120 .500 3.02 325 
116 .550 3.37 325 
115 .549 3.06 335 

Table 1. Typical DC Parameters 
of 4 Cell 48 Volt LDMOS Devices 
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In order to determine the 
impact of the process variables on 
the RF power performance of the 48 
volt LDMOS device, two tone 
measurements were performed. The 
device was tuned for peak power 
performance at the -30 dBc IMD 
point. The results of this 
measurement is shown in Fig. 1. 
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Fig. 1. Output Power (PEP) 
Performance versus Drain to 

Source Turn On Voltage 

From the graph, it can be 
seen that the output power increases 
as the value of Vds(on) decreases, 
which is consistent with classical 
device theory. The output power 
shown is the peak envelope power 
(PEP), which denotes a two tone 
input power mode of operation. The 
tone spacing between the two tones 
for the measurements shown is 100 
kHz. The frequency of operation is 
fo = 900 MHz and the quiescent bias 
conditions for the measurements 
shown were Vdd = 48 V and Idq = 
75 mA. 

Two tone ruggedness 
measurements were performed on 
the 4 cell 48 volt LDMOS devices, 
terminating the devices in an 8:1 

VSWR load mismatch. The initial 
ruggedness measurement was 
made at the input power level that 
coincided with the operating point of 
the circuit, in this case at an input 
power of Pin = 150 mW. To obtain a 
complete set of ruggedness 
measurements, the input power was 
increased in 1 dB steps from this 
nominal operating point. At the 
completion of each incremental input 
power level, the device's DC 
parameters were re- measured. The 
device degradation point was 
determined to be the point at which 
the device's Vds(ON) increased by 
5 °/0. The results showed that the 
device does not exhibit any 
significant performance degradation 
with an input power level up to 5 dB 
over the input power level that 
coincides with the nominal operating 
point. 

Finite element thermal analysis 
was then performed on the 4 cell 
device, to obtain a better quantitative 
idea of what the overall thermal 
resistance of the package containing 
the device would be under normal 
operating conditions. The thermal 
analysis was performed using a 
package as shown in Fig. 2. The 
thermal analysis performed assumed 
a dissipated power of 14.1 Watts, 
based upon an average output 
power of 7.5 Watts, a power gain of 
17.0 dB, a drain efficiency of 35 % 
and a package case temperature of 
100 C. The results obtained from 
this thermal analysis gave a device 
thermal resistance of 6.03 °C/W. 
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Drain 

5 mil thick A U Eutectic Bond 9 mil thick Silicon 

60 rriil thick 8515 (I:uNV 

Fig. 2. 48 V LDMOS Device 

Mounted in Package, Showing 
Critical Dimensions 

In order to achieve 60 Watts 
output power performance, (4) 4 cell 
48 volt LDMOS die were mounted in 
parallel. To suppress potential odd 
mode oscillations, the gate to gate 
and drain to drain bond pads of each 
of the die were connected in a 
cascaded configuration, to assure 
that an equivalent voltage potential 

would exist across each device. Fig. 
3 shows the drain efficiency, power 
gain and intermodulation distortion 
performance of the assembled 
circuit. The results obtained show 
approximately 60 Watts PEP at an 

intermodulation level of -30 dBc and 
greater than 28 Watts PEP at an 
intermodulation level of -40 dBc. For 
the measurements shown the 
frequency of operation is fo = 900 
MHz and the quiescent bias 
conditions for the measurements 
shown were Vdd = 48 V and Idq = 
250 mA. 

15 
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F:15 

10 20 5 70 SO 9 

Ontpat Power Ill . it,, PEP) 

.(loterm 11451. Dloloffion) 

Fig. 3. RF Performance of (4) 4 
Cell 48 Volt LDMOS Devices 

Thermal analysis was then 
performed on the 16 cell 48 volt 
LDMOS device, to obtain a better 
quantitative idea of what the overall 
thermal resistance of the device 
would be under normal operating 
conditions. Thermal analysis was 
performed using a package with 
dimensions that were identical to 
that of the 4 cell device thermal 
analysis. The thermal analysis 
performed assumed a dissipated 
power of 56.5 Watts, based upon an 
average output power of 30 Watts, a 
power gain of 15.5 dB a drain 
efficiency of 35 % and a package 
case temperature of 100 °C. The 
results obtained from this thermal 
analysis gave a package thermal 
resistance of 1.85 °C/W . 

The combination of the power 
dissipated by the device under 
normal operating conditions, coupled 
with its value of thermal resistance, 
may be high enough to result in a 
degradation in the RF performance 
of the device. One possible solution 
to reduce the thermal resistance of 
the package would be to reduce the 
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thickness of the device substrate. 
Another possible solution would be 
to reduce the thickness of the 
package flange substrate. 

Ill. Conclusion 
The feasibility of 48 volt LDMOS 
device technology was proven 
through the 4 cell device 
performance. To demonstrate power 
scaling capability, (4) 4 cell die were 
mounted in parallel in the 
engineering package and the RF 
performance was evaluated. The 
results obtained show excellent 
scaling in the output power 
performance, relative to the output 

power performance of the 4 cell 
device, with approximately 60 Watts 

PEP output power at an 
intermodulation level of -30 dBc and 
greater than 28 Watts PEP output 
power at an intermodulation level of 
-40 dBc. Thermal analysis was 
performed on this package to obtain 
a better quantitative feel for the 
device's thermal resistance. The 
results indicate that additional 
improvement in the thermal 
performance will be necessary in 
order to use this as a production 
device. Several solutions were 
proposed to reduce the device's 
junction temperature. Both of the 
solutions presented have the net 
effect of reducing the overall thermal 

resistance. 
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ABSTRACT 

A new microwave high power GaAs FET for 
the MMDS (Multi-point, Multi-Channel 
Distribution Systems) wireless cable TV 
market has been developed. The 
NES2527B-30 is a 30 watt GaAs FET device 
with partial internal matching designed 

specifically for the 2.5 - 2.7 GHz band. In this 
band, the device exhibits the following broad 
band performance: 32 W typical PA«, 12 dB 
typical gain, -48 dBc typical IM3 at 33 dBm 
each tone (39 dBm PEP), and 40 % typical 
power-added efficiency. The transistor is 
biased at 40 % Idss; i.e. Vds = 10 V and 
Idq = 6.0 A. 

I. INTRODUCTION 

This paper describes the design process of the 
NES2527B-30, a 30 watts S-band class A power 
GaAs MESFET device. It presents the design 
methodology and the practical modeling 
techniques utilized in this design. The 
performance of nine devices from two wafers is 
presented and a comparison is made between 
measured and simulated results. 

II. BACKGROUND 

Design Goals 

The goal was to design a linear GaAs power 
FET that would deliver 30 watt of output power 

at one dB Gain Compression (P.IdB) across the 
2.1 - 2.7 GHz band, with an associated gain 
(G_ IdB) of over 10.5 dB, and low distortion. The 
device needed to be biased in class A or class AB 
(30% to 40% Idss) to meet the linearity 
requirements. The instantaneous band width of 
the FET needed to be at least 200 MHz within 
the above specified band. Finally, existing 
processes and manufacturing capabilities had to 
be used, and, because the target market for this 
device is commercial broadcast, the cost had to 
be minimized. 

Design Challenges 

In designing a power transistor, the main 
challenge is always to transform, with minimum 

loss, the very low impedances at the plane of the 
chip to larger and closer to 50 û impedances at 

the lead of the device. The existing NEC S-band 
power GaAs FET chips delivered about 18 watts 

of P_ idg. SO, to design a 30 watt S-band device, 
two of these chips had to be utilized. This 

further complicated the design because power 
splitting/combining issues had to be considered. 

Another challenge is the lack of 2-port models 
for such large chips that could accurately predict 

large signal performance. The main parameters 
needed for the design are the FET chip's input 
and output large signal impedances, its gain, and 
its Pin across the frequency band of interest. 

III. DESIGN CONSIDERATIONS 

Before starting the design of this device, some 
measurements were performed to generate simple 
practical models of the FET chip and the other 
components used in the design. 

FET Chip Model 

One port input and output models of the FET 
chip were created similar to those presented in 

[1] and [ 2]. An elementary FET chip section (a 
cell with 5.28 mm gate periphery which 
represents 1/8th of the full chip) was mounted on 
a carrier and its input and output terminals were 

matched to 50 û source and load impedances at 

2.7 GHz by bonding its gate and drain pads to 
single section transmission line quarter-wave 
transformers. Quarter-wave length transformers 
of various impedances were available for this 
use, and based on the particular ones used the 
input and output large signal impedances of the 
elementary FET at 2.7 GHz were de-imbedded. 

These de-imbedded impedances were: 

Zin = 0.83 - j18.6 (n) 

zout = 10.9 - j2.0 (n) 
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From these impedances, two element large signal 
impedance models for the input and output were 
created: a series RC model for the input and a 
shunt RC model for the output. See figure 1. 
This type of simplified model can be used for 
broad band design with satisfactory results. 

Additionally the output power (P. Idn ), the gain 
(G_Ida), and the power-added efficiency (P.A.E.) 
at one dB gain compression of this elementary 
cell at 2.7 GHz were noted to be 2.7 watts, 
13.9 dB, and 47.8% respectively. 

To get a model of the full FET chip which 
consisted of 8 cells, the input and output 
impedances, as well as the P_IdB, were scaled and 
then the Rum was assumed to be constant and the 
gain was assumed to follow a -6.0 dB per octave 
slope with frequency. With these measurements 
and assumptions, a practical model of the FET 
chip was obtained that could be used in the 
simulation of the design and the estimation of the 
performance for this device. This model is 
shown in figure 1. 

Figure 1. Large Signal Simple Chip Model. 

INPUT MODEL 

ROUT= 11.4/8 Ohm 
GOUT= 1.08x8 pF 

RIN= 0.83/8 Ohm 
CIN= 3.17x8 pF 
P-IdB = 2.7 x8 W 
Gain@P-1dB = 13.9 + 20 Log (2.7 x 10 9/FREO) dB 

OUTPUT MODEL 

Component Models 

Next, models were created for the internal 
matching components such as the transmission 
line substrate/combiner, the chip capacitors, and 
the bond wires. For the substrate/combiner, an 
EM simulation software was used to calculate the 
3-port S-parameters. The EM simulation 
software can give S-parameters for odd shaped 
transmission line circuits that are otherwise 
unavailable from circuit element libraries of 
traditional transmission line simulators. For the 
capacitors, a resonance technique was used to 
measure the Q at 2.7 GHz. Having an accurate 
value for the losses at the operating frequencies 
is crucial in estimating the gain and the gain 

slope of the device. Finally, a simple series RL 
model was used for the bond wires. 

Pre-Matched Versus Fully Matched Device 

Because this device was targeted for operation in 
the 2.1 - 2.7 GHz frequency band, due to size 
and cost constraints it was not possible to 
internally match its input and output impedances 

to 50 S-2 at the device leads. Instead, the FET 

chip's input and output ports were prematched 
internally to impedances at the device's leads 

that could then be easily transformed to 50 SI by 

the use of different external matching circuits for 
different applications in the 2.1 - 2.7 GHz 
frequency band. Such a philosophy led to a wide 
band and robust design. 

Package 

Traditionally, GaAs FET packages use metal 
side-walls for eliminating resonance structures 
near the device's operating frequencies. Also, 

such packages usually have 50 SI feed-throughs 
for the leads. A package with metalized ceramic 
side-walls and low impedance feed-throughs was 
used for this device. The metalized ceramic side-
walls are less costly than their metal counterparts 
but still achieve the desired cutoff and shielding 
characteristics at these frequencies. The low 
impedance feed-through reduces the impedance 
transformation Q for pre-matched devices thus 

improving the performance and band width of the 
device. For the feed-throughs, models based on 
their physical structures were created to be used 
in the design and simulation of the device. 

IV. DEVICE DESIGN 

The design of the device was carried out in the 
HP MDS environment. The device consisted of 
two FET chips, each with a gate periphery of 
42 mm, and input and output internal matching 

circuits (IMN) that partially transformed the FET 
chip's input and output port impedances to 
impedances that could then be easily transformed 
to 50 ohms with external matching circuits. 
Because the FET chip model was based on 
one-port models, the input and output sides of the 
device were designed separately. 
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Input Design 

The input ¡MN was designed in the 
2.1 - 2.7 GHz band such that it would 
compensate for the -6 dB per octave gain slope 
that is inherent in the FET chip, thus achieving a 
flat gain capability for the device. The input 

¡MN consisted of a two section low pass LC type 
structure and the low impedance feed-through. 
Bond wires were used for the inductors and high 
dielectric custom chip capacitors were used for 
the capacitors. To simulate the gain available 

from the FET chip, the 13.9 dB G_Idg at 2.7 GHz 
obtained from the one-cell measurements was 

used and a -6.0 dB gain slope per octave was 
assumed. The values of the capacitors and 

inductors were then optimized within size and 
manufacturability constraints to obtain an input 
loss profile that would result in a flat gain 
capability. 

Output Design 

The output ¡MN was designed in the 
2.1 - 2.7 GHz band such that it would minimize 

the losses of the output match, present the 
optimal load impedance for power, and achieve 

the widest band width possible. The output IMN 
also consisted of a two section low pass LC type 
structure and the low impedance feed-through. 
For the first section, bond wires and high 
dielectric custom chip capacitors were used. For 
the second section, an alumina substrate with 

transmission line and open stub patterns was 
used. This substrate also performed the function 
of combining the two chips. The S-parameters of 

this 3-port substrate were calculated by using the 
Momentum EM simulation software and then 
checked to ensure good phase and amplitude 
balance. The value of the inductor and capacitor, 
and the pattern of the alumina substrate were 
optimized to minimize loss and optimize band 
width. 

V. ASSEMBLY AND EXPERIMENTATION 

The designed components and the package were 
procured and several devices were then 
assembled according to the design. Because of 

the complexity of the design and the difficulty in 
predicting the actual inductance of bond wires 
once the device is assembled, some 
experimentation with the internal matching 
network, especially the bond wires, was 

necessary. In deciding how to modify or tune the 
assembled devices, the following methodology 
was used. First, each device was mounted in a 
break-apart amplifier circuit where the input and 
output external circuit impedances could be 
measured with a Network Analyzer. The 
external input and output circuits were then tuned 

for optimum narrow band performance at 2.1, 
2.3, 2.5, 2.7, and 2.8 GHz respectively, and then 
the optimum large signal load and source 
impedances for each of these frequencies were 
measured. These impedances were then 
compared to the impedance values predicted by 

the models and simulation results and the ¡MN 
modified to get optimum load and source 
impedances closer to the modeled values. This 
process was carried out iteratively until the 

measurement results agreed with the modeled 
results. All these measurements were carried out 

in a high power automated test system presented 
in [ 3]. Figure 2 shows the optimum narrow band 
RF performance results. 

Figure 2. Narrow Band Optimum P. Idg & G-Id13-
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Figure 3. Input & Output Impedances & Losses. 

Figure 4. RF Test Fixture (2.4 - 2.8 GHz). 
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Figure 3 shows the input and output large signal 
impedance and dissipation loss modeled results 
for the device. Figure 3 also shows the measured 
optimum input and output large signal 

impedances. As can be seen, for the output side 
the agreement between modeled and measured 
optimum large signal impedances is very good. 
For the input side, the agreement between 
modeled and measured optimum large signal 
impedances is satisfactory. 

VI. MEASUREMENT RESULTS 

Once good agreement between the measured and 
modeled impedances was achieved and the 
performance of the device satisfied the design 
goals, the experimentation with the IMN and 
assembly was concluded and the device design 

was complete. The next step was to design a 
broad band amplifier. Since the 2.5 - 2.7 GHz 

band is the most commonly used and is at the 
high frequency end of this device's capability, a 
broad band amplifier was built based on the 
optimum large signal input and output impedance 
values. This amplifier covered 2.4 - 2.8 GHz. 

Figure 4 shows a drawing of this amplifier. 

Figure 5. 

Figure 5 shows a picture of the device. Nine 
such devices from 2 different wafers were 
assembled and RF tested in this amplifier circuit. 
There was no any additional tuning performed on 
either the devices or the amplifier. The broad 

band test results are shown in figure 6. The 
results show 45 dBm typical Pia, 12 dB typical 
G-IdBe -48 dBc typical IM3 at 33 dBm each tone 
(39 dBm PEP), and 40 % typical P.A.E. The 

transistor was biased at 40 % Idss; i.e. 
Vds = 10 V and Idq = 6.0 A. 

Thermal Characteristics 

The device channel-to-case thermal impedance 
(R,h) is 1.3 KJW typical and 1.5 K/W maximum 

measured at IDS = 6.0 A, VDS = 10 V, and 

Tftine = 25 °C. At Triange = 62 °C, the maximum 
Ra, is 1.66 K/W. 

At 1 dB Gain Compression operating condition, 

the dissipated power (Poiss) is given by the 
following formula: 

PDISS = P-Idg G-ids - 1) (1) 

With: P-IdB = 31.6 W typical 
G- IdB = 15.9 typical 

Tladd = 0.40 typical 

Piss = 44.4 W typical 
these give: 

For this case, the maximum channel-to-flange 
temperature rise at 1 dB Gain Compression then 
is: 

AT= 1.66 x 44.4 = 73.7 °C 

For a flange temperature of 88 °C and at I dB 

Gain Compression the MTTF of the device is 
expected to be more than 106 hrs. 

The worst case scenario occurs when the device 
is biased and the RF power is turned off or is at a 
very low level. In this case: 

Poiss=ioQxVps= 6.0 x 10.0 = 60 W 
AT = 1.66 x 60 = 99.6 °C maximum 

Under such operating conditions at a flange 

temperature of 62 °C, the MTTF of the device is 

expected to be more than 106 hrs. 
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Figure 6. RF Performance Graphs. 
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VI. CONCLUSION 

A 30 watt S-band partially matched linear GaAs 
FET device has been designed for the MMDS 
transmitter amplifier application. Practical 
modeling techniques were utilized in the design 
and simulation of this device. Experimental 
techniques were used to adjust assembly 
parameters such that close agreement was 
obtained between the modeled and actual 
optimum large signal impedance values. Nine 
devices with FET chips from two different 
wafers were assembled and tested. The results 
showed that this device delivers state-of-the-art 

performance in terms of P-1dB, gain, linearity, 
and band width. 
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Abstract 

A high-efficiency 14 GHz GaAs 
PHEMT MMIC power amplifier has 
been developed for emerging market in 

VSAT, Satcom, and other wireless 
communications. Operation of the 
MMIC requires a +7V DC supply and a 

I. Introduction 

The emerging applications of VSAT, 

Satcom, and other wireless 
communication applications at 14 GHz 
requires a 1/2 watts power amplifier with 

a power added efficiency of greater than 

II. Design Approach 

To obtain maximum output power and 
high power efficiency, the Litton power 

PHEMT technology is chosen. The 
averaged maximum transconductance 
(Ginn.) of the PHEMT is 450mSimm 

and the maximum saturation drain 
current (Idss,„) is 550mA/mm. A 720 
um device can deliver 1/2 Watt output 

power with a power added efficiency of 
70% for class AB operation. In order to 
obtain an output power level of 27.5 
dBm and optimum bias condition to 

achieve the required output power level 

at its best power added efficiency, a load 

negative DC supply. The MMIC 
achieves a linear power gain of more 
than 20 dB, and a typical RF output 
power of 27.5 dBm with an overall 

power added efficiency of greater than 
40%. 

40%. This paper discusses the design 
approach and presents the measured 

results of a GaAs PHEMT MMIC power 
amplifier operating at 14 GHz with a 

high-efficiency. 

pull device characterization has carefully 

been performed to obtain output load 
impedance. A load pull device 

characterization is done with of a tuner 
terminated at the output of the device, 
and tuner stubs are adjusted to obtain 
maximum output power. For a 720um 
device, the optimum power load 

resistance is about 6 ohm. 

The functional schematic diagram is 
shown in Figure 1. The MMIC itself 
uses 0.25 urn gate length technology and 
has 2 stages of amplification. The driver 
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stage and the output stage employ 
devices with gate widths of 240um and 
720um respectively. The input 
impedance matches the input device to 
50 ohm. The interstage impedance 

network matches the input of the second 

device to the output of the first device. 
The output impedance matches the 
output device to the optimum power 

load. The MMIC layout, shown in 
Figure 2, is 2.1mm x 0.9rrun in size. It 
requires a Vdd of +7 V and a negative 

gate bias. A 240um first stage device 

III. Measured Performance 

The temperature dependence of P3dg is 
as shown in Figure 3. It is found to be 
much better than our prediction. The 
plot of output power vs. input power is 

shown in Figure 4. The gain expansion 
is observed to be bias dependent. With a 

good combination of biasing currents in 
the first and second stages, we have been 
able to minimize the gain expansion 

commonly observed in a PHEMT 
MMICs. The tight distribution of gain 

IV. Conclusion 

We have demonstrated an MMIC design 
using Litton's power PHEMT 
technology to achieve a tightly 
distributed linear power gain and a 

temperature insensitive P3dg. This 
MMIC is tested to be unconditionally 

was selected to provide the gain as well 

as the linearity to drive the output stage 
of a 720um device. This two stage 
MMIC power amplifier can provide a 

linear power gain of 17.5 dB, an output 
power @ 1 dB gain compression of 

greater than 27 dBm with power added 

efficiency of greater than 40 % and most 
importantly, this amplifier is 
unconditional stability. This MMIC 

chip requires a 7 volts of Vdd and an 
operating current of 200mA. 

from two wafers is shown in Figure 5. 
This demonstrates the insensitivity of the 
designed circuits to the process 
variation. The unexpected low value of 
the output power shown in the figure is 

attributed to the low value of 'max 
singular to these wafers. For a high 'max 
wafer, output power as high as 28dBm 
can be expected. This MMIC is tested to 
be unconditionally stable. 

stable. A typical RF output power of 
27.5 dBm with power added efficiency 
of greater than 40% has been realized. 

With a higher In. wafer, an output 
power of 28 dBm is expected. 
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Introduction 

As the 46/49 MHz cordless telephone 
technology has matured, there has 
been increased interest in a cordless 

phone with better performance over a 
longer distance in the consumer price 
range. This market is being addressed 
by the next generation of cordless 
phone technology in the 902 - 928 
MHz frequency band. The application 
described here concentrates on an 
inexpensive, off-the-shelf solution. The 
modular approach both minimizes the 
design cycle and provides the flexibility 
to move to the 2.4 GHz as that 
technology becomes practical. The 
following paper will provide a brief, 
overall system description for a 900 
MHz Analog FM Cordless Telephone 
using a Motorola chipset, and will 
include information on the design 
methodology used. We will then focus 

on the baseband section, discussing 
the use of the Motorola MC13110 
Combo Chip to simplify the system 
design for a full featured secure 
telephone. Specific receiver, 
transmitter, and PLL design issues and 
performance will be discussed in 
separate papers. 

System Description 

This design features a 900 MHz 
transmitter and dual conversion 
receiver and complete baseband signal 
processing. RF transmit and receive 
frequencies, and first and second IF 
frequencies were all selected based on 
filter availability. The channel spacing 
chosen for this application is 320 kHz 
which allows for 10 channels within the 
given filter bandwidth and with an even 
division of the 10.24 MHz reference 
frequency. Narrower spacing may be 
used to increase the number of 
channels without using wider filters, 
however the wider channel spacing 
provides the fastest lock time and 
moves the reference spurs out on the 
PLL, in addition to better signal to noise 
ratio and receiver quieting with strong 
input levels. These features help 
provide a better quality telephone to the 
end customer and make use of the 
wider bandwidth allowed by the FCC in 
the 902 - 928 MHz band. 

This chipset makes use of Motorola's 
MOSAICTM 5, MOSAIC 1.5 and 75% 
BiCMOS process capabilities to 
achieve the maximum performance 
versus cost tradeoff. The receiver 
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Motorola's MC145220 Dual 1.1 GHz 
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Figure 1. Simplified System Block Diagram 

System performance of course 
depends largely on the passive 
components and filters used, however 
with the design described here we have 
achieved a sensitivity of - 114 dBm ( 12 
dB SINAD), < 1.5% distortion, and 
better than -70 dBm of image rejection 
with ±75 kHz deviation. This magnitude 
of performance requires careful 

508 

Speaker 

1•••••••••••• Microphone 

matching, good layout and decoupling, 
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components (specified for 900 MHz 
design) in the RF section. 
Recommendations on external 
components and layout suggestions 
are included in each of the data sheets. 



Channel Frequencies 
Key Specifications: 

• IRF 

- fc (high band) = 926.24 MHz 

-fc (low band) = 903.84 MHz 

• Channel Spacing = 320 kHz 

• IFi = 48.96MHz 

• IF2 = 10.7 MHz 

• f Lia2 = 38.26 MHz 

• BW RF = 3.2 MHz 

• f dev = ± 1C0 kHz 

• f ref = 10.240 MHz 

Channel Handset Base 

1 932.40 924.80 

2 

a 

902.72 925.12 

3 933.04 925.44 

4 933.36 925.76 

5 903.68 926.08 

6 904.00 926.40 

7 904.32 926.72 

8 934.64 927.04 

9 934.96 927.36 

10 905.28 927.68 

Figure 

Design Methodology 

2. Key System Specifications 

This application circuit began as a 
compilation of various existing 
subcircuit boards into a full duplex, 
system level design. Careful attention 
has been paid to the layout and 
application circuit for each board, which 
provides a stable platform both to 
evaluate the individual blocks and to 
integrate each into a larger system. 
These boards are available for many of 
Motorola's RF integrated circuits and 
may be obtained through your local 
Motorola Sales Office. 

The initial breadboard was used to 
demonstrate the capability of this 
chipset in a 900 MHz radio application, 
and to provide an opportunity to 
evaluate the performance of the 
individual devices and circuit blocks as 
well as to measure system 
specifications. Using this modular 
approach enables the user to quickly 
produce a 'tweakable' board. Each 

block can be debugged and modified 
independently which significantly 
simplifies the design. For test purposes, 
each RF block was initially matched on 
the input and output to 50 Q. Note that 
although this board can be used to 
measure system parameters such as 
SINAD and THD, it is obviously not 
optimized for power consumption or 
space considerations. The second 
generation breadboard compressed the 
layout onto a single board and the 
match between RF blocks was 
optimized. The microcontroller interface 
for both breadboards was through a 
separate board which was programmed 
to operate the MC13110 and 
MC145220 in a 
demonstration/evaluation mode, as 
opposed to operating the system as a 
"real" telephone. The software is written 
for a Motorola 68HCO5C8 
microcontroller and is completely 
flexible. A menu system enables the 
user to easily tab through the most 
commonly used functions and all of the 
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registers for both ICs can also be 
programmed directly. 

Baseband Circuit Design 

The baseband processing is performed 
by the Motorola MC13110 Universal 
Cordless Telephone Subsystem IC with 
Scrambler. It interfaces with a 
microcontroller via a serial interface 
which provides digital control of key 
functions during system design, test 
and end use. This enables the overall 
system to be customized by the 
manufacturer during the design phase 
and can be used to tune the receiver 
electronically during production. The 
end user will have the ability to turn the 
scrambler on and off, mute the audio, 
and adjust the volume. MC13110 
baseband processing functions include 
companding, scrambler, switched 
capacitor audio filtering, transmit path 
limiting, and variable transmit and 
receive path gain adjust. In addition, the 
on-board PLL provides a stable local 
oscillator for the MC13158 receiver 
second LO. A buffer circuit is used to 
drive the MC145220 reference from the 
MC13110 crystal oscillator. This design 
requires only one crystal for the entire 
duplex, dual conversion system. 

The MC13110 was designed for use in 
46/49 MHz narrowband FM cordless 
telephones. To achieve the bandwidths 
desired for the 900 MHz system, the FM 
receiver portion of the MC13110 was 
replaced with the MC13158 wideband 
FM IF. Although there is some 
duplication of function, the MC13110 
still greatly simplifies the baseband 
design by integrating all of the 
necessary functions including the 
filtering into a single IC. Also, the first 

LO of the MC13110 is buffered out 
through the first mixer to be used as the 
second LO in the MC13158. 

To disable the unused RF portion of the 
MC13110 without powering down the 
first mixer and LO, the input to the 
second mixer is tied to Vcc and the 
limiter input is tied to the adjacent 
decoupling pin. This is to prevent noise 
from the unused limiter from getting into 
the rest of the circuit. The RF Vcc line 
must still enabled so that the first mixer 
can be used to buffer out the LO 
frequency to the MC13158. 

Scrambler 

The MC13110 contains a frequency 
inversion scrambler which can be 
enabled/disabled through the serial 
interface. Included in the scrambler 
block are switched capacitor filters 
before and after a double balanced 
mixer. In the software written for this 
demo, the scrambler default is off to 
facilitate SINAD measurements. With 
the scrambler on, a 1 kHz test tone will 
be received as a 3 kHz signal which will 
be read as a harmonic distortion 
product in a typical test system. The 
scrambler modulation clock frequency 
is derived from the 10.24 MHz 
reference frequency. This block also 
includes the receive gain adjust and 
mute functions which are also micro 
controlled. Receive gain level is 
normally determined during the design 
phase and is not configurable by the 
user. 

Switched Capacitor Filters 

The internal digital filters in the 
MC13110 provide the equivalent of 6 
poles of filtering with a corner frequency 
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of 3.5 kHz. To ensure a stable reference 
voltage for the filters, the Vag pin 
should be decoupled with 0.1µF. 
Inadequate decoupling may result in 
low frequency noise on the audio 
output. 

Compander 

Included in the compressor block are 
the automatic level control (ALC), 
transmit mute: limiter and gain adjust 
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to the output signal without adding 
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the peaks of rapidly changing signals. 
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recommended by EIA/CCITT are given 
in the MC13110 data sheet. 
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Figure 3. Baseband Application Ciruit 

Mic Amp/Speaker Amp/ 
Volume Control  

The mic amp and speaker amp use 
inverting, rail-to- rail operational 
amplifiers to make the best use of low 

g; 

ONO 

-mrGND 

voltage applications. The noninverting 
inputs are tied internally to the Vb 
reference which requires external 
decoupling. The receive volume can be 
programmed in 2 dB steps from - 14 dB 
to + 16dB. 
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Transmit/Receive PLL and 1st LO 

The transmit PLL is not used in this 
applicatio. The TxPD pin should be 
allowed to float, but the TxVCO pin may 
be ac coupled to ground. The receive 
PLL is used to provide a stable LO for 
the MC13158 receiver without adding 
another crystal. The frequency 
reference for both PLLs is 10.24 MHz 
which is generated from a crystal 
controlled CMOS oscillator. Since this 
single oscillator is used not only as the 
reference for the 38.23 MHz LO, but 
also for the 900 MHz Dual PLL, it is 
extremely important that this reference 
is on frequency. A 2 kHz error at 10.24 
MHz translates to a 200 kHz error on 
the receiver first LO and transmit 
frequencies. The reference frequency is 
adjustable by tuning C47. 047 and 049 
must be increased if a crystal specified 
for a higher load capacitance is used. 

Since there is no buffered LO out on the 
MC13110, we have configured the first 
mixer as an amplifier by imbalancing 
the inputs. The mixer output is then 
used to drive the MC13158 LO input. 
For additional LO level, the current in 
the mixer can be increased by adding a 
2 kl2 resistor from the output to ground. 
The optimum LO level for the MC13158 
is approximately -7 dBm. Too high or 
too low LO signal level will affect the 
receiver sensitivity. 

Data Amp/RSSI and Carrier Detect 

Both the MC13110 and the MC13158 
are equipped with data slicers. The 
wider band MC13158 is capable of 
handling higher data rates if desired. 

To use the carrier detect function in the 
MC13110, the RSSI must be brought in 
from the MC13158 RSSI output since 
the MC13110 receiver is disabled. 

Additional Functions 

The MC13110 also has two levels of 
battery monitoring with separate trip 
points and outputs, and programmable 
power .saving modes. However the IC 
must be in active or receive mode for 
the carrier detect to be functional. 

Conclusion 

This 900 MHz application is designed 
to be easily implemented and cost 
effective, yet includes all of the 
attributes of a high-end full-featured 
telephone. 
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INTRODUCTION 

A key element of the cordless radio 
system is a low cost easily 
manufactured wide-band FM /FSK 
transmitter to complement the dual 
conversion receiver described in the 
preceding papers. Our choices were 
to use multiple discrete transistors, 
create a new TX I.C., or to reuse one 
of the existing receiver devices. The 
last option was selected as the most 
expedient and cost effective. The 
MC13142 down converter includes 
the basic elements needed plus it is 
easily repartitioned to reverse its 
basic functions. The LNA was used 
as the P.A.: the mixer as the driver/ 
isolation amplifier and the VCO with 
an added varactor diode became 
the modulated R.F. source. All 
objectives for performance as an 
I.S.M. band, Part 15 compliant 
transmitter were met. 

TRANSMITTER 
REQUIREMENTS 

The transmission system selected 
for this 900 MHz cordless telephone 
is simple wide-band Analog FM with 

a peak deviation of 75 kHz. Low 
distortion, less than 1% maximum 
THD was specified along with a 
>50dB "full quieting," i.e. strong 
signal to noise ratio. Power output 
was targeted to be a maximum of +3 
dBm. This power generally gives 
adequate margin to overcome the 
transmitter duplexer filter loss and 
the losses of somewhat imperfect 
antennas. The actual power of this 
type of transmitter is expressed in a 
radiated field strength at a given 
distance. (50,000 j.tV/meter at 3 
meters). If there is net positive 
antenna gain the transmitter power 
output must be reduced but the 
overall system will improve due to 
the increase in net receiver 
performance. Of course there will be 
a decrease in D.C. power which will 
extend the battery life. 
The transmitter must also have an 
R.F. output for the P.L.L. tuning 
subsystem (MC145220). This must 
be accomplished while still 
providing for the audio modulation. 
Since the antenna, especially on the 
handset, is likely to have a widely 
changing S.W.R. the transmitter 
must be very stable into a less than 
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5 dB return loss load and have high 
internal isolation , 30 dB or more, to 
prevent the VCO from being pulled 
out-of- lock. Finally and most 
importantly, the transmitter must 
have very low residual noise in the 
receiver input passband to prevent 
"desense" in this simple full duplex 
(FDD) system. At twenty MHz from 
the transmit frequency the net noise 
floor including the transmitter 
filter/duplexer rejection must be 
greater than - 125 dBc . 

The MC13142 I.C. 

The MC13142 is one of the latest 
core building block RFICs 
developed by the W.T.V. Operation 
at Motorola Semiconductors in 
Tempe Arizona. Originally targeted 
as a general purpose RF front end 
for a wide array of low cost 
commercial radio applications from 
100 MHz to beyond 1 GHz, it has 
found a strong market in the 
emerging 900 MHz home cordless 
telephone market. The MC13142 is 
processed in the RF bipolar 
MOSAIC'm 5 process which 
produces IC NPN transistors that are 
similar in performance to the 
industry leader MRF941 type. The 
part is available in both a standard 
16 pin SOIC and the 20 pin QFP 
package. When we designed the 
MC13142 flexibility was a key factor 
in both the circuit and layout. In 
particular keeping the LNA and VCO 
partitioned for external filtering and 
interconnection was done at the 
expense of some additional pins. 
Unlike many conventional RFICs the 
13142 has all the DC bias and 
circuit convention of a standard 

Analog IC. Thus current drain and 
performance are essentially 
independent of supply voltage over 
more than a 2 to 1 range. On the 
other hand the oscillator is simple 
and discrete like allowing for 
conventional Colpitts or Clapp 
configurations as appropriate. A PLL 
buffer driver and complementary 
mixer outputs allow for up to three 
outputs. Data taken on the VCO 
phase-noise indicates a noise floor 
rivaling the best discrete transistors. 

Figure 1. MC13142 

AND FINALLY -- THE DESIGN 

The LNA of the MC13142 was 
characterized for "large signal" 
operation. The amplifier, at 3 volts, 
had a 1 dB compression of -3 dB 
and hit hard limiting at +6 dBm. At 
+3 dBm output, our target power out, 
the gain was 12 dB. Minor changes 
in the output match were required as 
compared to the conventional small 
signal amplifier. A shunt 18 nH from 
Vcc to the output was followed by a 
series 27 nH inductor. This 
produced the optimum load line for 
the hard driven amplifier. The 
second harmonic was - 25 dBc. 
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Figure 2. MC13142 Transmitter Application Circuit 

To use the mixer as a VCO buffer 
amplifier, the normal RF in pin 13 
was biased to DC ground using a 
120 ohm resistor. This locks the 

mixer in an "on" amplifier mode. The 
I.F. output pins, 10 and 11 when 
matched, delivered more than - 3 
dBm into 50 ohms. Since we 
needed only - 10 dBm drive for the 
PA all matching could be eliminated. 
Simply terminating each output with 
a 51 ohm resistor and then coupling 
the pin 10 output to pin 2 the PA 
input with a blocking capacitor gave 
us a nominal TX output of +3 dBm. 

RF 
OUTPUT 

• 

OUTPUT 
170 RF 
INPUT) 

< 

The VCO required some special 
attention. For the basic tuning 
function a Clapp circuit 
configuration was selected. The tank 
circuit consists of a High Q 3.85 nH 
fixed inductor which resonates with 
the parallel combination of a 4.3 pF 
chip capacitor and the varactor 
tuning diode a MMBV809. The 
nominal bias point for this diode is 1 
to 1.5 volts. This gives the 
transmitter a typical tuning range of 
+/- 75 MHz with a +/- 1/2 dB power 
output variation. 
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FM or FSK modulation is applied by 
using a second MMBV809 tuning 
diode loosely coupled to the primary 
tuning circuit through a 4.3 pF fixed 
capacitor. This diode is fixed biased 
to 1.5 volts and audio or data is 
applied through a large coupling 
capacitor. 150 mV p-p generates 
peak deviation of 75 to 80 kHz. 
Appropriate pre-emphasis is 
developed in the MC13110 audio 
baseband I.C. 
Transmitter wideband noise is often 
a limiting factor in full duplex radio 
systems. Multiple filters and 
shielding are often required to 
prevent this noise from "desensing" 
the receiver. In this design the low 
noise VCO and amplifier running in 
the near linear mode reduce this 
noise to the point where little or no 
shielding is necessary and only one 
filter, the duplexer filter is required 
on the transmitter output. To prevent 
incidental wideband FM of the 
transmitter from the PLL clocks and 
other digital artifacts, the Vcc line to 
the transmitter must include low 
frequency ( < 10 MHz) decoupling. 
In this design a combination of a 
lossy ferrite bead and multiple 
parallel bypass capacitors cleaned 
up the DC supply from the co-
located 900 MHz and second I.F. 
local oscillator PLL circuits. The 
Mixer Linearity pin 14 must also be 
bypassed to RF ground to prevent 
stray noise pick-up. Additional care 
MUST be used in routing of the VCO 
control and modulation input lines. 
The VCO control has a sensitivity of 
typically 10 MHz per volt . Any noise 
pickup here will result in an 
unwanted wideband noise floor 
increase and potential receiver 
sensitivity degradation. For testing 

purposes the transmitter has a 
simple enable control input to pin 1 
which is normally connected to Vcc 
via a 51 ohm resistor. 
Passive component selection at 900 
MHz is quite different than what is 
used in the VHF bands. For the most 
part we recommend chip rather 
than leaded capacitors and resistors 
due to their parasitic inductance. 
Chip capacitors with high "Q" in the 
range of 100 or better are 
recommended for the VCO section. 
The inductors are quite critical for 
efficiency, stability and VCO noise. 
Coilcraft 0805HS are suggested for 
the matching and VCO resonator 
coils. 

CONCLUSION 

The MC13142 Down Converter 
turned out to be a relatively easy to 
convert into a simple easy to build 
low power 900 MHz FM transmitter. 
It is ideal, along with the MC145220 
PLL, as a transmitter subsystem for 
900 MHz cordless telephones that 
require low noise floors and a 
minimal external component count. 
It met the original target specs for 
power, modulation and spurious 
output. Other similar applications 
such as home N links, simple RF 
tags, or wireless remote controls can 
be built effectively without the need 
for a huge investment in complex RF 
design and test facilities. 

MOISAICTm is a trademark of 
Motorola Inc. 
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Abstract 

The design, construction and 
evaluation of a wideband FM receiver in a low 
power full duplex cordless phone is 
discussed. It is implemented with "off the 
shelf" RF and baseband IF subsystem ICs and 
passive components on low cost FR4 printed 
circuit board. The receiver subsystem 
operates to 2.7 Vdc with the 1st and 2nd local 
oscillators controlled by PLL synthesizers 
referenced to a single low cost crystal clock. 
The receiver is isolated from the transmitter via 

a simple low cost duplex filter comprised of low 
cost ceramic filters and microstrip transmission 
lines. 

Design criteria such as system noise 
figure, VCO phase noise and gain constant, 
loop filter bandwidth, IF filter bandwidth and 
quadrature detector tuning , and gain 
partitioning are discussed. SINAD 
performance, IIP3, receiver adjacent channel 
rejection, 1st and 2nd image rejection, reverse 
isolation and level of unintentional radiators are 
measured and compared to design goals. 

Basic layout criteria are discussed and 
examples are shown. A full duplex 900 MHz 

cordless phone demo is presented. Additional 
papers featuring the dual PLL synthesizer 

circuit design and programming, transmitter 
design concepts, baseband audio and system 
design are presented to complete the 

application and system design concepts of a 
unique 900 MHz cordless phone. 

1. Introduction 

This paper describes an analog 
wideband FM receiver designed for 902-928 
MHz ISM Band Part 15 cordless phone 
applications [ 1]. The receiver is a full duplex 
dual conversion superheterodyne receiver 
incorporating a low cost silicon monolithic IC 
chip set which is comprised of 1) a low noise 
figure LNA IC, MC13144 [2], 2) an integrated 
LNA, Mixer and VCO RF front-end IC, 
MC13142 [3], 3) a single conversion, split IF 
and quadrature detector back-end WBFM IC, 
MC 13158 [4], a baseband audio processor, 
MC13110 [5] and a Dual PLL Synthesizer 
MC145220 [6]. Design techniques to optimize 
the receiver sensitivity and noise performance 

are analyzed and developed. Tradeoffs in 
signal handling and power management are 
discussed. Surface mount components, small 
size PCB layout and few external components 
allow fabrication of a receiver suitable for 

portable applications. Performance is verified 
in a 900 MHz demonstration transceiver pair 
that represents a full duplex cordless phone 
handset and base station. 

Figure 1 shows the simplified block 
diagram of the "Off-the-Shelf" 900 MHz 
Cordless Phone System. The receiver 
topology is specifically selected to implement 
a 10 channel 902 - 928 MHz cordless phone 
but it may also be utilized in similar wireless 
communications applications such as PC to 
PC and PC peripheral wireless data links, 
WLAN and security systems. 
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Figure 1 - " Off-the-Shelf" 900 MHz Cordless Phone System 
Block Diagram 
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2. Description of Chip Set 
2.1 Front-end Receiver ICs 

The MC13144 is intended to be used 
as the first low noise amplifier (LNA). It features 
a programmable, low noise, high gain RF 
amplifier having excellent linearity while 
maintaining low current consumption. 
Figure 2 shows the pin connections in the 8 
pin SOIC package. Features include: 
• Low Noise Figure at 1.4 dB 
• High Gain Associated with NF of 17 dB 
• Low Power Operation at 3 V & 4.2 mA 
• Programmable Bias with 2 Bit Logic Control 

The MC13142D is used as the second 
LNA, voltage controlled oscillator and down 
converter. The circuit consists of a low noise 
amplifier (LNA), a voltage controlled oscillator 
(VCO), a buffered oscillator output, a doubly 
balanced mixer, a wideband IF amplifier and a 
dc control section. The wideband IF amp 
allows this IC to also be used as an exciter 
amplifier in the transmitter. 

TX AUDIO 

ANALOG 
BASEBAND 
MC13110 

 f E.P. 

MCU 

Figure 3 shows the MC13142 pin 
connections in the16 pin SOIC package. A pin 
is provided for linearity adjustment of the 
mixer; the input intercept point may be 
increased up to +20 dBm. Other features 
include: 
• Low Power Operation : 13 mA at Vcc= 2.7 - 

6.5 Vdc 
• High Mixer Linearity: Input IP3 = + 3.0 dBm 
• Single - Ended 50 12 Mixer Input 
• Double Balanced Mixer Operation 
" Open Collector Mixer Output 
• Single Transistor Oscillator with Collector, 
Base and Emitter Pinned Out 
• Buffered Oscillator Outputs 
• Mixer and Oscillator Can Be Enabled 
Independently 
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Figure 2 - MC13144D Pin Connections 
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Figure 3 - MC13142D Pin Connections 
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2.2 Back-end Receiver IC 
The MC13158 is designed for use as 

the back-end in analog wideband FM systems 
such as 900 MHz cordless phones and data 
links with data rates up to 1 Mbps. The 
MC13158 is a low power, single conversion, 

wideband FM receiver incorporating a split IF. ft 
is comprised of a doubly balanced mixer, 

16 

1 

RFout 

YCC 

41 Mix 
  Lin Cont 

3 RFor) 

I Nix 
  YEE 

7:1 1 IF-

common collector transistor oscillator, 
received signal strength indicator ( RSSI), RSSI 
buffer, IF amplifier, limiting IF, and quadrature 
detector and a device enable function ( Refer 
to Figure 4, Simplified Block Diagram and Pin 
Connections). 
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The following are key features of this unique 
IC: 
• Linear Wideband Quadrature Detector 
* Split IF to Accommodate Low Cost IF Filters 
• Low Current at 6.5 mAdc at 2.3 to 6.5 Vdc 
• 70 dB RSSI Dynamic Range 
• 12 dB SINAD Sensitivity = - 100 dBm 
Available in 32 Pin TQFP Package 

Figure 4 - MC13158FTB 
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The MC13158 data sheet contains 
details on the IC description and applications. 
The MC145220 Dual PLL Synthesizer is used 
to control the first VCO in the receiver and the 
transmitter VCO. The MC13110 is used as the 
Baseband Audio Processor, Second Local 
Oscillator and Reference Oscillator. 

Block Diagram and Pin Connections 
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Figure 5 - 902 - 928 MHz Receiver System 
Front-end Section 
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3. Receiver System Design 

3.1 Receiver Front-end 
Figure 5 , Circuit Schematic of the 

receiver front-end shows the implementation 
of a low noise, high gain LNA (MC13144D) 
before the MC13142 to improve sensitivity. A 
detailed noise analysis supports this 

conclusion. 
The front-end receiver circuit is 

comprised of the receiver side of the duplexer, 
the 1st LNA and the 2nd LNA, 1st mixer and 

VCO. The LNA matching networks are 
optimized for noise figure, gain and input 
VSWR. Small signal scattering parameters are 

found in the IC data sheet. 

3.1.1. Antenna and Duplexer 
The duplexer provides the necessary 

isolation of the transmitter from the receiver in 
the full duplex operation of a cordless phone. 
The duplexer's job is to appreciably attenuate 
the transmitter signal in the passband of the 
receiver so that the transmitter does not 
desense the receiver. Ideally, the antenna 
impedance should be 50 ohms at its interface 
to the duplexer. However, since it is generally 
not 50 ohms; a concerted effort must be made 
to match to the duplexer. The antenna design 
is critical to the optimal performance of the 
system. 

3.1.2. Image Filter 
RF ceramic fitters are used before and 

after the 1st LNA to provide image rejection. 
A variety of fitters - SAW, ceramic and dielectric 
are offered by many manufacturers such as 
Toko, Motorola, and Murata. The ceramic 
filters are the most appealing solution when 
weighing performance and cost. Both Toko 
(Part # 4DFA-926A-11 at 926.5 MHz & Part # 
4DFA-904A-10 at 904.5 Mhz [7]) and Motorola 
(Part # KFF6140A at 904.5 MHz & Part # 
KFF6141A at 926.5 MHz [8] ) make ceramic 
filters for 902-928 MHz Part 15 applications. 
The above filters have 3 dB bandwidths of 2 to 
3 MHz, typical insertion loss of 3.5 dB and 
image frequency notches at 22 MHz from the 
center frequency. Filters having lower 
insertion loss (<2 dB), and an image 
frequency notch further out are under 
development; these provide the optimal 
solution design for a dual conversion receiver 
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in which the 1st IF is in the 70 to 75 MHz 
range. 

3.1.3. 1st LNA 
The MC13144 LNA noise figure is 

typically 1.5 dB in a conjugately matched 
configuration. Matching the LNA input to the 
output of the receiver side duplex filter 
requires a simple series L, shunt C network; 
the 47 pF capacitor is used as a dc blocking 
component to enhance reliability of the filter by 
removing the bias. The ouput matching 
network optimizes the gain and provides a 
stable interface to the 2nd RF ceramic filter. 
A unique feature is the ability to select a proper 
bias condition based on the dynamic needs of 
the system. In the cordless receiver, the bias 
on the cascode amplifier is set for the optimal 
noise figure performance at 4.2 mA (see IC 

data sheet) [2]. 

3.1.4. 2nd LNA/1st Mixer 
The 2nd LNA matching is similar to the 

1st LNA. Input matching uses the same 
topology but slightly different values; the 
output is matched to the mixer which has an 

input impedance of 50 ohms. 
A unique double balanced class AB 

mixer employs a linearity control function in 
which the mixer can be biased for an input third 
order intercept point (I1P3) of up to +20 dBm. 
This not particularly needed in a cordless 
telephone application so the control pin is 

simply bypassed to ground with a 47 pF. 
The mixer IF outputs are open 

collector and must be externally biased. The 
optimal external load impedance is 2 to 4 
kohm. The mixer narrowband gain is about 5 
dB. The mixer IF output frequency response 
is about 2.4 GHz. 

3.1.5. Front-end Receiver 
Performance 

1) Overall gain of the 1st and 2nd LNA 
(filter loss included) is typically 26 dB. 

2) Noise Figure typically 2.5 dB at 3 

Vdc. 
3) Reverse Isolation of the 1st LO at 

the antenna port < -60 dBm (FCC required). 
4) Unintentional radiation from the 

antenna or off the board < -60 dBm. 



3.1.6. 1st Local Oscillator 

The 1st Local Oscillator is PLL 
controlled with a MC145220 dual PPL 
synthesizer. The MC13142 has an on-board 
transistor with the emitter base and collector 

pinned out . Figure 6 shows the VCO circuit 

which uses a common collector configuration. 
The following equation is used to calculate the 
center frequency of the varactor controlled 
oscillator at a nominal 2 volt control voltage: 

fosc = 0.159 ( L' [(C1C2/(C1+C2))+ Cp ]) -1/2 

where 

op is the parasitic capacitance of the IC and 

PCB layout; Cp is typically 4 pF. 

L' = L - ( 1/(n2) (Cv+CB)/ Cv CB 

The sensitivity may be adjusted by changing 
CB; if CB » Cv, then Cv dominates and the 

YCC 

Ycontrol 

Figure 6 1st Local 

CB 
47p 

3.9p 
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24p 

VCO sensitivity is maximized; thus, 

L' L - 1/2 Cv 

If CB - Cv, then the effect of Cv is minimized 
and the VCO sensitivity is minimized. 
The parasitic capacitance , Cp, is minimized by 
keeping the interconnects short and 

maintaining small component mounting pads. 
Components should be chosen that are high 
Q having minimum parasitics. The Q of the 

inductor is important to maintain phase noise 
performance and power developed in the 
VCO. Also, the varactor should have sufficient 
Q at the VCO frequency; the MMBV809 offers 
high Q ( 150) with 6pF at 2 volts. 
Thus, the nominal center frequency of the 

VCO with 2 volt varactor controlled voltage is 
calculated to be 970 MHz; the required LO 
center frequency is 975 MHz. 
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II 

3.2. Back-end Receiver Circuit 
The back-end function of the receiver 

makes use of the MC13158, Wideband FM IF 
Subsystem (see Figure 7 - Back-end Receiver 
Circuit). 

3.2.1. IF Interface Matching 
IF interface matching between the 

MC13142 and the MC13158 differential mixer 
input is implemented with an "off-the-shelf" 
49.8 MHz LC bandpass transformer that is 
housed in a 7 min shielded can (Toko Part # 
600 GCS-8519N [7]). To optimize the 
bandpass response, the transformer has a 
ferrite slug to allow for adjustment of the 
inductance. 48.96 MHz is chosen as the 1st IF 
where the LC transformer is tuned. System 
2nd image rejection of better than 50 dB is 
achieved using this high Q bandpass 
transformer. 

On one side, the transformer is tapped 
at 2 turns (pins 2 &3) and has a capacitor 
across the 8 turn winding (pins 1 & 3). 
Between pins 1 & 3, a parallel LC circuit is 
formed which is resonant at 49.8 MHz center 
frequency; pin 3 is connected to VCC via an 

RF Input 
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h* 13142 

A 0  
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10n 
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YCC   

Figure 7 - Back-end 

Bottom 
View 

In 

Vco 

2 2pil 

RC filter/decoupling network. The IF outputs 
are connected across the 2 turn winding (pins 
1 & 2). 
The IF signal is transformed to other side of the 
transformer which has a 1 turn winding at pins 
4 & 6 ; they are connected to the differential 
mixer inputs of the MC13158. This 1st IF filter 
provides at least 50 dB of 2nd image rejection 
in the wide band FM receiver with a 10.7 MHz 
limiting IF. 

An IF preamp provides additional gain 
with low noise figure and is used to lower the 
secondary noise figure contribution of the 
back-end portion of the receiver system; this, 
however, makes very little difference to overall 
noise performance but it does reduce the 
signal handling capability of the receiver. A 
receiver noise analysis is presented later which 
shows the results with and without the preamp 
(see Table 1). 

3.2.2. 2nd Local Oscillator 
The 2nd local oscillator is at 38.26 

MHz; it is derived from the low frequency PLL 
and the master PLL reference oscillator in the 
MC13110. 
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3.3. System Noise Analysis 

The system noise analysis uses a 
public domain software application published 

by HP called AppCAD. A summary of the 
system noise figure, overall gain, input 3rd 
order intercept point ( I1P3), IMD and SINAD is 
presented in Table 1. 

3.3.1. Front-end Noise Analysis 

Noise analysis of the front-end and 
back-end IC circuits is done separately, based 
on the performance characterization of the ICs. 
Figure 8 shows the model used for the 
MC13144, low noise amplifier (LNA) and the 
MC13142D. Using both the MC13144D and 
the MC13142 is preferable for the following 
reasons: 

Figure 8 Noise 
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Filter 
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LN 

2.0 dB 1.5 dBNF 
20 dBm01P3 16 deGanil 

12 dBm 
01P3 I 

Gl= 14 dB 
NF1= 3.5 dB 

1) Provides better overall system 
noise figure and SINAD performance due to 
added gain and lower noise figure. 

2) Improves reverse isolation of the LO 
at the antenna port. 

The additional MC13144D LNA circuit 
preceeding the MC13142FTB improves the 
reverse isolation by the contribution of the 
LNA 's excellent S12 reverse transmission 
coefficient and the RF bandpass filters that are 
before and after the LNA. While the RF LNA 
provides excellent improvement in noise 
performance, it reduces the IIP3. The first RF 
ceramic duplexer filter contributes to 1.5 to 
3.8 dB insertion loss; this adds directly to the 

system noise figure, but the filter is necessary 
to improve 1st image frequency rejection and 
rejection of the transmitter through its 
duplexer action. These benefits far outweigh 
the loss in IIP3 performance. 

Analysis Diagram of MC13144 & MC13142 
Front-end 
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3.3.2. Back-end Noise Analysis 

Figure 9 shows the noise model of the 
MC13158 at 49 MHz using the 1st IF LC filter 
specified in the application. The limiting IF 
filters are selected for 180 kHz bandwidth. 
Carson's Rule [ 10] predicts that the occupied 
bandwidth (OBW) is two times the maximum 
peak deviation, AF (AF = 75 kHz). Thus, 

G2= 17dB 
NF2= 5.2 dB 

OBW = 2 AF = 150kHz. 

Therefore, a filter having 180 kHz bandwidth 
allows for variations in the filter center 
frequency and bandwidth. 
Performance is shown with and without a 

preamp in Table 1 (Circuits 2 &3). With an IF 
preamp, IIP3 worsens while sensitivity is 
improved. 
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Figure 9 - Noise Analysis Diagram of MC13158 Back-end 
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Table 1 - Noise Analysis Front-end and Back-end Circuits 

VCC = 3 Vdc; Input Power = -30 dBm; fdev = ± 75 kHz; 10.7 MHz IF Ceramic Filters w/180 kHz 3 dB 
Band ass. 

Circuit 

Reference 
Number 

Circuit 

Configuration 
Description 

Cascaded 
Gain 

(dB) 

Cascaded 
NF 

(dB) 

Input 
IP3 

(dBm) 

Minimum 
Detectable 

Signal 

(dBm) 

Output IP3 

IM3 0/P 
Level 
(dBm) 

1 
(Figure10) 

MC13144D 
+ MC13142D 

31 3.67 -28.3 -115.8 2.7 
-2.3 

2 
(Figure11) 

MC13158 
w Preamp 

127 5.72 -17.6 -113.8 109.4 
72.1 

3 
(Figure11) 

MC13158 
w/o Preamp 

109 20.8 0.5 -98.8 109.5 

18. 

4 

(Figure10 
& Figure 
11) 

Circuits1 & 3: 

MC13144D+ 
MC13142D + 
MC13158 

140 3.84 -29.1 -115.6 111. 

108.2 

5 
(Figure 10 
& Figure 
11) 

Circuits 1 & 2: 
MC13144D+ 
MC13142D+ 
MC13158 
w/preamp 

158 3.68 -29.1 -115.8 128.9 

126.2 
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3.3.3. Cascaded Receiver System 
Noise Analysis 

The front-end and back-end circuits in Table 
1 are cascaded together showing the overall 

gain and noise figure, receiver sensitivity, 
intermodulation and intercept point 
performance. The receiver system 
comprised of the MC13144D, MC13142 and 
MC13158 with no external IF preamp (Table 
1- circuit reference number 4) is chosen 

because it offers the best overall 
performance. The cascaded noise figure 

and sensitivity are optimized while 
maintaining reasonable third order intercept 

point and intermod performance. The worst 
peformances for IIP3 and intermod are when 

preamp is used with back-end IC. 

4. Performance Criteria 

The receiver outlined in Figure 5 has the 

following measured performance in the 
complete system: 
> System Noise Figure is typically 3.8 dB 

> 12 dB SINAD performance is typically 
-114dBm. 

> Input Third Order Intercept Point of - 29 
dBm 

> 1st Image Rejection > 70 dB 

> 2nd Image Rejection > 50 dB 
> Adjacent channel rejection Is > 60 dB 

> RSSI Dynamic Range of Typically 70 dB 

5. Other Design 
Considerations 

5.1. Component Selection 

Component selection is a critical issue in RF 
circuit design. Components used in these 

radio and wireless systems must be well 
characterized and must be consistent from 

lot to lot. The Q and tolerance of the 
components used in fixed tuned circuits 
should be tightly specified. Of the several 
manufacturers of RF SAW and dielectric 
bandpass filters for cordless phone 

applications, the specifications for maximum 
insertion loss are somewhat relaxed and 

varied. If the RF preselector filter has wide 

and uncertain specification limits, this will 
adversely affect the receiver system 

performance since the preselector filter 
insertion loss adds directly to system noise 
figure. These filters are optimized for 50 ohm 
load and source terminations; it is important 
that the interface matching is implemented 
correctly and that it can be repeated in a 
production manufacturing environment . 

5.2. PCB Layout 

In RF circuit design, controlled impedance 
lines are used to reduce lump component 

count and to reduce manufacturing cost. 
Microstrip techniques are successfully used 
in 900 Mhz duplexer/preselector filter 
design. The ICs specified in this receiver are 

surface mount components; a compact 
layout using these ICs and other surface 
mount passive components is realized. The 
demonstration receiver PCB is an example 

of good RF layout and grounding practices; 
other good examples are represented in the 

evaluation PCB discussed in each IC data 
sheet. Chapter 8 of the Analog IC data book 
discusses the criteria for for good RF layout 

[9]. 

5.3. FCC Regulation and Approval 

The receiver system discussed in this paper 
is not considered a final product nor is it pre-
approved by the FCC. It is the responsibility 
of the manufacturer to obtain the 
acceptance and the licenses required by the 

Code of Federal Regulation (CFR Title 47) 
to manufacture and market a radio frequency 
product. The main purpose of this paper is to 
help the radio designer in his quest for 
design techniques, application solutions, 

and suitable semiconductor and passive 
components that achieve the performance 

criteria of the wireless communication 
system. 
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Off-the-Shelf 900 MHz Cordless Telephone System: 
Dual PLL Design 

David Babin, Gaylene Phetteplace, Rich Potyka, and Harry Swanson 
Motorola Semiconductor Products Sector 

3501 Ed Bluestein Blvd. 
Austin, TX 78721 

The MC145220 dual PLL supports 
two 900 MHz loops simultaneously 
using a common reference which 
feeds two independent reference 
counters. The only additions needed 
to build two frequency sources for an 
analog cordless phone are low-pass 
filters and a pair of MC13142 ICs with 
on-chip VCOs. The PLL allows one or 
both loops to be placed in standby to 
extend battery life. 

Packages available are the EIAJ 
20-pin surface-mount package with 
50-mil lead pitch and the TSSOP (thin 
shrunk small-outline package) with 
0.65 mm pitch. 

Main Features 

The PLL frequency synthesizer 
shown in Figure 1 contains two on-board 
programmable counters covering a 
range of 40 to 1100 MHz. (Evaluation of 
operation down to 22 MHz was being 
conducted at the time this paper was 
written.) Input sensitivity is - 16 dBm from 
700 to 1100 MHz over a temperature 
range of -40 to 85° C [ 1]. 
A minimum operating voltage of 2.7 

V, an operating current of 6 mA nominal 
per loop, and two standby modes make 
this PLL attractive for cordless phone 
applications. Two phase/frequency 
detectors are included for each loop; 
one has a current source/sink output 

and the second has a double-ended 
output. 

Wide Channel Spacing 

The loop counters allow lower loop 
counter divide ratios than most other 
1 GHz PLLs. This is because the 
counters have independent prescalers 
with divide ratios of 32/33 and 64/65. 
The 32/33 setting allows a minimum 
divide ratio of 992. Thus, the wide 
channel spacing of 320 kHz is possible 
for the cordless phone application at 900 
MHz because the minimum divide ratio 
required is 900 MHz / 320 kHz or about 
2,812. 

A PLL with a 64/65 prescaler is 
precluded from this application because 
its minimum divide ratio (with continous 
band coverage) is 4,032. 

Operating Current 

Supply current is determined by 
three modes which are controllable via a 
serial port. Both loops on standby is a 
current drain of a few microamps. With 
the reference running and one loop 
operating, the current is about 6.5 mA. 
With both loops and the reference 
operating, the supply current is 
nominally 12 mA. 
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Phase Detectors 

The device has two types of phase 
detectors ( actually, phase/frequency 
detectors). 

One detector has a single-ended 
output which is a current 
source/sink/float. This detector is used 
in the cordless phone application. The 
"current- source" detector output's 
working voltage range is to within a half 
volt of either supply rail and it is usually 
used with an external passive low-pass 
filter. 

The other detector has a double-
ended output which is tied to an external 
combiner and loop filter. This circuit 
usually includes an op amp. 

Additional Attributes 

The reference counters may 
independently programmed which 
allows different step sizes for each loop. 
With the cordless phone, both were 
programmed with the same value to 
achieve the same channel spacing for 
both loops. 

The synchronous serial port is SPI 
compatible and may be operated up to 2 
megabits per second. A single steering 
bit allows random access of the five 
registers due to the patented register 
logic. An 8- bit transfer accesses the C 
registers which select which detector is 
used, the polarity of the 
phase/frequency detectors, engages the 
standby modes, and controls the gain of 
the current-source phase detectors. A 
16- bit transfer accesses the R register 
which determines the reference counter 
divide ratio and oscillator/reference 
circuit mode. The R register is double-
buffered to allow new divide ratios to be 
presented to the reference and loop 
dividers simultaneously. A 24- bit transfer 
accesses the A registers which 
determine the loop (or VCO frequency) 

divide value. This is also refered to as 
the loop multiplying factor. 
A lock detect signal is available for 

each loop. 
The IC includes the capability of 

monitoring the outputs of the counters. 
An auxiliary reference divider may be 
engaged to divide the reference by 16, 
8, 4, 2, or 1. The output of the divider is 
fed to the REFout pin. 

Loop Filter Design 

The referenced application note [2] is 
used to calculate the loop filter 
component values. A five element loop 
filter is used per Figure 2 and is similar 
to the filter used in the PLL evaluation kit 

[3] 
First, the variables which determine 

the first section of the loop filter are 
calculated. 
The phase detector gain equation is 
Kp = Ip/21r. (1) 
The output current is 1 mA out of the 
phase detector. Therefore, 
Kp = 1mA/2n = 0.000159 amps/rad. (2) 
The VCO in the application (on the 
MC13142) has a sensitivity of 6.53 x 

107 radians/volt. 
Per the note [2], a = Kp x Kv= 10,400.(3) 

Using Tables 1 and 2, the middle of 
the transmit frequency bands to be 
tuned is 
f = fmax + fmin / 2 (4) 
= 902.4 + 927.68 / 2 = 915 MHz. 

Note that for ease of design, the 
maximum frequency from the base unit 
and the minimum frequency from the 
handset are used. (The middle portion of 
this " band" is actually not tuned.) Thus, 
the nominal loop multiplying factor is the 
middle frequency / channel spacing 
which is 
n = 915 MHz / 320 kHz = 2860. 
Lock time t is picked to be 5 ms. 
For the cordless phone, lock is when the 
loop has settled to within 1 kHz of the 

(5) 
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final frequency. For the collective 
transmit bands shown in Tables 1 and 2, 
the range of the VCO is approximately 
26 MHz. 
Therefore, from the app note [2] 
b = In ( 1 kHz / 26 MHz) = -10.2. (6) 
Finally, the calculations for the first 
section of the loop filter are 
r = - (2nb / at) = approx 1 k.Q. (7) 

c = at2 / n (b2 + Tc2) = about 0.82 F. (8) 
Second, the saturation capacitor is 

selected by using 5 to 25% of c or 0.82 
µF. This gives a range of 0.04 to 0.2 µF. 
A 0.15 uF capacitor was used. 

Finally, the second filter section is 
determined by calculating the -3 dB 
frequency of the closed loop ( of the first 
filter section). This is 870 Hz. The 
second filter section should be set to 
10 x 870 or 8.7 kHz. (9) 
Choosing R to be 12 kQ, 
C = 1 / 2nfR = approx 1500 pF. ( 10) 

Calculations for the receive loops 
yield similar results. Thus, the same 
loop filter was used for all loops. 

Programming 

The Configuration Registers (C 
Registers) are initially programmed to 
activate both loops. Per Figure 3, the 
standby bits must be low. Maximum 
phase detector gain is selected by 
setting the current bits ( 12 and 11) to high 
levels. The current source/sink phase 
detectors are selected by clearing the 
PDA/B bits low. The Port bit is a don't 
care because Output A is not used in 
the cordless phone. Finally, the phase 
detector polarity bits are cleared low to 
be compatible with the MC13142 VCO 
design (which increases its frequency 
when the input control voltage 
increases). Summarizing, two 1- byte 
packets need to be sent to the IC with 
hexadecimal values of $30 and $B0. 

The Reference Register (R Register) 
is programmed to place the IC in 

"reference mode" to accept an input 
from an external 10.24 MHz reference 
oscillator. The reference output 
(REFout) is programmed to be shut off. 
Finally, the reference counter is 
programmed to divide the 10.24 MHz 
down to 320 kHz which is the channel 
spacing for the cordless phone. 
Therefore, a divide ratio of 10.24 MHz / 
320 kHz or 32 is needed. 32 is 
converted to $20. Summarizing, one 2-
byte packet of $4020 is sent. Refer to 
Figure 4. 

The two A Registers are used to 
determine the frequencies tuned. See 
Figure 5. The values are calculated by 
first determining the multiplication factor 
needed for a particular frequency. For 
example, from Table 1, 902.40 MHz is 
tuned by multiplying the 320 kHz 
reference counter output by 2,820. The 
formula NxP+A (11) 
from the MC145220 data sheet [ 1] is 
used. P is the prescaler lower value 
which is 32 for the cordless phone. 
2,820 is divided by 32 then rounded 
down to the nearing whole number; this 
is 88 or $58. Formula 11 is then used to 
calculate A to be 4. Refering to Figure 5, 
the hex value for the register is then 
$805804. Summarizing, a 3-byte packet 
of $805804 is sent to program the PLL' 
multiplying factor. The next higher 
channel is tuned by incrementing the A 
Register value by one. Thus, $805805 
tunes 902.72 MHz. Tables 1 and 2 show 
the programming for all 20 channel pairs 
used in the cordless phone. 

Obtain More Information 

For additional information on this 
product, call the Motorola automated fax 
service at 602-244-6609. Request data 
sheet number MC145220 and the 
evaluation kit technical summary 
MC145220EVKTS. 
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PLL samples and evaluation kits are 
shippable from stock and may be 
ordered through an authorized Motorola 
Semiconductor distributor or a Motorola 
Semiconductor sales office. The 
MC145220DT is the TSSOP and the 
MC145220F is the EIAJ package. The 
kit part number is MC145220EVK. 

Additional papers are included in this 
publication which describe the other 
devices in the Motorola 900 MHz 

1 cordless phone chip set. 

References 
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[2] AN1253 Application Note, Motorola, 
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Table 1. Handset Channels 

Channel 

No. 

PLL 
PLL' 

Receive L.O. 

Frequency, 

MHz 

Program Data for 

A Register, 

Hexadecimal 

Transmit 

Frequency, 

MHz 

Program Data for 

A' Register, 

Hexadecimal 
1 973.76 005F03 902.40 805804 
2 974.08 005F04 902.72 805805 
3 974.40 005F05 903.04 805806 
4 974.72 005F06 903.36 805807 
5 975.04 005F07 903.68 805808 
6 975.36 005F08 904.00 805809 
7 975.68 005F09 904.32 80580A 
8 976.00 005F0A 904.64 80580B 
9 976.32 005FOB 904.96 80580C 
10 976.64 005FOC 905.28 80580D 

Table 2. Base Unit Channels 

Channel 

No. 

PLL 

Receive L.O. 

Frequency, 

MHz 

Program Data for 

A Register, 

Hexadecimal 

Transmit 

Frequency, 

MHz 

1 951.36 005C1D 924.80 

2 951.68 005C1E 925.12 
3 952.00 005C1F 925.44 

4 952 32 005D00 925.76 

5 952.64 005001 926.08 

6 952.96 005D02 926.40 
7 953.28 005D03 926.72 
8 953.60 005004 927.04 
9 953.92 005005 927.36 

10 954.24 005D06 927.68 

LL' 

Program Data for 

A' Register, 

Hexadecimal 

805A0A 

805A0B 

805A0C 

805A0D 

805A0E 

805AOF 

805A10 

805A11 

805Al2 

805A13 
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f in 8 

2 

REFout 

REFin 

BUFFER 
AND 

CONTROL 

32/33 OR 

64/65 
PRESCALER 

A 

—110 
4—. 

A AND N COUNTERS 

RATIO 

(INTERNAL)4F3L 

23 

in 13 

TO MUX FOR 
OUTPUT A 

18/ 

BitGrabber Plus 
A REGISTER 

23 BITS 

13-STAGE 

R COUNTER 

Din 

_CT 

19 
CLK — 

BitGrabber Plus 
R REGISTER 

16 BITS 

13-STAGE 
R' COUNTER 

PHASE/ 
FREQUENCY 

DETECTOR 
PAIR 

A 

STBY 
(INTERNAL) 

1  

A 

>-

-J 

o 

o 
o_ 

BitGrabber Pus 
C REGISTER 
7 BITS 

a 

32/33 OR 
64/65 

PRESCALER 

23 

3/ 

A' & N' COUNTERS 

RATIO 

(INTERNAL) 

18 

BitGrabber Plus 
A' REGISTER 

23 BITS 

UNUSED 

UNUSED 

3 
LD 

  PDouthei 

  Rx/cpv 

UNUSED 

BitGrabber Plus 
C' REGISTER 
7 BITS 

fF1' 

.7C 
>-

o 
a. 

PD
A/
B 
S
E
L
E
C
T
 

PHASE/ 

 • FREQUENCY 
DETECTOR 

PAIR fví_ 

PORT 

fR' 

fR 

24 1/2 STAGE 
SHIFT REGISTER 

DATA OUT 

ADDRESS 
LOGIC AND 

STORAGE 

MUX 

PLL / PLL' 

PIN 9 = V+ (Positive Power to the main PLL, Reference Circuit, and a portion of the Serial Port) 
PIN 6 - GND (Ground to the main PLL, Reference Circuit, and a portion of the Serial Port) 

PIN 12 = V+' (Positive Power to PLL' and a portion of the Serial Port) 
PIN 15 = GND' (Ground to PLL' and a portion of the Serial Port) 

Figure 1. MC145220 Block Diagram 

18 
LD' 

CO cc 
w 

U) 

17 
PpoutqfPR' 

16 
Rx'/(1)\/' 

10 
—01. OUTPUT A 

SELECT FROM 
A REGISTER 
(INTERNAL) 
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Second Section 

— Used for extra filtering 
— Usually doesn't change transient response 

Phase 
Detector 

PDout 

I 

I 

I 

I 
_J 

First Section of Loop Filter 
— Determines transient response 
— Converts PDout current into 

voltage 
— Reference frequency impedence 

has large impact on sideband 
levels 

Control 
Voltage 

-= 

Saturation Capacitor 
— Keeps transient voltages on PDout 

within linear operating range of 
charge pump 

— Improves sideband suppression 
— Determines transient response 

Figure 2. Standard Loop Filter 
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ENB 

CLK 

Din 

1 

MSB 

4 5 6 7 

LSB 

• C7 C6 C5 C4 C3 C2 cl CO 

* At this point, the new byte is transferred to the C or C' registe and stored. No other registers are affected. 

C7 — Steer: Used to direct the data to either the C or C' register. A haw level directs data to the C register; 
a high level is for the C' register. 

C6 — Standby: When set high, places both the main PLL and PLL' (when C6 is set in the C register) or 
PLL' only (when C6 is set in the C' register) in the standby mode for reduced power consump-
tion. 

C5, C4 — 12, 11: Independently controls the PDout or PDout' source/sink current. With both bits high, the maxi-
mum current is available. 

C3 — Spare: Unused 

C2 — PDA/B: Independently selects which phase/frequency detector is to be used. When set high, the 

double—ended detector is selected with outputs (1)Ft and cl:v or R' and 4>v'. When reset low, 
the current source/sink detector is selected with outputs PDout or PDout'. 

Cl — Port: When the Output A pin is selected as "Port" via bits A22 and A21, Cl of the C register deter-
mines the state of Output A. When Cl is set high, Output A is forced to the high—impedance 

state; Cl low forces Output A low. 

CO — POL: Selects the output polarity of the associated phase/frequency detectors. 

Figure 3. C and C' Register Accesses and Format (8 Clock Cycles are Used) 
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NOTE 4 

CLK 

Din 
>  

1 

MSB 

2 3 4 5 6 7 8 9 10 11 12 13 14 15 

R15 R14 R13 R12 R11 R10 R9 R8 R7 R6 R5 R4 R3 R2 R1 

1 I 
0 CRYSTAL MODE, SHUT DOWN 
1 CRYSTAL MODE, ACTIVE 
2 REFERENCE MODE, REFin ENABLED AND 

REFout STATIC LOW 

3 REFERENCE MODE, REFout = REF,' 
(BUFFERED) 

4 REFERENCE MODE, REFout = REF/2 
5 REFERENCE MODE, REFout = REFin/4 
6 REFERENCE MODE, REFout = REFin/8 

(NOTE 3) 
7 REFERENCE MODE, REFout = REF. / 16 

OCTAL VALUE 

16 

LSB 

RO e 

0 0 0 0 NOT ALLOWED 
0 0 0 1 R COUNTER = + 1 (NOTE 6) 
0 0 0 2 NOT ALLOWED 

0 0 0 3 NOT ALLOWED 
0 0 0 4 NOT ALLOWED 
0 0 0 5 NOT ALLOWED 
0 0 0 6 NOT ALLOWED 
0 0 0 7 NOT ALLOWED 
0 0 0 8 NOT ALLOWED 
0 0 0 9 NOT ALLOWED 
0 0 0 A R COUNTER = + 10 
0 0 O B R COUNTER = + 11 
0 0 O C R COUNTER = + 12 

F F ER COUNTER = + 8190 
F F FR COUNTER = + 8191 

BINARY VALUE —t 
HEXADECIMAL VALUE 

NOTES: 

1. Bits R15 — R13 control the configurable "Buffer and Control" block (see Block Diagram). 
2. Bits R12 — RO control the "13—stage R counter" blocks (see Block Diagram). 

3. A power—on initialize circuit forces a default REFin to REFout ratio of eight. 

4. At this point, bits R13, R14, and R15 are stored and sent to the "Buffer and Control" block in the Block Diagram. Bits RO — R12 
are loaded into the first buffer in the double—buffered section of the R register. Therefore, the R or R' counter divide ratio is not 
altered yet and retains the previous ratio loaded. The C, C', A, and A' registers are not affected. 

5. Bits RO — R12 are transferred to the second buffer of the R register ( Rs in the Block Diagram) on a subsequent 24—bit write to 
the A register. The bits are transferred to Rs' on a subsequent 24—bit write to the A' register. The respective R counter begins 
dividing by the new ratio after completing the rest of its present count cycle. 

6. Allows direct access to reference input of phase/frequency detectors. 

Figure 4. R Register:Access and Format (16 Clock Cycles are Used) 
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ENB1 

NOTE 3 

CLK 

Din 

1 

MSB 

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 

LSB 

A23 A22 A21 A20 A19 Al 8 A17 A16 A15 A14 A13 Al2 All Al0 A9 A8 A7 A6 A5 A4 A3 A2 Al AO 

PORT 

o 1 DATA OUT 
1 0 fv OR fv' 

1 1 fR ORf R , 

BINARY OUTPUT A 
VALUE FUNCTION 

(NOTES 1 AND 4) 

STEER 

0 MAIN PLL, A REGISTER 

1 PLL' , A' REGISTER 

(NOTE 4) 

I I 1 I 

o 32/33 

64/65 

PRESCALE 
RATIO 

o 
o 
o 

o 
o 
o 
o 
o 

0 NOT ALLOWED 

1 NOT ALLOWED 

2 NOT ALLOWED 

0 NOT ALLOWED 

1 NOT ALLOWED 

2 N COUNTER = +18 

3 N COUNTER = ÷19 

4 N COUNTER = A-20 

E N COUNTER = +4094 

F N COUNTER = ÷4095 

HEXADECIMAL VALUE 
FOR N COUNTER 

1 1 
0 0 A COUNTER = 0 

0 1 A COUNTER = ÷ 1 

0 2 A COUNTER = 2 

0 3 A COUNTER = ÷ 3 

3 E A COUNTER = 62 

3 F A COUNTER = -4- 63 

4 0 NOT ALLOWED 
4 1 NOT ALLOWED 

F F NOT ALLOWED 

HEXADECIMAL VALUE 
FOR A COUNTER 

AND BITS A7 AND A6 

NOTES: 
1. A power-on initialize circuit forces the Output A function to default to Data Out. 
2. The values programmed for the N counter must be greater than or equal to the values programmed for the A counter. This results in a total divide value = NxP+A 

where N is the value programmed for the N counter, P is 32 if bit A20 is low or 64 if A20 is high, and A is the value programmed for the A counter. 

3. At this point, the three new bytes are transferred to the A register if bit A23 is a "0" or A' register if A23 is a " 1". In addition, the 13 LSBs in the first buffer of the R register 
are transferred to the R register's relative second buffer, Rs or Rs Thus, the R, N, and A (or R N and A') counters can be presented new divide ratios at the same 

time. The first buffer of the R register is not affected. The C or C ' registers are not affected. 
4. A "0" for the Steering bit allows selection of fR fv, Data Out, or Port by bits A21 and A22. A " 1" for the Steering bit allows selection of f R', f y', Data Out, or Port. 



Surface-Mount Wireless IC Power Dividers, 
Directional Couplers, and Hybrid Junctions 

Phil Piro 

Principle Engineer 
Alpha Industries 
20 Sylvan Road 
Woburn, MA 01801 
Phone: ( 617) 824-4340 
FAX: ( 617) 824-4544 

Technical Subject (keywords): Power Dividers, Directional 
Couplers, Quadrature Hybrids, Wireless, Plastic Packaged 
MMIC. 

Content of Presentation: A departure from traditional 

technology for power dividers, couplers, and quadrature 
hybrids is presented. In the past, ferrite core technology 
has been the preferred technology to implement these 
functions at RF and lower microwave frequencies. Alpha has 

utilized its MMIC fabrication technology to realize these 
components in small standard IC packages ( SOIC-8, MSOP-8, 
and SOT- 6). These devices are not only lower in cost and 
smaller in size than their ferrite or stripline 

predecessors, but are also more repeatable and reliable. 

Value to Audience: These products are not only new to Alpha, 
but are also new to the industry. Many engineers are either 

unaware they exist or may have questions about how they are 
made and how they perform. 
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1/f Noise Characteristics Influencing Phase Noise 

ABSTRACT 
In applications such as VCO's where 1/f noise is the major contributor to phase noise in a given circuit, 

the device with the best 1/f noise will yield the best phase noise. To better understand how 1/f noise 
changes with bias and from device to device, the 1/f noise of two different bipolar devices was measured 

and compared. Nonlinear models were developed and the predicted and measured 1/f noise spectrums 
were compared. In addition, how manufacturers quantify 1/f for simulation purposes is evaluated to 

provide the designer with better insight into what the 1/f coefficient and exponent mean, and how the 

values effect the 1/f noise simulations. 

INTRODUCTION 

The phase noise of an oscillator, quantified by its short term frequency stability, determines the system's 
ability to separate adjacent channels. With the significant increase in portable, wireless traffic and digital 

transmission, better frequency stability is required. Phase noise is an important consideration. Choosing 
the appropriate topology for a low phase noise source is important, as is the choice of resonator and 
coupling network [ 1]. Many articles exist on how to design an oscillator for low phase noise by select-

ing the appropriate topology, resonator and coupling network. One example is provided in reference [2]. 

Once the oscillator topology, resonator and coupling structures are selected, the active device is selected. 

PHASE NOISE 

To evaluate the effects of 1/f noise on the overall phase noise of the oscillator, the expression for side-

band noise due to noise upconversion is evaluated in terms of the small signal equivalent circuit param-

eters documented by J.S. Yuan [3]: 

SBN - 2010g{(clo/ die) [did; / (2.828 Qif,)]) (1) 

Where fo is the oscillator frequency, QL is the oscillator loaded quality factor, fr„ is the offset frequency, 
and dIc is the collector current variation due to noise sources. These noise sources are quantified in the 

following equation: 

die - [(4kTB/re)1n + (4kTBrbba )"2] + [(KF/b AFB)/Fe]I/2 + [2q/B]"2 (2) 

In equation (2), the first term represents thermal noise, the second term represents flicker noise, and the 

third term represents the shot noise, k is Boltzmann's constant, T is the temperature in degrees Kelvin, B 
is the bandwidth in Hertz, re is the intrinsic emitter resistance, rbb is the base spreading resistance, gm is 

the transconductance, KF and AF are flicker noise variables, It) is the flicker noise base current, Fc is the 
flicker noise corner frequency, q is the electron charge, and Ic is the DC collector current. 
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From equation (2), the intrinsic device characteristics that effect the sideband noise performance are: (a) 
base and emitter resistances, (b) transconductance, and (c) 1/f noise characteristics. These device 

characteristics are a function of the operating conditions: temperature, frequency bandwidth, and DC 
bias. In addition, 1/f and rbb are related in that devices with higher rbb have higher 1/f noise. 

L(f) 

1/f 'oscillator noise 

N 
N 

1/f 
N 

.1/f corner 

Fe 

log offset frequency 

Figure 1. Flicker noise upconverted to oscillator phase noise. 

DEVICE ANALYSIS 

The following analysis examines two NEC devices in the miniature surface mount " 19" package. Key 
device specifications are shown in Table 1. These two devices were chosen because they are used in a 

wide variety of oscillator designs. ICmax for the 688 and 685 are 100mA and 30mA respectively. 

Vcemax for both parts is 6 volts. The NE68519 has a higher gain-bandwidth product, fr than the 

NE68819, 8.7GHz and 6.1GHz, respectively. The intrinsic base and emitter resistances are lower for the 
NE68819. 

VCE MAX (volts) 

NE68519 NE68819 

6 6 
lc MAX (mA) 30 100 
PT MAX (mW) 125 125 
fr (GHz) MEASURED 
(3V, 5mA, 2GHz) 

8.7 6.1 

rbb (cams) 10 ' 6.14 
re (OHMS) 1.3 0.4 
NF (dB), TYPICAL 1.5 

(3V, 3mA, 2GHz) 
1.7 

(1V, 3mA, 2GHz) 
IS 2112 (dB), MEASURED 

(3V, 5mA, 2GHz) 
9.4 7.0 

TABLE 1. Device Specifications 
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The 1/f characteristics were measured in accordance with reference [4]. As can be observed from equa-

tion ( 2), the 1/f noise is a function of the collector bias current of the device. This is well known and 

documented [4]. The calculated and measured 1/f corner frequencies were within 5% of each other. 

The 1/f simulations for the NE685I9 and NE68819 biased at Vce = 3Volts and Ic = 10mA, 20mA and 30 

mA are shown in Figure 2A and 2B. Figure 3A and 3B show the linear relationship between Fc and lc. 

—100.0 

—110.0 

—120.0 

N 

en —140.0 

—150M 

—160M 

—170M 

20 mA 
M1 30 mA 

—130.0   

10 mA 

Man  
M2 

4), 

01 1 10 10.0 
Frequency kHz 

Ml Frequency=0.1 volue=-127.2 
M2 Frequency=100 value=- 148.6 

Figure 2A. 1/f noise vs. IC for the NE68500. 

—100M 

—HOM 

—120M 

N — 130.0 

IC —140.0 —10 mA 

1 0 mA 

—150.0 

—160.0 

—170.0 

0 ,  

30 mA 

0.1 
Frequency kHz 

Ml Frequency=0.1 volue= — 129.2 
M2 Frequency=100 volue= — 148.2 

Figure 2B. 1/f noise vs. IC for the NE68800. 
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Figure 3A. Measured Fc vs. IC @ VCE = 1V. 

100 
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m 

10 20 
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30 40 
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ONE68519 

Figure 3B. Measured Fc vs. IC @ VCE = 3V. 

1/f noise was measured at two different Vce biases to determine the effects on l/f noise. The 1/f corner 

frequency increases slightly as Vce increases as shown in Table 2. For the NE68519, an increase of Vce 
from 1 to 3 volts results in a 4kHz maximum increase in corner frequency from 23kHz to 27kHz, an 
increase of 21%. For the NE68819, the same Vce increase results in a 2kHz maximum increase in 

corner frequency from 8kHz to 10kHz, an increase of 25%. The 1/f profile of these two devices shows 
that the 68819 is far superior where close in phase noise is important. 

Ic (mA) 

5 

Fc(KHz) 
VCE = 1 VOLT VCE = 3 VOLTS 

%CHANGE W/VCE 

NE68519 NE68819 NE68519 NE68819 NE68519 

10 

20 

30 

10 

15 
4.3 

4.5 

11 

19 

4.6 

5.8 
20 6.7 22 8 
23 8 27 10 

9% ( 1kHz) 

21% (4kHz) 

9% (2kHz) 

15% (4kHz) 

NE68819 

7% (0.3kHz)  

29% ( 1.3kHz) 

19% ( 1.3kHz) 

TABLE 2. Fc vs. Ic at 2 different Vce values. 
25% (2kHz) 

Next we will examine how the 1/f noise measurements are converted to the AF and KF parameters for 
nonlinear simulation [5] using the flicker noise equation: 

Flicker Noise = (KFA, A FB)/Fc 
(3) 

As shown in reference [4], two 1/f measurements are made at 2 different base currents, resulting in Fcl 

at Ibl and Fc2 at 1132. We then have two equations and two unknowns and can solve for AF and KF in 
terms of Fc!, Ibl, Fc2, and Ib2 as follows: 

AF = ( logFc 1 - logFc2 + Z) / Z 
Z . log Ibl - logIb2 
KF = 1 o (log Fcl + log Ibl - 18.49 - AF logIbl) 
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These are the AF and KF values provided in the nonlinear model to simulate 1/f noise, and the devices 
phase noise performance with respect to 1/f noise. It is important that the AF and KF values used are 

extracted from discrete 1/f measurements, and not averaged. The AF and KF values used for these 

simulations are AF=1.568 and KF=6.8e-13 for the NE68519 and AF=1.26 and KF=2.6e-14 for the 

NE68819. The effect of using AF or KF other than the extracted values are shown in Figures 4A and 4B. 
Although not shown in the graphs, if the default values of AF =1 and KF=0 are used, equation (3) results 

in a device with no 1/f noise and the device noise simulation will contain only thermal noise and shot 

noise which are frequency independent. 

Figures 5A and 5B contain the nonlinear schematic and test bench using HP/EESOF's Libra simulator. 

The nonlinear model parameters for the NE685 and NE688 are included in Figures 5C and 5D. 
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Figure 4A. KF variation. 
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Figure 4B. AF variations. 
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Figure 5A. Simulator schematic. 
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Figure 5B. Simulation test bench. 
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Figure 5C. NE68519 nonlinear model. 
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CONCLUSIONS 

As the active device biased is increased, the 1/f noise corner frequency increases proportionally. The 

extraction technique used in reference [4] for determining AF and KF parameters values has been applied 

to two NEC devices with excellent correlation to measured data. 1/f noise profiles can be accurately 
simulated, providing the correct coefficients are obtained from the manufacturer. If oscillator simula-

tions are performed with the flicker noise coefficient, KF, and flicker noise exponent, AF, at their default 

values of 0 and 1 respectively, the simulated low frequency noise spectrum will be flat with no fre-

quency dependent noise components. 
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ABSTRACT 

Base stations for CDMA and PCS systems require 

adjacent channel rejections of 80 dB and more. This 
requirement can only be practically met with a cascade of 

two SAW filters. The required passband-to-stopband 
transition width of the filter can be as small as 100 kHz 

for the receiver channel filters (1 to 50 dB for the cascade) 
and 60 kHz ( 1.5 to 26 dB) for the transmitter filters, 

resulting in filter substrate lengths as large as 70 mm. The 

small transition width also makes the filter sensitive to 

mechanical stresses which occur during filter manufacture 

and mounting on a PC board. The mechanical stresses 
cause a degradation in the close-in rejection of the SAW 
filter. The SAW filter manufacturer can minimize the 

stresses occurring during the manufacturing process, 

however the metallic package has an effect on the stress 
sensitivity of the filter. 

This paper will show the effects of mechanical stress 

on the performance of different base station filters. Also 

shown will be a variety of Base Station filters currently in 
production for which the mechanical stress effects have 
been minimized. 

L INTRODUCTION 

It has been known for many years [ 1], [2] that a 
mechanical strain on the substrate of a SAW filter results in a 

change in the surface wave velocity and a change in the 
dimensions. These properties have been used for SAW 

oscillator pressure sensors as far back as 1975 [3], however 
mechanical strain can be a source of degradation in the 

performance of most SAW devices. 

In a SAW filter there are two major sources of strain. The 

first is introduced during the mounting of the SAW substrate 

into the package. The SAW industry has minimized this 
source by using pliable epoxies to mount the substrate to the 

package. The second major source comes from stresses on 

the SAW filter package when it is mounted on the customer's 

PC board. The package plays a major role in the level of 
strain resulting from these stresses. 

In this paper we will first present the relationship 

between mechanical strain on the substrate and SAW 

velocity. Next, the effect on the group delay of a SAW filter 

will be shown, followed by a discussion of the effects of 
package stress and experimental results. Finally, the 

performances of a variety of base station filters will be 

presented for which steps were taken to reduce the filters' 
stress sensitivity. 

IL MECHANICAL STRAIN AND SAW VELOCITY 141 

Strains on the SAW substrate consist of three normal 

and three shear components. In this discussion only the 

normal strains will be considered. The variables (following 

[1]) Ei and e2 represent the normal strains parallel and 

perpendicular to the direction of the SAW propagation axis x 

(see fig. 1). The variable e3 represents the strain normal to 
the surface. 

Fig. 1 - Normal strains on the substrate 

substrate 
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A substrate without strain is represented in fig. 2a with 

particles located on the propagation axis. The saine substrate 

under uniform extension along the propagation axis is 

represented in fig. 2b. The particles have moved a distance u 

along the propagation axis. This displacement is related to 

the uniform strain by the following equation. 

U = si xo x(e1) = (1 + Ei) xo (1) 

The first order dependence of the SAW propagation 

velocity Von the strains sn can be Written as 

V = V0 (1+ Yen) (2) 

where Vo is the wistrained velocity and yn is the strain 

coefficient for strain r.„ with implicit summation over n. 

0 X=X0 

U 

x=0 

Fig. 2 - Particle displacement in (a) equilibrium, 

(b) with extension 

The effects of substrate deformation and the velocity 

change together modify the acoustical delay between the 

particles (0 and xo). If the assumption is made that only the 

el component of strain is non zero, then the group delay 

between the particles can be computed in terms of the 

uniform strain ei . 

X(CI) 1 + E1 

1 (61) — To  
V(c1) 1+ yisi 

X0  

with to — 
V(si) 

(3) 

where to is the delay for the uncompressed substrate. For 

the case of an ST cut quartz substrate, that used for most 

of the base station filters currently in manufacture, the 

magnitude of the coefficient yi is small (<.01, from [ 1]), 

thus the deformation is more important than the change 

in velocity. 

propagation axis 

DI SAW FILTER SENSITIVITY 

A conventional SAW filter consists of two bi-directional 
transducers, each having a pair of interdiffitated metal 

electrodes deposited on the surface of a piezoelectric substrate 

as shown in fig. 3. 

INPUT 

Acoustic absorber 

Transducer 

OUTPUT 

Piezoelectric substrate   Acoustic Wove 

Fig. 3 - Conventional SAW filter 

The distance between the centers of the transducers 

is x0. The filter delay is given by equation 3 when the 

substrate undergoes a uniform strain along the acoustic 

propagation direction. 

There is a corresponding change in the center 

frequency of the filter due to the uniform strain. This 

relationship is given by equation 4. 

Af/f = --Attr (4) 

For the case of a non-uniform strain the effects on 

the two transducers are not the same, normally resulting 

in a degradation of the close-in sidelobes. 

IV. STRAIN DUE TO PACKAGE STRESS 

A cut-away view of a SAW filter mounted in a 

platform package is shown in fig. 4. The cut is parallel to 

the propagation axis. The substrate is attached to the 

platform of the package with a pliable epoxy. 

transducer 

x„ 

substrate 
epoxy)  

Fig. 4 - SAW filter in a platform package 
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The strain c, occurs when the platform of the package 

is bent as shown in fig. 5. This can happen when the PC 

board that the filter is mounted on becomes warped or if an 

object is under the package during the soldering process. 

This type of bending will, at a minimum, lower the center 
frequency of the filter. 

Fig. 5 - SAW filter undergoing a bending stress 

Base station filters like those for CDMA systems are 

typically 73mm in length and have center frequencies 
ranging from 70 MHz to 170 MHz. A mismatch between 

the package and PC board coefficients of thermal 
expansion can introduce temperature dependent strain. 

This mismatch can also cause failure of the solder 

connections between the package and PC board. For the 

filter shown in fig. 4 the filter is mechanically fixed to the PC 

board over a distance xm, the distance between the outer 
package pins. By choosing a smaller xm, the total surface 

deformation will be reduced. The same holds true for a 
ceramic surface mount packaged SAW filter. 

 t Ih 
(a) (b) 

Fig. 6 - Cross section of a sealed (a) platform 

package, (b) unibody package 

The rigidity of the package determines the filter's 
stress sensitivity, however this goal is in conflict with the 

goals of the customer, eg small size, height and cost. A 
cross section of two styles of metallic package are shown 

in fig. 6. The unibody package (fig. 6b) has a much 

thicker sidewall than the platform package (fig. 6a), and 
for the same package height h it less susceptible to the 
bending represented in fig. 5. 

V. PACKAGE STRESS EXPERIMENTS 

Experiments were performed on a some base station 

filters The tests consisted of placing one or two wires 

under the package, applying a force on the package and 
measuring S21 of the matched filter. 

o 

6 - 

10 
129 9 130 

FREQUENCY (MHz) 

Fig. 7 - Amplitude characteristic of a base station filter 

under various mechanical loading conditions 

FREQUENCY (MHz) 

Fig. 8 - Phase characteristic of a base station filter 
under various mechanical loading conditions 

The filter tested is at 130 MHz and is used in the 
transmitter chain of a CDMA base station. The 

amplitude and phase of S21 are shown in figs. 7 and 8 

for four mechanical loading conditions. There are 
noticeable changes in the amplitude and phase 

characteristics for the asymmetric mechanical loading 

conditions (b and c) when compared with the unloaded 

condition (a). The amplitude remains nearly unchanged 

for the symmetrical loading (d), however the phase has a 
quadratic component. 
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The effects of mechanical stress on filter rejection 

sidelobes is shown in fig. 9. The top line of each plot 

corresponds to the 25 dB attenuation of the filter. Even 

though the sidelobes are only 30 dB down, the effects of 

mechanical package stress can clearly be seen. 

25 

128 75 

15dB 

130 
FREQUENCY (MHz) 

131.25 

Fig. 9 - Rejection sidelobes for a base station filter 
under various mechanical loading conditions 

VL 160 MHz PCS TRANSMIT FILTER 

Presented in this section are typical measurements 

on a 160 MHz transmitter filter. This filter is supplied in 

a 20.1 mm X 6.5 mm surface mount package. Typical 

performances for this filter are: 

Insertion loss 

0.5 dB bandwidth 

6 dB bandwidth 

30 dB bandwidth 

phase ( 1.2MHz) 

21.7 dB 

1.33 MHz 

1.73 MHz 

2.17 MHz 

< rpeak-peak 

This filter is used in the transmitter chain of a PCS 

base station. The performances easily exceed the rejection 

requirements of 15 dB at fot 1.25MHz and 30 dB 

ultimate rejection. The resistors in the matching network 

of fig. 10a are used to obtain better than 1.5:1 VSWR. 

27pF 

110nH 

600 

94nH 

Fig. 10a - Matching network 

2 5 

159 160 

FREQUENCY (MHz) 

-+5 

- 

161 

Fig. 10b - Amplitude and phase of typical 160 MHz filter 
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Fig. 10e - Amplitude of typical 160 MHz filter 

VIL 70 MHz CDMA RECEIVER FILTER 

165 

Presented in this section are typical measurements 

on a 70 MHz CDMA receiver filter. This filter is 

supplied in a 73 mm X 19.7 mm unibody package. 

Typical performances for this filter are: 

Insertion loss 

1.5 dB bandwidth 

35 dB bandwidth 

50 dB bandwidth 

phase ( 1.23MHz) 

21.0 dB 

1.30 MHz 

1.46 MHz 

1.62 MHz 

< 4'peak-peak 

550 



82pF 

0-1 

82pF T  

103nH 86nH 68pF 

Fig. I 1 a - Matching network 

120pF 

1 

2 — 

4 — 

5 

V) 
D 

F--

-J 
LU 
ci 

69 70 71 
FREQUENCY (MHz) 

_+5 

Even with these variations the filter remained within the 
specifications. 

VIII. CONCLUSIONS 

The concept of strain on the substrate of a SAW 

filter has been presented. The relationship between strain 
and SAW wave velocity, filter delay, and filter center 

frequency have been discussed. The effect of package 
stress on the SAW substrate and the key role that 
packaging plays has been discussed. 

A demonstration of the effects of package stresses on 

_ o a 130 MHz transmitter filter has been shown for various 

mechanical loading conditions. Typical measurements on 

high performance PCS and CDMA base station filters —5 
have also been presented. 

Fig. 1 lb - Amplitude and phase of typical 70 MHz filter 
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Fig. Ilc - Amplitude of typical 70 MHz filter 

Package stress experiments similar to those in 

section V were made on this filter. The changes in the 

rejection sidelobe levels observed were less than 1 dB for 

all of the package stress conditions. Passband amplitude 

variations were 0.2 dB and phase variations were 2°. 
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