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About the book

This book presents methods for de-
signing amplifiers that are useful, re-

producible in quantity and reliable.

There is discussion of the values of
vacuum tube and transistor parame-
ters, and their variations with operat-
ing conditions, temperature and age.
A special feature of the book is the
unified, parallel treatment of tubes,
transistors and f.e.ts. In addition,
there are more than a dozen ampli-
fier designs to illustrate principles.

In the authors' view, modern engi-
neering education tends to concen-
trate on the fundamental back-
ground of knowledge or “pure
science” to the neglect of practical
aspects of engineering. With this in
mind they indicate how mathemat-
ics, physics, and specialized electri-
cal subjects can be used as tools in
the essentially practical task of de-
signing amplifiers.

Intended primarily as a university
level text, it provides proved rules of
circuit design and is therefore of im-
mediate use not only to students but
also to practicing engineers and
scientists.

HB-DS-2510

Cherry

Hooper

Wiley

About the Authors

E. M. CHERRY is a senior lecturer
in Electrical Engineering at Monash
University, Victoria, Australia. Uni-
versity of Melbourne granted him a
Bachelor's degree in 1957, a Mas-
ter's degree in 1959 and a Ph.D. in
1962,

Dr. Cherry was on the staff of Bell
Telephone Laboratories Inc., Murray
Hill, New Jersey during 1963-1965.
Prior to joining Monash University in
1967, he worked for one year with
the U. K. Atomic Energy Authority at
Harwell. :

He has experience in the fields of
television deflection circuitry, high-
speed transistor amplifiers and pulse
circuits, semiconductor physics,
transmission line theory, and low-
noise nuclear pulse amplifiers.

D. E. HOOPER is currently on the
staff of Plessey Pacific Pty. Ltd. He
received both the Bachelor's and
Master’s degrees in Electrical Engi-
neering from the University of Mel-
bourne in 1953 and 1962 respec-
tively.

Before assuming his present posi-
tion in 1967, Mr. Hooper spent 10
years in the Electrical Engineering
Department of the University of Mel-
bourne, first as a lecturer and later
a senior lecturer. For a year in 1963
he was a Visiting Research Associ-
ate at the U. K. Atomic Energy Au-
thority at Harwell.

Mr. Hooper has research and
teaching experience in the areas of
transistor physics and characteriza-
tion, pulse forming circuits, wide-
band amplifiers, active filters, and
integrated circuit design.




Amplifying Devices and
Low-Pass Amplifier Design

E. M. Cherry

Monash University

D. E. Hooper

Plessey Pacific Pty. Lid.
(formerly University of Melbourne)

John Wiley and Sons, Inc., New York - London - Sydney



Copyright © 1968 by John Wiley & Sons, Inc.

All rights reserved. No part of this book may

be reproduced by any means. nor transmitted,

nor translated into a machine language without
the written permission of the publisher.

Library of Congress Catalog Card Number: 67-29933
GB 471 15345 1

Printed in the United States of America

WILEY



Preface

Many fine books have been written on the subject of electronic amplifiers.
Nevertheless we believe that there is still a need for a book that at once
provides the physical basis for understanding yet emphasizes the nonideal
or engineering aspects of design.

Modern engineering education is tending more and more to concentrate
on the fundamental background of knowledge with the intention that the
new graduate can enter any field and, after a shaking-down period, do
something useful. This is an admirable intention, but we wonder whether
there is not too much concentration on the *‘pure science” aspects of
engineering, to the neglect of the practical aspects. The student should at
some stage be confronted with the fact that physically realizable systems
are not ideal. More important, he should be shown how to design non-
ideal but still useful systems. In short, he should be taught engineering as
well as science. It is one thing to study the idealized Otto cycle in thermo-
dynamics and the differential equations of hydrodynamics; it is quite
another thing to design an internal combustion engine, including a detailed
design of the carburetor.

We are not alone in our view that there is too little regard for practice in
modern engineering education. R. W. Johnson has touched on the
problem when he writes:*

**One only needs to attend any of the engineering conventions, symposia,
section or professional group meetings to discover that there is an appalling
lack of understanding among many of our younger engineers as to the
things really important to the art of designing. At these affairs, intelligent
and sincere young men proudly describe their analyses, developments, and
achievements. In many cases, original work has been done, and its
author truly displays a good background of prior work. But too often the
dissertation is a rediscovery of work already done, or describes hardware
of marginal usefulness, and clearly demonstrates a lack of understanding
of many things basic to engineering—the art of designing!”

* R. W. JounsoN, ““Are clectronics engineers educated 7" Proc. Inst. Radio Engrs., 49,
1319, August 1961.



vi Preface

If we accept the premise that electrical engineers should receive some
“engineering’’ training in their undergraduate course, the question remains
how much? Because it is clearly impossible to treat all subjects in detail,
one subject is probably sufficient provided that the techniques used are
representative of others. A good choice (but by no means the only one) is
the design of low-pass amplifiers. These are basic: they occur in some form
in almost all items of electronic equipment and a knowledge of their design
is thus potentially useful to workers in many fields. In addition, low-pass
amplifier design is easy to integrate into existing courses, particularly into
the laboratory sessions.

The subject matter in a course of amplifier cngineering falls into the
same three broad categories as other branches of engineering—materials,
formal analytical techniques, and approximations. The materials of
amplifier engineering are active devices and passive components, and
knowledge of them is based on physical principles. The active devices
must be thoroughly understood; typical parameter values, their variation
with operating conditions and age, and likely manufacturing tolerances
should be known. A familiarity with resistor and capacitor types is neces-
sary also. The basic analytical tool in amplifier engineering is linear circuit
theory, and this too is a fundamental branch of knowledge. The part of
amplifier design that is essentially engineering is in making approximations.
When an analytical expression becomes too unwieldy for convenience, it is
not enough just to neglect high-order terms; it is necessary to determine
what constraints should be placed on the system or what design rules
should be observed to ensure that these terms are in fact small. Engineer-
ing has aptly been described as *“the art of making approximations.”

With this in mind, our aim has been to write a book that gives proven
rules for circuit design and is of immediate use to practicing engineers and
scientists. We discuss the practical steps in designing amplifiers whose
performance remains within specified limits despite the initial production
tolerances on device parameters and component values, and their sub-
sequent variations with environment and age. A university textbook,
however, should be much more than a collection of rules. We have there-
fore emphasized their physical basis and in so doing have brought to-
gether mathematics, physics, and specialized electrical subjects to form a
textbook on engineering.

STUDENT ASSIGNMENTS IN AMPLIFIER DESIGN

Unlike analytical problems, there is seldom a unique solution to a
design problem. It may be thought that a course in amplifier design will
result in an increased load on the teacher, but in our experience this is not



Preface vii

so. In contrast to structural and mechanical designs, amplifiers can be
built readily and tested experimentally. We have encountered such re-
markably good response from students that in many cases they have
actually built and tested the amplifiers in their own time. Students
realize that a design will work if it is correct and that a marginal design
must be considered a failure. As a result, there are no really hopeless
submissions of the type that inevitably appear among solutions to analyt-
ical problems. Design problems are almost self-correcting. In certain
cases the normal laboratory sessions have been used by students for build-
ing and testing their designs. A healthy spirit of competition has de-
veloped between students attempting these projects and has led to an
energetic comparison of final circuits and, of course, a deep understanding
of the particular topic and the general philosophy of circuit design. A
limited number of assignments are given at the end of the book.

LAYOUT OF THE BOOK

The book divides naturally into two parts. Part 1, containing Chapters
1-9, is intended for a first course in electronic circuits, whereas Part 2,
containing Chapters 11-16, is intended for a second course. Feedback
theory is not required in Part [, but it is used extensively in Part 2; this
arrangement gives students a “‘feel” for design by confronting them with
simple problems before they are burdened with the extra background in-
formation needed in designing feedback circuits. Chapter 10 is a formal
introduction to feedback theory that provides the link between the two
parts, whereas Chapter 17 is a rounding off. Figure 0.1 shows the relation
between the book and preceding or partly collateral courses in linear net-
work theory and physical electronics.

It is not essential that all the material covered in Chapters 2-4 be
assimilated before proceeding with Chapters 5-7 and, to a lesser extent,
Chapters 9, 10, 11, 12, 15, and 16. In our own universities, the material
in Chapters 2-4 is covered first in the third year of the undergraduate
course and again in more detail in the final (fourth) year. This is not to
suggest that some of the material is unimportant in everyday amplifier
design. Rather it is intended to balance the course; amplifier circuits are
first encountered about one third of the way through the third year.

SOME COMMENTS ON THE TREATMENT OF SUBJECTS

We have attempted to provide fairly complete discussion of only some
methods of designing amplifiers. The design philosophy developed by way
of these examples is not restrictive and may be applied to many other cases.
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Preface ix

Our guide has been the desire to tackle problems as simply and directly
as possible, and this has led to a number of unusual features in the book:

1. Vacuum tubes, bipolar transistors, and unipolar (field-effect)
transistors are considered in Chapters 2, 3, and 4 as approximations to the
charge-control model. This provides a common ground for comparing
and contrasting the devices.

2. The charge-control approach results in the universal use of physical
equivalent circuits for amplifying devices rather than the abstract network
equivalent circuits that are so often referred to in the literature.

3. The controlled generator in these physical equivalent circuits is in all
cases a mutual conductance. It is concluded that the bipolar (conven-
tional) transistor should be considered as a voltage amplifier (like the
vacuum tube and field-effect transistor) rather than a current amplifier
(as is customary). The treatment of vacuum tubes and transistors can
therefore be integrated and runs parallel at each stage of development.

4. An extensive discussion is given of parameter variations with
operating conditions, temperature, age, and device replacement.

5. Noise and distortion are considered throughout the book, not
relegated to a final chapter.

6. Feedback amplifiers receive extensive treatment. Most of the
“advanced” amplifiers discussed in Part 2 of the book employ negative
feedback.

It might be felt that inclusion of material on vacuum tubes is out of
character with a book published in 1967. We have retained this material
for two reasons:

1. Tt emphasizes the continuing tradition in electronic circuit design,
which goes back for more than 30 years. This could be valuable to the
increasing number of yourtg engineers who seem unaware of the significant
circuit developments of the vacuum tube era (particularly by the radar
development teams of the 1940s), and who continue to make “new”
discoveries of established techniques.

2. Despite the developments in transistors and microelectronics,
vacuum-tube equipment is still being designed and much existing equip-
ment will remain in service for many years to come.

The impact of microelectronic or integrated circuit techniques calls for
some comment. Economical design of silicon integrated circuits differs
from that of discrete-component circuits principally in that the former
aims at minimizing the total area of silicon used whereas the latter aims at
minimizing the number of active devices. Consequently, a few of the
performance yardsticks adopted in this book (e.g., stage gain and sfage
gain-bandwidth product) are more appropriate to discrete-component



X Preface

than integrated circuits. Nevertheless, the bulk of the theoretical material
is directly applicable to both and has been applied with success. Over-all,
the basic philosophy of the pen-and-paper stage of design is the same,
namely, the production of circuits whose performance can be predicted
before they are built; the integrated-circuit designer is just not able to
make post-production changes in his design.

We do, of course, hope that this book will be of immediate use to
undergraduates and practicing engineers. We will, however, consider it a
success if it can play even a small part in developing a stronger sense of
“engineering”’ among workers in the electronics field.

ACKNOWLEDGEMENTS

This book has been five years in the writing, and for four of these years
we have been in different countries. We take this opportunity of express-
ing our gratitude to the Bell Telephone Laboratories and the United
Kingdom Atomic Energy Authority who provided us with temporary
employment and gave us very valuable experience.

Over the years a number of people have influenced our thinking about
electronic circuits: our co-workers at B.T.L.. and U.K.A.E.A., the post-
graduate students at Melbourne University, and the undergraduate
students who asked questions. To all of them, especially those who
contributed directly to the book by reading and commenting on parts of
the manuscript, we extend our thanks. C. F. Hempstead, C. 1. Sach,
M. A. Schapper and A. R. T. Turnbull were of particular help.

Susan Jackson, Pat Lardiere, Mrs. S. R. Lewis and Lenore Macdonald
have had the unenviable task of typing and retyping our rough manu-
scripts. Without the efficient and understanding cooperation of these
ladies the book would have been much longer in production.

The Bell Telephone Laboratories bore the brunt of preparing the final
manuscript and the accurate diagrams. C. C. Cutler, Head of Com-
munications Systems Research, made this possible and also gave us a very
frank criticism of an early version of the manuscript. Our publishers,
too, have made a number of suggestions through their review board and
their editorial consultant R. F. Shea.

For the most part this book has been written at home as a spare-time
project. We thank our wives Diana Cherry and Jennifer Hooper for
providing us with happy homes in which to work and for so long putting
up with silent, working husbands, five, six, and seven nights a week.

September 1967 E. M. CHERRY D. E. HooPer
Monash University Plessey Pacific Pry. Lid.
Victoria, Australia Victoria, Australia



List of Principal Symbols

(i) area (usually subscripted)
(i1) flicker noise constant
(iii) availability factor
current gain, voltage gain

loop gain
(i) voltage exponent of depletion
layer wic'th
(1) temperature exponent of /.o
(iii) superposition constant

susceptance (usually subscripted)
(i) generalized feedback factor

(1) temperature exponent of mobility
(1i1) generalized feedback factor

bandwidth
noise bandwidth

capacitance (usually subscripted)
(1) incremental capacitance
(usually subscripted)
(i) flicker noise constant
(iii) temperature exponent of gy
(iv) superposition constant

Eq. 8.12b

Eq. 17.15

Eqgs. 5.24 and
5.16

Eq. 10.37

Eq. 4.8

Table 4.6

Eqgs. 10.28
and 10.72

Egs. 10.28
and 10.72
Eq. 4.23
Egs. 10.28
and 10.72
Fig. 1.3
Eq. 8.69

Eq. 2.65

Table 4.6

Eqgs. 10,28
and 10.72

X1



xii List of Principal Symbols

Cag
Cak» Cox

Cg
Ce

Cina Cout
Cey Cig
Ceo

Cys C2y C115 Cra,

Cao1, Cag
De9 Dh.
D,

D,

Dy
DF
DF,
d(inr®)
d(ins®)

d(ins?)
d(int?), d(vyr?)

d(in)®, d(in)?

d(iy®), d(vy®)
d(in®), d(vy®)

dN 4/dNs;

extrinsic anode-grid capacitance

intrinsic anode-cathode and grid-
cathode capacitances

base-charging capacitance

effective internal input capacitance
of a transistor

total grid-cathode and anode-cathode
capacitances

collector and emitter transition
capacitances

capacitance constant

parameters of the charge-control
model

diffusion constants for electrons and
holes
intermodulation distortion

rth harmonic distortion

total harmonic distortion

general driving-point function

direct component of DF

mean-square spot flicker noise
current

mean-square spot induced noise
current

mean-square spot shot noise current

mean-square spot thermal noise
current and voltage

mean-square spot noise current
generator pair at the input and
output

mean-square spot noise current and
voltage generator pair at the input

mean-square spot noise current and
voltage present in the input circuit

ratio of spot noise powers at the input
due respectively to the amplifier
and source

energy
electric field

Section 3.4.2

Eqgs. 3.39 and
3.38

Eq. 4.55

Eq. 4.111

Section 3.4.2

Egs. 4.65 and
4.64

Eq. 4.11

Egs.
2.39-2.44

Egs. 9.11 and
9.12

Egs. 9.2

Eq. 9.3

Eq. 10.72

Eq. 2.65

Eq. 3.62

Eq. 2.63

Egs. 2.62 and
2.61

Fig. 8.1¢

Fig. 8.1g

Eqs. 8.57

Eqs. 8.83
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List of Principal Symbols

(1) return difference
(i) spot noise factor

average noise factor
voltage conversion factor

frequency in hertz or cycles per second

(usually subscripted)
cutoff frequency
characteristic frequencies of a
transistor

(i) conductance (usually subscripted)
(ii) perveance
transfer conductance
(1) incremental conductance
(usually subscripted)
(it) rate of carrier generation
(1ii) generalized reference variable

(iv) loop gain advantage through
peaking

mutual conductance

large-signal g,,

average or nominal value of g,

parameters of the charge-control

model
gain-bandwidth product

loop gain advantage through peaking

dc or quiescent current
(usually subscripted)
collector saturation currents with
emitter and base open-circuited
drain saturation current

incremental current (usually
subscripted)

equivalent mean-square noise current
referred to the input

current density (usually subscripted)

xiii

Eq. 10.40
Eqs. 8.82 and
8.116
Eq. 8.121
Eq. 3.72

See w

See w, ete.

Eq. 3.34
Eq. 5.13

Eqgs. 10.28
and 10.72

Eq. 14.2]
Eq. 2.53
Eq. 6.16
Table 3.1
Egs.
2.54-2.56
Eq. 2.60

Eq. 14.27

Eqgs. 4.44 and
447

Egs. 4.123
and 4.136

Eq. 8.652
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List of Principal Symbols

flicker noise constant
parameters associated with input
and output resistances

(i) Boltzmann’s constant
(1.38 x 10723 joule/°K)

(ii) ratio of screen to anode current

(ii1) coefficient of coupling

(iv) number of identical groups of
stages in an n-stage amplifier

(1) inductance (usually subscripted)
(ii) channel length

mutual inductance

(i) mass

(i1) mass of electron

(9.11 x 1073 kg)

(ii1) field factor
(iv) shunt peaking parameter
(v) mean time between failures
mean time to repair

(i) turns ratio of a transformer
(i) number of units under test
acceptor and donor concentrations
number of failures

(i) electron concentration

(i) number of stages

number of effective poles

intrinsic concentration

numbers of poles and zeros
number of ion pairs

power (usually subscripted)

distortion power

(1) hole concentration

(i) general pole in the complex
frequency plane

effective distance of poles from origin

controlled mobile charge
controlling charge

Eq. 2.65
Eqgs. 5.21 and
5.35

Eq. 3.46
Eq. 7.79

Figs. 4.25 and
4.30

Eq. 4.27
Eq. 13.37
Eq. 17.10
Eq. 17.14

Eq. 174
Eq. 174
Eq. 13.12056
Eq. 4.2

Eqgs. 8.126
and 8.131

Eq. 9.14

Eq. 13.120a

Eq. 2.1
Eq. 2.1
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List of Principal Symbols XV

components of Q¢
total mobile charge
(1) charge of electron
(1.60 x 1071% coulomb)
(i1) incremental or signal charge
(usually subscripted)

(1) resistance (usually subscripted)

(1) reliability

external component of load
resistance

total load resistance

noise resistance

parallel combination of all biasing

resistors
transfer resistance

(i) incremental resistance (usually

subscripted)
(ii) rate of carrier recombination

(i11) exponent in bandwidth reduction

factor
anode resistance
large-signal r,
base resistance
collector resistance
drain resistance
emitter resistance

sensitivity
spot signal-to-noise ratio
(usually subscripted)
signal-to-noise ratio
(usually subscripted)
complex frequency: s = o + jw

absolute temperature
ambient temperature

noise temperature

cathode temperature
effective source temperature
general transfer function
direct component of TF

Eq. 2.1
Eq. 4.34

Eq. 17.7
Section 5.1.6
Section 5.1.6
Eq. 8.125

Section 5.1.6
Eq. 5.25

Eq. 13.124
Eq. 3.37
Eq. 6.16
Fig. 4.2
Eq. 4.59
Eq. 4.129
Eq. 4.38
Eq. 10.46
Eqgs. 8.55

Egs. 8.58

Eq. 8.122
Section 8.4.1

Eq. 10.28
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List of Principal Symbols

time
rise time

constants of charge-control theory

(1) dc or quiescent voltage
(usually subscripted)

(i1) electrostatic potential

avalanche breakdown voltage

“knee” voltage

anode voltage of equivalent diode

contact or “built-in” voltage

potential at barrier plane

pinch-off voltage

(i) incremental or signal voltage
(usually subscripted)
(i1) velocity
equivalent mean-square noise voltage
referred to the input

width (usually subscripted)
width of equivalent diode

insulating barrier width

depletion layer widths inn- and p-type
material

width constant

reactance (usually subscripted)
(i) distance

(i1) gain margin

position of barrier plane

admittance (usually subscripted)

transfer admittance

(i) incremental admittance
(usually subscripted)

(i1) phase margin

Fig. 1.2

Eqgs. 2.47 and
2.49

Eq. 4.81
Fig. 3.12
Eq. 3.27
Eq. 4.5
Section
3.1.1.3
Eqgs. 4.116
and 4.133

Eq. 8.656

Section
3.1.2.1
Fig. 4.25

Egs. 4.10
Eq. 4.9

Fig. 14.3
Section
3.1.1.3

Table 1.1

Fig. 14.3
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List of Principal Symbols Xvii

impedance (usually subscripted)

transfer impedance

characteristic impedance

(i) incremental impedance
(usually subscripted)

(i) general zero in the complex
frequency plane

components of ay

counterpart of «, for inverted
operation

common-base current amplification
factor of a transistor in normal
operation

large-signal ey

current amplification factor

feedback factor

counterpart of 8y for inverted
operation

common-emitter current amplification
factor of a transistor in normal
operation

large-signal 8

average or nominal value of 8

space-charge smoothing factor

(i) differential error

(i1) charge-control parameter

differential errors at the signal peaks
when the input is a sinusoid

permitivity

damping ratio for complex poles
(i) coupling efficiency

(i1} power conversion efficiency

(iii) overshoot in step response
(iv) tilt in square wave response

Table 1.1
Egs.
4.75-4.78

Section 4.2.2

Eq. 4.45
Eq. 4.83a

Egs. 2.57 and
8.4
Eq. 10.36

Section 4.2.2

Eq. 4.46
Eq. 4.83b
Table 4.7

Eq. 2.64
Eq. 9.1
Eq. 5.12

Eqgs. 9.17

Eq. 13.29

Eq. 11.58
Eq. 16.17
Fig. 1.2
Fig. 1.2
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List of Principal Symbols

thermal resistance

(i) common-mode rejection
(i1) failure rate

voltage amplification factor

reference variable
large-signal g

electron and hole mobilities
screen amplification factor

constant in feedback theory
constant in high-frequency peaking

resistivity
time response function

(1) real part of complex frequency
(i) specific heat

time constant (usually subscripted)

life time and mean transit time of
carriers

thermal time constant

characteristic time constants of a
transistor

ratio of mean pole distances for
four-terminal and two-terminal

peaking

mean-square spot noise current and

voltage generators per hertz at the

input
bandwidth reduction factor

frequency-dependent functions
factor of ¢ function

Eq. 15.1
Eq. 17.4

Eqs. 2.58,

3.40, and
4.74

Eq. 10.36
Eq. 6.16
Eq. 3.42
Eq. 10.59

Eqgs. 13.119

See w

Egs. 2.3 and

2.2
Eq. 2.69
See wg, etc.

Eq. 13.131

Eqs. 8.56
Eq. 13.122

Eq. 7.1
Eq. 7.2



Wy

Wg

List of Principal Symbols Xix

frequency in radians per second
(usually subscripted)

Note. f, w, and T are used inter-
changably with
2af, = w, = 17y

current gain-bandwidth product of a

transistor Eq. 4.110
short-circuit current gain-bandwidth Egs. 4.71 and

product of a transistor 4.73
gain-bandwidth product of an Eqgs. 4.66 and

intrinsic transistor 4.72
characteristic frequency of a transistor,

at which

lic/islse = an/v/2 Eq.4.93

characteristic frequency of a
transistor, at which

lic/islse = Bn/A/2 Eq. 4.108
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List of Principal Subscripts

(i) anode
(i) indicates the average or nominal value given in manu-
facturers’ data sheets (as in Tables 3.1 and 4.7)

base
internal base

(1) collector
(ii) coupling
(iii) channel
common-mode

(i) drain

(i1) decoupling

(ii1) indicates specifically that the parameter belongs to a
device [as in d(vy?)p]

differential-mode

emitter

electron

indicates the effective value [as in Rpern)
indicates the external component [as in Ry

feedback

() grid

(i) gate

hole

(i) input

(1) indicates a parameter of an intrinsic device {as in

[ Yr(s)L:}



m
max
min

out
ocC
opt

pp

SC

tot

1,2,3

VOLTAGES

List of Principal Subscripts XXi

input; used when some aspect of the terminology is unusual
cathode
load

indicates the mid-band value (as in 4,,,)
indicates the maximum value [as in Pemax)
indicates the minimum value [as in Vgmin]

indicates noise; used to differentiate between signal and
noise quantities (as in vy;)
n-type semiconductor

output

output; used when some aspect of the terminology is unusual
indicates the open-circuit value (as m p,.)

indicates the optimum value (as in 7,,,)
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indicates the quiescent value (as in Vg)
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control, collecting and emitting electrodes of the general
charge-control model

RULES FOR SUBSCRIPTS

(i) single subscript = voltage at electrode

e.g.:

V, = dc voltage at anode
vy = signal voltage at emitter
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e.g.:
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e.g.:
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CURRENTS
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(i) reference directions for electrode currents thus:

ELECTRODE SUPPLY RESISTORS
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e.g.:

Il

Ry
Rg

anode supply resistor
emitter supply resistor

ELEMENTS OF SMALL-SIGNAL EQUIVALENT CIRCUIT
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capacitances in the equivalent circuit of a device
e.g.:

cex = intrinsic grid-to-cathode capacitance

rgs = gate-to-source resistance
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Amplifying Devices and
Low-Pass Amplifier Design



Chapter 1

Introduction to Amplifiers

Amplificrs exist in one form or another in nearly every item of electronic
equipment. A knowledge of amplifier theory and design thus is basic to
a comprchensive understanding of most electronic circuits. Often the
presence of the amplifier sections is obvious; at other times it is disguised
by the circuit arrangement. Obvious examples are such items as audio-
frequency amplifiers, radio-frequency amplifiers, and direct-current
amplifiers. Less obvious are the amplifier sections of oscillators,
multivibrators, and regulated power supplies.

This chapter is a general introduction to amplifier theory and design; it
emphasises the need for understanding a variety of background concepts
and indicates the layout of the book.

1.1 BASIS OF AMPLIFICATION

The process of amplification is well-known intuitively but rather
difficult to define in a complete and yet meaningful way. The elementary
idea of amplification is based on normal English usage as suggested by the
following extracts from the Concise Oxford Dictionary:

amplification (noun): extension, enlargement, making the most of a thing

amplify (verb): enhance, enlarge, expatiate

amplifier (noun): appliance for increasing the loudness of sounds, strength
of [radio] signals, etc.

Thus amplification is commonly associated with an increase in the level
of signals; for example, the small output signal from a microphone may be
increased to the larger magnitude necessary for the operation of a loud-
speaker. For this idea of amplification to be meaningful, however, care
must be exercised in defining what is meant by “signal.”
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If signal refers to energy or power, there must be an increase in signal
level between the input of an amplifying device and the output.  Amplify-
ing devices such as vacuum tubes and transistors may be thought of as
energy-conversion devices in which a small amount of input signal power
stimulates the extraction of a larger amount of signal power from a
power reservoir —the power supply. The signal power extracted from the
power supply 1s made available at the output and power amplification is
achieved. The ratio of the output signal power to the input signal power
is the power gain, which may be expressed as a numerical ratio but is more
commonly expressed logarithmically in decibels:

(power gain)yp = 10 log,, {(power 2ain),umeyic- (1.1

This is probably the most general picture of the amplification process and
may be applied either to conventional amplifiers that use a dc power
supply or to maser and parametric amplifiers that use a time-dependent
power supply.

If signal refers to time-varying voltages or currents, the signal level does
not necessarily increase between the input and output of an amplifying
device: to be useful an amplifier need not necessarily have a voltage gain
greater than unity. Indeed, if the input signal is a voltage and the output
signal is a current, the idea of an increase in level is meaningless. It is
necessary to think of an amplifier as a circuit that preserves a certain
functional relationship between the input and output signals. The fact
that power gain is achieved is not always obvious from the functional
relationship, but, of course, the functional relationships that are realized
with amplifiers cannot be realized with purely passive circuits. Table
[.1 lists the more important transfer functions—that is, the combinations
of input and output signal types.

Both signal power and signal voltage or current are useful concepts,
but the second is particularly convenient for amplifiers of the kind con-
sidered in this book. Ratios of currents andjor voltages are more
simply controlled and calculated than power ratios. Consider, for
cxample, the ideal voltage amplifier shown in Fig. 1.1a. For a constant
input voltage v,(¢) the output voltage ¢,(¢) remains constant, irrespective
of the value of the load resistance R;; the power gain, on the other hand,
is given by

. 0,2

power gain = R P (1.2)

where P; is the input signal power. For constant input power (which
often corresponds to constant input voltage) the power gain is a function
of the load resistance. Voltage gain is an invariant quantity, whereas
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Table 1.1 Most-Used Transfer Functions

Input Signal Output Signal Transfer Function
Voltage Voltage Voltage gain
Ay = bofvy
Current Current Current gain
Ap = bofi;
Voltage Current Transfer admittance
Yr = isfv;
Current Voltage Transfer impedance
Zr = v,/
Charge Voltage Transfer elastance
ST = vo/Ql

power gain is not. The remaining parts of Fig. 1.1 illustrate three other
useful cxamples -the invariance of current gain, transfer admittance, and
transfer impedance. The amplifier is represented in these four diagrams
by a triangular-shaped box that indicates the direction of signal flow.
To be useful all of these circuits must amplify in the sense that their power
gain is greater than unily, but the performance is most conveniently
specified by the relevant ratio of voltages and/or currents. It is customary

T T
T

}_

.'_.J7 3

Fig. 1.1 Transfer functions: (a) voltage gain; (b) current gain; (¢) transfer admittance;
{(d) transfer impedance.
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to specify voltage and current gain as a numerical ratio, although
logarithmic units such as decibels are sometimes used:

voltage or ° voltage or
: ) = 20 log,e . (1.3)
current gam/ 5 current g2aimn/ pyumeric

Transfer admittance and transfer impedance are dimensional quantities,
usually expressed as so many milliamperes per volt or volts per milliampere.
[t is left as an exercise for the reader to verify that the presence of the
multiplying factor 20 in Eq. [.3 enables logarithmic power gain to be
determined directly from logarithmic voltage or current gain, provided
that the ratio of input and load resistances is known.

The ideat amplifiers with constant transfer functions shown in Fig. 1.1
cannot be realized in practice. As R, approaches zero, A, and 7, must
also approach zero, for no physical device can provide the infinite output
current required to maintain the output voltages. Similarly, as R;
approaches infinity, 4, and Yy must approach zero, for no physical device
can provide an infinite output voltage. Consequently, the transfer
function A,. A,. Y,. or Z, of a practical amplifier is approximately
invariant only for a limited range of R, beyond this range the transfer
function depends on the load. However, the analysis and design of a
complete amplifier will be so much simplified if the transfer functions of
the component building blocks can be made independent of their loads
that every cffort should be made to have the building blocks approach this
ideal. The use of building blocks with a constant transfer function is the
cornerstone of the design philosophy set out in this book.

1.2 FIDELITY OF AMPLIFICATION

Ideally, the output signal waveform from an amplifier should be an
exact replica of the input signal or be related to it in some precise functional
way such as ideal integration. All practical amplifiers depart from this
ideal; the accuracy of performance is usually known as the fidelity of the
amplification. As might be guessed from the excessive use of the term
“high fidelity™ in advertising, there is no single quantitative measure of
fidelity. However, the individual factors that limit fidelity are capable of
fairly precisc definition and should be discussed. These factors are
dynamic response, noise, hum, and microphony.

1.2.1 Dynamic Response

Dynamic response may be defined as the response to steady or time-
varying input signals of large or small amplitude. There is a funda-
mental limitation to dynamic response, and further limitations may be
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introduced artificially. ~ As the rate of change of an input signal is in-
creased, the inherent inertia of the charge in the amplifying devices does
not allow the corresponding rate of change to be reached by the output.
Therefore the ideal functional relationship between the input and output
is not preserved for signals with rates of change greater than a certain
limiting value, and the dynamic response can be represented by a constant
transfer function only for signals whose rate of change is less than this
critical value. Alternatively, because time functions can be synthesized
from a Fourier spectrum of sinusoids, the dynamic response is represented
by a constant only for signals whose Fourier components lie below a
certain maximum frequency. Artificial limitations to the dynamic
response of an amplifier are often introduced to simplify some aspects of
the design. Coupling capacitors and transformers (Chapter 6) are used
to limit the dynamic response for signals with very low rates of change or,
alternatively, signals whose Fourier components lie below a critical
frequency. In most cases some of the Fourier components of the input
signal lie outside the critical band of frequencies, and consequently there is
some loss of signal information in any amplifier. Minimum acceptable
levels of performance for different applications are discussed in Chapter 7.

1.2.1.1 Small-Signal Dynamic Response: Fundamental Limits

For signals of very small amplitude—the so-called small-signal condi-
tions —the dynamic response is independent of signal amplitude; the
amplificr behaves as a linear network. The dynamic response of a linear
network may be specified in a number of ways, the two most common
being its time response and frequency response.

Time response relates the shape of the output waveform to a time
waveform at the input. The two most often used input waveforms are the
step function and the square wave. Figure 1.2a shows a typical response

Output Output R
00+ MG F — — 5~ Overshoot T

— Tilt
a3
10095 L/ T~ ”%I_ ]
e 1000;] |
| Time
105 LS ! L
- Time

(a) (b)

Fig. 1.2 Time response: (a) rise time and overshoot; (b) percentage tilt (referred to
in Section 1.2.1.2). The time scale is compressed in (b) relative to (a) by several
orders of magnitude; (@) is the detail of the vertical edge in ().
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waveform for a step-function input. The shape of this output waveform
1s often defined incompletely but usefully by quoting the 10 to 907, rise
time t, and the maximum orershoot as a percentage n of the final amplitude
of the waveform.

If a sinusoidal signal of constant amplitude but variable frequency is
applied to the amplifier. it is found that the output signal is approximately
constant in amplitude for frequencics below a certain value. whereas above
this frequency the output falls away. The cutoff frequency is the frequency
at which the output voltage or current (and thercfore the gain) falls below
some specified fraction. This fraction is usually (but not always) taken as

—l,—_ = 0.707.
V2

On a decibel scale it corresponds to a fall in gain of 3 dB; the power gain
is halved. The bandwidth # of an amplifier is the frequency range over
which its gain is constant within the specified limits, and for a low-pass
amplifier which has no artificial restrictions on its dynamic response the
bandwidth is numerically equal to the cutoff frequency. Figure 1.3a
illustrates cutoff frequency and bandwidth; the significance of the generic
name low-pass amplifier is apparent.

The time and frequency response of a linear network are interdependent,
and the complete way of specifying both is by means of the complex
[frequency plane. The complete specification of the small-signal transfer
function of an amplifier involves a knowledge of the position of its poles
and zeros in the complex frequency plane, together with a multiplying
constant v:

) (I = sfz)(1 = s/z9)-- ]
7 - —_—] 1.4
TEE) V[(! — s/p )1 — sipy)- - (4
& &
L 2
: :
0 feo(t) feothy
Frequency Frequency
(a) (b)

Fig. 1.3 Frequency response: cutoff frequency and bandwidth., Part (5) is referred
to in Section 1.2.1.2.
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where TF(s) is the transfer function (4y, 4,, Yy, Z, etc.),
z,, Zy- - - are the zeros,
p1, p2- -+ are the poles.

Except for the special cases discussed at the end of Section 7.3.1, the
constant v is the mid-band transfer function TF,, of the amplifier (A, A4,,
Gy. Ry, etc).  Foranamplifier with no artificial restrictions on its dynamic
response the true transfer function approaches the ideal constant mid-band
transfer function only for small signals whosec complex frequency
approaches zero. Therefore the dynamic response can be represented
exactly by a constant only for signals whose rate of change (for a time
waveform) or whose frequency (for a sinusoid) approaches zcro. How-
ever. the dynamic response is approximately constant for signals whose
modulus of complex frequency is somewhat less than the modulus of the
innermost (nearest to the origin) singularity. It is a good approximation
to represent the dynamic response by a constant over this working range
of complex frequency; from Eq. 1.4

TF(s) ~ v = TF,. (1.5)

Because of its ready application to small-signal problems, linear circuit
theory is an extremely important tool in amplifier design, and a knowledge
of manipulation in the complex frequency plane is assumed in this book.

1.2.1.2 Small-Signal Dynamic Response: Artificial Limits

Artificial limiting of dynamic response by means of coupling and bypass
capacitors can be specified in the same general ways as the fundamental
limitation due to inertia. Incomplele but useful specifications are the
deformation of a time waveform and the cutoff frequency for sinusoids;
complete specification is by means of a singularity plot in the complex
frequency plane. Figure 1.25 illustrates the most common specification of
waveform deformation, the percentage tilt or sag on square wave, and
Fig. 1.3b illustrates the lower 3 dB cutoff frequency. The bandwidth of an
amplifier is the difference between the upper and lower cutoff frequencies,
and the range of frequencies between the cutoff points is called the passband.

An amplifier with restricted low-frequency response might be called a
band-pass amplifier, for it passes only the band of frequencies between two
limits. However, the name low-pass amplifier is retained, for the low-
frequency restriction is introduced artificially. The name band-pass
amplifier is reserved for the class of tuned amplifier in which the funda-
mentally limited passband does not extend to zero frequency. Low-pass
amplifiers are sometimes called base-band amplifiers. Special low-pass



8 Introduction toe Amplifiers

amplifiers whose low-frequency response is not restricted are called dc
amplifiers because their useful response extends to zero frequency.

1.2.1.3 Large-Signal Dynamic Response

The complex frequency plane representation of dynamic response is
applicable only to linear systems. Active devices such as vacuum tubes
and transistors always have nonlinear electrical characteristics, and the
s-plane representation is formally invalid except for the special case of
infinitesimally small signals assumed throughout Sections 1.2.1.1 and
1.2.1.2. As the signal input to a practical amplifier is increased in
magnitude, two effects occur:

1. There is some failure of the proportionality between input and output
signals; successive equal increments of the input signal do not
produce corresponding equal increments of the output signal.

2. The bandwidth, rise time, and tilt become functions (usually com-
plicated functions) of the signal amplitude.

The signal amplitude at which nonlinearity in the devices manifests itself
as an amplitude-dependence of the response is called the maximum of
dynamic range or, more simply, the dynamic range. A common specifica-
tion of dynamic range is the largest amplitude of input voltage or current
for which the response is independent of signal amplitude, within specified
limits,

An important simplification occurs in the special case of slowly varying
signals for which inertia effects are negligible and the transfer function
TF(s) can be approximated by TF,. Only the time-independent non-
linearities are important and their effect can be deduced from a knowledge
of the dc characteristics of the devices. For example, the d¢ characteristic
relating anode voltage V, to grid voltage V' for the vacuum-tube amplifier
shown in Fig. 1.4a4 has the general form shown in Fig. 1.46. For normal
amplifier operation the vacuum tube must be operated within the limits
set by zero anodc current (the cutoff limit) and anode current maximum
(the saturation or bottoming limit). Typically, the quiescent grid potential
Vie is set as shown in Fig. 1.4c. If a slowly varying (i.e., low-frequency)
input sinusoid of very small amplitude is superimposed on this quiescent
grid voltage, the resulting signal component of anode voltage is very close
to a perfect sinusoid—waveform (i) in Fig. 1.4¢. If the input is increased
to the order of the amplitude shown by waveform (ii), the output waveform
departs from a true sinusoid; the ncgative excursion of the anode voltage
exceeds the positive excursion. This type of distortion is considered in
Chapter 9. Finally, if the input sinusoid is increased to the order of
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put for various signal amplitudes.
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amplitude indicated by waveform (iii), the tube is driven out of its normal
operating range on both positive and negative signal excursions and gross
distortion results. Gross distortion must always be avoided in low-pass
amplifiers; the tolerable level of distortion due to the nonlinearity within
the normal range of operation depends on particular applications.

If the input sinusoid is increased in frequency to such an extent that 7F(s)
cannot be approximated by 7TF,, the anode and grid voltage sinusoids in
(i) do not remain 180° out of phase. Furthermore, the output waveforms
in (ii) and (iii) do not remain symmetrical about their peaks and cannot be
determined from the dc transfer characteristic alone. The determination
of accurate output waveforms is extremely tedious.  Often, high-frequency
(or fast transient) problems can be investigated by assuming that the
dynamic range is set only by the gross nonlinearities of saturation and
current cutoff.

Broadly, distortion may be thought of as the addition of corrupting
Fourier components to the signal as it passes through an amplifier.

1.2.2 Noise

Noise i1s a completely different mechanism which adds corrupting
components to the signal; it arises from the randomness in the motion of
the charged carriers in electrical and electronic processes. Components
of noise are associated with the flow of electrons and holes in a semi-
conductor and the flow of electrons in a vacuum or conductor. Unlike
distortion, noise is important when the signal amplitude is small; noise in a
device sets a lower limit to the amplitude of signals for which it is a satis-
factory amplifier—that is, the minimum of dynamic range. Noise sources
are discussed in Chapters 2 to 4, and means for minimizing the total noise
of an amplifier are considered in Chapter 8.

1.2.3 Hum and Microphony

Hum and microphony also are mechanisms for producing corrupting
components which add to the signal. Like noise, hum and microphony
are important when the signal levels are small and may set a lower limit
to the signal input for which an amplifier is satisfactory. Unlike noise,
these two man-made corrupting mechanisms can theoretically be reduced
to negligible proportions. Hum is caused by the leakage of power-
mains-frequency voltages or currents into the signal path of an amplifier
and may be introduced via a conduction path or by electrostatic or
electromagnetic induction. Microphony is caused by internal vibration
when an amplifying device is subjected to mechanical shock.
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1.3 THE PHYSICAL REALIZATION OF AMPLIFIERS

Amplifiers use one or more amplifying devices, usually vacuum tubes,
transistors, or both.  The combination of one amplifying device and its
associated passive circuitry is generally known as an amplifier stage,
multistage amplifiers are interconnections of a number of stages. It
should be noted that this definition of stage should not be taken too
literal!y and that in some advanced circuits it is convenient to group two or
more devices together to constitute one stage. Nevertheless, it is con-
venient to assume that this arbitrary definition is valid and to consider
the problems in realizing single- and multistage amplifiers.

1.3.1 Single-Stage Amplifiers

The small-signal behavior of an isolated amplifying device can be
represented by a small-signal equivalent circuit that involves resistors,
capacitors, and veltage or current sources. For example, it is well known
that the equivalent circuit shown in Fig. 1.5 represents the small-signal
behavior of a vacuum tube at low frequencies. The apparent voltage gain
of this circuit is given by

K —gars (1.6)

sk
and its magnitude is 100 for a typical triode, type ECC83/12AX7. (Lower-
casc letters ¢ and / represent signal quantities, 1.e., changes about the
steady-state or quiescent dc values; dc voltages and currents are repre-
sented by capital letters V and 7.} This apparent voltage gain can never
be achieved in practice because the equivalent circuit cannot exist in
isolation. The equivalent circuit is a valid representation of performance
only when the tube is biased so that

(1) the anode is positive with respect to the cathode,
(i1) the grid is negative with respect to the cathode,
(i1} a finite anode current flows.

Go— . iy

— <+ EmUcxk T

Ko * o K

Fig. 1.5 Small-signal equivalent circuit for a vacuum tube at low frequencies.
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Some form of biasing circuit must be used to ensure that these quiescent
conditions exist, and this biasing circuit invariably has some effect on the
small-signal performance. The small-signal equivalent circuit of an
amplifier stage consists of the device equivalent circuit in combination
with other elements. Usually the performance of an amplifier stage is
inferior to the performance inherent in the device itself.

Consider the influence of the biasing circuit on small-signal per-
formance in the three simple examples of Fig. 1.6. In the trivial case of
Fig. 1.6a two batteries set the necessary quiescent conditions. This is
absurd from the signal viewpoint, however, for no signal voltage can be
applied to the grid or developed at the anode. In Fig. 1.6b a signal
voltage source is placed in series with the grid bias battery. The circuit
has a finite transfer conductance given by

L=t g, (1.7

but, because no signal voltage can be developed at the anode, the voltage
gain is zero. The final step of adding a resistor R, in series with the

I

A
N
-

I

Vi
—l

—

(a)

o
i
Uo
|
Us
o

Fig. 1.6 Evolution of a voltage amplifier: (a) biasing batteries; () introduction of
input signal; (c) load resistor and output voltage.
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Fig. 1.7 Variation of gain with load rcsistance.

anode supply battery as in Fig. 1.6c allows a finite voltage gain to be
achieved:

; 1
= = sl m) (1.8)

The variation of voltage gain with anode load resistor is shown in Fig. 1.7;
the gain increases monotonically with R, toward the limiting value gnr,.
However. the quiescent anode current flows through R, and a significant
dc potential is developed across it. This sets an upper limit to the value
of R, which can be used with a given supply potential. Suppose an
ECC83,/12AX7 is to be operated at 0.5 mA anode current and that the
anode-to-cathode voltage is to be not less than 150 V. If a 200-V power
supply is available, the maximum value for R, is 100 k2. But r, for the
tube is 100 kQ at 0.5 mA anode current. Therefore the maximum attain-
able gain is given by Eq. 1.8 as 50; this is only half the value of 100
inherent in the tube itself.

The problem of achieving a satisfactory compromise between signal and
bias circuit requirements is important with all devices. In principle, the
use of an inductor or transformer as shown in Figs. 1.8a and b provides an

. 1
B
- 5
?Wm Via—=
(a) (b)

Fig. 1.8 Biasing with inductors or transformers.
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elegant solution. Ideally, there is negligible dc voltage drop across the
inductor or the primary winding of the transformer. Because no dc
current flows in the load resistor R;, R, can be made large and a high
voltage gain is obtained. In practice, these circuits are often unsatis-
factory because of the difficulty in realizing inductors and transformers
that preserve their characteristics over a large bandwidth. However,
these circuits find extensive use in band-pass or tuned amplifiers.

It might be expected from the foregoing remarks that the function of a
biasing circuit is merely to ensure that the amplifying device will operate
somewhere within its range of quiescent conditions. In fact, reasonable
precision is required in the biasing circuit because of the strong dependence
of many critical parameters in the small-signal equivalent circuit on the
quiescent conditions. Furthermore, there are definite limitations to the
range of quiescent conditions that can be used with a particular device
because of the effects of excessive power dissipation and heating or other
mechanisms of device deterioration; these limits are specified by device
ratings.

Thus, to design small-signal amplifier stages. a knowledge of the
following is required:

(1) the small-signal equivalent circuit and the laws of variation of the
small-signal parameters,
(i1) linear circuit theory,
(11) the large-signal (nonlinear) performance as it affects biasing circuit
design,
(iv) device ratings,
(v) noise performance of amplifying devices.

Topics (i), (ii1), (iv), and (v) are most logically introduced by way of device
physics and are covered in Chapters 2, 3, and 4; biasing circuits are
considered in Chapter 6, and the circuit theory of simple amplifier stages is
given in Chapters 5 and 7. More advanced amplifiers usually employ a
circuit technique known as feedback, which is introduced in Chapter 10.

1.3.2 Multistage Amplifiers

The magnitude of the voltage gain, current gain, transfer admittance,
or transfer impedance that can be achieved with a single-stage amplifier
has definite limits. For these limits to be exceeded a number of stages
must be joined together to produce a multistage amplifier. One or both
of the following interconnections may be used.

In mudiiplicative amplification the signal passes successively through a
line of cascaded single stages, as indicated in Fig. 1.9a. Each stage, in
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Fig. 1.9 Multistage amplifiers: (a) multiplicative amplification; (b) split-band
amplitication; (c) distributed amplification.

turn. adds to the over-all power gain. The transfer function of the multi-
stage amplifier is the product of the individual stage transfer functions,
provided that this multiplication is dimensionally consistent; the individual
stage transfer functions must be such that the output signal type (voltage
or current) from one stage is the input signal type to the following stage.
An important simplification results if the transfer function chosen for any
stage has the same value both when the stage exists in isolation and when
it 1s interconnected with the other stages. The transfer functions of the
stages can then be calculated individually; the over-all transfer function is
the product of these independent quantities. If this simplification is not
achieved, the transfer function of any stage within a multistage amplifier
depends in part on the following stage; interaction is said to occur, and the
design of one stage affects the performance of those adjacent. The
approaches to design considered in this book aim at minimizing or con-
trolling intcraction between stages, thereby simplifying amplifier design.



16 Introduction to Amplifiers

In additive amplification the signal outputs from a line of parallel single
stages are added. At least two methods are used.

1. In the split-band method the individual stages are arranged as shown
in Fig. 1.95 and each accepts only those signals that lie within a certain
narrow frequency range. For reasons that are discussed in later chapters
these narrow-band stages may have fairlv high gains; the product of the
stage gain and bandwidth is a constant. The passbands of the individual
stages are arranged so that the complete amplifier covers the required
over-all frequency range, and their gains are made equal.

2. In a second method of additive amplification the individual stages
are arranged with their inputs and outputs connected by separate delay
lines, as shown in Fig. 1.9¢. If the two delay lines have equal propagation
velocities, the input signal is applied to each stage in turn and their outputs
add. This extremely important mode of operation for amplifiers is
known as distributed amplification.

1.4 COMPONENTS FOR AMPLIFIERS

The most important components in amplifiers are the active devices,
and good circuit design must be based on a knowledge of their physical
properties. Active device parameters change with quicscent operating
voltage and current and usually change with tempcrature and time; they
may also change with pressure, humidity, and under conditions of mech-
anical shock. In addition, because modern amplifying devices are mass
produced, significant unit-to-unit variations arise from finite manufactur-
ing tolerances. If the effects of all these possible sources of variation are
estimated by the designer, certain expected ranges of device-parameter
variation may be estimated. Some parameters vary only slightly, per-
haps +2%,, whereas others may vary over the range from half to three
times the expected average value.

Amplifiers use components other than active devices. The two most
common additional circuit element types are resistors and capacitors, with
inductors, transformers, and certain nonlinear elements such as thermistors
occurring less frequently. These passive circuit elements are available
over a wide range of values and in a number of different grades. The
following ranges for the values of resistors and capacitors might be con-
sidered as normal, although values outside these ranges can be obtained.

Resistors:

1 £ to 10 MK

Capacitors:

1 pF to 1000 pF.
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The normal grade of resistor or capacitor has a tolerance of +10%, on its
value. although some obsolescent types have +20%,. This standard of
+ 10", is based partly on the economics of manufacture but also has been
c'slabhshed because more precise components could not be justified in the
Jight of vacuum-tube and transistor parameter tolerances. Better-grade
c(;mponents have +5%, tolerance and often rather superior character-
istics - - lower excess noisc for a resistor, lower leakage for a capacitor, and
so on. Precision-grade components with tolerances as close as +17%,
and decidedly superior characteristics are fairly readily available and still
closer tolerances can be obtained if required. Some types of capacitor,
notably electrolytics and high-k ceramics, have guaranteed minimum
values: typically their tolerance is —0 to +100%,.

The toregoing comments apply specifically to amplifiers in which dis-
crete. mdividually made active devices and passive components are
assembled to produce a complete circuit. An increasing number of
modern circuits are so fabricated that the devices and components are
produced together within a single chip of silicon. Section 17.3 contains
an introduction to the technology of these integrated circuits. Their
design may differ in some points of detail from the design of discrete-
element circuits because a smaller range of passive component values is
available and because manufacturing tolerances are different; the general
principles. however, are unaltered. Realizable integrated resistor and
capacitor values usually lie below 100 k€2 and | nF, respectively. Abso-
lute tolerances on component values are poor, but tolerances on ratios
tend 1o be good.

The designer must constantly be aware of the existence of these param-
eter tolerances and use circuit techniques that minimize their effect on
over-all performance. It is then possible to obtain extremely precise
performance from amplifiers that use mainly unselected devices and com-
ponents. Furthermore, it is possible to design these circuits to any degree
of precision completely on paper, without the necessity of resorting to
experimental fiddling with components. This is by far the most satis-
factory approach to circuit design, but strangely enough it has not found
universal acceptance. Indeed, the following quotation from a paper by
F. C. Williams* is just as valid today as it was when written in 1946:

“In approaching the problems of precision, reliability and reproducibility,
the author and his colleagues have rightly or wrongly assumed that these
threc requirements reduce to a single requirement, ‘designability,” that is,
the development of circuits whose operation can be predicted accurately

* F. C. WiLiams, “Introduction to circuit techniques for radiolocation,” J. Inst.
Elec. Engrs. (London), 93, Part 111 A, 289, 1946.
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before they are built. This is an accepted principle in most branches of
engineering but, owing to the many imperfections of [vacuum tubes] and
components, the specialized nature of the necessary design work, and the
extreme ease of assembly and modification of experimental equipment, it
has not found universal acceptance in the field of electronics. A circuit
which is designed to give a certain result and which is shown to give that
result by experiment with a single sample will probably be reproducible
in bulk and will probably work reliably in service, provided the design has
taken care of component tolerances and the conditions of service as regards
temperature range, humidity, and so on.”

1.5 STANDARD PRACTICE AND CREATIVITY

The following extract from the Report on Ervaluation of Engineering
Education, 1952-1955, presents a pithy general picture of what is involved
in engineering design:

“The capacity to design includes more than mere technical competence.
It involves a willingness to attack a situation never seen or studied before
and for which data are often incomplete; it also includes an acceptance of
full responsibility for solving the problems on a professional basis.”

At almost all levels of design the designer must be aware of the conflict
existing between standard practice and creativity. Standard practice is
not necessarily correct nor is creativity nccessarily desirable in a particular
problem. Thus the ideal designer should be aware of standard practices
and their limitations and at the same time should be able to think creatively
when necessary. There are plenty of so-called designers who have found
their own niche in an organization and spend their time in mechanical
repetition of particular design procedure for, say, a filter or transformer.
This is certainly not design in its highest sense and may be more economic-
ally performed by a computer. Mere concentration on standard practice
15 not in itself rewarding.

This book discusses specific methods of design that have been found
useful, and in this sense they are standard. However, the background
philosophy is capable of application in completely new situations and, it is
hoped, will assist readers who wish to go beyond a professional life of
mechanical repetition.



Chapter 2

Characteristics of
Amplifying Devices I:

General Introduction

There have been two major inventions in the field of amplifying devices.
The first was the vacuum triode invented by de Forest in 1905 and the
second was the point-contact transistor invented by Shockley, Brattain,
and Bardeen in 1948. Higher gain tetrode and pentode vacuum tubes
have been developed from the basic triode and an entire family of semi-
conductor devices from the point-contact transistor. This book is con-
cerned principally with the circuit applications of triode and pentode
vacuum tubes and bipolar transistors, for these are the standard amplifying
devices in use at present. Most of the concepts can be reapplied to field-
effect transistors (these are mentioned briefly) and to other three-terminal
devices that may be developed in the future. Two-terminal devices such
as the tunnel diode are not considered.

The basic objectives of a circuit designer are to choose the device type
best suited to a given application and to use it to best advantage. The
initial choice may depend on many factors—system requirements, environ-
mental conditions, economics—but in every case it will be strongly
influenced by the general electrical characteristics of the competing devices.
The final circuit design requires a more detailed knowledge of these
characteristics. Some scheme is therefore required from which device
behavior can be predicted, both in outline and detail, under any conditions
of operation. Information is required on

(i) the dynamic response to applied signals of large or small amplitude,
(1) the corrupting noise produced within the device,
(iii) the power, voltage, and current limitations or ratings of the device.

19
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These aspects of device performance are introduced in the following
sections; dynamic response is considered in Sections 2.1 to 2.5, noise in
Section 2.6, and ratings in Section 2.7.

2.1 CHARACTERIZATION OF DYNAMIC RESPONSE

Many models have been suggested for characterizing the dynamic
response of electronic devices—graphical characteristics, accurate and
approximate analytical expressions, linear approximations of various
types—and still there are others. In deciding on the model that is most
likely to be useful in circuit design, the following points should be noted:

1. The same model should be applicable to a number of electronic
devices and to a number of modes of operation of a given device. This
provides a basis for comparing and contrasting the performance of
competing devices.

2. The model should be directly related to fundamental physical
processes, but for the particular case of signals that are small enough for
the device parameters to be considered as constants the model should
reduce to a form suited to direct use in linear circuit theory. This
removes the gap that would otherwise exist between “device” and
““circuit” concepts.

3. The model should have parameters that can be measured easily and
have known laws of variation with operating conditions.

4. The model should be as accurate as necessary for normal use and for
some slightly abnormal uses. It should not be more accurate than
warranted by the numerical data available if this increased accuracy is
achieved by increased complexity.

5. Although the basic form of the model should be simple, it should
lend itself to expansion to allow for those second-order effects that are
sometimes significant.

One model that satisfies these requirements is based on the charge-control
theory of amplification.

2.2 CHARGE-CONTROL THEORY OF AMPLIFICATION*

A number of electronic devices, including the vacuum tube and
transistor, consist of four basic parts:

(i) an emitting electrode which emits charged carriers,

* The following references are important and will repay study: R. BEauroy and J.
SPARKES, “ The junction transistor as a charge-controlled device,” ATE J., 13, 310,
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Fig. 2.1 The charge-control model.

(i) a conducting channel or control region through which the carriers
move,

(i) a collecting electrode,

(iv) a gate or control electrode which (largely) controls the carrier flow.

Such devices can be represented by the charge-control model (Fig. 2.1).

The variable from which the charge-control model takes its name is the
mobile carrier charge in the control region, for charge-control theory
recognizes that the electrode currents are uniquely related to this charge
and its time derivatives. Even so, the mobile carrier charge is known as
the controlled charge Q because it is under the influence of another
controlling charge Q.. This controlling charge exists principally as a
component Q¢; on the control electrode, although a small portion Q.
can exist on the collecting electrode. In general, therefore, Q. is a
function of both the input voltage ¥, and the output voltage ¥,. Because
there can be no net accumulation of charge in the model, the steady-state
values of Q and Q. must be equal and opposite:

"Q = Q¢ = Qc1 + ch- (2-1)

In a vacuum tube the two sets of charge are quite separate. The
controlled charge Q is the excess electron space charge that is stored
principally in the cathode-grid space when the tube conducts, whereas

October 1957. E. Jonnson and A. Rose, “Simple general analysis of amplifier
devices with emitter control and collector functions,” Proc. Inst. Radio Engrs., 47,
407, March 1959. R. D. MIDDLEBROOK, “*A modern approach to semiconductor and
vacuum device theory,” Proc. Inst. Elec. Engrs. (London), 106B, 887, Suppl. 17, 1959.
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the positive controlling charge Q. exists principally on the control electrode
(the grid) and raises its potential above the very negative valuc necessary
to cut off the anode current. A small but significant component of Q.
also exists on the anode (or screen of a pentode) so that the controlling
charge Qc, on the grid is not equal to — Q. Therefore Q is not entirely
under the control of the grid voltage. The unipolar (field-effect) transistor
is similar in that the two sets of charge are well separated but differs in that
ideally there is no component of Q. associated with the collecting electrode,
the drain.

The two sets of charge in a bipolar transistor coexist in the base region
and are very close together. The controlling charge is the majority carrier
charge introduced into the base region via the base contact, whereas
the controlled charge is the minority carrier charge injected into the
base from the emitter. There is no component Q, associated with the
collector. In an n-p-n transistor Q. is a hole charge and Q is an electron
charge; in a p-n-p transistor Q. is an electron charge and Q is a hole
charge.

The process of amplification (or control) consists of changing the
controlling charge Q. by means of the input voltage, thereby changing
the controlled charge Q. The resulting change in output current can be
used to produce a change in output voltage across a finite load impedance.
However, such a change in V, tends to reduce the initial changes in Q.
and Q, so a useful voltage gain will be achieved only if ¥, has a greater
effect on Q. than does V,. This implies that

(8. - (8
eVilv, cValy,

for a useful device.

2.2.1 Static Conditions

Under conditions of constant electrode voltages the electrode currents
and the charges @ and Q. are constant also. The relation between the
collecting-electrode current /, and the charge can be written as

I, = _Q_ —Q—C, 2.2)
T1 T1
where 7, is the mean transit time per carrier through the conducting chan-
nel. In general, r, depends on the particular values of the electrode
voltages.
The controlling and controlled charges tend to recombine with each
other. Therefore, if the output current is to remain constant, a current
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must flow around the input circuit to replenish Q. and Q. Usually
recombination can be represented by a constant /ifetime  which is the
time constant of the exponential decay of excess charge. In these

circumstances

L=-2-% (2.3)
T T
and the emitting-electrode current of the device is
1 1 1 1
ILh=h+1h= —Q(; + ';1) = Qc(; + ;1) (2.4)
From Egs. 2.2 and 2.3 the dc current gain of the device is
Ig _ T
A 2.5)

It is apparent that 7, should be minimized and = maximized if a high value
of current gain is to be achieved. Ina vacuum tube or field-effect transistor
the physical separation of the two charges minimizes the possibility of
recombination; both = and the current gain are very large indeed. In
comparison, recombination is significant for a bipolar transistor, and the
current gain is finite.

The cssential postulate of charge-control theory is that the electrode
currents at constant electrode voltages are given at all times by Egs. 2.2 to
2.4. No account is taken of the time immediately following a change in
electrode voltages during which the charge rearranges itself and the
electrode currents may not have their steady-state values. In other
words, charge-control theory assumes that the electrode currents depend
on the total value @ of the controlled mobile charge within a device but
not on the spatial distribution of Q in the conducting channel.

Although charge-control theory asserts that the electrode currents
depend only on the total charge, a knowledge of the equilibrium charge
distribution is required in a calculation of =, for particular devices.
Consider, for example, the charge distribution shown for the plane-
parallel device in Fig. 2.2. An expression for the transit time can be
written in the integral form

n=1 f: ACIn(x) dx, 2.6)

where W = the distance between emitter and collector,
n(x) = the concentration of mobile carriers,
A(x) = cross-sectional area of the conducting channel,
g = the electronic charge, 1.60 x 10~% coulomb.
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Fig. 2.2 Mobile charge density for a device having plane-parallel geometry.

It is important to realize that r, relates the output current to the total
mobile charge in transit, whereas r relates the input current to the excess
charge in the control region. Usually these two charges are one and the
same, as evidenced by the use of Q for both throughout this simplified
development. Formally, however, the total charge consists of the excess
charge plus any constant equilibrium charge that may exist; as the
equilibrium charge is constant, all derivatives of total and excess charge
are identical. Section 4.2.1.3 contains a discussion of the transistor, a
device in which the total charge differs marginally from the excess charge.

2.2.2 Dynamic Conditions

The foregoing development shows that under conditions of constant
voltage it is possible to relate the input and output currents to the con-
trolled charge Q. If the controlling charge Q. and, correspondingly, the
controlled charge Q change with time, additional charging components of
current must flow into the device. The total charging current is

— _Q _ dQC . dch dQC2
Icharllnl - dt - dl - dt + dt (27)

and is divided between the input and output circuits. If the charges
change slowly with time, it is reasonable to suppose that the charge-control
assumption is true, so that the total electrode currents at any instant are
the sums of the charging components with the steady-state values deter-
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mined by the instantaneous value of the charge. Thus, from Eqs. 2.2, 2.3,
and 2'40

L(t) = QcT(t) + dQ;;(t), 2.8)
It) = fo’) + dealt), @9
I(r) = Qc(t)(lf + }l) + %j(’)- (2.10)

The main difficulty in making this assumption lies in the definition of just
what constitutes a “‘slow” change. An alternative statement of the
basic charge-control assumption is that the time taken for the charge to
rearrange itself after a change in electrode voltages is small compared with
the time taken for the charge increments to be supplied from the external
circuits. Effectively, the charge may always be assumed to be in its
steady-state distribution. An ideal charge-controlled device is one that
obeys Eqs. 2.8-2.10 exactly. The formal approximation in representing
practical devices by the charge-control model is considered in Section 2.4,
and the general accuracy of the charge-control representation of vacuum
tubes and transistors is confirmed in Sections 3.1 and 4.3.

If the values of Q, 7, and 7, can be found from the physics of a particular
device. the charge-control equations can, in principle, be solved to find the
relations between the time-varying electrode voltages and currents, that is,
to find the dynamic response of the device. In general, Eqs. 2.8-2.10
are nonlinear: 7, is not constant and device physics are such that Q is not
a linear function of electrode voltages. Exact solution for the dynamic
response is therefore very tedious. The situation of greatest interest in
this book. however, is that in which small time-varying signals are super-
imposed on constant or quiescent electrode voltages and currents. The
quiescent components can be found easily, despite the nonlinearity of the
equations, because all time-varying terms vanish. The time response to
infinitesimal signals can then be found by assuming that the charge-control
equations are linear, with constant coefficients determined by the quiescent
conditions. In the language of Section 1.2.1 this response is the small-
signal dynamic response of the device. Although formally incorrect, this
idealized response is a valid approximation to the actual response of the
nonlinear system to signals below a certain finite amplitude. Section 2.5

considers in general terms the small-signal response of the charge-control
model.
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2.3 ELEMENTARY EXAMPLES OF CHARGE-CONTROLLED
DEVICES

In this section the general concepts of charge-control theory are
illustrated by reference to three idealized electronic devices.

2.3.1 Vacuum Triode

Consider as a first example the simplified operation of a vacuum triode
shown in Fig. 2.3. Figure 2.3a represents the cutoff condition in which
no anode current /, flows, despite the fact that a positive voltage is applied
to the anode and the cathode is heated to emit electrons. The tube is
held in its nonconducting state by the application of a negative voltage to
the grid; this voltage is of sufficient magnitude to prevent the field of the
anode (shown as lines of force) from reaching the electrons in the vicinity
of the cathode.

If the magnitude of the negative grid voltage is reduced (Fig. 2.35), the
field from the anode passes through the grid wires and allows a portion of
the electronic space charge to become free for conduction purposes. The
positive increment in grid voltage is produced by an increase in the
positive charge Q., on the grid. In consequence, the number of free
electrons constituting the space charge Q in the vicinity of the cathode
increases. Figure 2.3b represents an equilibrium state in which the
individual electrons constituting the mobile charge ¢ move through
the grid structure toward the anode and produce an anode current.
A cathode current must flow, both to preserve current continuity and to
maintain the mobile charge.

It is shown in Section 3.1 that a linear relationship exists between voltage
and charge. Thus the total controlling charge Q. varies with the grid
and anode voltages V, and V, as shown in Fig. 2.4a. Provided that the
anode current is finite, any change in grid voltage changes Q. and conse-
quently changes @ and /,. In addition, if the anode voltage is changed,
QOc. 0, and, consequently, I, will vary. The essence of triode amplification
lies in the fact that changes in ¥V have a greater effect on the value of Q
than have changes in V.

2.3.2 Field-Effect Transistor

Consider as a second example the simplified operation of a field-effect
(unipolar) transistor shown in Fig. 2.5; an n-channel device is shown, but
the complementary p-channel device also exists. Figure 2.5a represents
the cutoff condition in which no drain current I, flows, despite the fact
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Fig. 2.3 The vacuum triode: (@) nonconducting; () conducting.

that a voltage V), exists across the n-type conducting channel. The device
is held in its nonconducting state by the application of a negative voltage
to the p-type gate electrode; this voltage is of just sufficient magnitude to
cause the depletion layer of the reverse biased p-n junction to extend
throughout that part of the conducting channel which is enclosed by the
gate. The conducting channel is effectively open-circuited in this region,
for it is depleted of free carriers.

If the magnitude of negative gate voltage is reduced (Fig. 2.56), the
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Fig. 2.4 Variation of Q¢ with ¥, and V.: (a) vacuum triode; (b) field-effect transistor
(referred 1o in Section 2.3.2); (¢) bipolar transistor (referred to in Section 2.3.3).
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depletion layer no longer extends right through the conducting channel.
Electrons (majority carriers) return to the portion of the conducting
channel that was formerly part of the depletion layer and are free to move
to the drain. This increase in mobile charge Q is accompanied by an
increase in controlling gate charge Q; except at low drain voltages, no
component of Q. is associated with the drain. It is shown in Sections
4.8.2 and 4.8.3 that Q. vartes linearly with gate voltage, so that the total
variation of Q. with ¥V, and ¥V}, is as shown in Fig. 2.45.

Aside from differences in the actual mechanism of current flow, the
vacuum triode and field-effect transistor are basically similar in behavior.
The two sets of charge exist in completely different sections of the device,
and recombination between them is usually negligible; Q in the fe.t.
exists in the conducting channel, whereas Q. exists on the gate electrode,
and the two charges are separated by a depletion layer. The alternative
name unipolar transistor stems from the dominant presence of a single
type of carrier in the conducting channel. This contrasts with the bipolar
transistor which is considered as a third example.

2.3.3 Bipolar Transistor

Consider the simplified operation of a bipolar transistor shown in
Fig. 2.6; an n-p-n transistor is shown, but the complementary p-n-p device
also exists. Figure 2.6a represents the cutoff condition in which no
collector current /; flows. The collector-to-base junction is reverse-
biased by the voltage V.. (In this simple discussion the collector satura-
tion current, which is due to the presence of thermally produced minority
carriers in the base region, is assumed to be negligible.) The transistor
is held in the nonconducting state because there is no forward bias voltage
across the emitter-to-base junction. Under these conditions there is no
injection of minority carriers into the base region, and consequently, in
the absence of both drift fields and concentration gradients, no emitter-
to-collector current can flow.

Suppose that the base electrode is taken positive with respect to the
emitter by introducing extra majority carriers (holes) into the base region
via the base lead. For charge neutrality extra minority carriers (electrons)
are injected into the base region from the emitter junction, as shown in
Fig. 2.6b. For the simple case of a uniform-base transistor the majority
and minority carrier concentrations in the base region vary linearly with
distance. The majority carriers are held in equilibrium by an electric
field, but the minority carriers are free to diffuse from emitter to collector
and thereby produce an output current /.. The injected electrons con-
stitute the mobile charge @, and the excess holes constitute the controlling
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Fig. 2.6 The bipolar transistor: (a) nonconducting; () conducting.

charge Q.. The two charges coexist in the base region, and consequently
a relatively high probability of recombination exists. Therefore equal and
opposite recombination components of emitter and base currents must
flow if Q is to remain constant, and a change of input voltage will change
both the output and input currents. Notice that no component of Q is
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associated with the collector. [t is shown in Section 4.2 that Q. varies
exponentially with base voltage but that the collector voltage influences the
charge associated with the base; the total variation of Q. with ¥z and ¥,
is shown in Fig. 2.4c.

2.4 THE FORMAL APPROACH TO CHARGE-CONTROL
THEORY*

It is instructive to consider in general terms a set of partial differential
equations that accurately specifies the time and distance behavior of mobile
charges in a control region. These equations are significant in two
respects: they highlight the general simplifying assumptions on which the
charge-control theory for time-varying signals is based, and they are useful
in comparing the results of charge-control and more accurate theories
for specific devices. A consistent set of equations relates the following
quantities, all of which may be functions of time and position:

current density J,

mobile carrier concentration p (holes) or »n (electrons),
mobile carrier velocity v,

electric field &,

electric potential V.

The five equations relating these variables can then be written as follows:

1. Maxwell’s equation for the total electron current density becomes

o6
J = —gnv+ ¢35 2.1

where the first and second terms represent the convection and displacement
components, respectively, g is the electronic charge, and « is the permittivity.

2. Poisson’s equation can be used to relate the field to the total charge
density:

V.6 =%(p —n+ Ny — N, (2.12)

where Np and N, are the donor and acceptor densities, respectively.
3. The continuity equation for electrons becomes

T @ =D~V 2.13)

* Section 2.4 may be omitted on a first reading.
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where g and r are the rates of carrier generation and recombination,
respectively.

4. The equation of motion for mobile carriers depends on the physics
of the conduction process. In general, the velocity depends on both field
and mobile carrier concentration; for electrons, the velocity can be written
in functional form as

v=v(V,n) (2.14)

and the functional relation can be evaluated in particular cases.
5. The potential and field are related by

- (2.15)

Equations similar to (2.11), (2.13), and (2.14) can be written for the
behavior of holes of concentration p in semiconductors.

Ideally, this set of partial differential equations should be solved for the
given boundary conditions to determine the behavior of carriers in the
control region of any device. The boundary conditions involve the time-
varying electrode voltages, so the solutions are the general volt/ampere
characteristics of the device, that is, its dynamic response. Although
some simplifying approximations (discussed in Section 2.4.1 following)
are valid for most device types, the general solution of Egs. 2.11-2.15
remains tedious.

If it is assumed that all signal waveforms change sufficiently slowly for
Egs. 2.8-2.10 to be valid approximations, the general equations (2.11-2.14)
for carrier behavior can be simplified further. Determination of Q and 7,
as functions of electrode voltages becomes relatively straightforward, and
these parameters can be substituted into the charge-control equations to
predict the small-signal dynamic response of practical devices. There is,
of course, the formal error that Eqs. 2.8-2.10 are not strictly accurate for
any practical device, but the general accuracy of the charge-control
predictions is confirmed in Chapters 3 and 4.

2.4.1 Accurate Predictions

For high-vacuum devices it is a valid approximation to neglect genera-
tion and recombination of electrons in the control region so that

(g—n=0 {2.16)

may be substituted into Eq. 2.13. In addition, it is well known that the
acceleration of free electrons satisfies

a9
& (2.17)
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A simplified, but nevertheless accurate, set of equations corresponding to
Egs. 2.11-2.15 for a vacuum device with plane-parallel geometry is

J= —gnv + c%é:s (2.18)
%—i = -1p, (2.19)
2—:' - -?igﬁx"—), (2.20)
% - -1, 2.21)
P _%';’. (2.22)

Combination of Egs. 2.18 and 2.19 leads to

o8 dx 08\
J = C(a—x I + 'E)v
that is,
J= e‘fiﬁ 2.23)

This last equation relates the current density to the total time derivative of
the electric field. Then, from Eq. 2.21,

md®x

J=—eo @

(2.29)
and, if any of the time derivatives of x are known (velocity, acceleration,
or rate of change of acceleration), the current density can be determined.
Consequently Eq. 2.24 provides the basis for determining the dynamic
properties of all plane-parallel high-vacuum devices. The results yielded
by this accurate approach are compared with those predicted from
charge-control theory in Section 3.1.

Compared with vacuum devices, semiconductor devices have high
densities of mobile charge and low electric fields. The convection
component of current density therefore greatly exceeds the displacement
component, and a valid approximation in Eq. 2.11 is

o6

i 0. (2.25)
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A second valid approximation for semiconductors is that the net rate of
carrier recombination is proportional to the excess carrier density, so that

(g-n=-2"T (2.26)

where n, is the equilibrium concentration and ~ is the lifetime. Finally,
the velocity of an electron in a semiconductor with modility x and diffusion
constant D is

V= —ub— gVn. 2.27)

Hence the accurate set of equations for semiconductor devices with
plune-parallel geometry is

= —gnv, (2.28)
% o, 2.29)
%’; S %:) (2.30)

b= —pl — %’g—; 2.31)

- - 2.22)

From Eqs. 2.29-2.31 it follows that

on 2%n
- Pt

on  n— ng
ox T

(2.32)

Equation 2.32 can be used, at least in principle, for determining the
dynamic properties of plane-parallel semiconductor devices. The results
yielded by this accurate approach are compared with those predicted from
charge-control theory in Section 4.3.2.

2.4.2 Charge-Control Predictions

The basic assumption of charge-control theory is that the time taken
for the charge to rearrange itself after a change in electrode voltages is
negligible compared with the time taken to change these voltages. Effec-
tively, it is assumed that there is no variation in the mobile charge density
under conditions of constant electrode voltages, no matter how recently
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these voltages may have been changed. Mathematically, the charge-
control assumption is that

=—— =0 (2.33)

in Egs. 2.11 and 2.13. Only if this assumption is true can the output
current of a device be written as
fyo _2 , 90c _ Qc . d0c

- _T_l T - T1 dt
for all time. If there is any redistribution of charge (although no change
in the total charge) after a change in electrode voltages, the output current
following the change becomes

_Qc , dQc
I, = - + = (1), (2.39)
where the error current /, decays to zero with increasing time. Notice
that the input current /, is not ordinarily dependent on the charge-
control assumption; recombination in practical devices is proportional
to the excess charge but largely independent of the charge distribution so
that
_Qc  d0a
I, = -t (2.35)

applies for all time. This distinction between input and output currents
is d*-~ussed further in Sections 3.1.1.3 and 3.1.2.3.

Incorporating the charge-control assumption (Eq. 2.33) into the results
of Section 2.4.1, we find that the simplified equations for predicting the
charge-control parameters Q and =, become

vacuum devices

J = —gnv, (2.36)
Z_i - -4, (2.19)
a—(a';—”) -0, 2.37)
"2—‘; - g 2.21)
- -9, 2.22)
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semiconductor devices

= —gnv, (2.28)

% - 2.29)

a(a':’) i - o _ o, (2.38)
b= —ué — ’;) o, @.31)

P _Z_‘;. (2.22)

Notice that Eq. 2.37 for vacuum devices is merely the derivative of Eq.
2.36 and as such contains no new information.

2.5 SMALL-SIGNAL REPRESENTATION OF THE
CHARGE-CONTROL MODEL

The relations between time-varying electrode currents and the total
controlling charge are given by the basic equations (2.8), (2.9), and (2.10).
The electrode voltages can be introduced into calculations (and charge
terms eliminated) if the relation between voltages and controlling charge is
known. In general, Q. of a practical device varies nonlinearly with volt-
age, and the set of differential equations linking the electrode voltages and
currents is nonlinear. However, in the special case of changes in voltage
and current that are small compared with their steady (quiescent) values the
equations may be assumed to be linear and a general small-signal model
can be developed. This linear model must be used with caution, for it is
valid formally only for signals of infinitesimal amplitude. For signals of
finite amplitude the relationship between input and output is nonlinear and
the output signal is distorted. The maximum signal amplitude for which
a linear model is valid depends on the fidelity required ; a detailed discussion
is given in Chapter 9.

The controlling charge in a general three-electrode model is a function
of both the input and output voltages, ¥, and V,:

Qc = QC(VI’ Vz)-

Increments AV, and AV, produce a total increment AQ, in the controlling
charge, and for small increments

AQC = C AVI + Ca AVz,
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where
_ {9Qc¢
¢ = (51/_1)%, (2.39)
_ {9Qc¢
= (7)., 240

The constants ¢, and ¢, have the dimensions of capacitance. Similarly,
changes in Q., and Q.. may be written as

AQcy = €11 AV + 13 AV,
AQcs = €31 AV + ¢33 AV,

where
e = (aaQVClx)V,’ 2.41)
tra = (33%02‘)“, 2.42)
Cas = (%%Cf)v (2.43)

Notice that
¢ = €11 + Ca,

Cy = C12 + C23.

When charge-control theory is applied to four- or five-electrode devices,
changes in Q. depend on changes in three or four electrode voltages.
Although not attempted in this section, the theory can be extended readily
to such cases; a discussion of the pentode is given in Section 3.1.3.

The charge-control equations (2.8 and 2.9) may be combined with
(2.39) to (2.44) to give the transfer and driving-point admittances of the
linear two-port representation of the charge-control model. The input-
circuit equation is derived here completely; the reader may verify the other
three.

SHORT-CIRCUIT INPUT ADMITTANCE. Provided that the lifetime = is
assumed to be constant, differentiation of Eq. 2.8 gives

_ 1 {8Q¢ d 3ch)
AL =1 (E’)‘VT)% N (W1 . AVl],

and by substituting from Eqgs. 2.39 and 2.41 we obtain

¢ d
AI]_ = '—1 AVI + CLIEE(Ayl).

T
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Therefore

el, 0 d
(a—l/‘l)v2 = : + cll dt’ (2.45)

where d/dt operates on V,, the denominator of the left-hand side.
FORWARD TRANSFER ADMITTANCE. For greater generality r, is allowed
to vary with ¥, and V,, and

ol, 6 d
(6_1/1)‘,, = 1’_1 (l + ul) + ¢a dt: (246)
where
_ ]g 81’1 .
w= 2 (o7 V) 247)

The parameter u, can be determined for specific devices; it is a constant,
independent of V, and /,.
SHORT-CIRCUIT OUTPUT ADMITTANCE.

ol, _Cg d
(a—,,) =201+ w) + enp (2.48)
where
_ 12 371
u = = avg) (2.49)
REVERSE TRANSFER ADMITTANCE.
oI, Ca d
(8V2)v, “ e (2.50)

Because the model is linear, superposition can be applied and the total
increments in /; and 7, are given by

d

Al = (ETE + c“dit) AV, + (C—: + Clzd_i) AV, (2.51a)

Al = [:—;(l + ) + o g;] AV, + [f—j (1 + u) + d%] AV, (2.52a)

These equations may be written more compactly by using lowercase letters
for incremental (signal) voltages and currents and transforming to the
complex frequency plane:

ihs) = (C—‘,_1 + scn)vl(s) + (%3 + sclg)vg(s), (2.51%)

i) = [ﬁ—i A+ u) + scm] oas) + [:—:(1 +oug) + scgz]vg(s). (2.52b)
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These equations correspond to the small-signal equivalent circuit of
Fig. 2.7a.

Figure 2.7a is the most general equivalent circuit for the charge-control
model. It consists of two self-conductance elements g, and g,, two
capacitive self-susceptance elements ¢;; and c¢,,, two mutual-conductance
elements g,v; and g,v,, and two capacitive mutual-susceptance elements
5C510, and sc,,v,; the mutual admittances are shown as controlled genera-
tors. Notice the symmetry of this circuit; if = is allowed to vary with V;
and V,, the parameters involving = take on the more complex forms of
those involving 7, and the symmetry becomes more perfect. It is un-
realistic, however, to emphasize the symmetry of this equivalent circuit,
for in order to achieve useful gain the transmission from input to output
should far exceed that from output to input. This implies that gross
asymmetry occurs in the parameter magnitudes. In the most ideal
circumstances all the controlling charge is associated with the control
electrode and is a function of V, alone. Then

7
o == (502),.
2

Cilg = Cgy = Cg5 = €3 = 0,

and the equivalent circuit simplifies to the nonsymmetrical form of Fig.
2.7b. The current generator that remains is essential to amplifying devices
and is called the mutual conductance g,,.

No practical device is quite so simple as Fig. 2.7, but a field-effect
transistor operated at moderate drain voltage approaches the ideal. This
can be verified by noting from Fig. 2.4b that ¢; (= (8Qc/2Vp)y,] is zero
over a substantial range of drain voltage. Furthermore, r is very large
for this device; it can often be assumed that g, (= c,/7) vanishes and the
equivalent circuit reduces still further to Fig. 2.7¢.

For a vacuum triode it is usually permissible to assume that r is infinite.
In addition, ¢,, and c,; are zero, as there is no mechanism involving the
mobile charge by which a change in either the grid or anode voltage can
change the controlling charge on the other electrode. Thus

9
A

Cqg = (_a_Q.g) y
2 aVA Ve

and the equivalent circuit reduces to Fig. 2.74.

Caz
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For a bipolar transistor all the controlled charge is inside the base

region. Therefore
a
[+

d
= s = (573,
B

€21 = €33 = 0.

As far as the input circuit is concerned, the generators g,v; and sc, 0, can
be approximated by the bridging or feedback elements shown in Fig. 2.7e.
The error introduced by this transformation is negligible, provided that
c,; is much greater than ¢;;. Reference to Fig. 2.4¢ shows that c; has a
small negative value, but it is shown in Section 4.2.3 that

U, ¥ —2.

Therefore all parameters in the equivalent circuit are, in fact, positive.

The elements g, ¢,, and g, are the really basic constituents of the
charge-control model. The other parameters account for the second-order
dependence of Q. on ¥,, and although these elements may not vanish for
particular devices, invariably they are small if the device is useful as an
amplifier. In every case, therefore, the general equivalent circuit of
Fig. 2.7a can be manipulated into the single generator form shown in
Fig. 2.7f. Figure 2.7f is the basic equivalent circuit used throughout the
remainder of this book.

Practical amplifying devices are not represented exactly by this basic or
intrinsic equivalent circuit (or the appropriate simplified form). Parasitic
or extrinsic elements must be added to account for direct interelectrode
capacitances, p-n junction transition capacitances, interelectrode leakage
conductances, and resistances in series with electrodes. In addition,
practical devices are not truly charge-controlled; the electrode currents
depend on the charge distribution as well as the total charge. More
complicated models with more complicated equivalent circuits can be
developed to account for these charge distribution effects but are not
justified from an engineering point of view. The charge-control model,
Fig. 2.7f (with the addition of the parasitic elements noted above), satisfies
all the conditions set out in Section 2.1.

2.5.1 Theoretical Limits to Performance

It is instructive to consider three theoretical limits to the performance of
the general charge-control model as an amplifier—the short-circuit current
gain, open-circuit voltage gain, and gain-bandwidth product. All three
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Fig. 2.8 Mid-band equivalent circuit for the charge-control model.

quantities are significant in practical amplifier design, for they represent
upper bounds to the gain that can be achieved with one device.

At frequencies that are not too high, the capacitive susceptances in the
general equivalent circuit of Fig. 2.7a are very small compared with the
conductances. Below a certain maximum frequency all capacitances
may be neglected and the equivalent circuit reduces to Fig. 2.84. In the
alternative version derived from Fig. 2.7f the generator g, is replaced by a
conductance as in Fig. 2.856. For reasons given in Section 7.3 the fre-
quency range over which Fig. 2.8 is an accurate representation of the
charge-control model is called the mid-band range; Fig. 2.8 is the mid-band
equivalent circuit. The elements g,, g,, g2, and g, have simple physical
interpretations and can be measured easily for practical devices. From
Egs. 2.51 and 2.52

() _a

n = (aVI)Vg h T1 (1 + ul)’ (2-53)
_{ol G

a=(37), -2 @59
_ (%) _ &

g = (9V2)v, =201+ w) 255)

_ al, _ ¢
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If the output terminals of the charge-control model are short-circuited
for signals (i.e., if V3 is held constant), the small-signal short-circuit current

gain B is
312) (312) (aV,) gm T
=] == — ) ==22=—(1 + uy); 2.57
e= ()., = ), @), ~E-n0+wi e
B is the largest current gain of which the model is capable. In general,
this small-signal current gain differs from the dc current gain of the
model, given by Eq. 2.5. An alternative name for 8 is the current
amplification factor of the model.

If the output terminals are open-circuited for signals (i.e., if 7, is held
constant), the small-signal open-circuit voltage gain u of the model is

avy\ oV, ol, _ & _ Gl +u),
#= (31/1)12 N +(alz)v1 (ayx)v, - g2 O (1 + uz)’ 2.58)
w is the largest voltage gain of which the model is capable. Physically, u
is the ratio of the changes in ¥V, and V, which together maintain 1,
constant. These changes must be in opposite directions, for increments
in the same direction produce aiding components of AQ. and hence Al;; a
negative sign is therefore included in the definition to give u a positive
value. A common alternative name for u is the voltage amplification
factor. Notice that if the voltage gain is to be greater than unity ¢; must
be greater than c,; that is, as already discussed, changes in ¥, must have a
greater effect on Q. than changes in V,. For an ideal charge-controlled
device in which ¥V, has no effect on Q. the elements ¢,;, g5, and g, all
vanish as in Fig. 2.7b. However, ¢, must be finite if g, is to be finite; a
charge-controlled device must have a finite input capacitance.
If the output terminals of the model are short-circuited for signals, a
number of elements in the complete equivalent circuit may be neglected.
Subject only to the assumption that c,, is small, so that

€11 X Gy,

Fig. 2.7a reduces to Fig. 2.9a. The short-circuit current gain is given as a
function of frequency by

i(jw) _ gnm [ 1 ] T { 1 ]

L =2 =(1 + u))— |———|" 2.59

LH(jw) gLl + jwle,/g) ( > T L+ jor 239
This function is plotted on logarithmic scales in Fig. 2.95. The product
of the low-frequency gain and the 3-dB bandwidth is a useful measure of
the model’s capability in wide-band amplifier circuits and is defined as the
gain-bandwidth product 4%:

gg 8 _1tu (2.60)

141 1



Noise 45

13}

=779

—

Kl 1l —‘—'IAT]_ EmV1

(a)

(o]

izfi
(log scale)

(14 uy) ':;

20 dB/decade

w
(log scale)

(b)
Fig. 2.9 Gain-bandwidth product.

Tt transpires that the product of the current gain and 3-dB bandwidth of
the model in any circuit configuration whatsoever can never exceed ¥4
by more than a factor of two and in many instances falls below ¥%.
Gain-bandwidth product is therefore one of the most significant param-
eters of an active device and is discussed extensively throughout this book,
particularly in Chapter 13.

2.6 INTRODUCTION TO NOISE IN AMPLIFYING DEVICES

The electrode currents of amplifying devices arise from the motion of
individual charge carriers. The flow of current is therefore corpuscular
rather than fluid in nature, and random fluctuations due to changes in the
number of carriers involved are superimposed on the signal currents.
These corrupting components of current are known as noise.

The purpose of this section is to discuss only two aspects of the theo-
retically unavoidable random noise—the properties of the physical sources
of noise and the circuit representation of noise in an amplifying device—
both of which provide the basis for the specific investigations of later
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chapters. It must be emphasized that the treatment given here is incom-
plete and not always formally correct. The results quoted, however, are
of sufficient accuracy for most amplifier applications. The reader is
directed to the specialized books available* for a complete and formally
correct development of noise theory.

2.6.1 Types of Noise

Noise can be grouped into three main types—thermal, shot, and flicker.

Thermal noise in conductors is produced by the random motion of
current carriers and is present regardless of the presence of signal currents.
Nyquistt has shown that the mean-square noise voltage appearing across a
resistance R is

d(vys?) = 4KTR df, (2.61)

where k = Boltzmann’s constant (1.37 x 1022 joule/°K),
T = absolute temperature,
df = incremental frequency range over which noise voltage is
summed (the unit is hertz or cycles per second, not radians per
second).

Thermal noise has a uniform power spectrum; that is, the noise power in
any band of frequencies of given width is constant, independent of the
actual frequencies. Noise having this characteristic is described as white.

In calculations involving both signals and noise a practical resistor can
be represented as a noiseless resistor in series with a noise voltage generator
d(vyr) as in Fig. 2.10a. Alternatively, the corresponding shunt com-
bination of a noiseless resistor and a noise current generator d(iyr) can
be used (Fig. 2.106). Obviously,

d(inr) = ).

* The following books may be found uscful: W. R. BenNEeTT, Electrical Noise
(McGraw-Hill, New York, 1960); F. N. H. Rosinson, Noise in Electrical Circuits
{University Press, Oxford, 1962); A. vaN per ZieL, Noise (Prentice-Hall, Engle-
wood Cliffs, N.J., 1954); L. D. SmuLLIN and H. A. Haus (eds.), Moise in Electron
Devices (Technology Press and Wiley, New York, 1959); C. A. HoGarTH (ed.),
Noise in Electronic Devices (published on behalf of the Physical Society by Chapman
and Hall, London, 1961).

t H. NvyquisT, “ Thermal agitation of ¢lectric charge in conductors,” Phys. Rev., 32,
110, July 1928. See also W. ScHoOTTKY, ** Uber spontane Stromschwankungen in
verschiedenen Elektrizitdtsleitern,” Ann. Physik, 87, 541, December 1918; J. B.
JonnsoNn, “ Thermal agitation of electricity in conductors,” Phys. Rev., 32, 97, July
1928.
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Fig. 2.10 Alternative representations of thermal noise.

Therefore

dlins®) = 2L gy 2.62)

Shot noise in amplifying devices originates during carrier migration
through a control region. Because the region is virtually free of carriers
when the electrode currents are zero, the noise must depend on the
current level. Schottky* has shown that the mean-square value of the
noise current due to a carrier stream is

d(ins?) = 21 df, (2.63)

where g = the electronic charge (1.60 x 10-!° coulomb),
I = the dc value of the carrier stream.

The noise contribution of any direct current / flowing between two ter-
minals of a device may be represented by a noise current generator
d(iys) linking the two terminals. Like thermal noise, shot noise is white.

Experimental results agree with predictions based on Eq. 2.63 for
carrier streams in a semiconductor and emission-limited electron streams
in a vacuum, but the noise current for a space-charge-limited electron
stream in a vacuum is less than predicted. To accommodate this and
possibly other cases it is customary to introduce a correcting factor T’
into the simple expression so that

d(ins®) = 2qIT? df. (2.64)

Usually T' (the space-charge reduction factor) lies in the range 0.1 to 1.0.
The value of I' depends on the emission velocity of the carriers, the

* W. ScHOTTKY, loc. cit.
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electric field within the control region, and any random diversion of
carriers to an adjacent stream. The last-mentioned cffect results in an
increase in 1" in multiclectrode tubes; the extra component is known as
partition noise and is quite important in pentodes.

Flicker noise 1s associated with imperfections in manufacturing tech-
nology and has become less significant as production techniques have
improved. Flicker noise in a vacuum tube arises from low-frequency
fluctuations in the cathode emission, whereas flicker noise in a semi-
conductor device appears to be caused by imperfections of the semicon-
ducting crystal. Unlike thermal and shot noise, which have uniform
power spectra, flicker noise has a power spectrum that varies approximately
inversely with frequency. Consequently, this type of noise is often known
as I/f noise; another name in use is excess noise. Often the tlicker noise
current betwecn two electrodes can be related to the direct current /7
flowing between them:

IC
7

dise®) = K df, (2.65)

where K and ¢ are empirical constants.

2.6.2 Representation of Noise Performance

In a given amplifying device whose physical mode of operation is
understood, the origins of the significant components of noise are known.
Consequently, a noise model of the device can be produced by superimpos-
ing a number of noise current or voltage generators on the small-signal
equivalent circuit; cach generator represents one component of noise.
The total noise voltage or current at the output can be determined by
applying the principle of superposition to sum the contributions of
individual noise generators. It is obvious from Fig. 2.11 that the only
consistent way of summing the thermal noisc of two resistors is to add the
squares of appropriate noise voltages or currents. This simple argument
has general validity; the total mean-square output noise from a device is
obtained by summing the individual mean-square components.

There may be as many as a dozen components of noise in an amplifying
device, and the basic noise model can become unwieldy. A more con-
venient noise model is obtained if the physical noise generators are
replaced by two new generators situated at the input terminals of the
equivalent circuit (Fig. 2.12). The equivalent circuit itself is taken as
noiseless, and the magnitudes of these two gencrators are chosen so that
together they produce the same output noise as all the physical sources of
noise in the device. It is unfortunate that the generators in this alternative
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d(uyr?) = dlvyr?) = d(vy,?) =
4RTR df 4kTR df 4kT2R df

d{inr?) d{ixr?) d(inr?)
R§ 4AT §R c*) 4xT — é 44T
= T df = —' df = R_IZ df

Fig. 2.11 Mean-square summation rule for noise generators.

nfx

noise model are not related to single physical noise processes. However,
the values of d(vy?) and d(iy2) can be determined from manufacturer’s
data or (as shown in Chapter 8) measured or expressed in terms of the
component physical processes. A formal difficulty is that the noise
processes giving rise to d(vy?) and d(iy?) are not independent. The
generators are said to be correlated and the mean-square rule for summation
does not apply rigorously. With few exceptions, this formal complication
can be ignored, for experimental evidence suggests that correlation is small
in commercial amplifying devices. Furthermore, the mismatched tech-
nique for circuit design developed in later chapters reduces the contribution
of either d(vy?) or d(iy?) almost to zero. Consequently, it can be assumed
that d(vy?) and d(iy?) are independent, and the over-all noise contribution
is obtained by adding the squares of the individual contributions of
d(vy?) and d(iy2).

d(UN 2)
b——0
Noiseless
equivalent
circuit
b0

Fig. 2.12 Two-generator noise model of a device.
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2.7 RATINGS OF AMPLIFYING DEVICES

To achieve a satisfactory dynamic response from an amplifying device
lower and upper limits must be placed on the operating voltage and
current. For example, the mutual conductance of a vacuum tube falls
away to zero at low currents approaching cutoff and at high currents
approaching the temperature-saturated value for the cathode. Additional
upper limits are imposed by the manufacturer or user. The life of a
device may be reduced if these ratings are exceeded, and rapid failure may
result if the ratings are grossly exceeded. The factor underlying most
ratings is the maximum safe operating temperature for the parts of a
device, beyond which deterioration is rapid. Usually it is the ratings that
set the practical upper limits to operating voltages and currents rather than
considerations of dynamic response.

Because a temperature rise can be associated with the dissipation of
energy, a common specification is the maximum power that can be
dissipated at any electrode; the power dissipated at any instant is the
product of the instantaneous voltage and current. Furthermore, the
voltage and current may be separately limited. For example, the maxi-
mum allowed anode voltage for a tube is set by the localized rise in
temperature due to electrolysis of the insulating supports. The emitter
current of a transistor may be limited by the current-carrying capacity of
its lead wire.

2.7.1 Thermal Time Constants

One significant difficulty associated with relating a maximum tempera-
ture limit to power (or voltage or current) is that the relation depends on
the time for which the power is applied. Consider the simple thermal
system shown in Fig. 2.13a. A body of mass m and specific heat o is at
temperature 7 in an ambient of temperature 7,. Newton’s law of cooling
applies approximately, and the rate of loss of heat is

dH T - T,,,

7 loss B é

where @ is the thermal resistance. Suppose that power P is dissipated in
the device; that is, heat is supplied at a rate P joule per second. The net
rate of change in heat is

dH r-T7,

=P
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The rate of change of temperature of the body is given by
dH dT

a " a@r
and elimination of H yields

ar T-T, P
& Tome " mo (2.66)

If power Pp,, is first applied when the mass is at ambient temperature,
solution of Eq. 2.66 shows that the temperature increases exponentially

with time:

T=T, + oPm[l — exp (%)] 2.67)

The maximum temperature reached after an infinite time is
Thax = Ty + 0P o (2.68)

and the time constant in the exponential is known as the thermal time
constant Ty,:
T = Omo. (2.69)

The form of this thermal transient is shown in Fig. 2.135. If the power is
supplied for a period greater than a few times 7., the maximum tempera-
ture Ty will virtually be reached. On the other hand, if the power
Prax is supplied for a period ¢, which is considerably smaller than =,
the peak temperature becomes

Tox T, + 0Py :—° (2.70)

th

Te

Teh t

{(a) (b)

Fig. 2.13 Single-time-constant thermal system.
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Hence the power is not supplied long enough for thermal equilibrium to
be established. Alternatively, for this short period 7, a peak power P,
greater than Py, can be supplied without the temperature exceeding Tmax:

Py = Ppoy 22 2.71)
to

These results can be extended to the more general case in which the
power is a continually varying time function. If the period of the time
function is greater than a few times 7, the temperature follows the time
variation of the power. Therefore, if T,,,, is not to be exceeded, the peak
power must not exceed P,.,. On the other hand, if the period is much
less than 7., the temperature depends only on the average value of power.
Thus the power rating for a device may be taken to refer to average power
for devices having a large value of r,;,, and peak power for devices having
a small value of r,,. Typical examples of these two extremes are vacuum
tubes operating at normal signal frequencies and small transistors operating
at low audio frequencies.

In most practical devices the energy lost by radiation, conduction, and
convection passes through a number of sections of the thermal system
before reaching the ultimate thermal sink (usually the atmosphere) which
is at ambient temperature. Each of these sections has a different thermal

Junction structure

Bonding » Casing
Mica washer I i v i Heat sink
\ ‘ / eat sin

¢
(a)

|unr.l|on Tcase Thul sink

M M M-
‘[ Bonding Mica washer Thermal resistance

heat sink to
atmosphere Almosphere
C*) (infinite

Power :[:Junctmn Casing Heat sink .}2;:;:;)

dissipated structure J

—_— e -

(b)

Fig. 2.14 Example of a multi-time-constant thermal system: the transistor.
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resistance and thermal capacitance and consequently a different thermal
time constant. In an investigation of the behavior of such complex
systems a family of linear differential equations must be solved. An
alternative approach is to build an electrical analogue of the thermal
system and perform direct measurements. Figure 2.14 shows a multi-
stage thermal system and its electrical analogue; current represents power,
voltage represents temperature, electrical resistance represents thermal
resistance, and electrical capacitance represents thermal energy storage.
The use of analogues is particularly helpful in determining a maximum
temperature when the power varies transiently with time.

2.7.2 Manufacturers’ Ratings

Manufacturers’ quoted ratings are of two kinds. Absolute ratings are
the definite limiting values of power, current, or voltage that should never
be exceeded. In abnormal applications absolute ratings of devices can be
used to predict accurately the safe conditions of operation; electrical
analogues are useful in such predictions. Design center ratings allow a
safety factor for the normally encountered component tolerances and
variations in supply voltage. They are very convenient if a device is used
as the manufacturer intends, but their lack of precision may prove an
embarrassment in unusual applications.

In general, the various ratings quoted for a device are not mutually
compensating; it is not permissible to exceed one rating and make a
corresponding reduction in another. Unfortunately, manufacturers show
little agreement in their methods for specifying device ratings; the imprecise
design center ratings are more commonly given and often there is confusion
between true ratings and the optimum operating conditions for a specific
application. For these reasons device users are sometimes forced to
determine absolute ratings for themselves. These ratings may be based on
calculations or measurements of maximum temperature in thermally
critical sections of the device, experience with similar devices, or life-test
data. All ratings should be based ultimately on the results of life tests;
typical failure rates at absolute maximum ratings are listed in Table 17.2.



Chapter 3

Characteristics of
Amplifying Devices II:

Vacuum Tubes

The purpose of this and the next chapter is to apply the general principles
of Chapter 2 to the particular cases of vacuum tubes and transistors.
Dynamic response, noise, and ratings are considered, together with
numerical values for the parameters of typical devices.

In determining the dynamic response, the first step is to derive the
fundamental charge-control parameters Q and =, from device physics.
The small-signal parameters follow immediately. For simplicity, the
initial development of Q and 7, is for devices having plane-parallel
geometry and other appropriate idealizations. Nevertheless, the final
results require only simple, obvious modifications before they can be
applied to practical devices. [n addition to the charge-control elements,
extrinsic elements must appear in the equivalent circuit of practical devices
to account for such factors as direct interelectrode capacitances. Because
the entire development is founded on device physics, it follows that all
parameters in the equivalent circuit vary in simple, predictable ways with
operating conditions and temperature. Furthermore, the physical
approach allows the effects of manufacturing tolerances and device
aging to be estimated.

The noise model of a device is produced by adding the pertinent
physical noise generators to the small-signal equivalent circuit. The
values of these generators are considered, but the manipulation of the
basic noise model into a more convenient practical form is deferred until
Chapter 8.

54



Vacuum Diode 55

The ratings of both vacuum tubes and transistors are based on maximum
safe temperatures for various parts of the devices, but the heating mechan-
isms are completely different. The physical basis for the ratings is therefore
important in interpreting the information supplied by the manufacturer.

Finally, perusal of the specifications for commercial amplifying devices
shows that many types bearing different identifying numbers have nearly
identical characteristics. Despite the enormous number of device types
presently in production, there are, in fact, only a few distinct classes.
This point is perhaps the most important single contribution of Chapters
Jand 4.

3.1 THEORY OF VACUUM TUBES

The theory of amplifying vacuum tubes is most conveniently introduced
by way of a nonamplifying type, the diode. In this section the character-
istics of a diode are determined from the charge-control model,and the
triode and pentode are regarded as extensions of the diode. The validity
of the resulting small-signal equivalent circuits is assessed by a comparison
with quoted results for more accurate models.

3.1.1 The Vacuum Diode

Consider the ideal vacuum diode, shown in Fig. 3.1, which has plane-
parallel geometry of area 4 with the anode and cathode spaced a distance
W apart. The variable x represents the distance from the cathode to any

x ) I
Current flows

w { Anode =+ + )

Lines of | Free space _ |
Bound space force | | charge —
/ charge Y "/ ="

+_* + + | Cathode

(a) (b)

Fig. 3.1 The vacuum diode: (a) nonconducting; (#) conducting.
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point in the conducting channel. For simplicity it is assumed that all
electrons are emitted from the heated cathode with zero velocity.

If the cathode temperature is high enough, there will be a large space
charge of stationary electrons lying close to the cathode surface and
bound to it by the electrostatic attraction of the positive ions (Fig. 3.1a).
No current flows. However, if a positive charge Q. is placed on the anode
by holding it at a positive potential ¥, with respect to the cathode, a
portion Q (= — Q) of the bound space charge will become free. Because
the electric field (shown as lines of force in Fig. 3.16) is negative throughout
the cathode-anode space, the free electrons drift toward the anode and
current flows around the circuit; electrons collected at the anode are
replaced by further emission from the cathode. For moderate values of
V. a component of the space charge remains bound to the cathode, which
behaves like an infinite source of stationary electrons. A boundary
condition in the analysis, therefore, is that the electron velocity is zero at
the cathode. An increase in V, results in an increase in Q and a corre-
sponding increase in /. At a critical value of V, thec bound space charge
falls to zero and the assumption of a supply of stationary electrons is
invalidated. In other words, the current becomes so large that electrons
drift away from the cathode as fast as they are generated thermally. The
current remains constant for further increases in ¥, and is called the
temperature saturated value for the particular cathode temperature.

3.1.1.1 Derivation of Q and 7,

The charge-control parameters ¢ and =, can be derived as functions of
V, from the equations given in Section 2.4.2. As these equations neglect
displacement current, errors will be introduced for signals with rapid
rates of change, but the steady values of Q and , will be predicted correctly.
The simplified equations describing the behavior of an electron in an
evacuated control region are

Notice that a plus sign occurs in Eq
for 7 in the charge-control model.

% = +gqgnv, 3.1
%: = —% n, (3.2)
& - _";—Z (33)
‘51_’; --1e (3.4)

. 3.1 because of the reference direction
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In the following development =, and Q are first expressed as functions
of I (Egs. 3.9 and 3.11); / is then expressed as a function of V, (Eq. 3.13)
and eliminated (Egs. 3.14 and 3.15). 1t is assumed that the current
remains less than the temperature-saturated value for the cathode and the
boundary condition v = 0 at x = 0 applies.

Elimination of n between Eqs. 3.1 and 3.2 gives

o8 I dt

ox ~  eddx
and, integrating with respect to x,

I [*dt
é”(x) = —a . d—dx,

that s,
80) =~ 1) (3.5)

where t(x) is the transit time from the cathode to the plane at x. Sub-
stitution of (3.5) into (3.4) gives

dv q I

T - midt" 3.6)
By integrating twice, with the boundary conditions x = v =0 at t =0,
we obtain

_dx__t_]_i 2

T dt T 2m sAt’ @7
_q 1 4

x =gt (3.8)

For the particular case x = W, tis the transit time =, and Eq. 3.8 becomes

(6m£A W) %
T, =

71 (3.9

The mobile charge density n can now be evaluated. From Eq. 3.1
I
gAn = >

and by substituting from Egs. 3.7 and 3.8 we have

1 24
gdn — % (6”;”‘) ()fc) - (3.10)
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This variation of n with x is shown in Fig. 3.2. The total charge is

w
Q= —qu ndx;
]

that is,

0 = —(W)”I%. (3.11)

Finally, I is expressed as a function of V,. From Eqs. 3.3 and 3.5

av

x t(x)

Integration yields
] X
Vix) = = L 1(x) dx,

and, using Eq. 3.8,

19
Vix) = é (6”:”) hx%. (.12)

a"’”
=

nex -

Total charge
o x'

V o xlﬂ

Charge density n
Potential V
Total charge

ny

Y

Distance x

Fig. 3.2 The vacuum diode: charge density, potential, and total charge as functions
of distance.
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Fig. 3.3 Volt-ampere characteristics of commercial diodes.

This variation of potential with distance is shown in Fig. 3.2. At the
anode V = V, and x = W, rearrangement of Eq. 3.12 therefore leads to

¥
j = Sed (2—") VY, (.13)

Towr\m
Substitution into Eqs. 3.11 and 3.9 gives

4eA

Q=-35Va (3.14)
m\”%__,
r = 3w(2_q) Vit (3.15)

Equation 3.13 is the well-known three-halves power law of Langmuir and
Child, which is followed by most diodes. Figure 3.3 shows the measured
volt-ampere characteristics of a number of commercial diodes on log
scales; in each case the characteristic is very nearly a straight line of the
ideal slope.
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3.1.1.2 Small-Signal Equivalent Circuit

A diode is a two-terminal passive device rather than the three-terminal
active device considered in Sections 2.2 and 2.5. By analogy with
Eq. 2.9 its controlling equation 1s

-9 40 _ 9 49
I = ™ —+ @t = ™ d[’ (3.16)

and a simplified development parallel to Section 2.5 may be undertaken
for the two-terminal device. It follows that the equivalent circuit of a
diode is the parallel RC combination shown in Fig. 3.4a, for which

_dQc _ _dQ
c=GF =~ (3.17)
di 4
where
_ [d‘rl

The capacitance ¢ follows from Eqs. 3.14 and 3.17 as

4ed
¢ =37 = $c, (3.20)

where ¢, (= e4/W) is the direct electrostatic capacitance between the
planar electrodes. This change in capacitance is due to the presence of
the space charge, which in turn is due to the heated cathode; ¢ is commonly
called the hot capacitance of the diode to distinguish it from the electro-
static or cold capdcitance c,.

T 7
[ ® e - ]
5 I
| |
4. Interiead _L_ | 4
£ 0T capacitance T : T |
|
' !
o o l |
L _
(a) (b)

Fig. 3.4 Small-signal equivalent circuit of a diode: (a) intrinsic elements; (b)
complete.
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The parameter « corresponds to u, and u, in Section 2.5, and substitution
into Eq. 3.19 shows that

u = 0.5. (3.21)

All parameters u, in charge-control theory have this value when the
current flow in the control region is space-charge-limited acceleration.*
Finally, substitution into Eq. 3.18 yields

37
This value can be obtained directly by differentiating the Langmuir-
Child equation (3.13).
The equivalent circuit is completed by adding the extrinsic interlead
capacitance shown in Fig. 3.45.

3.1.1.3 Discussion

The electrons emitted from the cathode of a practical diode have finite
emission velocities, the distribution in the x-direction being Maxwellian.
Therefore, if the electric field were negative everywhere in the cathode-
anode space, all electrons emitted from the cathode would travel to the
anode and the current would be temperature-saturated. This behavior is
not observed at moderate values of V, in practical diodes, and conse-
quently the electric field near the cathode must be positive and oppose the
initial motion of the electrons. This reversal of the field implies that there
is a region of zero field somewhere between the anode and cathode and
that the potential has a negative minimum in this zero-field region. If
the Maxwellian distribution is approximated by assuming that all electrons
have the same emission velocity, the zero-field region reduces to a plane.
Electrons give up their kinetic energy to the opposing electric field between
the cathode and this barrier plane and on the average have zero kinetic
energy at the plane. Thus the barrier plane may be considered as a
virtual cathode that provides zero emission velocity, and the controlled
space charge Q exists between it and the anode. The theory in Section
3.1.1.1 can be applied to practical diodes with the following substitutions:

VsV 4+ V,,
x = X" — Xp,

where — ¥V, is the minimum potential and x,, is the position of the barrier

* R. D. MIDDLEBROOK, *‘A modern approach to semiconductor and vacuum device
theory,” Proc. Inst. Elec. Engrs. (London), 106B, 887, Suppl. 17, 1959,
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Fig. 3.5 Potential in a diode with finitc cmission velocity. Notice the reversal of
the clectric ficld.

plane (Fig. 3.5). Expressions for V, and x,, are available in specialized
books.* Both depend slightly on the space-charge density and emission
velocity, and thercfore second-order changes occur in g and ¢ with changes
in current and heater voltage (cathode temperature).

Most practical diodes have nonplanar geometry. However, the
Langmuir-Child law

I = const V%
has been shown to be universally true in at least three ways:

(i) by the use of dimensional analysis,
(ii) by carrying out theoretical developments for other simple
geometries, for example, cylindrical electrodes,
(iii) by observing the volt-ampere characteristics of practical diodes.

Changes from the simple planar geometry affect only the value of the
constant; the same conclusion applies for all other relations between
Q, r, Vi oand 1

The conductance g predicted from Eq. 3.18 agrees with measurements
on practical diodes at low frequencies, but not at high frequencies. As

* For example, K. R. SPANGENBERG, Vacuum Tubes, Chapter 8 (McGraw-Hill,
New York, 1948).
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noted in Section 3.1.1.1, this error is expected because the displacement
component of current is neglected in Eq. 3.1. Accurate derivations show
that g varies with frequency, as in Fig. 3.6; the frequency at which g
departs appreciably from its low-frequency value is of the order of
100 MHz for typical diodes.

The capacitance ¢ predicted from Eq. 3.17 is in error at all frequencies.
The error at high frequencies is expected, being caused by the approxima-
tion in Eq. 3.1; the crror at low frequencics is perhaps surprising but can
be traced back to the fundamental assumption of all charge-control theory
(Eq. 2.33). In the development of Eq. 2.9 for the general three-clectrode
charge-control model it is assumed that the mobile charge takes up its
final spatial distribution immediately on a change in electrode voltages.
This assumption is not true for any practical device, and the change in
output current lags behind a change in clectrode voltage. Formally,
Eq. 2.9 should be replaced by Eq. 2.34:

I, = % + dch ,(f)

where /,(¢) is the error current. [t follows that the capacitance c,; is not
given by Eq. 2.44 but by

_ (8Qc3s) _ (i J‘
n = (3 ) 7 V) 1(r) dt. (3.23)
For the special case of the two-electrode diode the capacitance becomes
= dQc _ _i_
~dv,” dv, I’c(’) dt. (3.24)
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Fig. 3.6 Conductance and capacitance of a diode as functions of frequency.
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The variation of ¢ with frequency is derived in specialized books* and is
plotted in Fig. 3.6. In many practical diodes the extrinsic interlead
capacitance is so large that it completely masks the intrinsic capacitance
and the error in Eq. 3.17 is not significant.

3.1.2 The Vacuum Triode

Consider the ideal vacuum triode shown in Fig. 3.7, which has plane-
parallel geometry of area 4 and electrode spacings W, and W,. Asin
the case of the diode, assume that the cathode emits electrons with zero
initial velocity and that the current is less than the temperature-saturated
value.

3.1.2.1 The Equivalent Diode

A triode can be analyzed by means of an equivalent diode whose anode
lies in the plane at W, and is at the potential V, that occurs at this plane
in the triode. Conditions between the cathode and plane are therefore
the same in both the actual triode and the hypothetical diode. Equations

AX
Anode [+—'+L——+-l W,
~.\\
—G’"’—D)IZI O——w ==
Diode plane W, T v,
J o\ =

Cathode + +

<
+ i !
!

Fig. 3.7 The vacuum triodc.

* For cxample, W. E. BEnHam and I. A. Harris, The Ultra High Frequency Per-
formance of Receiving Tubes, Chapter 3 (McGraw-Hill, New York, 1957). For
additional references and further discussion see K. R. SPANGENBERG, op. cif., Chapter
16.
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3.14 and 3.15 give the controlled space charge Q and the transit time r, of
the diode as
4:A4

Q= 3w, Ve = —%$VeCexo (3.25)
= 3W,(2ﬂq)"V;V= (3.26)

where c.x, is the electrostatic or cold capacitance between the plane and
cathode. The controlling charge Q. must be equal to the sum of all
charges above the plane, namely, the positive charges Q., and Q. on the
grid and anode, respectively, and the negative space charge between W,
and W,. If
We = WGs

so that the equivalent anode lies immediately below the grid, the space
charge between W, and W, is very small. Therefore

QC = (VG - e)Ceco + (VA - Ve)ceAOv
where c,qo and c,.,o are cold capacitances between the plane and the
triode grid and anode, respectively. Because Q and Q. are equal and
opposite,
(Ve = Ve)eego + (Va = Ve)ceno = $VeCexos
from which

Ve + v, Sea0

_ CeGo
Ve—l_*_ﬂ)_*_ff_eﬂ_) (3.27)

Cego 3 Cego

The capacitances in Eq. 3.27 are the direct electrostatic capacitances in
the absence of space charge. The values of ¢,,o and c.xo can be written
down

= eA _ eA
AW W, W, - W

eA eA

= em—

Cexo = W, W,
but the value of ¢, cannot, for it depends on the geometry of the grid.
It is therefore an advantage to perform the star-delta transformation
shown in Fig. 3.8 to replace ratios of hypothetical capacitances by ratios
of the measurable capacitances between anode, grid, and cathode:

Ceao C.um’

Cego Ceko
Cexo _ Caxo,

Ceco Caco
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Cako

K

Fig. 3.8 Star-delta transformation of the cold capacitances of a triode.

It is a further advantage to define

p = Sexo, (3.29)

Caxo

The value of 1 depends only on a tube’s geometry and lies between 10 and
100 for typical modern triodes. Thus

Ve=—2ot Ve __, (3.29)
1+ - (l + 3 —Gﬂ)
»® 3 cuco
and because u is moderately large
Vox Ve + 24 (3.30)
’L
In the ideal case of infinite u
Ve = VG

and V, has no effect at all; p gives a measure of the effectiveness of the
grid as a shield between the anode and space charge.

Finally, the charge-control parameters for the equivalent diode whose
anode lies in the plane of the triode grid follow from Egs. 3.25, 3.26, and
3.30 as

_ _ 4ed . A Va
0= -0 =37 V,~3WG(VG+7), (3.31)

¥ Y2 =%
"= 3WG(§’%) Vit 3WG(2—";) (VG + %) . (33
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3.1.2.2 Small-Signal Equivalent Circuit

The cathode currents of the triode and equivalent diode are equal,
being given under static conditions by

=2 _grix G( Ve + 1‘) (3.33)
1 #
where the constant G is the perveance of the tube:
4ed (2g\"
G = 572 ( ) (3.34)

For a vacuum tube to be used as an amplifier, cathode current must flow
and therefore V, must be positive. The anode voltage V, is made
positive and large (of the order of 100 V), but ¥V is made a few volts
negative so that the grid structure will repel the space charge. The
probability of an electron striking the grid wires is therefore small, and
the grid current approaches zero. In other words, the effective lifetime =
of electrons in the control region is very large, the dc current gain
approaches infinity, and

VY
provided that

=Va . V, < 0.
i
The small-signal equivalent circuit derived in Section 2.5 (Fig. 2.7d) is
redrawn in Fig. 3.9a with elements labeled as the specific parameters of a
tube. The parameter r, (= 1/g,) is called the anode resistance. Sub-
stitution of Eqs. 3.31 and 3.32 into the relevant equations* of Section 2.5

results in
(55) 1, (3.36)
5= ), =5 (337
o = (55),, = T (3.38)
Cax = (i?/i),, = 3:%' (3.39)

* Equations 3.38 and 3.39 are derived first by substitution into Eqs. 2.39 and 2.40.
The parameters «; and . follow from Eqs. 2.47 and 2.49 as 0.5, and substitution into
Eqs. 2.53 and 2.55 yields Egs. 3.36 and 3.37.
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Fig. 3.9 Small-signal equivalent circuit of a triode: (a) intrinsic elements; (b) com-
pletc at low frequencies; (¢) complete at high frequencies.

Notice that cg, and ¢4« are the hot capacitances of the tube—the capaci-
tances in the presence of space charge. Rearrangement of these equations
shows that the geometrical parameter p is given by any of the following
expressions:

4 VA) Cexo Cox
= —|— = Fyg = — = — 3.40
# (GVG I, Emla Cako Cak ( )

Thus ux is identified as the voltage amplification factor* introduced in

* In common usage the word voltage is omitted because the current amplification
factor of a tube is not meaningful. In the interests of clarity and consistency the
word volrage is retained throughout this book.
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Section 2.5.1. Equations 3.36 and 3.37 can be derived without reference
to charge-control theory by differentiating Eq. 3.35.

Addition of the extrinsic interelectrode capacitances shown in Fig. 3.96
completes the small-signal equivalent circuit.

3.1.2.3 Discussion

The simplifying assumptions for the diode and triode introduce similar
inaccuracies. Because of the finite emission velocities of electrons in a
triode, a barrier plane forms between the cathode and grid. The distances
Ws; and W, ought to be referred to this plane, and the potentials V', and
V, to the attendant potential minimum. Changes in the barrier plane
with current and cathode temperature cause second-order perturbations
about the cube-root laws predicted for g,, and r, and second-order changes
in cgx and ¢,x. Most practical triodes have nonplanar geometry and the
constant multipliers in the equations have different values.

With these modifications, charge-control theory correctly predicts the
mutual conductance g,, and anode resistance r, for a triode at low fre-
quencies. The output capacitance ¢, is wrong for the same reason that
the diode capacitance is wrong, but the input capacitance ¢, is correct.
Formally, cqx is derived from Eq. 2.35, which is exact and does not
depend on the basic assumption of all charge-control theory. It should
be pointed out that ¢, is so small compared with the extrinsic capacitance
of practical triodes that the error in charge-control theory is difficult to
detect experimentally.

Further errors are introduced at high frequencies by the omission of
displacement current from Eq. 3.1. All parameters* become functions of
signal frequency, but over the frequency range for which a triode is useful
in low-pass amplifier circuits the more important elements g, and cgx
remain fairly constant. In addition, a triode develops the input con-
ductancet shown in Fig. 3.9¢:

2.2
g B L (1 + 4—; :—f) (.41)

where 7, is the transit time between grid and anode.

Extrinsic elements not shown in Fig. 3.95 become significant at high
frequencies, the two most likely elements being the inductance of the
cathode lead and the interface resistance that occurs just below the
emitting surface of an oxide-coated cathode. These elements can be

* The parameters are derived in BENHAM and HARRIS, op. cit., Chapter 4. Discussion
without derivation is in SPANGENBERG, loc. cit.
t The origin of this conductance is discussed in BENHAM and HARRIS, loc. cit.
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added in the cathode leg of the equivalent circuit. However, their major
effect is to increase the input conductance of a tube by a component that
varies as w?. Therefore, it is more convenient to combine this conductance
with the component given by Eq. 3.41 as a single effective value. Cathode
interface resistance may build up to a few tens of ohms and reduce the
effective g,, as a tube approaches the end of its life.

In summary, the equivalent circuit of Fig. 3.9¢ represents the dynamic
response of a vacuum triode over the useful frequency range.

3.1.2.4 Grid Current

It is assumed in the argument leading to Eq. 3.35 that grid current is
zero provided V; is negative. The grid current is indeed negligible for
many practical purposes, but it is finite and may be as large as 1072 A.
Although small, this current has important consequences in high-input-
impedance amplifiers and some low-noise applications.

Components of grid current can originate in the following ways:

1. Some electrons collide with the grid structure to produce a component
of current directed into the tube. This positive component falls as the
grid is taken more negative (Fig. 3.10) but rises sharply if the grid becomes
positive with respect to the barrier potential.

Electron
current

Total
current

Zero potential /
grid current

Free grid
potential
Barrier
potential ™\ Vo

Maximum negative

grid current \
lon

current

Fig. 3.10 Grid current in a triode.
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2. Some electrons collide with residual gas molecules in the tube to
produce positive ions. Most of these ions are collected by the grid and
produce a component of grid current directed out of the tube. If the rate
of tonization were constant, this component would be substantially
independent of grid voltage. However, the ionization rate is roughly
proportional to the anode current and therefore decreases as the grid is
taken more negative.

3. In high g, tubes (for which the grid is very close to the cathode) the
grid may be so heated by radiation that it emits thermionic electrons.
This results in another negative component of grid current (usually far
smaller than the ion component), whose magnitude depends on the cathode
temperature. Grids are often gold plated to reduce thermionic emission.

4. Leakage paths may exist between the grid and other electrodes,
both inside and outside the tube envelope.

There are other possible mechanisms, but in most cases (1) and (2)
predominate and the over-all grid volt-ampere characteristic has the form
shown in Fig. 3.10. Notice the existence of a free grid potential at which
the current is zero but the slope resistance is relatively low (perhaps
10° Q) and a point of maximum negative current at which the slope
resistance is infinite.

3.1.3 The Vacuum Pentode

The vacuum tetrode and pentode shown in Fig. 3.11 were developed
originally to overcome the circuit disadvantages of the large extrinsic
capacitance c, in a triode. This capacitance is reduced in a tetrode by
inserting a shielding electrode, the screen grid, between the normal or
control grid and the anode. A fifth electrode, the suppressor grid, is placed
between the screen and anode of a pentode to prevent impact-produced
secondary electrons moving from the anode to the screen. The undesirable
consequences of the large anode-to-grid capacitance in a triode and
secondary emission in a tetrode are discussed in many books* and are not
repeated here. In normal operation the screen is connected to a positive
supply, typically 100 V; the suppressor is connected to the cathode.

Because the controlled space charge Q exists principally in the cathode-
grid space, a pentode can 