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PREFACE

In preparing new material and revising existing material for this Fifth
Edition, the same guiding principles have been followed as in the First
Edition in 1933. Throughout, the endeavor has been to create a compre-
hensive working manual and to compile in a single volume concise
information on each of the branches of communication engineering.

In a science with as many variable parameters as electronics, the only
boundaries are those of the imagination of the scientists and engineers.
Each decade brings forth totally new concepts and new tools. The
period from 1950, when the Fourth Edition was published, to 1959 has
been no exception. There has been no stagnation; no settling down; no
change from dynamic progress.

This edition, therefore, contains much that appeared only in brief form,
if at all, in the previous editions. All chapters have been brought up to
date; seven of them have been totally rewritten. In addition seven
chapters are totally new. And because there is no longer much difference
between the tools employed by telegraph and telephone engineers and
those used by radio men, this volume now has chapters devoted to wire-
guided communication. Thus this Fifth Edition becomes a *com-
munications’ handbook and not one concerned solely with space-guided
information transmission. The original name, however, has been
retained.

While there is much of what may be called fundamental background in
this book, the emphasis has been on working practice rather than theory
as a general concept of the purpose of a ‘“handbook.”

The engineer will find here many man-hours of effort compiled in the
form of tables and curves or converted into concise English by the engi-
neers, physicists, and teachers who have aided the editor in preparing this
new edition. To these authors the editor wishes to express his very great
appreciation.

KeirH HENNEY
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CITAPTER 1
BASIS OF RADIO-COMMUNICATION ENGINEERING

By BrveErLy DubpLEY!

1. Introduction. Radio-communication engineering may be defined as the art and
seience by which materials and natural phenomena are utilized in the design, construe-
tion, and operation of apparatus to convey information or to effect remote control
bhetween two or more points through the use of clectromagnetic waves.

Man has no knowledge of, and no contact with, his environment, except as through
his senses. Therefore, if man is to benefit from radio-communication engineering,
information must be conveyed to him by variation of forms of energy that will stimu-
late or affect one or more of his senses. Moreover, if information is to be conveyed,
some prearranged and generally understood sequence of symbols or signals—some
form of language, however rudimentary, and generally expressed as a single-valued
function of time—must be developed and understood by the partics involved.

Design and construction of instrumentalities for effective radio communication
demand the proper use of material substances and that the forces of electricity and
magnetism be manipulated to produce electromagnetic waves, modified to contain or
represent the information to be conveyed, simultancously possessing characteristies
to cnable their passage through the transmission medium. Since there appears to be
no economical or practical possibility that man can control the characteristics of the
earth’s atmosphere, successful radio communication (especially that condueted over
long distances) requires that the clectromagnetic-propagation characteristics of the
earth’s atmosphere be observed and studied so that natural phenomena may be
utilized most advantageously.

Modern radio communication therefore rests upon the five fundamental bases:

1. The physical, physiological, and psychological foundations of man's sense perceptions,
especially those of seeing and hearing

2. The analysis, formulation, and manipulation of intelligence expressed as a single-
valued function of time in a form suitable for transmission between two or more points

3. The fundamental structure of matter, and particularly the manner in which the
properties of material substances depend upon, or are influenced by, the composition and
arrangement of elementary particles of which they are composed

4. The fundamentals of those branches of physics (primarily electromagnetism) by which
electromagnetic waves are generated, modulated, launched at a transmitter, and intercepted
at a receiving point where the intelligence imparted in the modulation process is extracted
by a process of demodulation or detection

5. The propagation characteristics of the medium through which the electromagnetic
waves travel from the transmitting end to the receiving point

Because the scientist and engineer are concerned with quantitative relationships
hetween the numerous entities and variables encountered in the five fundamental
bases enumerated above, mathematics, ““the science of treating of the exact relations
existing between quantities or magnitudes and operations, and of methods by which,
in accordance with these relations, quantities sought are deducible from others known
or supposed,” may be regarded as a sixth fundamental basis of radio engineering. In
addition to all the clementary branches of mathematics, radio engincers may be called
upon to make use of such intermediate and advanced mathematical subjeets as the

' Massachusetts Institute of Technology.,
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differential and integral calculus, ordinary and partial differential equations, vector
analysis, functions of a real and complex variable, statistics and probability theory,
symbolic and operational methods such as Fourier and Laplace transformations, the
caleulus of variation, and generalized harmonic analysis.

No single hook can hope to provide adequate presentation of all the data that a
radio engineer may nced in the pursuit of his profession, and this first chapter, con-
cerned primarily with developing an outline of the five fundamental bases enumerated
above, will err from the standpoint of completeness because of the necessity for
brevity and conciseness. Numerous topies must be omitted completely, and others
have not vet reached the point where they lend themselves to definitive and concise
handbook treatment. TFuller trecatment may be found in the many references listed.

PRINCIPLES OF ELECTRICAL COMMUNICATION

2. Signals. Communication is carried on by the successive selection and arrange-
ment of prearranged or understood symbols. The proper selection and sequential
arrangement of such symbols or signals at one part of the communication system pro-
vide the means by which intelligence (that ecannot be completely predicted at some
other point of the system) is conveyed, in accordance with the meanings attached to,
or the information represented by, the symbhols. Since a sequence of symbols is
required to convey information, one of the important characteristic properties of
intelligence is that it can be expressed as a single-valued function of time.

Each separate and different symbol must vary in some respeet from all others, and
it must also convey a separate and distinet meaning.  Each different symbol must be
unique; it must represent or express & unique meaning, and it must be expressible as a
unique function of time. Hence a group of different signals or symbols represents a
rariety of unique time functions: it also represents a variety of unique frequeney func-
tions, since time and frequency are inversely related, A group of signals or symbols
representing intelligence may therefore he represented by a band of signal frequencies.

These statements are valid for all kinds of communication systems, no matter what
means may be employed to convey intelligence between two or more points. These
are important results for the engineer, for they make possible the effective and eco-
nomical transmission of information by electrical means.

Another important characteristic of intelligence or information is its unpredict-
ability.  No new information is conveyed by any operalion that is completely predictable.
This point, which has received considerable attention since the Second World War, is
one of the cornerstones of modern communieation or information theory.

3. Speed of Electrical Communication. The speed with which signals may be
transmitted from one point and reproduced at another distant point is of great
practical importance. Because electromagnetic phenomena may be propagated
between two points with speeds that ean, and usually do, approach the veloeity of
light (186,300 miles per second), eleetrical methods of communication have replaced,
almost entirely, other means of communication over appreciable distances,

4. The Carrier and the Transmission Medium. For satisfactory communication
to be effected between two or more points by means of electrical energy, a transmission
path must exist between those points.  When a suitable path is provided, electrical
energy then serves as the vehicle, or carrier, by which communication may be effected.
In wire-communication systems, electric current or voltage serves as the carrier. In
ordinary local telephone or telegraph systems, the carrier current may be unidirectional
and unvarying: in other words, it is a direct current of zero frequeney.  In more com-
plex systems, the carrier current may oscillate periodically and is then characterized
by the frequency of oscillation. In radio systems, the carrier wave is comprised of
periodic oscillations of the electromagnetie field which determine the frequency of the
carrier wave. Electromagnetic waves used as the carrier in radio systems can be pro-
duced conveniently and economically only at frequencies of 10,000 cps or more, and
usually frequencies very much greater than these are employed.

Of itself, steady-state cleetrical energy in the appropriate form for passage through
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the transmission medium is insufficient to permit significant communication to take
place. Electrical energy does not produce sensory perceptions direetly.  But even if
this possibility did exist, it would still be necessary to impart to the carrier the intel-
ligence contained in, or represented by, the signal, for the unmodulated earrier alone
contains only trivial information.

6. Electrosensory Transducers. Because electrical energy does not directly pro-
duce sensory perceptions or conversely, all systems of clectrical communication
require: (1) some means for converting sense pereeptions into electrical energy at one
point and (2) some means at a receiving point for reconverting the reccived electrical
energy into a form capable of stimulating or exciting one or more of the senses.  Thus
electrosensory transducers—or equivalent substitutes—are required at those points
at which intelligence is to be imparted to or extracted from the communication system.
These transducers are alinost always—but not necessarily—complementarily related,
so that the reproduced form of intelligence is of the same kind as the original form of
intelligence.

By an electrosensory transducer at the transmitter, sense-perceptory encrgy corre-
sponding to the selection and sequential arrangement of symbols and representing the
intelligence to be conveyed is converted into variations of electrical energy as a single-
valued function of time. Such energy conversion oceurs at the signal frequeney, or
band of frequencies, and represents the signal information.  Hence the signal varia-
tions of energy of the system must he related to, or must correspond to, the frequency
band represented by the selection and sequential arrangement of symbols; this must
also be true at each and every point of the transmission system,

6. Functions of Signal and Carrier. 1f the carrier is to convey information through
the transmission medium, some property of the carrier must be modulated or varied in
accordance with the signal. In a modulated earrier, the carrier wave enables the
electrical energy to be passed through the transmission medium, whereas the modula-
tion at signal frequencies imparts to the carrier the information to be communicated.

When the modulated carrier wave has passed through the transmission medium and
is intercepted at a receiving point, it is passed through a suitable demodulating device,
or detector, so that the signal frequencies may be separated from the carrier.  The
signal frequencies then actuate an electrosensory transducer so that the signal infor-
mation is reconverted into an appropriate sequence and arrangement of sensc-per-
ceptory symbols. The reproduced symbols should be sufficiently like those initially
impressed upon the system that they will be recognized for their intended meaning.

7. Channel Selection. For most kinds of radio systems, the carrier wave is gener-
ated as a harmonically varying time function of voltage, current, or field intensity.
Thus, the instantancous value of the carrier may be i = /. cos (wt + ¢), where /. is the
maximum value of the harmonie variation, w = 2xf is the angular frequeney in radians
per second if fis the cyelic frequency in eyeles per second (eps), and ¢ is the phase
angle which determines the value of the function for time £ = 0. For such a wave,
the carrier is characterized by a single, constant, and fixed frequeney, f = w/2r eps.
When a constant-frequeney earrier is modulated by a band of signal frequencies, the
carrier frequency is no longer constant and fixed bt is broadened into a band of fre-
quencies, the spectrum of the modulated wave usually extending above and helow the
carrier frequency by an amount depending upon the band of signal frequencies with
which the carrier is modulated. The frequeney spectrum occupied by a earrier and
its signal side bands is commonly called a communication channel.

In the process of modulation, information is shifted from the band of signal fre-
quencies to a higher (oceasionally to a lower) part of the frequency spectrum adjacent
to the carrier frequeney.  The modulated wave has information-bearing side bands
with essentially the same propagation characteristics as the carrier wave,  Through
the use of equipment of such speetral selectivity as will accept the carrier frequeney
and the side-band frequencies, the information contained in the band of signal fre-
quencies becomes available at the receiving point, although shifted in the spectrun.

More than one modulated carrier, each of which contains a different message or
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signal, can be transmitted simultaneously through the same transmission medium.
Provided cach carrier wave with its associated side bands occupies a frequency channel
or a portion of the frequency spectrum devoid of frequency components of some other
modulated carrier wave (with its associated side bands), it is possible to separate the
modulated carriers on a frequency-selective basis, and to obtain the signal information
imparted to each carricr, free from interference from the other modulated carriers in
the medium.

The success of such channel-selection techniques usually requires that cach modu-
lated carrier operate within its assigned channel or frequency spectrum.  For the most
part, the frequencies of each separate modulated carrier must lie within the assigned
frequency channel, the frequencies of adjacent channels should not overlap, and the
frequency selectivity of the receiving apparatus must be such as to accept substantially
all frequency components of one channel and exclude the frequency components of
neighboring channels.

8. General Problem of Electrical Communication. The gencral problem is to make
possible, as well as economically feasible, all the essential operations of the communica-
tion system. Moreover, the system as a whole must be so organized and correlated
that the sense perceptions reproduced at the receiving points are essentially the same
as those initiated at, and impressed upon, the system at the transmitting point. The
means by which the various individual steps are accomplished depend upon: (1) the
type or mode of communication, (2) the kind or type of information to be communi-
cated, and (3) the area or location of the receiving points relative to that of the trans-
mitting point or points.

9. Fundamental Steps in Electrical Communication Systems. No matter how sim-
ple or how complex the communication system may be, the essential steps may be
divided into four distinct operations:

1. The formulation of intelligence—expressed by means of signals or symbols—in a
manner capable of producing subjective sensations or of effecting remote-control operations.
This step is common to all communication systems, whether electrical or not. In radio
systems, the most representative types of signals are the dot-dash signals of the Morse
code in telegraphy, voice or music signals in telephony, and the scanning signals for picture
transmission.

2. The conversion of the intelligence into electrical energy of such properties as to be
capable of conveying informmation through the selected transmission medium. In systems
of electrical communication, the band of signal frequencies required is superimposed upon
the carrier frequency in a process of modulation. Each set of side bands may be identified
and separated from all others on a carrier-frequency-selection basis, usually by assigning a
separate carrier-frequency band or channel for each different kind of service, station, or
message.

3. The transmission of the electrical representation of the intelligence from the sending
end and its reception at the receiving end of the system.

4, The retranslation of the received electrical representation of the information into a
form of energy that is capable of affecting the senses of the recipient to produce a subjective
sensation essentially the same as that of which the original intelligence formulation was
capable, or of effecting some intended control operation,

10. Functional Elements. These considerations permit the establishment of funda-
mental sequential steps and concepts. Let i represent the intelligence, e the clectrical
form of the energy corresponding to this intelligence, ¢ designate time, and let the sub-
seript 1 designate those functions or operations occurring at the transmitting portion
of the system and the subscript 2 operations occurring at the receiving end. With
this notation, the functional operations in any electrical communication system may
be expressed, symbolically, as

1) — ei(l) — ex(t) — 72(0)
in which the arrows indicate the direction in which the operations proceed. This form

of representation expresses the four fundamental energy conversions enumerated
above, for an ideal system free from noise, interfcrence, or distortion.
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11. Correlation of Transmitting and Receiving Functions. Aside from the speed of
transmission, two characteristic features of the over-all system are primarily responsi-
ble for its effectiveness and versatility.

The first is the manner in which the signal or information to be conveyed is impressed
upon the carrier and extracted from it.  1n some systems the modulating and demodu-
lating methods are sufficiently simple and independent of each other that (except that
both must be responsive to the same carrier-frequency channel) the transmitter and
recciver may be designed separately and still be capable of operating together as a
unified system. In more sophisticated techniques the modulation and demodulation
functions must be correlated and interrelated to function as a unified whole. This is
especially true when operations at the reeciving end must be synchronized with those
at the transmitting end. For such systemns the transmitter and receiver cannot be
designed as independent and unrelated units if success is to be achieved; from the
heginning, both must be planned as integrated elements.

The sccond characteristic feature is the manner in which the wave emitter at the
transmitting end and the wave interceptor at the receiving end may be operated con-
jointly to determine the transmission path between the two and to take advantage of
its propagation properties. In some of the simpler radio systems in which transmitting
and receiving apparatus may be designed separately, the wave emitter and the wave
interceptor may be randomly related. In more complex and efficient systems there is
a tendency to employ directional properties of transmitting and receiving antennas to
propagate electromagnetic energy in a reasonably well defined transmission path.
The emitter and interceptor may be oriented in azimuth and in elevation. In some
kinds of service the directional propertics of the radiating and receiving antennas may
also be altered at different times, and in this case time synchronization of transmitting-
and receiving-antenna structures is required.  When this is the case, the transmitter
and receiver can no longer be designed or operated without regard to performance at
the other end of the system.

The interrelationships between transmitting and receiving operations with respect
to modulation methods, synchronization of operations, and propagation path may be
illustrated by considering the over-all performance and requirements of a number of
different kinds of typical radio systems.

12. Radio Telegraphy. In these systems, the different letters that spell out words
are resolved into elementary step functions, represented by dot-and-dash impulses,
suitably spaced in time. Initially, therefore, telegraph signals are essentially ereated
as a sequence of single-valued time functions.  Each symbol for a letter, numeral, or
mark differs from all others by a distinctive and unique combination of the active and
inactive periods of each dot-dash-space combination of the code by which the letters
are expressed. By keying, some property of the carrier wave is modified or modulated
in accordance with the intelligence.  The keying operation imparts information to the
carricr and therefore it is, functionally, equivalent to an electrosensory transducer.
After the modulated or keyed carrier wave passes through the system, the signal infor-
mation is extracted in such a way as to actuate a loud-speaker, sounder, buzzer,
recorder, meter, teletypewriter, or other electrosensory transducer to make the dot-
dash symbols visible or audible. The receiving equipment must be tuned to the
spectrum occupied by the carrier and its side bands, and it must have suitable demodu-
lating apparatus, but otherwise the design of the receiver can be quite independent of
the design of the transmitter, at least so far as concerns radio-telegraph systems
employing manual keying.

13. Radiotelephony. In telephony, intelligence is conveyed by uttering, syllable
by syllable, the words of sentences making up the intelligence. For speech, music, or
other sounds, only one value of sound pressure is produced at any instant of time so
that the original formn of the signal is created as a single-valued time function. By a
microphone and suitable modulating apparatus, some property of the earrier is modu-
lated as a single-valued function of time in accordance with the instantancous sound
pressure of the original signal.  After passage through the medium, the intelligence is
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extracted from the received modulated wave by a demodulator, and the demodulated
signal actuates a headset or loud-speaker to reconstruct the original signal. Again,
the receiver must be tuned to the carrier channel and it must have suitable demodulat-
ing apparatus, but otherwise receiver and transmitter can be designed and operated
independently.

14. Picture Transmission. Visual-image transmission, on the other hand, presents
problems not encountered in sound transmission. A picture or visual image is seen,
subjectively, by each eye as a two-dimensional arca. To be suitable for transmission
by electrical means, the images must be resolved into a single-valued function of
time. Usually the problem is simplificd somewhat by neglecting the fact that the
two eves see slightly different views as a result of their separation by the interpupillary
distance, and by sclecting for transmission a single view as might be seen by either
eye alone.

As a first step, the scenc is divided into an orderly array of comparatively minute
arcas or clements, each of which may be considered to be of uniform visual character-
istics. The picture elements are then converted into single-valued time functions
through a process of scanning and energy conversion carried out simultancously. In
the scanning process, the picture elements are progressively and systematically
selected according to a prearranged sequence which automatically effects the necessary
space-to-time conversion. As each picture clement is successively selected, it is
examined by an electrovisual transducer whose electrical output is related to some
visual property of the picture clement.

To accomplish the transmission of monochrome pictures by electrical means, some
property of the signal wave may be varied in aceordance with the visual luminosity of
each picture element as it is scanned.  The electrical transmission of colored images,
on the other hand, requires that the complete picture or image be analyzed, on a color
basis, into partial images. Iach partial image contains or represents a different
chromatie property of the complete scene, in such a way that the combination of all
partial images, each properly chromatized, reconstructs the original color image.
Each partial image must then be analyzed into picture clements which are systemati-
cally scanned, converted into electrical energy, and transmitted as single-valued func-
tions of time.

For the transmission of still pictures, the time required for the seanning operation is
not usually of eritical importance, and it may extend over a number of minutes or even
longer time intervals. For the transmission of visual images in which motion is to be
portrayed, a number of additional complications are involved, including—primarily
for psychological reasons—a maximum time during which the transmission of any
given scene or image must be completed.

The visual effect of apparent motion is achieved through use of a series of instantane-
ous “still’’ views, known as frames or fields.  Lach frame or ficld thus represents the
image at a given instant, and a series of such frames or fields is made with successive
frames exposed in sequence for comparatively short intervals of time.  When a series
of such frames is properly recorded and subsequently viewed in the same order in
which they were exposed, and when the suceessive frames follow one another with
sufficient rapidity to minimize objectionable flicker, the subjective effect is that of
apparent motion.  The apparent speed of motion of moving objects when successive
frames are viewed will be the same as the actual speed of motion of the object photo-
graphed when the speed at which suceessive frames is viewed is the same as the speed
with which successive frames were exposed.

To produce the effect of apparent motion without objectionable flicker, the viewing
rate is usually about 214 to 30 frames per scc or more. In the transmission of mono-
chrome pictures, each frame or field is transmitted in about 49 sec or less. If the
pictures are in color, each frame or field must be resolved into its partial color images.
There are usually three partial images per frame and since all partial images of the
sate frame or field are to be transmitted in about '4q see, each partial image should
be transmitted in about '{eg see.  Although variations of this method are possible,
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the outline given here is sufficicnt to indicate the general requirements for transmitting
still or motion pictures, cither in monochrome or in color, by clectrical means.

At the receiving end of a picture-transmission system, the single-valued time func-
tion representing the scanned image must be reassembled or reconstructed into a
spatial display or array of monochrome or color picture elements in such a way as to
produce an image closely resembling the original. This operation requires that certain
functions at the receiving end of the system be synehronized with the corresponding
complementary functions performed at the transmitting end.

If the system is to operate satisfactorily as a unit: (1) the order in which elements
are reconstructed for each frame at the receiving end must be identical to the order
in which the image is analyzed at the transmitter; (2) the rate of re-creating clements
into a picture at the receiver must equal the rate at which the image is analyzed into
picture clements at the transmitter; (3) the order in which partial color images are
reconstructed at the receiving end must be the same as that in which the image was
analyzed into partial color images (primary colors, or chromaticity, hue, and satura-
tion) at the transmitting end; and (4) the relative positions of the re-created picture
elements in each frame of the received picture must be the same as the relative posi-
tions of the elements into which the image is analyzed at the transmitting end.  Thus,
all operations in the synthesis of an image at the receiver must be synchronized with
complementary operations in the analysis of the image at the transmitter,

Transmission and reception of pietures require that the transmitting and receiving
apparatus must be designed and operated as a consistent, interdependent, synchro-
nized system as a whole.

16. Broadcasting. To reach as large a potential audience as possible, broadeast
transmitters are usually located in or near large concentrations of population. The
radio signals are allowed to radiate from the transmitting antenna more or less uni-
formly in all directions along the surface of the carth, although some dircctivity is
often provided to minimize interference from other broadeasting stations, or to maxi-
mize the potential audience. Receiving systems for broadeast reception are not espe-
cially directive. 8o long as signals from the broadeast transmitter can be received
more or less reliably, there is not much need to correlate or integrate the v ave-cmitting
and wave-intereepting apparatus in broadcast systems.

16. Point-to-point Communication. For point-to-point communication, the objee-
tive is usually that of transmitting the largest possible signal most reliably from a given
point to some other given point and so there is usually distinet advantage in not having
the signal available for interception at intermediate points. A high degree of direc-
tivity in emitting or propagating the signal is usually desirable; a high degree of sensi-
tivity of the receiving apparatus in the direction from which the signals arrive is also
usually desirable.

The directivity or nondirectivity with which radio signals are propagated and inter-
cepted depends primarily upon the design of the antennas at the transmitter and at
the receiver. It also depends upon the propagation characteristies of the earth’s sur-
face atmosphere. The degree of directivity that can be achieved practically and
cconomically is roughly proportional to the carrier frequency. Directional-trans-
mission properties are closely associnted with the propagation characteristics of the
radio spectrum, as indicated by ultrahigh-frequeney systems employing forward scat-
ter, for example.

For the directive propertics of a radio system to be utilized most cffectively, it is
necessary that directive antennas at both ends of the circuit be properly correlated in
azimuth, and it may also be required that they be correlated in elevation angle, espe-
cially if directive communication is to be earried on over long distances.

17. Radio Direction-finding Systems. Direetion-finding systems are designed so
that the location of a radio transmitter ean be determined from the radio signals of
known modulation and radiation characteristics. One method (whieh does not
require special equipment at the transmitter) requires that fived receiving stations
with variable directive antenna systems simultancously take bearings on signals from
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the transmitter whose location is to be ascertained. By methods of triangulation,
directional bearings from two or more d-f stations are plotted on a map. The point
where such triangulation ““fixes” intersect determines the location of the station whose
position is desired. In other systems, such as loran, for example, signals of known
directivity or of known modulation or timing characteristics are transmitted from
fixed stations whose positions are precisely known. By means of suitable receiving
equipment, operators can determine their position without depending upon fixed sta-
tions to determine location “fixes” by triangulat ion or similar methods.

Radio beams of known azimuthal directivity and elevation are employed in a num-
ber of instrumental landing systems. Signals of suitable directivity pattern are
radiated by fixed stations so that, by means of appropriate receiving apparatus and
indicators, airplanes may land without visual reference to the ground. Directive
beams for course determination may also be modulated to indicate ‘““on-course’’ or
“off-course’’ information or to convey other information besides that of directivity
and distance from the transmitting station.

18. Radar Systems. Radio detectior and ranging techniques make it possible to
detect the presence and determine the character of material objects, and to determine
their direction, distance, and clevation. Although radar signals may be generated as
continuous waves, or may be frequency- or pulse-modulated, pulse modulation is now
almost universally employed.

In pulse-modulated radar systems, pulses of r-f energy of about 1 to 50 usec duration
are radiated in a sharply directed beam.  After the pulse has heen emitted, the trans-
mitter is shut off and a receiver, nearhy, is turned on to receive the echo from a material
object. When all echoes from one pulse have been received the transmitter is turned
on again to send out another pulse, and the process is repeated at a rate of perhaps
1,000 times per sec.  The echoes of pulses are picked up by a directive antenna and are
displayed as a pattern on the screen of a cathode-ray tube. From the patterns pro-
duced by such echoes, the range and direction, or the distance and clevation of distant
objects can be determined.

The directional antennas for transmission and reception in radar systems operate
conjointly. This is automatically achieved if the same antenna is used for reception
as for transmission. The pulse duration and repetition frequency of signals cmitted
by the transmitter must be synchronized and correlated with the scanning circuits of
the eathode-ray-tube system in the recciver to produce a pattern that can be inter-
preted in terms of range and direction. Radar systems therefore represent a kind of
radio-communication method in which both the wave directive properties and the
demodulating and modulating operations of the transmitter and receiver must be
simultancously synchronized in a wholly coordinated system.

19. Radio System as a Whole. Onc purpose of this chapter is to outline, broadiy,
the general method of operation of various representative types of radio-communica-
tion systems. Another is to show how the complexity of the systems—and especially
the interdependence of transmitter and receiver design—is related to the rate at which
information is conveyed. The interdependence of receiver and transmitter design is
especially important so far as concerns: (1) frequency of carricr wave; (2) the nature,
timing, or synchronizing of the modulation and demodulation functions; and (3) the
correlation or synchronization of the time and space directivity patterns of the
emitting and intercepting apparatus.

20. Functional Elements. A block diagram representing the functional clements of
a radio-communication system is shown in Fig. 1. For simplicity, the sources of
power with which the equipment must be associated have heen omitted.  The informa-
tion to be transmitted, and represented by 7,(f), is converted into electrical form by a
transducer.  The output of the transducer, together with the output of a carrier
generator, is fed to a modulator unit where the carrier wave is modulated by the signal
wave in accordance with the inforination represented by i1().  The modulated carrier
wave e, (() is radiated and propagated in the desired direction by an emitter, which may
be a wave guide, transmission line, or antenna.
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At the receiving end of the system, the intereepted energy is converted into voltage
variations e:(¢) by a wave interceptor or antenna. By amplifying, conversion, and
demodulating apparatus, e.(f) is (usually) magnified and is converted into sense-
pereeptory energy by the transducer whose output is 72(¢).

The demodulating and wave-intereepting operations at the receiver may require
timing or synchronizing operations related to the modulating and wave-emitting oper-
ations at the transmitting end. Such timing and synchronizing operations may
employ frequeney-control apparatus at each end of the system, or the timing and
synchronizing operations at the receiving end may be controlled by suitable timing
pulses or signals generated in the transmitter, present in the transmitted wave, and
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Fre. 1. Functional elements of complete radio-communication system. Signal or intelli-
genee 11(t) is fed into the transmitter and emerges as electrical function of time ei(l), passes
through transmission medium whose output is e2(f), and through receiver whose output is
t2(!). Noise and distortion may be introduced at several points, as indicated by dashed
lines. In certain systems timing or synchronizing operations between the transmitter,
transmission system, and reeciver may be required (as in television or radar systems, for
example) in order for the system to function properly.

actuating or initiating the operations of frequeney or time-control eircuits at the
receiving end.  Such timing and synchronizing functions are indicated in Fig. 1 as
being common to both ends of the system. Because such interlocking frequency-con-
trol, timing, or synchronizing methods are not required in all radio systems, they are
indicated by dashed lines rather than by solid lines.

Noise and distortion may be introduced into the system at a number of different
points, although usually most noise is introduced in the transmission system as shown
by the dashed lines. Once introduced, however, the deleterious effects of noise and
distortion are encountered at all points to the right of their introduction in Fig. 1.

21. Signal Frequencies vs. Amount of Information Transmitted. To be useful in
representing intelligence, each symbol expressing a certain amount and kind of
intelligence must be different from every other symbol expressing a different amount
and kind of intelligence. In other words, each symbol, along with the meaning it
expresses, must he unique.  Using such symbolic notation, the communications engi-
neer is interested in determining the mechanism by which a quantitative measure of
nformation can he developed.

The amount and precision of information or intelligence conveyed depend upon the
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number and sequence of the symbols selected. Hence the number of symbols required
to convey the desired amount of information may be taken as a quantitative measure
of information. The significance or meaning of the intelligence transmitted depends
not alone on the number of symbols selected, but also upon their arrangement or the
order or sequence of selection. This point of view has the great practical advantage
of heing objective and completely divorced from physiological factors.

If information is measured quantitatively by the number of selections required, the
rate at which information is conveyed depends upon the number of symbols selected
per unit of time, or upon the rate of speed of symbol selection. It follows that the rate
of conveying intelligence depends upon the frequency with which elementary choices
are made to select the symbols.  The common and frequently used symbols may be
represented or expressed by simple or easy choices or selections, whereas the unusual
or infrequently used symbols may be represented or expressed by a more complex
sclection process requiring more choices for final selection.

A band of frequencies is required to transmit information, and the band necded in
any particular case depends upon the rate at which information is transmitted. Typi-
cal values of signal hand widths normally required for several different kinds of com-
munication systems are given in Table 1.

The relationship between band width and information was first clearly stated by
Hartley, who enunciated the following important principle of communication:!

The maximum rate at whiech information may be transmitted over a system whose
transmission is limited to frequencies lying in a restricted range is proportional to the
frequency range. From this it follows that the total amount of information whieh may
be transmitted over such a system is proportional to the produet of the frequency range
which it transmits by the time during which it is available for transmission.

Table 1. Signal-frequency Band Widths Required for Various Kinds of

Radio-communication Service
Typical Band

Kind of Service Wwidths, Cps
Manually keyed telegraphy (25 words/min)......... b0 0b80aRIE0000aa0a0068Ga0000 0-100
Tone-modulated telegraphy (speed of 25 words/min, 1, 0-2,100
Commercial telephony, single side band............... . . 0-3,000
Commercial telephony, double side band................... . 0-6,000
High-quality single-side-band telephony........... 0-5,000
High-quality double-side-hand telephony.......... 0-10,000

Exceptionally high quality single-side-band telephony....... . . . .. 0-20,000
Exceptionally high quality double-side-band telephony. . ... . .. 0-40,000
Facsimile, 8- X 10-in. pieture, 100 lines/in, transmitted in 10 min with 1,000-cps tone. .  0-4,000
Low-definition television (180 lines, 21 frames/sec). 580000060300 . 24-410,000
Good-definition television (525 lines, 30 frames/sec)

. 304,350,000

High-definition television (1,029 lines, 30 frames/see). ... ... ............ . .. 30-16,650,000
Frequency-shift telegraphy . .. ........... 060008 006060000 e 0--1,800
Commercial frequency-modulated telephony. .. .. .. . 0-36,000
High-quality frequency-niodulated telephone hroadeasting. . 0-200,000

Frequency-modulated facsimile (8- X 10-in. picture, 100 lines/in., transmitted in 10 min

with tone of 1,000 cps)..... . . . . . 0-14,000

22. Modulation. The information to be transmitted is contained in, or represented
by, the frequency spectrum of the signal or message. The message is adapted to
transmission by converting signal variations into single-valued time functions of elec-
trical energy through the use of suitable transducers. For all practical purposes in
well-designed systems, the frequency spectrum of its electrical representation is the
same as that of the original form of the message. Illectrical energy at signal fre-
quencies is not usually in a form useful for direct transmission through the medium of
propagation, but it can be converted into proper form by a process of modulation in
which the properties of the earrier wave and the signal wave are combined.

A earrier wave has such properties as will enable it to he propagated through the
transmission medium. A signal wave is a wave conveying some intelligence, message,
oreffect.  Modulation is the proeess of modifying some characteristic of a carrier wave

1 lartley, R. V. L.. Transmission of Information, Bell System Tech. J., T (3), 535, July, 1928,
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in accordance with the signal wave, the result of such modification being a modulated
wave, which is therefore a combination of the carrier and signal waves.

Information may be transmitted continuously, or it may be transmitted intermit-
tently. The first method is represented by voice signals or musie, the second by radar
pulses or by the characters of a telegraph code.  These two ways of transmitting
information give rise to two fundamentally different methods of modulation—con-
tinuous, and intermittent or pulse.

In continuous methods of modulation, some property of the sinusoidal carrier fre-
quency is continuously altered by the information to be transmitted. If the ampli-
tude of the carrier is modificd, amplitude modulation results. The argument of the
sinusoidal carrier may also be modified hy the signal.  In this case angle rather than
amplitude modulation results.  Angle modulation may be subdivided into two related
types. If the frequency of the carrier is varied by the signal, frequeney modulation
results, whereas phase modulation results if the phase of the carrier is altered.

In pulse modulation, the information is not projected continuously, but rather as
discrete signal elements, usually short pulses. The message is sampled by the pulses,
and some property of the pulses is then modified by the character of the signal to be
transmitted.  Pulse-modulation methods may be divided into unquantized or ordi-
nary pulse modulation, and quantized or pulse-code modulation methods. By
quantizalion, we mean that a large range of quantities may be divided into a set of
small ranges, each of which is assigned a single discrete quantity. Quantization per-
mits the approximate representation of a continuously -arving function by a set of
discrete values. The difference hetween two adjacent diserete values is called a
gquantum.

If the amplitude of the pulses is continuously variable in accordance with the signal
to be transmitted and the timing of the pulses is unchanged or independent of the sig-
nal, ordinary or unquantized pulse-amplitude modulation results. I the time proper-
ties of the pulses are continuously altered, pulse-time modulation results. Thus, by
modifying the duration, position, or frequency of the pulses continuously in accordance
with the signal, ordinary or unquantized pulse-time modulation may he designated,
respectively, as pulse-duration modulation, pulse-position modulation, or pulse-fre-
quency modulation.

In pulse-code modulation the signal wave is sampled at discontinuous intervals
deterinined by pulses, and is then quantized and coded,  Quantization is accomplished
by rounding off the value of the signal to the nearest one of a finite sot of permitted
values at each sampling step.  Such quantization permits the signal to be transmitted
by codes, such as the familiar telegraph code,

No matter whether continuous or pulse-modulation methods are involved, the
modulated wave contains new frequencies not present in cither the carrier or the signal
wave. These new frequencies are composed of the sums and differences of the earrier
and signal frequencies, and are ealled side-band frequencies.  The signal frequencies
arc usnally low compared with the carrier frequency so that, in most practical cases,
either or both side bands are of substantially the same frequency as that of the carrier;
it is the high-frequency charneteristic of the modulated wave imparted to it by the
carrier that permits it to pass through the propagation medium,

All essential signal information is contained in either one of the side bands. It is
unnecessary, thercfore, to transmit hoth side bands, or, for that matter, even the
carrier frequency.  In most radio systems, the carrier frequency is transmitted; other-
wise it must be provided locally in the receiver. Total or partial climination of one
of the side bands reduces the frequency spectrum or channel band width required for
transmitting a given kind of signal,

Since modulation is a complicated process, the question naturally arises as to why
modulation is necessary.  Most importantly, it imparts intelligence to the carrier.
In radio communication, and also in many kinds of telegraphy and telephony, modula-
tion is necessary as a means for conveying signals from one point to another.  Modula-
tion is also employed to achieve desirnble eharacteristies in communication. For
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example, the signal-to-noise ratio may be improved through suitable methods of
modulation, the effects of natural or man-made static may be drastically reduced, or
the frequency spectrum available for communication services may be more effectively
utilized.

23. Frequency and Phase in Modulated Waves. A sinusoidal variation with con-
stant amplitude and uniform phase shift per unit time is characterized by a fixed and
constant single frequency. Such a constant frequency is a feature of an unmodulated
carrier wave and is commonly encountered in communication systems. When the
carrier is modulated, however, the resultant wave is no longer characterized by a single
constant frequency or phase shift, and it is necessary to devise new concepts and
definitions for the instantaneous values of frequency and phase of waves more compli-
cated than simple harmonic variations.

Frequency is the time rate of change. Hence the angular frequency w is the time rate of
change of the phase angle 8; conversely phase angle 6 is the integral, with respect to time,
of the frequency w. With these concepts and definitions, we are no longer required to deal
with constant values of frequency and phase shift; instead we can define instantaneous

values of these terms.
The instantaneous angular frequency, in radians per second, is

d
wi = a a()

when the phase shift is a function of time 8(¢) and is equal to 2xf, where f is the frequency
in eps.
When the phase shift and frequency vary with time, the instantaneous value of the
phase shift is
oty = fuwidt
where w; is the instantaneous angular frequency in radians per second.

The expressions for instantancous frequency and instantancous phase shift are
applicable, of course, to the case when these factors are constant with respect to time.
But the particular value of these terms lies in their application to time-varying phe-
nomena, such as are encountered in processes of modulation.

24. Amplitude Modulation. In amplitude modulation the amplitude of the carrier
wave is varied in accordance with the signal. The resultant modulated wave is no
longer of constant single frequency but contains frequencies that are the sums and
differences of the carrier and signal frequencies. The new frequencies are called side
frequencies; if the signal is composed of a single sinusoidal wave, the spectrum of the
modulated wave will contain the carrier frequency together with two side frequencies,
one above and one below the carrier frequency and displaced from it, as mirror images,
by an amount equal to the signal frequency. If the signal is composed of a line or
continuous band spectrum, the side bands will also be line or continuous band spectra
as mirror images on both sides of the carrier frequency. The side bands contain the
information imparted to the carrier wave by the signal in the process of modulation.
If allowance is made for the fact that the modulation process shifts the frequency of
the signal by an amount equal to the carrier frequency, the spectrum of each of the
side bands is usually the same as that of the original modulating wave or signal.

Consider a sinusoidal carrier wave of instantaneous value
1= 1I.cos (wd + &)
where I. = amplitude of the carrier wave
we = 2rf = angular frequency of carrier wave, radians per sec, and f = cyclic
frequency, cps

¢, = relative phase of carrier wave at time! = 0
Let the carrier be amplitude-modulated by f(#), a sinusoidal time variation with angular

frequency ws, of relative phase .. Let

() = (1 4+ m cos (wot + P}
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where m is the modulation factor and lies between 0 and 1. Such a signal, wave always
has positive value and when applied to vary the amplitude of the carrier wave produces a
modulated wave expressed by

I[f()] cos (wd + &c)

1. cos (wet + &c) carrier

+ Yml, cos [(we + wt + (¢c + ¢0)] upper side band
+ Yoml, cos [(we — wdt + (¢ — &d)] lower side band

1

In the process of modulation, the constant amplitude of the carrier has been modified
by the signal wave f(t), which now serves to define or outline the envelope of the modu-
lated carrier wave. Since the amplitude is no longer constant, the single-frequency
carrier has been expanded into a line spectrum, and, in general, at any instant, the
modulated wave has an “‘instantaneous frequency ” different from that of the carrier
frequency.

The communication band width is the frequency speetrum occupied by the carrier
and all upper and lower side-band frequencies. The carrier frequency is a single fre-
quency conveying no information, but the above equations show that either the upper
or the lower side band alone contains all the information of the original signal, by
including the terms in w.. The frequency of the side bands has been shifted, however,
with respect to the signal frequency, by an amount equal to the carrier frequency.

In general, the relative phase ¢, of each component of signal frequency in the modu-
lated wave must be the same as that in the original form of the signal. This require-
ment may be relatively unimportant in some forms of communication, as in speech and
music, since the ear is not sensitive to changes in phase shift; on the other hand, it is
sometimes very critical, as in transmission of video signals for television.

If the modulation index m is zero, no signal information is conveyed to the carrier,
whereas if m = 1, the envelope of the ecarrier wave (for sinusoidal signal wave) varies
from zero to twice the value of its unmodulated amplitude. The average power in
the carrier (which is proportional to /2) remains constant. The power in each of the
side hands cannot exceed 25 per eent of the average power in the carrier, and this
occurs when m = 1. The total power in bhoth side bands, thercfore, cannot exceed
half of that of the carrier for normal transmission of the modulated carrier. If the
amplitude of the signal is increased relative to that of the carrier so that m exceeds
unity, the earrier is said to be overmodulated; distortion results, and the useful power
output in the side bands decreases.

Although the oldest and simplest form of modulation, amplitude modulation is not
particularly effective or efficient compared with other methods of modulation.

26. Angle Modulation. In angle modulation the angle of a sinusoidal carrier is the
parameter subject to variation by the modulating wave. Two forms of angle modula-
tion arc of practical value, (1) frequency modulation and (2) phase modulation.
These forms of modulation are related, and sometimes both exist simultancously in
the same system.

In frequency modulation the instantancous frequeney of a sinusoidal carrier is made
to depart from the constant unmodulated carrier frequency by an amount that is pro-
portional to the instantancous value of the signal or modulating wave.

To derive an expression for the current of a f-in wave, let the carrier current be
i = 1. cos (wd + ;)

and let the signal or modulating wave be —Awe sin w,t. Then, the instantancous frequency
of the modulated wave is

d
wi = (we — Awe sin w,t) = T 0(t)

Now, 8(t) = fw;dt = wt + (Awc/ws) cos w,t, so that the modulated wave takes the form

We

Aw.
t = I, cos (wA + 29 os w.l)
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For sinusoidal modulating waves, the frequency deviation of a f-m wave is Aw./w, radians
per sec.

If the above expression is expanded and the terms grouped according to frequency
compotuents,

2
t= 1. J. (Aw') oS [(wc + nw,)t + ll‘r]
w 2 |

[
n —

where Ju(Awc/w,) is a Bessel function of the first kind and nth order with argument
Awe/ w,.

The degree of modulation is usually defined as the ratio of the actual frequency
deviation Aw. to the maximum frequency deviation Awe,,, of which the system is capa-
ble, or which is permitted by law.

In phase modulation the linearly increasing phase of the unmodulated carrier has
added to it a time-varying phase angle whose magnitude is proportional to the ampli-
tude of the applied modulating wave or signal.

To write an expression for the phase-modulated wave, the time-varying component of
the phase angle must be proportional to the amplitude of the applied signal wave. Let the
signal wave be Ao cos w.t and let the unmodulated carrier bet = I, cos (wd + ¢¢) as before.
Then the modulated wave becomes

1= 1.cos [wd + (P + AP cos wit)] = I, cos o(t)

where A¢ is the phase deviation factor of the resulting wave, expressed in radians. The
instantaneous radian frequency w; is the time rate of change of phase angle 8(¢) or

Wi = We — ws AP sin w,l

For sinusoidal modulating wave, the frequency deviation of the phase-modulated wave is
ws A racdians per sec.

If the above expression for the modulated wave is expanded, and terms are grouped
aceording to frequency components, the phase-modulated wave is expressible as

t= 1 S‘ Ju(A9) cos[(wc + nwat + ",':]
dd

2
n= — o

where Ja(A¢) is a Bessel function of the first kind and nth order with argument A¢.

In phase modulation, the phase (1) = ¢. + A¢ 08 w,! is varied in accordance with
the signal.  The quantity A¢ cos wd is called the phase deviation and is expressed in
radians.  The degree of modulation is usually defined as the ratio of the actual phase
deviation 3¢ to the maximum phase deviation dgmax of which the apparatus is capable
at any moment, or is permitted by law. Thus, for phase modulation the degree of
modulation is defined in terms of the properties of the system in which it is used, and
not alone in terms of properties of the signal and carrier, as in the case of amplitude
modulation.

26. Some Properties of Angle-modulation Systems. In f-m systems the deviation
of the instantancous frequency from its unmodulated value is proportional to the mag-
nitude of the modulating wave and is independent of the frequency of the modulating
signal. On the other hand, in phase-modulation systems the deviation of the instan-
taneous frequency from its unmodulated value is proportional to the derivative of the
modulating wave. Thus, although phase modulation and frequency modulation are
particular forms of angle modulation, they are not essentially different, and one can be
converted into the other.

There is, in fact, no important difference between a frequency- and a phase-modulated
wave so long as modulation is accomplished by a single sinusoidal frequency, except a
difference in degree of modulation. If the modulating signal has components of many
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frequencies, however, then there is definitely a difference; f-m phase-modulated signals
have greater deviation at the higher modulating or signal frequencies.

Angle-modulation systems have important noise-reduction properties, particularly
for random noise, provided the signal level exceeds the noise level.  When the signal-
to-noise ratio is greater than unity, and preferably is greater than unity with a safe
margin, the noise-reduction properties of angle-modulation methods are primarily due
to two factors. The modulating signal produces a much larger deviation of the carrier
frequency than is produced by a random distribution of side bands. In addition,
superposition of random noise on a wide-hand angle-modulated carrier produces
modulation frequency components too high to pass through an audio system, so that
these components are not heard as noise. Only the side bands produced by noise
whose frequency components are close to that of the unmodulated earrier produce
noise in f-in systems, and these are relatively ineffective in producing f.m. The signal
has effective side bands far removed from the carrier, and all of these act together to
produce the swing or deviation at the signal frequency.

27. Carrier and Side-band Suppression. When a carrier of constant angular fre-
quency w is modulated by a signal, the frequency of the modulated carrier is broadened.
The modulated carrier contains frequencies of the carrier frequency, and bands of fre-
quencies above and below the carrier frequency and displaced from it by the frequency
of the signal component. These frequencies above and below the carrier frequency are
called the upper and lower side-band frequencies, respectively. The frequency spec-
trum occupied by the carrier and both side bands is called the communication band
width.

In amplitude modulation, the communication band width is twice the frequency of
the highest-frequency component of the original signal which is transmitted. Thus a
broadcast channel having a band width of 10 ke and transmitting both side bands is
capable of transmitting signal components in each side hand up to 5 ke; to provide
some spectrum separation hetween adjacent channels, signals of somewhat less than
5 ke could be accommodated in channels 10 ke wide.

In angle modulation, there exists an infinite number of pairs of harmonic side fre-
quencies, spaced above and helow the carrier by positive multiples of a single signal
frequency. Not all these frequencies are important, however, and the maximum
value of n which need be considered for a given modulation index m is expressed
empirically by the relation

nn = m 4+ km®?

where kb = 2.4 for J.,.(m) = 0.01, and k = 3.5 for .J..(m) = 0.001.

Sinee all the information of the signal is contained in either of the side bands, it is
unneccessary to transmit both side bands.  One side band may be removed, and the
portion of the frequeney spectrum fromt which the side band is removed will then be
available for other scrvices. One of the side bands may be removed by means of
fitters having very sharp cutoff properties, so that the carrier and one side band are
transmitted while the other side band is eliminated. Single-side-band transmission
may also be accomplished by removing one of the side bands by means of a phase-
balancing process instead of filtering. In the phasing method, two carriers are gener-
ated with 90-deg phase shift between them, and these are modulated by two signals
which also have a 90-deg phase shift between them. The output of the two modula-
tors consists of the carrier and one side band, the other side band being removed by
cancellation of phases in the two modulating units.

Sometimes it is not desirable or feasible to remove all of one side band, but merely
most of it, particularly at the higher signal-frequency components.  Vestigial side-band
transmission then results.

Carrier suppression is the process of removing the carrier component in a modulated
signal, leaving one or hoth of the side bands. Removal of the carrier results in no loss
of signal for the carrier contains no information. An appreciable saving of trans-
mitted power may be achieved by not transmitting the carrier, with resultant increase
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in the transmitter efficiency, for in the absence of a modulating signal no power is
transmitted. IEven when signals are transmitted, a larger fraction of the transmitter
power may be applied to the side bands instead of delivering it to a carrier conveying
no information. For carrier-suppression systems, a carrier of proper frequency and
phase must be supplied at the receiver. Since it is not always easy to achieve local
generation of a carrier of proper frequency and phase, some systems transmit a portion
of the carrier. The low-amplitude earrier transmitted in this case may then be used
to control the locally generated carrier in the recciver.

28. Need for High-frequency Carriers. For intelligence-bearing signals to be
propagated by electromagnetic waves, it is necessary that the electric and magnetie
components of the wave interact with each other to support and sustain the process of
propagation. This condition requires the generation of displacement currents of
appreciable magnitude, and these are produced when the carrier frequency is com-
paratively high. Practical radio communication depends upon the employment of
carrier frequencies greater than (and usually very much greater than) about 10 ke;
carrier frequencies may extend to several thousand megacycles, i.e., to the region of
10° eps or more.

The band width of the modulated ecarrier should be a small fraction of the unmodu-
lated mean carrier frequency. This limitation requires that the carrier frequencies be
very much greater than the highest signal frequency to be transmitted. This restric-
tion also requires very high carrier frequencies for those kinds of eommunication in
which a considerable amount of information must be transmitted in a short interval
of time (as in television or radar systems) or where the properties of the system necessi-
tate reasonably large excursions from the mean carrier frequency (as in f-m systems).

Table 2. Relations between Carrier Frequency and Band Widths for
Various Classes of Radio Communication

| ‘Typical carrier Typical Ratio of max
Type of service frequency, band width, band width to
Me cpa carrier frequency

Long-wave telegraphy...................... 0.100 | 0-100 0.001
Aecronautical telephony....... .. 0,200 100--3,000 0.015
Mobile (emergency) telephony.. 0.50 100-3 000 0.006
Broadcast telephony 0.600 40 -5.000 0.0083
Broadcast telephony 1.00 40-5.000 0.005
Broadcast telephony 1.50 40- 5.000 0.003
Loran.... ... ... et 1.90
Standard frequency (tone modulation)........ 2.50 600 0.00024
Amateur telephony. .. ....... .. ... .. ... 7.25 100 -3,000 0.00041
Emergeney frequeney.................... . 8.28
Short-wave broadeasting. ...........co0... .. 11.50 40--5.000 0.0004
Television channel 2....................... 51--60 30-4.500.000 0.082
Marker beacon. ... ... ... e, 75
Television channel 6....................... 82-88 30-4.500,000 0.055
F-m broadeasting........cooooovien. .. N 88 20--20.000 0.00024
F-in broadeasting. ........ooo.. o ... . 108 20 20.000 0.00018
Emergeney frequency.................. L 140 100-3,000 0.00002
Television channel 7.................. 2080 180-186 30-4,500,000 0.025
Television ehannel 13............... ... . 210-216 30-4.500,000 0.021
Long-wave radar (300 em)............ . 100 0-200.000 0.002
Microwave radar (10em)................... 3.000 0-500,000 0.0001

0.00005

Microwave radar (3em).................. . 10,000 0-500,000

The ratios of the maximum signal frequency to the (mean) carrier frequency for
typical classes of radio service are given in Table 2. These data show that the band
width for the modulated ecarrier frequency is, at most, but a few per cent of the mean
carrier frequency for practical systems.

29. Method of Solving Electrical-communication Problems. Solving many prob-
lems in electrical communication involves the following steps:
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1. The differential equations expressing the dynamic equilibrium of the system are set
up with initial and houndary conditions speeified.

2. The functions satisfying those sets of equations are determined by a process of integra-
tion which vields the formal solution to the problem. The formal solution thus found is
more general than is required for a particular solution.

3. The formal solution must then he subjected to the initial conditions of the system,
as well as to the houndary conditions of time and space to obtain the solution for the
particular problem under consideration.

The need for analytical treatments of communication problems thus becomes clear.
To be useful for communication purposes, however, the differential equations of
dynamic equilibrium of the communication system, as well as their formal solutions,
must be expressible in terms of information-bearing signals. It becomes necessary,
thercfore, to obtain quantitative expressions for the representation of intelligence in
developing an analytical approach to communication engineering. Such expressions
should be as simple as possible, for mathematical manipulation, eonsistent with the
requirement that they be sufficiently rigorous and useful for engineering and scientific
work.
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ANALYTICAL APPROACH TO COMMUNICATION ENGINEERING

30. Theories of Communication. The general problem of clectrical communication
is to: (1) accept, at the transmitting end of the system, the message to be eonveyed,
(2) transform the message into such form as will permit its passage through the com-
munieation system, (3) convey or transmit the clectrical form of the message from a
transmitting point to one or more receiving points, and (4) re-create a satisfactory
replica of the original message at the receiving end of the system.

The term “message”” is to be interpreted in a broad sense; it may mean any informa-
tion-hearing funetion, i.e., any concept or entity translatable into physical form capable
of being measured or specified as a single-valued time function. The character of the
message determines important features of the system (such as band width and power
requirements) especially when considered in relation to interference such as distortion,
noise, cross talk, and the like. As used in the above sense, the term “message”’ is
synonymous with the term “information.”

Views as to what constitutes information, and the means by which information ean
be expressed analytically, have had important bearings on the theories underlying
communication engineering and the development of communication svstems.  Two
theories have been effective in building up our present understanding of systems of
communication, control, and information processing. These are the classical theory,
which dominated thinking until the Second World War, and the statistical theory
developed since about 1942,

31. Classical Theory. The classical theory of communication depends primarily
upon application of the Fourier series and Fourier integral methods of expressing the
single-valued time functions of the information to he transmitted. The Fourier
series inakes use of 2 number (which may be infinite) of harmonic functions of time
to represent single-valued magnitude-time functions under steady-state conditions.
The use of Fourier series implies that the harmonie functions representing the wave
form have existed for an infinite length of time, and assumes that they will continue,
unchanged, for an infinite period. The Fourier integral represents a single-valued
aperiodie or transient magnitude-time funetion whose components, again, are assumed
to exist unchanged for all time.

The wave form specified by a Fourier series may be expressed as a magnitude-time
funetion in the time domain, or as a pair of line spectra in the frequency domain; in
the latter case the amplitude and phase of each discrcte harmonie component are
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plotted as line functions of the frequency. A wave form expressed by a Fourier
integral may likewise be represented in the time domain as a magnitude-time function;
in the frequency domain it is represented by a pair of continuous amplitude and phase
functions of frequency. A given function expressed in the time domain can be trans-
formed into the frequency domain and viee versa by means of Fourier transforinations.
Fourier transforms have played an important role in classical communication theory.
The classical point of view has heen useful in determining important properties of the
communication system, so long as the signals to be transmitted can be represented by
periodic or aperiodic time funetions.

According to the classical point of view, the recurrent or transicnt functions expressi-
ble by the Fourier serics or integrals are the commodity which the communication sys-
tem handles; such functions represent the information to be conveyed. [If the infor-
mation is to be expressed in terms of recurrent or transient wave forms, the Fourier
theory determines the values of the information function for all values of time—past,
present, and future. If a message is represented by a function of the type whose
values are specified once and for all, for all values of the independent variable (usually
time) the information expressed in this way must be such that its entire nature is pre-
cisely known and predictable. This point of view is in direet contlict with the very
nature of information, for, to be useful, the flow of information must contribute some
knowledge not previously known, and conscquently must be unpredictable.

32. Statistical Theory. The proper functioning of the communication systein
requires that the fluctuating phenomena, containing the information for transmission
from one portion of the system to another, must ultimately be re-created at the receiv-
ing end. The fluctuations of information may be represented by an array of unpre-
dictable but measurable quantities distributed in time. It is the unpredictable nature
of the message which makes it carry informmation. The fluctuating phenomena repre-
senting the information are best deseribed in terms of statistics and probability; thesc
branches of mathematics form the backbone of modern information theory, rather than
the harmonic or singularity functions on which classical conmnunication theory was
built. According to modern theory, messages and noise are random processes and are,
accordingly, dealt with analytically as such.

Whatever their source, messages to be transmitted are regarded as random time-
varying functions or time series. The statistical character of the message is assumed
to remain constant with respeet to time, and hence may be represented by time series.
Time serics are discrete or continuous sequences of quantitative data assigned to
specific moments of time. They are studied and evaluated with respect to the statis-
tics of their distribution in time. In the ease of simple time scries, a single numerical
observation exists at each moment of the diserete or continuous sequence.  Multiple
time series consist of a number of separate quantitics evaluated according to a time
common to al.

The random functions used to represent information in modern communication
theory can never speeify definitely the value of phenomena at a specified instant of
time in the future. Beeause they do have known or assumed statistical properties,
however, certain matters regarding the probability of the existence of the phenomena
can be ascertained.  For example, it is possible to determine the probability that one
letter in the English language will be followed by some other letter, or the probability
that a picture clement of given reflection density in a seanning process will be followed
by another element of half that reflection density. That is, the structure of the infor-
mation is not only determinable on a statistical basis, but it is also precisely determina-
ble. In studying the statistical structure of messages by random time series, a number
of statistical parameters will be useful.  The correlation function, amplitude distribu-
tions, and certain conditional probability distributions are among the most important
of these.

The mathematies of modern information theory, as well as the mathematics of
classical communication theory, represents general relationships between significant
entities in the communication process. As such, mathematies of communication
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theory represents a method or technique of thinking rather than a set of formulas which
may be used, in an automatic erank-turning process, to extract numerical results for
specific design purposes.  In this respeet, at least, the mathematics of information
theory is analogous to Maxwell’s equations, for example, which, although they provide
the underlying foundations from which circuit-design formulas can be derived, are not
immediately amenable and directly applicable to the solution of eircuit behavior.

33. Differences between Classical and Statistical Communication Theories. The
fundamental difference between these theories of communication lies in the recently
developed concept of the nature of information.  The unpredictable property of infor-
mation, and the use of the mathematics of statisties and probability theory to repre-
sent random processes, require knowledge of topics (such as generalized harmonic
analysis and theory of statistical operations) which have been but recently introduced
into the field of practical communication engineering.

The new point of view regarding communication theory complements and expands
the older classical point of view; it does not entirely replace or invalidate it. In
evaluating the performance of a communication system, there is still need to consider
periodic and aperiodic functions. But the introduction of the statistical theory opens
up new avenues which, at present, appear to give much promise for new technical
achievements. The new approach seems to be most promising in pointing the way for
conserving band width, or of trading band width for power (or vice versa), in the
design of prediction eircuits and filters for separating noise from the desired signal,
and in comparing or evaluating a given system with its theoretical limit of performance.

34. Time Functions Encountered in Communication Engineering. In a communi-
cation system the measurable varying quantities that are distributed in time to repre-
sent information are operated upon or processed in their passage through the system
in a varicty of ways. The time functions or time series representing information are
usually continuous—or may be treated as being continuous, without appreciable
error—and may be classified as periodic functions, aperiodic functions, and random
functions.

A periodic function is one whose amplitude repeats a set of values (usually, but not
necessarily, continuous) after the passage of a given interval of time. Any single-
valued recurrent wave form represents a periodic function. Periodic functions are
important in communication systems; for example, the carrier waves used in radio and
wire telegraphy and telephony are periodie functions. Any single-valued periodie
wave can be completely specified by the wave form for a single eycle, or by its ampli-
tude and phase spectra. Since recurrent cycles of periodic phenomena are alike, the
specifications for one complete wave or cycle are the same as those for any other com-
plete cycle.  Because all successive cycles of periodic phenomena are alike and can bhe
completely specified by the amplitudes and phases of the harmonic components as
functions of frequency, or by constructing the wave form (both of which are derivable
from a single cycle of recurrent phenomena), no new inforination is conveyed if more
than one cycle of phenomena is received.  Hence, periodic phenomena are incapable
of representing a continuous flow of information; in fact the information they can
convey is exceedingly limited.

An aperiodic function is one whieh is devoid of periodicity, or for which the period is
recurrent only if infinitely long.  Aperiodic functions of time are singularity functions
and are usually associated with transient phenomena. For purposes of analysis,
aperiodic functions are usually expressed in terms of the Fourier integral which speci-
fies the value of the function for all values of time. Aperiodic functions may be
expressed by the wave form of the function, or by the amplitude and phase spectra
which are now continuous spectra, rather than line speetra as is the case for periodic
phenomena.  Again, it is possible to specify the wave forin of an aperiodic phenomenon
for all values of time, and for this reason aperiodie phenomena, like periodic phenom-
ena, are incapable of representing a continuous flow of information.

Finally, random functions are encountered in communication systems. By a ran-
dom function is meant a single-valued function in which the instantancous values of
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the fluctuating phenomena are not subject to precise prediction, but whose statistical
properties can be precisely evaluated. It is impossible to specify accurately the mag-
nitude of a random function at any instant of time; all we can do is determine the
statistical probability that the function will have a designated value—or will lie within
a specified range of values—at any given instant. The fact that the value of random
functions cannot be accurately predicted for any specified instant is precisely that
characteristic property which makes them so useful in representing the flow of infor-
mation, For purposes of analysis, random functions are evaluated by applying princi-
ples of generalized harmonic analysis to the random or statistically determined
functions.

The three types of functions encountered in communication systems—periodie,
aperiodic, and random—may each be represented by means of generalized harmonic
analysis. Harmonic analysis applied to periodic functions gives rise to the simplest
mathematical forms, whereas harmonic analysis applied to random or statistically
determined functions is usually the least familiar to, if not the most difficult for, most
practicing communications engineers.

36. Periodic Functions. The simplest type of periodic function is that which
varies harmonically with respect to time. Such a function may be expressed in terms
of three constants by an equation of the form

¥ = f(t) = Esin (wt + 0) = E cos (wl + ¢)

where E is the amplitude or maximum value of the function, w = 2xf is the angular
frequency in radians per second if f is the cyclic frequency in cps, and 6 and ¢ are phase
angles relating the zero value of the sine or
cosine function, respectively, with that in-
stant of time from which it is assumed that i‘ """ -

the function has its initial, zero, or starting | ~—
value. \ /\ ‘{;
Harmonic functions are mathematieally  :

simple to manipulate and represent quite __1|¢ » \/ \/ \

accurately wave forms frequently encoun-
Time —»=
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tered in electrical-communication systems.
Moreover, sinusoids provide the basis for
dealing with much more complicated wave
forms, expressible by means of the Fourier
series, since any periodic wave form may be
represented by, analyzed into, or synthesized from, a series of harmonic functions with
properly selected values of the three constants for each component term.

Harmonic functions involve three constants: the amplitude E, the angular frequency
w (or the cyclic frequency f), and the phase displacement, given above by 6 or ¢.
When these three constants are known the harmonic function (either the sine or the
cosine) is completely specified. In the time domain, harmonic functions may be illus-
trated graphically by the familiar sine-wave curve of Fig. 2. Such a representation
has the value of illustrating, pictorially, the manner in which the function varies with
time. From such an amplitude-time curve, the three constants (amplitude, frequency,
and phase) may be determined.

An amplitude-time curve, such as that shown in Fig. 2, is a satisfactory method of
representing the manner in which the magnitude of a single time series varies with
time. But all harmonie functions (also ealled sinusoids) have similar wave shapes,
and once the manner in which the magnitude of a harmonie function varies with time
is known, any sinusoid is just like any other, except for its three unique and character-
istic constants; hence, it may he just as well—and more compactly—expressed in
terms of its constants. Moreover, the magnitude-time wave is not a very satisfac-
tory method of representing many—or even several—wave forms which may exist
simultaneously in a circuit or system.

1. 2. Harmonic function plotted ex-
plicitly against time.
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36. Amplitude- and Phase-frequency Spectra. In the frequency domain, the sim-
ple harmonic function may also be represented by means of its three characteristic
constants on a graphical plot in which frequency is the independent variable, and
amplitude is the dependent variable on one plot, and phase is the dependent variable
on the other. The amplitude-frequency and phase-frequency plots (called a pair of
speetra) for a simple harmonic function are shown in Fig. 3. The pair of spectra is
capable of conveying all the information for a given harmonic function, like that con-
tained in the time-domain plot of Fig. 2, and can represent much more compactly and
systematically the necessary data for each separate harmonie function when many
harmonic terms may be required to represent any periodie wave form more compli-
cated than sinusoids.

The middle diagram of Fig. 3 is called
the amplitude-frequency spectrum, whereas
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the lower diagram is called the phase-fre-
quency spectrum. Since the amplitude,
frequency, and phase are all constant for
a given sinusoid, the amplitude and phase
spectra are represented merely as lines of

appropriate length for the specified fre-
queney.  The  line-spectrum  form s
espeeially useful for specifying the charac-
teristies of cach harmonic component,
particularly when many components are
needed to represent a complicated periodic
wave.  See also Fig. 7.

37. Analytical Expressions for Simple
Harmonic Functions. Simple harmonie
functions may be regarded as being gen-
erated by the projection, on a suitable
axis, of a directed quantity (frequently
called a vector, although the term phasor
appears to be more appropriate in this
application) of constant magnitude E,,
rotating with constant angular velocity
radians per sec in a positive (counterclock-
wise) direction, with an initial phase dis-
placement ¢, as shown in Fig. 4. The
projection of one end of the rotating
phasor on the z, or real, axis generates the
cosine funetion, whereas the projection of the tip of the phasor on the y, or quadrature,
axis (usually designated as the imaginary or j axis) generates the sine function.

m
3

Amplitude

(o]

Frequency
mphitude- frequency plot of simple harmonic function
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D

Phose
(=]

Frequerﬁ

Phose-frequency plot of simple hormonic function

FiG. 3. Harmonic function plotted against
time with its corresponding amplitude- and
phase-frequency spectra plots. The spec-
trum plots convey the same information as
does the plot in the time domain.

At any instant, the sine and cosine functions are the rectangular components of the
rotating phasor, as expressed by the vector sum

E = Ep cos (wt + @) + JE sin (wt — @)

where j = (—1)! is an operator having the algebraic value indicated, and geometrically
represents rotation of 90 deg (or 4= radians) in the positive or counterclockwise direction.
The phasor may also be expressed in terms of its polar components—the amplitude and
phase—at any instant, rather than in terms of its rectangular coordinates at the same

instant. In polar coordinates,
E
E = |Em|/¢ = (E'Re2 + Equ’)”/tan 1 ZRe
- / Eq
In this mode of expression, |Em| = (Ene? + Equ??* is the amplitude or maximum value of

the rotating phasor, expressed in terms of its rectangular coordinates Ere = En, cos (wl + ¢)
and Equ = En sin (wt — ¢), whereas the phase angle is also expressed in terms of the
rectangular orthogonal components, through the relation ¢ = tan ! (Ene/EqQu).
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Expressions in rectangular form are more convenient when harmonic functions are
to be added or subtracted, whereas the polar form is more convenient when ginusoids
are to be multiplied, divided, or raised to a power.

38. Exponential Representation of Harmonic Functions. It is shown in elementary
textbooks on trigonometry (see, for example, C. I. Palmer, C. W. Leigh, and 8. Kimball,

FiG. 4. Generation of harmonic function by means of phasor of magnitude En rotating in
positive (counterelockwise) direction with eonstant angular velocity w. Left, the path of
the rotating phasor for four different angular displacements. Right, the harmonic fune-
tion as genecrated by projection of the tip of the phasor for different times.

“Plane and Spherical Trigonometry,” 5th ed., Chap. XI, McGraw-11ill, 1950) that the
expansion for an exponential quantity in complex form is

LR LN O L ¢ L

R T T 31 oy
LI A S . LI T L 1
=(“a+a—m+s—z—"')if(’—ﬁ+a‘ﬂ+a"“)
It is also shown that
1-1 Il 1-! Iﬂ
c.,sz=(1—m+n—m+§—-.-)

and
3 1] 7 1
sin z = (z—%+%—%+%— ONG )

It follows that

etiz = cosz + jsinz

e i* = cosz — jsinz
ei* 4 it

2

. eit — ¢~i®
sinz =

€08 T =

2

The term e®i* represents a veetor of unit magnitude, displaced from its zero or reference
position by an angle of +z radians.

Now, if z = wt, where w = 2xf is the angular velocity of the rotating phasor in radians
per second, and if f is the eyclie frequency in cps, the exponential e*i* = %% designates
the locus of a circular path of unit amplitude, rotating with angular velocity of w radians
per sec, the positive direction of w being that for which the phasor rotates in a counter-
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clockwise direction. If the exponent is positive, the path is counterclockwise; if it is nega-
tive, the path is negative or clockwise.

The phase angle ¢ is taken into account by writing r = w! + ¢ and the amplitude is
accounted for by an amplitude-multiplying factor E. 'Then.

Eeitottd) = Reivteid = K cos (wl + ¢) + FE sin (ot + ¢)

RADIO ENGINEERING HANDBOOK

represents a phasor of magnitude E rotating in positive or counterclockwise direction, with
angular velocity w radians per sec, and having an initial phase displacement of ¢ radians,
as shown in Fig. 5. In the same way, a phasor of magnitude E rotating in the negative or

Quadroture axis
Quadrature oxis

Y Reo! -
@w axis

D-ae @
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d
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e

-
et

W

Fia. 5. Generating simple harmonic function
by projeeting on a reference axis the end of a
phasor rotating with constant velocity
about a fixed point. The dashed arrows
show the rectangular components of the

Fig. 6. Harmonic functions may also be
generated by the resultant of two equal
phasors rotating about a common point with
velocities that are equal in magnitude but
opposite in direction.

phasor, of magnitude En, represented by
solid arrow.

clockwise direction with constant angular velocity of —w radians per see, and having an
initial phase displacement of # radians. is expressed by the relation

Eeit—wt+8) = Ee ivteid = E cos (wt + ¢) — JE sin (wl + ¢)

In the terminology of exponential functions, the real component represents the eosine
function, as given by
E cos (wt + ¢) = Re[Eeilwt+d)]

and the quadrature or imaginary component represents the sine function as given by
E sin (ot + ¢) = Qu[Ee/(w+®)] = Im[Eei(w+d)]

In engineering use, the real component is employed more frequently than the quadrature or
imaginary component and the IRe notation is understood; when this is the ease, the Re
notation is usually dropped as superfluous.

In addition to being expressible in terins of a single rotating phasor, harmonic functions
may also be represented by a pair of phasors of equal magnitude E having the same initial
phase displacement ¢ and having the same absolute value of angular frequency w but with
different sign, and hence rotating in opposite directions. As shown in Fig. 6, the cosine
function may be expressed as one-half the vector sum of the oppositely rotating phasors,
according to the relation

jot — jwt
E cos (wl + @) = L3(Eeivtei® + Ee~ivteid) = Eeit (e_’_%_e__)

By forming the projection of the two vectors on the quadrature axis, the sine function,
along the j axis, is expressed as

JE sin (0t + ¢) = Y[(Eeivtei®) + (— Ee~iei®)]
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from whieh
) eiwt — e—jwt
E sin (wt + ¢) = Eei® [———~]

2j
E above is an amplitude function and ¢/% represents a phase displacement. The exponen-
tial form of representing harmonic functions may be simplified by combining E and /¢ to
yield a pair of conjugate complex numbers to designate both the amplitude and the phase.
This may be done by making use of

B’ = |Elei® = E, + E_ = (A + jB) + (A — jB)

With this notation, E, = (A + jB) and E_ = (A — jB) are both complex quantities and
are the conjugate of each other. The pair of conjugate complex quantities together make
up the complex magnitude K, which expresses both the absolute value of the amplitude |E|
and the phase displacement ¢. With such a notation, a rotating phasor may be repre-
sented by the simple expression
E = Eleivt
In this form, the phase angles are incorporated in the expression for E’, which is the sum
of the two conjugate complex numbers, but the phase angles do not appear explicitly.
When required, however, the phase angles may be derived from the eomplex form of E’
since
¢ = tan™? (B/A)

The exponential form of representing harmonic functions is particularly useful
when the functions are to be differentiated or integrated. The rectangular or polar
forms are each easily derived from the exponential form, which contains both sine and
cosine functions, and hence the e:ponential form, when modified, lends itself also
quite well to operations of addition and subtraction as well as to multiplication and
division.

In the exponential form, the amplitude, frequency, and phase components may be
readily separated. At the same time, by making use of a pair of conjugate coefficients,
it is possible to combine the amplitude and phase into a pair of conjugate terms which,
in the equations, may be handled as a single termm. Thus the E coefficients are
complex, but they appear in pairs and their sum is a real number. The exponential
representation of a rotating phasor includes both the real (or cosine) term and the
quadrature (or sine) term, either one of which may be selected merely by choosing
the projection on the real or the quadrature axis, respectively.

39. Nature of Harmonic Analysis. By a technique first disclosed by Fourier, any
periodic wave form can be analyzed into, or ean be synthesized from, a series (which
may contain an infinite number of terms) of sinusoids or harmonic functions. The
frequencies of the terms in the series are integral multiples of some fundamental
frequency, and the amplitudes and phases of the harmonic components—their spectra
in other words—are uniquely related to any given wave form. The practical applica-
tion of the Fourier technique depends, of course, upon being able to determine the
amplitude and phase spectra for each and every term in the series representing the
given wave form. This technique is accomplished by that branch of mathematics
known as harmonic analysis. Reciprocally related Fourier transformations in har-
monic analysis make it possible to specify a given function either in terms of its
amplitude-time function in the time domain, or by means of its amplitude and phase
spectra in the frequency domain.

By extension of the Fourier technique, any nonrecurrent phenomena may be con-
sidered as the limiting case of periodic phenomena with infinite period. By a limiting
process, the methods of harmonic analysis for periodic phenomena may be extended
to apply to nonrecurrent or singularity functions. Again, the practical application
of the Fourier integral technique depends upon being able to determine the amplitude
and phase spectra for the transient phenomena of specified wave form. This is
accomplished by generalizing the technique of harmonic analysis, and again suitable
transformations may be made from the time domain to the frequency domain and
vice versa.
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Still further generalization of harmonic analysis makes it possible to characterize
a random probability-distribution function by means of a correlation function which
is equivalent to the power spectrum of the random function.

At the present time a great deal of activity is going on in the development of infor-
mation theory, in which the theory of probability plays as significant a rolc as does
generalized harmonic analysis, especially as this is applied to stationary time series.
We shall limit the treatment here to a brief discussion of Fourier series and integrals,
leaving the user of this compendium to refer to specialized texts for treatment of
more recently developed and more advanced topics in this field.

40. Fourier-series Analysis. Any recurrent, periodic, single-valued wave form
whose nonrecurrent interval is 7 may be expressed as the sum of a series of sinusoids
whose frequencies are integral multiples of the lowest or fundamental frequency
f = T/2x. A constant term, which may be regarded as a harmonic funetion of zero
frequency, may be required in such a series.

As an example of Fourier's method, Fig. 7 shows a rectangular, periodic wave form
(top) with the required amplitude spectrum (center) and phase spectrum (bottom).

The general Fourier-series expansion for any periodic function may be written in the
alternative forms:

0 -]
et) = Ao + z A, cos nwt + z B, sin nwt
n=1 n=1
L]

z Cpeinwt

n=-—w

wheren = 0, 1, 2, 3, . . . , nis the order of the harmonic. The amplitudes of successive
terms in either and both forms of the series must decrease with increasing harmonic order
. for the series to converge to a finite limit; this
—-%— — condition is fulfilled for wave forms ordinar-
ily encountered in radio communication.
For either of the above expressions to spe-
cify a periodic function properly, it is neces-
sary to know the numerical values of the
amplitudes of the harmonic functions of the
Fourier series, i.e., we need to know the
values of Ao, A,, and B, or of C, for all
values of n. To evaluate these coefficients,
use is made of the following trigonometric
integrals:!
| 1. The average value of a single sine or
| L L 1 cosine term, when taken over a complete
0 3 5 7 9 1] N0
Amplitude - freq plotof r lor wave form, perlo QR :
with frequency scole expressad in terms of multiples . 2. The average value ol: the product qf two
. of the fundamentol frequency sines or cosines or of a sine and a cosine of
commensurable but numerically unequal
frequencies, taken over any complete period
l of the product, is zero.

Amplitude - time plot of wave of rectongulor form

Amplitude

[e]

+

0

Phose

3. The average value of the product of two

5 sines or cosines of the same frequency, taken

Phase-frequency plot of rectangular wave form with ~ over any complete period, is one-half the

frequency scale 1dentical to that for the omplitude~ cosine of the difference between the phases of

frequency plot the two factors. For the product of a sine

Fia. 7. Squarc wave plotted against time and cosine, the average is one-half the sine of

with its corresponding amplitude-frequency the angle by which the sine term leads the
and phase-frequency plots. cosine term.

If e(?) is an arbitrary periodic function of

period T, so that e(t) = e(t + T), it is expressible as a Fourier series of harmonic functions

If the function e(t) is specified, either analytically or graphically, the Fourier coefficient.
t Franklin, P., * Differential Equations for Electrical Engineers,” Wiley, 1933,

]
E]
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may be determined from the relations for the line spectrum

1 [¢4+T
Ao —ﬁ C(t) dt

T
2 [t+T
Ap =~ /t e(t) cos not dt

9 t+T
B, = _ j: e(t) sin nwt dt

1 t+T X
Co= /; e(tyeminwt dt

where T = 2r/w is the fundamental period, or the period of the lowest frequency or funda-
mental term. In the above expression, (', is o complex quantity, related to 4, and Ba by
the equations

Co = Ao Cin = Y5(Au + B C_n = Y5(Aw — jBw)

When the Fourier serics represented by e(f) is inserted into the integral expressions for the
Fourier line-spectrum coefficients, all terms, when integrated over a complete period,
hecome zero except those for the nth term. llence, for each value of » it is possible to
determine the Fourier coefficients.
Any pair of conjugate terms in (', specifies an n-term frequency component of the Fourier
series, since
Conei™® 4+ C_e”in2 = A, cos nr + Basin nz

The absolute value or magnitude of the nth term is
Co = (Au + BOK
and the phase angle for the nth term is
én = tan"! B,/A,

By means of the Ca and ¢, terms, the amplitude and phase may be plotted for the nth
harmonic to produce a line spectrum which is characteristic of that Fourier series and the
wave form it represents. In the exponential form of the expression for harmonic functions,
the Ca terms occur in conjugate pairs; from such a conjugate pair, the amplitude and phase
of the nth term may be readily derived, but the phase properties do not appear explicitly.

For periodic functions e(t) of period T, the function is analyzed into its line or discrete
amplitude- and phase-frequency spectra by means of the relation

(S jnunt d
= - )
" Tﬁ) LGRS G

where w is the angular frequency (in radians per second) corresponding to the period T
(in seconds). The function e(t) is synthesized from its amplitude- and phase-frequency
speetra by the transformation

41. Average and Effective Values of Periodic Functions. If e(f) is a periodic function
of time with period T so that e(t) = e(t + T), the average value of the function over the
time interval of a complete period T is

1 t+T
Eav = T j: e(t) dt

The average value of a cyclic function which is symmetrical with respect to the zero axis
throughout the cycle is zero. Over any integral number of complete cycles, the average
value of a sine or cosine function, therefore, is zero.

In speaking of the average value of a sine or cosine fuuction, the electrical engineer
refers to the average value of either the positive or the negative half of the cycle, the
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absolute value of which is
1 [~ 2E
Eav = - / En sin wtd(wt) = =7 220.6366198 . . . En
x JO x

where E o is the maximum value of the harmonic function.

In many cases, certain electrical effects are proportional to the square root of the
average value of the square of the function throughout the cycle. This value is
known as the effective value, or the root-mean-square (rms) value from the fact that
it 18 found by first squaring the function, determining the mean value of this squared
value, and extracting the square root of the mean value to determine the end result.

Thus, in general, the effective value of a function of time e(t) is given by the relation

_ {1 t+T 14 14
Erms = 7.[ [e®)] l}

If the time function is a harmonic function such that e(t) = Ep, 8in w!, the rms value of the
function over a complete cycle or period is

1 = be En
Erms = | (Em sin wt)? d(wt) = —= 220.7071068 . . . En
27 Jo V2
By applying the equation for the effective or rms value to a periodic wave form expressi-
ble by the Fourier series,

e(t) = Eo + Eisin (w! + ¢1) + Ersin 2wt + ¢p2) + + - - + E, sin (nwt + ¢n) + -+ -
the effective value of a periodic recurrent function is given by
e()rms = [Eo* + (Bt + Est + - - - + E2 4 - - - )]}%

42. Aperiodic Functions. The Fourier series represents a recurrent time function
whose energy is represented by a number of discrete and uniformly spaced frequency
components, the sum of whose amplitude and phase components constitutes a pair of
line spectra. In general, the frequency components of a periodic wave may be
expected to be infinite in number, and each is represented by a trigonometric function
of time, mathematically defined as existing throughout all intervals of time from
L= —» to!= o, Since the wave form thus described by a Fourier series is
expressed in terms of functions which are defined as having existed for all values of
time, the Fourier series—or its equivalent representation as a pair of line spectra—
can be used to represent only steady-state phenomena.

When we come to deal with aperiodic or singularity functions, we find that such
functions can be analyzed or synthesized by a process similar to that employed for
representing periodic funetions, although there are some differences. For aperiodic
or transient phenomena, the energy represented by a pair of amplitude and phase
spectra must be continuous, whereas they were line spectra in the case of periodic
phenomena. There are no recurrent features in an aperiodic function, which, accord-
ingly, may be regarded as the equivalent of a periodic function with infinitely long
eycle of recurrence.  As the period becomes infinitely long, the frequency separation
between the discrete components in the line spectra approaches zero. Accordingly,
the aperiodic function will be a continuous function of angular frequency « rather
than a function of discrete frequency intervals nwi, where o, is the angular frequency
of the lowest-frequency component.

43. Fourier Integral. From the discussion on aperiodic functions, it would seem
logical that aperiodic phenomena might be derivable from the Fourier-series expres-
sion of periodic phenomena by means of a limiting process in which the series form is,
in some way, converted to the integral form.
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To see how such a limiting process may be effected first write the expression for the

periodic function as
L] L]
. Ca\ .
e(t) = Cpeinet = o ™)
d w1
©

n=—w n=—

where, now, w: is used to designate the frequency interval between the successive diserete
frequency components. If T is the period, /1 the fundamental frequency in cps, and w, is
fundamental angular frequency in radians per second, then T = 2x/w1, and a complete
eycle of recurrent phenomena occurs hetween the limits of T = —«x/wi and T = +x/w1.
Ilence, the expression for the amplitude and phase spectra may be written as

L g

C p— _I l+T (l) —inwt it = i ‘: c([) —;‘uw.ldl
n=7 e(t)e dat = e €
w

In the limiting process, as T — o, it follows that fi = 0 and w; — 0. Moreover, sinee
C, « 1/T, the amplitudes of any given harmonic components approach zero as the period
approaches infinity, although the ratio Cn/w: may be expected to approach a finite limiting
function as the period increases to infinity. No matter what the line spacing «y may be,
since n is an integer it follows that the spacing between successive spectral lines, or the
frequency increment between successive lines, is equal to the lowest or fundamental fre-
quency, and we may write A(nw1) = wi. With this notation e(t) takes the form

e(t) = z (%‘) einot A(nwr)

nwy= —®

and the function representing the amplitude and phase as a funetion of frequeney becomes

T

(5 w1 @ 3
- = — (i —inwt
(an 2 J _* e(he t
[~

Now, to effect the limiting process, let 7 — ©, w1 — 0, n — =, and (nwn) — w. Also,
in the limit, we define A(nwi) = dw and also (Ca/w1) = C(w). When such a limiting
process is effeeted, the aperiodic function is expressible by

CJ 3
e(t) = f C(w)ei*t dw
where

((w) = L1 f” e(t) e iwt dt
2x J—-w»

By suitable transformations, e(f) may be transformed into C(w) and vice versa. Thus,

1 L . CJ .
Clw) = o= e~ it dt [ C(w)ei* dw
27 J—w -
and
1 . L .
e(t) = — eI dw [ e(t)e~iwt di
2 J—w —w

The above expression for e(t) is called the Fourier integral representation of the
function e(), or the inverse transform of C(w). The expression for C(w) is the Fourier
transform of e(t) because it transforms a time function e(t) into its equivalent fre-
quency function C(w). The expression for e({) synthesizes a given time function
from its amplitude and phase spectra, which are now continuous functions of frequency;
it represents the function in the time domain. The expression for ('(w) represents the
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function in the frequency domain and analyzes the given function in its amplitude
and phase spectra,  The two equations may also be regarded as representing a pair of
integral equations and their solutions.

44. Random Functions. Random functions are devoid of any fixed or precisely
predictable relationships between the dependent and the independent variables.
Therefore, it is not possible to write an expression for the amplitude of a random
funetion. It is possible, however, to state the probability with which the amplitude
will lie between two specified values of the dependent variable for some value of the
independent variable.  Random functions are treated analytically by means of
statistics, which is based on the theory of probability,

46. Noise. In an acoustic sense, noise may be defined as any extraneous sound
tending to interfere with the proper and easy pereeption of those sounds or signals
which it is desired to receive. In this sense any undesired signal may be regarded as
noise when mixed with the desired signal. Many disturbances of an eleetrical nature
produce noise in radio receivers, so that the term has a much broader connotation in
communication engineering than that given by the above definition. More generally,
then, noise may be defined as some random process which modifies the signal in a
predictable manner. The principal effect of noise is to interfere with the desired
signal and make it less casy to perceive; it limits range and sensitivity,

Noise in radio systems may be of two general kinds.  Random noise is noise due to a
large number of individual, but not necessarily identical, overlapping disturbances,
whose occurrence has no specifiable regularity, Nonrandom noise is noise that
exhibits more or less definite regularities and hence assumes more nearly the character
of interference from some other signal.

An important property of random noise is that the addition of two or more random-
noise signals produces a resultant random-noise signal whose power is equal to the
sum of the power of each of the component noise signals. Power, in this sensc, is
defined as the integral of the square of the amplitude.

Random noise includes that due to: (1) shot noise, resulting from fluctuations in electron
emission in circuits involving thermionic emission; (2) incidental noise of atomic origin in
electron tubes, including that due to ionization, production of secondary electrons, emission
of positive ions, and fluctuations in these phenomena; (3) flicker noise, resulting from
variations of the total space current in a thermionie emitter, as a result of changes in
evaporation, diffusion, chemical action, structural rearrangement, and gas-ion bombard-
ment throughout areas of the cathode surface which are large compared with that involved
in the emission of a single electron; (4) “static’ electrical charges, atmospherics, and inter-
stellar noise and interference; (5) contact or breakdown noise, resulting from the break-
down of insulation, or the making and breaking of minute clectrical conducting paths in
components of the system; (6) dirt and grain-size noise, which are attributable to minute
irregularities in the structure of equipment or components, and which may beinnatein the
materials employed, or developed in processing or handling,

Nonrandom noise is not of random nature and has characteristic wave shapes of its own.
Nonrandom noises thnt may be encountered in electrical-communication systems include:
(1) noise from rotating or vibrating electrical equipment, e.g., motor commutators, electrie
razors, and vacuum cleaners; (2) ignition noise from ignition systems; (3) hum from eleetric
power lines, of fundamental and harmonic frequencies; (4) extraneous signals, such as
harmonics of stations operating at a submultiple frequency of that to which the receiver is
tuned, or signals from stations operating at “sum and difference’ frequencies of loeal
oscillators within radio receivers; (5) noise due to some irregularity that is periodic at the
frequency of rotation of mechanical equipment, commonly called *“ wow ' ; (6) mechanical
vibrations of components in the radio receiver, commonly called " microphonics’; (7)
feedback and oscillation within the system, called “howl " when occurring at an audio
frequency, or **motorboating” when occurring at a subaudible frequency; (8) spurious
responses of the equipment, and other noises.

46. Information Theory. Since the beginning of the Second World War, consider-
able progress has been made in the development of a theory of information which
takes full cognizance of the unpredictability of messages, and applics probability
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theory to the specification of messages. P’rogress in this field has been so rapid and so
extensive that only the most elementary highlights can be set forth here.!

Communication is carried on by the successive selection and arrangement of pre-
arranged or generally understood physical symbols. In a manner that depends upon
the properties of the communication system, such signals are produced by the sender
and are brought to the attention of the receiver. The proper selection and sequential
arrangement of such symbols or signals are capable of conveying intelligence in accord-
ance with the meanings attached to the symbols. Since a sequence of symbols is
required to convey information, it is evident that one of the characteristics of intelli-
gence is that it may be expressed as a single-valued time function. From a practical
point of view, this is a most fortunate result, for it is this characteristic property of
intelligence that permits information to be transmitted economically by electrical
means.

In the process of communication, it is clear that two entirely distinet operations
are involved. One of these deals with the proper selection and sequential arrangement
of the physical symbols; the other deals with the meanings attached to the symbols.
Information theory is concerned with the first of these two phases and with such
matters as definitions and measurement of information, the philosophy of information,
random processes, probability theory, correlation, prediction, filtering, storage, modu-
lation, and like topics, all of which are equally valid without regard to the meanings
attached to the symbols of communication. It is this phase of the broad topic with
which communications engineers are primarily—if not exclusively—econcerned. That
phase of communication dealing with the meanings attached to the symbols is, in
fact, semasiology, which is the province of semanticists and lingnists.

Information is conveyed by the successive selection and arrangement of a number
or sequence of symbols; it is neasured by the number of symbols needed to convey
the desired idea or intelligence. Fundamental to the concept of information is the
idea that, prior to its reception, any message is uncertain; the more uncertain we are
about the composition of the message, the greater will be the amount of information
needed to remove the uncertainty regarding the unpredictability as to what has been
sent. It is, therefore, the unpredictable nature of the message that makes it convey
information. According to this point of view, whatever their source, messages are
regarded as random time-varying functions. It is usually assumed that the sta-
tistical character of the random time functions remains invariant with time.

To be useful in electrical communication, any measure of information must be
correlated with the notion that the amount of information increases as the number
of selections or choices from a set of possibilities is increased. The simplest possible
choice is the selection between two equally likely choices. It appears reasonable,
therefore, to define the unit of information—the amount, not the meaning—in terms
of such equally likely selections between M possibilities. We also recognize that n
independent selections (i.e., selections which do not affect one another) of this type
constitute n units of information. Hence the basic unit of information is defined
as the amount of information associated with a single selection between M equally
likely choices; invariably the choice is made hetween only two possibilities at one
time, and for such a binary choice, of course, M = 2. The name “bit”’ from “binary
digit” has been almost universally adopted to designate the unit of information,
although the term “binit,” having the same derivation, has also heen suggested.

When a selection is made from M choices, not necessarily equally likely, we shall
say that an M-order selection has been made. It will be convenient at times to
retain this generality, although nearly all work in information theory has dealt with
binary selections for which M = 2. When a series of n selections is made in M-order

1 For fuller details, the reader is referred to * A Bibliography of Information Theory (Communication
Theory—('yherneties),” by Iv, L. Stumpers (published Feb, 2, 1953, by the Researelh Laboratory of
Electronics, M.1.T., Cambridge, Mass,), listing approximately 800 contributions under a dozen different
headings. For subsequent work, the reader is referred to the ** Symposia of Information Theory”
issued annually by the Institute of Radio Lngineers.
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selections, we say that an n-order choice has been made. When the choices are,
a priori, equally likely, the selection is called an equally likely selection.

To illustrate the relationship between information and a sequence of selections,
consider the diagram of Fig. 8 in which, proceeding from left to right, an M-order
selection is made at each choice, and there are n choices. In the diagram shown, we
deal with binary selection, so M = 2, and there are four sequences, so that n = 4.
Beginning at the initial point, in the first step we make a selection between two alter-
natives (a 0 or a 1) which lead to either the top or the bottom half of the remaining
portion of the diagram. In the second choice, we select an upper (0) or lower (1)
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F1c. 8. Relationship between information and a sequence of selections.

At each step the

number of possible selections or choices is 2 (M

= 2); the number of sequence steps is

designated as n.

group in the half previously ehosen.
lower (1) subgroup in the group previ

The total number of possible sequences is ¢

M,

In the third choice we select an upper (0) or
ously chosen, and so on until a final selection

has been made from n possibilities.

A new unit of information is added each time

a choice is made, for the selection excludes all irrelevant possibilities and more accu-
rately and definitely specifies a given selection, thereby removing some uncertainty
regarding the message. As the number of choices increases linearly, the number of
possibilities from which a selection is possible increases geometrically, or in an expo-
nential sense. Hence, if ¢ is the total number of possible sequences in an M-order
selection with n choices all being equally probable, then

c =M

If information increases lincarly with the number of sclections, which is in accordance
with our intuitive feeling, the quantity of information H must be dependent upon ¢
in such a way that

H = f(M") = f(c)
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The amount of information H is lincarly related to the number of selections n if the
function f is such that
H=nlogM =logc

In this case of binary selection (M = 2) we have heen able to select any one of
¢ = 16 possibilities

all equally likely, with n = 4 choices. Since four selections were required, we have
4 bits of information represented by the process described and shown in Fig. 8.

The base of the system of logarithms has not been stated in the result given above.
This is not of fundamental importance, because logarithmic measurements in either
of two systems of measurement (or to either of two bases) differ merely by a constant,
which can easily be taken into account by a proportionality factor. The selection
of a base is, then, largely a matter of convenience. The simplest results obtain when
logarithms to the base M are used, for in this case logyy M = 1, and for the case under
discussion, then H = n.

The result given above is strictly true for binary selection if M is a power of 2;
in such a case H then becomes an integer. If M is some number other than a power
of 2, then, for binary selections, the number of clementary seleetions required to specify
the desired choice will not be an integer; it will be a number equal to the logarithm
of cither the next higher or the next lower power of 2. The corresponding amount of
information must, accordingly, lic between these two limits, and we must then
determine the significance of amounts of information H which are not expressible by
integers. The equation given above is correct, even for nonintegral values of H
(that is, for M not a power of 2) provided we regard and interpret H to be the average
value of the information eonveyed by a large number of selections, all of which are
equally likely, rather than the total information as given above.

In dealing with long messages in which many choices are made, it is often convenient
to have a quantity that represents the average amount of information per M-order
selection rather than, as has been done above, to determine the total amount of
information corresponding to the whole message or total number of sequences of
selections. The average information H. may be defined as the total amount of
information given by a very long message H divided by the number of choices n
in an M-order selection. When all the selections in the message are equally likely
and independent and when, in addition, M is a power of 2, the quantity H,y is just
equal to the information actually given by each selection, that is,

H.v = -l- ‘ng c = lOgg A,
n

If M is not a power of 2, this equation represents the average amount of information
taken over a very long sequence of selections.

It is now necessary to take into account the probahility that certain messages or
selections are made, for messages having a high probability of being chosen will
require fewer selections than messages having a low probability of being chosen.
Furthermore, we feel instinctively that a message of low probability—and hence

more selections—contains more information than a message of high probability
requiring few selections.

To obtain a mathematical expression for this state of affairs, let P(¢) be the probability
of the ith message. The number of binary selections required to convey such a message
will be some integer Bs({) whose magnitude will be close to —logz P({). But P(3) is the
probability of making a selection in the last subgroup through a process of successive
halving the entire ensemble of messages Bs(i) times, as already described. Inother words,
for a relatively short or small number of selections, P(@) = 285 and by making the num-
ber n of M-order selections sufficiently large, the percentage difference between — logz P(3)
and Bs(d) can be made as small as we choose. In the limiting case of an infinite number of
selections (1.e., n-— ®),

Bs(i) = — log: P(3)
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Consider now a sequence of Q selections of messages, each message of which is assumed to
consist of n M-order selections so that the total sequence represents nQ selections. If the
number @ is made sufficiently large, the ith message in the soquence will have a frequency
as close to P(¢) as we may choose. The average number of binary selections required to
select one message will he the mathematical expectation of By, or E(Bs). If ¢ is the numn-
ber of different sequences that can be formed, then

c—1
E(Bs) = — z P(@)Bs(3)
t=0

The average amount of information produced by each M-order selection is then the ratio
of the expectation of By to the number of selections n as n — » . That is,

e—1
E(Bs 1
Hav = lim & = lim - (—) S‘ (@) log: P
n— n n—® n '&(()
=

This limiting process yields! a result for the average amount of information per M-order
selection of
M-—1
Hyy = — V p(k) logs p(k)
ya
k=0
where p(k) is the probability of the kth choice of M, and nk is the number of times the kth
choice is selected in the ith message of n selections. A negative sign is used here hecause,
although the average amount of information per M-order selection is positive, the individual

probabilities are less than unity, so that their logarithms are negative numbers; these are
transformed into positive numbers by the minus sign,

47. Band Width and Noise. A practical problent in eommunication theory has to
do with the rate at which a function to be transmitted should be sampled so that it
may retain its essential characteristic information. Or we may wish to know how
many amplitudes ust be distinguished from one another so that the communication
system serves its intended purpose adequately.  An infinite number of amplitudes
may be theoretically desirable, but in general this requires an infinite hand width
and can be achieved only in the absence of noise. Such ideal conditions are not
encountered in practice. The number of distinguishable amplitudes is limited by the
amount of noise, or, more correctly, by the ratio of signal-to-noise power. Further-
nore, practical or economic or legal factors may dictate an upper band width so
that we are forced to transmit and receive a funetion that differs somewhat from the
original signal,

The band width of the transmission system is related to the number of samnplings
we can make of the original signal per unit time. If we are limited to a transmission
band width of fg ¢ps, this band width will be fully needed when the original signal is
sampled at instants spaced 1/2f5 time units (seconds) apart.

That is,? the specification of an arbitrary wave of duration 7 and maximum frequency
component fg requires 2fgT measurements; the Fourier series vields 2fg cocfficients and an
upper frequency limit of fp cps.

If the average random noise power is N, and if the average signal power is S, then
(S 4+ N) will be the average total power of signal and noise when both are mixed. The
cffective values of the amplitudes are the square roots of the respective power values.
Therefore, the ratio of the total power to noise power is (S + N)/N, and the ratio of the
amplitudes of signal and noise to noise is

\'S+N_\/S+N_(I S\
v N N N

N

! Fano. R. M., ** The Transmission of Information,” Technical Report, 65, M.LI.T. Research Laboratory
of Electronics.
? Bennett, W, R., Time Division Multiplex Systems, Bell System Tech. J., 30 (2). 199, April, 1041,



BASIS OF RADIO-COMMUNICATION ENGINEERING 1-35

If it is assumed (as is true to a close approximnation) that a change in signal amplitude
cannot be instantly recognized when it is less than the noise amplitude, whereas a signal
may be recognized if its amplitude is equal to or greater than that of the noise, then the
number of distinguishable signal amplitudes in the presence of noise is

S\ ¥
6=k(l+‘7

where the factor k depends at least in part on system reliability, but is often in the vicinity
of unity.

If the function containing signal and noise is sampled every 1/2fg sec, then in time T
there will be 2fz samplings, as well as a like number of amplitudes of the function whieh
are independent of eaeh other. It follows that the number of distinct signals in T sec
from which one makes a choice under the stated conditions is

2/ aT V—— N\ /8T s\/#7
88T = k (1+X. =k(l+x,)

The amount of information—the number of bits—sent in time 7', when the band width
of the communication facility is fz in the presence of a signal-to-noise power ratio of S/N,
will be

S
H = log: 8¥8T = kTf5 log: (l + ~
4

Compare this result with Iartley's law, which states that the amount of information
transmitted over a channel of band width fz ¢ps when used for T sec is proportional to the
product of the band width and the transmission time, or H = kTfy.

Before proceeding, let us interpret the significance of the expression above. This
cquation shows that, in the presence of a given noise power N, the total quantity of
information that may be transmitted depends upon a number of factors. If these
are independently variable, we have a certain amount of freedom in designing the
communication system to convey a given amount of information in the presence of a
stated amount of noise. In other words, in the presence of a given noise power, the
total quantity of information may be kept constant, even though the individual
factors comprising the information may be varied. That is, to transmit a specified
quantity of information in the presenee of a given amount of noise, the band width,
transmission time, or signal power may be changed, within limits, to yield the most
satisfactory communication circuit, To increase the amount of information trans-
mitted, it is most effective to increase fp or T, sinee H is directly proportional to band
width or transmission time. Ilowever, if there are restrictions on fz and 7', we mny
still achieve some gain by increasing the power of the signal. The gain in information
transmitted by multiplying the signal power by a certain factor is less than that
obtained by multiplying either the band width or the time of transinission by the same
factor.

The above equation shows that we can incrense the amount of information by:
(1) increasing the band width, (2) increasing the time of transmission, (3) increasing
the signal power, (4) decreasing the noise power, or (5) increasing the signal-to-noise
power ratio.

The relations between band width, transmission time, and signal power of signals
transmitted in the presence of noise have heen investigated by Tuller,! who shows the
fallacies of earlier concepts of information transmission.

The type of communieation system considered by Tuller is one in whieh the frequency
band width of the transmission link f; is wider than the frequency band width of the over-
all communication system fp or at least is different from it, in general. Moreover, NV is the
rms amplitude of the noise when this becomes mixed with the signal, and (' is the maximum
signal amplitude, measured before nonlinear operations in the reeeiver, such as detection.

' Tuller, W. G., Theoretical Limitations on the Rate of Transmission of Information, Proc. IRE, 37
(5), 468, May. 1949, Also doctoral thesis, Department of Electrical Engincering, ML.L'T., June, 1948,
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With these symbols, the quantity of information to the input of the receiver is
. C
Hio = 2kTfc log {1 + ~
whereas the amount of information at the ovutput of the system is
, S
Hoar = 2kTfp log (l + -—\-,)

where k is a proportionality constant. The fact that the receiver cannot add any informa-
tion but may lose some information establishes the relationship Houe £ Hin, which, in
terms of the symbols used above, vields the general result

S C\///n
1 =) =1 =
( +;v) N ( +A’)
In a circuit in which there is little noise, S/N > 1 and /N > 1 and the general result

may be simplified to
(S/N) = (C/N)/ /B

Now, (I + 8/N) = 8out must be the number of possible allowed states of the receiver
ontput at any one time, and (I + CC/N) = g, is the number of possible allowed states
at the receiver input for any one instant, so that the general result may be expressed ns

Sour £ (sin)/e//8

For coded transmission equality in the above expression can he achieved, in which case

) N C\/e//B
( +3) = (1 +%

whereas for uncoded transmission
S C
(1 +V < (fe/fw) (1 + T)

The results show that wide-band modulation systems using uncoded transformations
are inherently inefficient in their spectrum utilization, and that coding may be used
as desired to gain in one parameter at a sacrifice in some other or others, without loss
in efficiency.

Finally, we may note that channel capacity in a communication system has been
defined as the time rate at which information may be transmitted; thus, if « is the
channel capacity, then in terms of the symbols already used,

x=%=kfclog(l +‘Tq)

Thus channel capacity depends upon band width and upon the signal-to-noise ratio.

48. Ideal and Distortionless Transmission. [t is desirable that the transmission
and energy conversions in a communication system, from transmitter to receiver, be
carried out so that, on the whole, the system is free from defects and distortions that
prevent it from re-creating cssentially the subjective sensations, impressions, or
effects at the receiving end that were initially produced at the transmitter. Dis-
tortion may bhe produced by noise or by a change in wave form and may prevent this
desirable objective from being realized.  Distortion defects are most easily observed
in terms of deviations from the original signal, and the original signal ean be perfectly
reproduced at the receiving end only by a system having ideal over-all transmission.

We may define perfeet or ideal transmission as that for which the intelligenee
function re-created at the receiver is identieal in all respeets to the originally produced
information funetion at the transmitter. The condition imnposed on ideal transmission
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systeins may thus be expressed mathematically by the relationship
() = 6L1(Y)

The extent to which 75(¢) at the receiving end differs from #;({) at the transmitting end
is a measure of the over-all deviation from the conditions of ideal transinission.

The requircment for ideal transmission, as given above, is more stringent than is
usually necessary or economically feasible. Although perfect transmission is never
precisely achieved, and does not need to be, nevertheless the concept of perfeet
transmission as defined above is exceedingly useful in establishing a eriterion by which
the performance of any communication system may be judged against the theoretically
ideal goal.

For engincering purposes, the concept of distortionless transmission is a more useful
one than perfect or ideal transmission. For distortionless transmission, the com-
munication system should produce at the receiving end the same wave form (ie.,
the same intelligence-time function) as that originally produced at the transmitting
end. Distortionless transmission allows for the finite time of passage of the signal
through the transmission medium; usually it also allows for a change in scale or
magnitude. Thus, for distortionless transmission, we may establish the criterion that

Ba(t — ta) = AL()

where .1 is a scale or magnitude factor, and L is the time required for the signals to be
transmitted.

Distortionless transmission differs from ideal transmission in that the sensation-
pereeived energy at the receiver may be greater than, equal to, or less than the eor-
responding energy at the transmitting end, suitable corrections being made, when
necessary, by amplification or attenuation at the receiver. The received signal
is also subject to a time delay or time displacement, since transmission does not
occur instantaneously. Provided it is not excessive, a finite time of delay is usually
no hindrance in most communication systems, but (as shown in Sec. 49) the time
delay for the various frequeney components of a complex signal must be properly
related if the wave form of the signal is to remain unchanged. In some radio systems,
of which radar is a notable example, the time delay for transmission is used to good
advantage; in other systems—such as tape recording—the time delay may be very
great before the signal is re-created.

49. Spectrum Response of Distortionless System. If we establish the eriterion for
distortionless transmission, as developed in Sec. 48, the spectrum response of a
distortionless system can be easily derived. In making the following derivation, it is
assumed that the system, as a whole, is lincar, so that an output voltage or current
of a signal is directly proportional to the input voltage or current that produced it.
It is also assumed that the output of the system depends only upon the character
of the input signal and the characteristics of the transmission properties of the system.

Assume an arbitrary input voltage whose value is expressed by the Fourier integral

e(t) = /_n C(w)ei®t dw

where C(w) specifies the amplitude and phase properties of the system. The term may be
written as

Clw) = G(w)eit™ = ‘)L /n er(t)e” it dt
& —_—w

if G(w) is the amplitude spectrum and e/#® is the phase spectrum of the input signal.  This
signal e,(¢) is passed through the system, during which it will be delayed by a time intervalr
and will he subject to modifications in its amplitude and phase spectra by an amount
depending upon the over-all system transmission characteristics. Let 7(w) = 4 (w)e— 10w
be the over-all transmission properties of the system, in which A(w) is the amplitude spec-
trum and e=i%@ = /- 0(w) is the phase spectrum of the system.
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Now, if Yiz(w) is the transfer admittance of the over-all system-—which may be resolved
into its amplitude and phase spectra——then the output current i2(¢) as a result of input
voltage e;(0) is

f2(t) = / C(w) Via(w) et dw
— o
and the output voltage is

ea(t) = /w C(w) T (w)ei®t=") de

where T'(w) = Yio(w)Zr(w), if Zy is the load impedance across which ex(t) appears at the
receiving end of the system.
The output voltage may also be written in the form

ea(t) = / " [G(w) A () el + s @001 gy
—_—0

The first term in brackets is the amplitude spectrum, and the second term, in the exponent,
is the phase spectrum. Instead of grouping all the amplitude termns together and then all
the phuse terms together for the entire system, we may separate the amplitude and phase
characteristics of the original signal from the amplitude and phase characteristics of the
transmission path. Thus the output voltage may also be written as

ext) = / [ (w) i@ eiwt [ A (w)emilor=8w)} do
—_—

where the first term in brackets is the amplitude and phase spectrum of the original signal,
and the second term in brackets specifies the modifications of the amplitude and phase
spectra of the signal due to the transmission properties of the system.

If the received signal is to be free from distortion introduced by the communication
system, the second pair of brackets should equal unity. This requires that

Aw) =1 and f(w) = —wr

In practice, as outlined in Sec. 48, we merely require A (w) = k (a constant) since it may be
desired to have the received signal amplified or attenuated to a value different from that of
the original signal.

These results show that, for distortionless transmission, the amplitude spectrum of the
transmnission circuit should be a constant, independent of frequency, whereas the phase
spectrum should have a phase shift proportional to frequency over a frequency range of
—cw to ©. When these conditions are fulfilled, the reproduced signal is delayed by an
amount 7 from that of the original signal.

If A(w) = kand 8(w) = —wr are inserted into the above equation for es(t), the received
signal becomes

(2103}

L]
k / G (w) ¢i® (@) iwle=T) (¢,
— =

ker(t — 1)

Hence the received signal will have its amplitude proportional to that of the original signal,
and its reception will be delayed by a time interval ¢ — 7, but otherwise the original and
reproduced signals will have the same wave form.

60. Distortion. In a broad sense, distortion is a change in wave form between an
original wave and its re-created wave form. Several types of distortion are possible,
at least some of which can be readily explained in terms of a simple sinusoid, express-
ible in terms of its amplitude, frequency, and phase,

In a linear passive system, amplitude distorlion (sometimes called frequency dis-
tortion) is that form of distortion in which the relative magnitudes of the different
frequency components are not constant, although the phase shift is linearly related
to frequency.

Phase or delay distortion occurs when the phase angle of the system is not linearly
related to frequency within a desired range, so that the time of transmission or the
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dclay time varies with frequency, even though the amplitude is eonstant for all
frequencies within the specified range.

Amplitude and phase distortion mnay be present simultaneously in a system.

Nonlinear distortion is that form of distortion which occurs when the rms values
of the voltage or current at the output of a system or portion of a system are not
lincarly proportional to the corresponding rms values of the input voltage or current.
Nonlinear distortion occurs in nonlinear systems or elements, not in linear systems or
clements.

Other types of distortion may exist, but those enumerated above are the most
common.

Al. Logarithmic Measurements. In communication engineering, considerable
advantage is taken of the fact that an exponential or a logarithmic relation exists
hetween variables. For example, many subjective sensations are estimated to be
roughly proportional to logarithmic functions of the physical stimnli producing them.
That is, if the physical stimulus is increased geometrically, the apparent subjective
sensation produced by it appears to increase arithmetically.

The fact, however, that a subjective sensation appears to be approximately log-
arithmically related to the stimulus producing it is but a convenient, simple, and
rough approximation in almost all cases. The correlation between subjective sensa-
tions and physical stimuli is exceedingly complicated, influenced by many environ-
mental factors and techniques of measurement and evaluation. Nevertheless, a
logarithmic relation is more nearly correct than a linear one and is a sufficiently good
approximation in many cases to serve as a justification for the adoption of logarithmic
units. They not only provide a useful (if approximate) relation between subjective
sensations and physical stimuli but are also convenient in computation. A number of
logarithmic units—particularly the dectbel—have been found to represent such useful
and convenient concepts that they have been improperly (and sometimes ridiculously)
extended to fields in which they cannot apply.

The bel, named in honor of Alexander Graham Bell, is defined as the common logarithm
of the ratio of two powers P, and Ps. Thus

No. of bels = Ny = logw (P2/P)

If P2 is greater than Pi, Ny will be positive (representing a gain in power); if P2 = Py,
N1, will be zero; if Pz is less than Py, Np will be negative and will represent a loss in power.

A smaller and more eonvenient unit, the decibel (db), has been established for engineering
work. The magnitude of the decibel is one-tenth of & bel. The number of decibels required
to express the change in power level from P2 to P, is

No. of db = Ngp = 10 Ny, = 10 logw (P:2/P1)

A change of 1 db in acoustic power is just about the change in power level that can be
detected.

Another logarithmic unit called the neper is defined as one-half the natural logarithm of
the ratio of two powers. Thus

No. of nepers = N, = 14 log, (P2/P))

where e is the hase of the natural system of logarithms and has the approximate value
e = 2.7182818285 . . . .
The relationships between the same power ratios when expressed in three systems are

N. = Y% (loge 1INy, = 1.151292546 . . . Wy or 1 hel = 1.151 nepers

= 150(og, 10)Nay, = 0.1151292546 . . . Nan or 1 .db = 0.1151 neper
Nap = 10N, or 1 bel = 10 db

= 20(logw )N, = B.6RB588964 . . . Ny or 1 neper = 8.686 db
Ny, = HoNaw or 1 db = 0.1 bel

= 2(logip €)Nn = 0.868588964 . . . Na or 1 neper = 0.8686 bel

These terms express only the ratio of power terms, and the number of units is not
an expression for an absolute value of power. By assigning some value of power P,
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selected as the reference level, it is possible to ascertain an absolute value of power for
any numerical expression in any of the three systems mentioned above. Values of
6, 10, and 100 mw have been used at the reference power level at different times and
by different groups, so that the reference level should always be specified as well as
the numerical units for & given change in power level. ;/Py is always a numeric
expressing an increase or decrease in power level and a given number of decibels or
nepers cannot be used as an expression for an absolute value of power. When
decibels are so used, some given value for £; or P’ is implicit.

Because power in an electrie cireuit may be expressed in terms of either voltage or
current and resistance, it is possible for any of the above expressions to take the general
form (but not the exact value)

. I 12200 H,z/lr,)
N =log— =1 = | e/l
TR TR TR, T B \E R,

When a change of power level is expressed in terms of resistance and either eurrent or
voltage, it is generally necessary to express or specify the values of R, and R, with
which 7, and I, or E; and E, are associated. Only in the special case for which
R; = R, does neglect of the values of the resistance introduce no error. It is cominon,
if regrettable, practice, however, to overlook the values of the resistances when specify-
ing power-level ratios in terms of voltages or currents.

The volume unit (vu) is defined as ten times the common logarithm of the ratio
P3/Py, where Py is 1 mw (0.001 watt). If P, is expressed in watts,

No. of v = Nyy = 10 logip (P2/0.001) = 30 logi, P,

Since the reference level is speeified in the definition of the volume unit, this term
can be properly used to express either a change in power level or an absolute value
of power.

The phon is a unit of loudness level. The level of a sound in phons is numerically
cqual to the intensity level (in decibels) of a pure 1,000-cps tone, which is judged
by the listener to be of equivalent loudness. In establishing the unit for the phon,
zero reference level is taken as the average limit of audibility at 1,000 eps; this has
been standardized as 1078 watt per sq em, or a sound-level intensity of 0.000204 dyne
per em. Since the phon is a unit representing a subjective sensation, its value is
directly affected by the average characteristics of the normal human ear. The
number of phons representing a given sound-intensity level is, in general, different
for each frequency and varies in a manner depending upon the sensitivity of the normal
human ear, as shown in Fig. 10.
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PSYCHOPHYSICAL RESPONSES AND THE COMMUNICATION SYSTEM

62. Man and His Environment. Man’s knowledge of the universe is the combined
result of impressions gained from physical stimuli to one or more of his senses, and
the thought processes used to evaluate these impressions.

Man’s visual response is to electromagnetic energy lying between about 400 and
750 millimicrons (my) in wavelength corresponding to spectral colors from violet
through blue, green, yellow, orange, to deep red. The eye is not uniformly sensitive
in this range but has maximum sensitivity at about 554 my, corresponding to the
green portion of the spectrum. The color sensitivity of the eye also depends upon
the intensity of the radiation and is different for very low light levels than for levels
normally encountered in daylight.
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Man's two eyes, separated by the interpupillary distance (about 2.5 in. or 10 ¢m),
see slightly different images, which are combined in the brain to yield a single inter-
related impression. The sensations produced by two different images enable man
to pereeive depth or a third dimension through stereoscopie vision. Stereoscopic
visual effects are not usually employed in electrical communication,

If the visual images are seen in color, the eye is able to make good distinction
between portions of the image which are in different colors. If the images seen are
in monochrome, the original color of an object makes its contribution to the visual
image only through varying shades of monochrome and portions of the images are
distinguished by their relative densities.

Man’s aural response is to compressional disturbances in an elastic medinm—
almost always air—covering the frequeney range of from about 20 to about 20,000 cps.
The sensitivity of the normal human ear is greatest to frequencies of ahout 1,000 to
2,000 cps, although the ability to perceive the full a-f range depends upon the age
of the person and upon any hearing defects he may have.

Man's two ears, on opposite sides of the head, separated by a distance of ahout 6 or
7 in., hear sounds from a given source at slightly different times. When the two
sounds are heard and combined in the brain, man is able to perceive depth or a third
dimension through stereophonic hearing; he is able to determine reasonably well,
therefore, the point in space from which the sound emanates.

63. Role of Sensory Perceptions in Communication. The type or character of
the signal to be transmitted through a communication system depends upon the kind
of intelligencee to be conveyed. It also depends upon the sense which is to be stimu-
lated at the recciver. Whatever sense is to be stimulated, appropriate energy-
converting devices, transducers, are required at each end of the system. For exam-
ple, in broadcasting, microphones are necessary to convert the acoustic energy to
electrical energy at the transmitter and loud-speakers are required at the receiver to
convert the transmitted electrical energy into acoustic energy.

The satisfactory design of energy-converting devices involves three factors:

1. Physical means for converting sensation-stimulating energy into electrical form and

vice versa.

2. Means for determining the performance of the energy-converting devices in terms of
physical energy as well as in terms of the sensations produced by energy converters, The
criterion of distortionless transmission, already given, may often be employed to guide
design. It may be technically impossible or economically unsound to construct distor-
tionless system. but by having knowledge of the conditions for distortionless communica-
tion, the engineer can recognize the limitations beyond which practice cannot advance.

3. Knowledge of certain physiological characteristics of human beings, such as the
relations between sensations or subjective responses and the physical stimuli producing
such responses. It is particularly important to know, in as quantitative a manner as
possible, the significant characteristics of speech, hearing, and vision, since such knowledge
is of direct aid in the design of significant components of the comnmunication system.

If the system is to be designed and built for use by normal persons, it is desirable
to know, quantitatively, the normal human responses as determined from a sta-
tistically significant group of persons. The data obtained from a study of the sub-
jective sensations and characteristics of a statistically adequate group may be used
in the design of communication equipment for any type of service required by normal
persons; but the obtaining of such information is not easy.

64. Evaluating Sense Perceptions. How is the communications engineer to
determine the performance of the cominunication system in teris of measurements
that are, in some way or another, related to sense perceptions? The desired objective
is clear enough. What we would like to have is a set of instruments whose readings
or indications of physieal stimuli would correspond with the subjective evaluations
of such stimuli when judged by a normal person occupying the same position as the
instrument. In acoustics, for example, it would be useful to have an instrument to
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measure sound pressure with readings proportional to the human subjective evaluation
of the sound pressure.

There is a good deal of difficulty in providing such instruments, and only a beginning
has been made. The real problem is that of determining the subjective estimates or
evaluations of the physical phenomena evoking sensations., No direct measure-
ments can be made; all correlations between the physical stimuli and estimates
of the subjective effects produced must be done indirectly with groups of people
making the necessary evatuations. Those selected for such tests must have normal
responses, and this poses very real problems. A large number of persons must be
employed and they must be properly conditioned. Finally, the kind of tests to be
given, the conditions under which stimuli are produced and sensations evaluated, and
the significance of the results obtained are all important problems in correlating the
physical and the psychophysical phenomena.

Although, in making such psychophysical tests, each observer may obtain a differ-
ent result, usnally it will be found that, under identical conditions of measurement,
observations hy a large number of persons tend to cluster around a relatively small
range of values, especinlly for persons whose responses are regarded as being “normal.”’
Substantial deviations, on the part of a single observer or small number of observers,
from the results obtained by a large number of persons are a very effective means for
determining deviations from normal, especially if results from the “deviationists”
tend to be inconsistent.

Data obtained from large numbers of persons by techniques such as these have
sometimes been adopted as standard, after proper examination and evaluation of
experimental technique and consistency of results. The standard audibility and
visibility curves, for example, have been obtained in this way.

66. Hearing. The human ear is not responsive to pressure variations in a eom-
pressible medium over an infinite range of sound intensities. Some sounds are of
such low energy level that they cannot be heard; other sounds may have such a high
energy level that they produce pain or physical damage rather than the sensation of
sound. The loudness of sounds is recognized as such only between the audibility
threshold of hearing (the minimum level at which sounds can be heard) and the maxi-
mum or tolerance level of hearing (at which pain is produced).

The ear is, likewise, not equally sensitive to sounds of different frequencies,  Sounds
below about 15 to 30 cps are not perceived as sounds, whereas vibrations beyond
about 15 or 20 ke are hevond the upper frequency range of audibility, At the extremes
of hearing, the threshold of audibility merges with the threshold of pain.

For normal human ears, maximuin sensitivity occurs for sounds from about 800 to
2,500 cps. Toward the ends of the a-f range, the ear is not as sensitive to low-intensity
sounds as in the middle of the range. The thresholds of audibility and of pain tend
to merge so that there is a smaller range of sound levels the normal ear recognizes
at the frequency extremes than in the middle of the audible band.

Responses vary from person to person; they vary with the age of the individual
and may even depend upon the audio environment prior to test, and persons having
hearing defects have different responses than those with normal hearing.

The two ears are separated by a distance of about 6 or 7 in,, and each receives a
slightly different signal from the same sound source. Some estimate of the direction
of a single sound source ean be determined by turning the head so that cach ear
receives sound of equal intensity and with the same time delay.

66. Audibility Threshold. The threshold of hearing a specified sound is the mini-
mum effcctive pressure of that sound which is capable of producing an auditory
sensation in a noise-free environment in a specified fraction of all observations or
tests. It is usually specified in decibels above a standard sound-pressure intensity of
0.0002 dyne per sq em, which represents the threshold of hearing a pure 1,000-cps
tone by persons having the most acute hearing.

The American Standard threshold of audibility is determined for a person with
acute hearing listening to pure tones. Measurements are made in an anechoic
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chamber with the observer facing the source of sound, which is at a distance greater
than I m from him. The sound pressure is measured at a point where the observer’s
head will be located. Audibility-threshold curves determined in this way are shown
as curve A of Fig. 9. Curve B of the same diagram represents the threshold of
audibility when the sound is supplied by carphones and the sound pressure is deter-
mined at the entrance to the ear canal.

The two different methods of measuring audibility threshold disclose two significant
differences. Curve A, for binaural hearing, shows that the threshold of audibility
is about 10 db lower when two ears are involved than for one-ear, or monaural, hearing,
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F1a. 9. Thresholds of audibility as determined by three different procedures. Curve A4 is
for binaural hearing. with sound produced by single sound source in front of listener.
Curve B is for binaural hearing with sound produced by number of randomly distributed
sound sources. Curve C is for monaural hearing, with sound conveyed to listener by
headset.

represented in curve C.  The response for binaural hearing also has greater irregulari-
ties above about 800 ¢ps. These are attributed to acoustical resonances in the outer
ear canal, as well as to diffraction of sound around the observer’s head.

A frequency of 20,000 ¢ps is usually regarded as the upper frequency limit of audi-
bility, but it varies with the sound level; it is different for different persons and is
higher for young persons than for middle-aged or old people.

87. Tolerance Threshold. hen sound is conveyed by earphones, listeners begin
to experience discomfort when pure tones reach levels greater than 110 db and a
tickling sensation when the tones reach levels of 130 db, reference level of 0 d) being
taken at a sound pressure of 0.0002 dyne per sq em. Pain is experienced at sound
levels of 140 db. Except at the extremes of the a-f range, these levels are not greatly
dependent upon frequency. Persons customarily exposed to intense sounds have a
higher tolerance threshold in each of the three categories than are indicated by the
figures given ahove.

When the sound is noise instead of a pure tone, essentially the same sensations are
aroused at the intensity levels given. It is not necessary, however, for all frequency
components of wide-band spectrum noise to have the indicated level to produce the
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stated sensation; when the energy in a portion of the spectrum reaches 110, 130, or
140 db, the sensations of discomfort, tickling, and pain, respectively, are usually
encountered.

58. Loudness and Loudness Levels. In acoustics it is much more customary to
measure the loudness level than to measure the londness, which is the magnitude
of the sensation. Loudness level is the intensity level of an equally loud reference
tone, usually 1,000 cps. Loudness level is an experimentally determined quantity
and is measured in decibels above a specified reference level.  The reference level is
10-18 watt per sq cm, corresponding to sound pressure of 0.000204 dyne per sq em
and 0 db sound intensity.

For norma! human ears, the average characteristies relating frequency and loudness
level are shown in Fig. 10.  The curves were obtained by alternately listening to a
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sound of arbitrary frequency and intensity and comparing it with a tone of 1,000 eycles
whose intensity was varied until the two sounds were judged to be equally loud. The
curves of Fig. 10 show the relative insensitiveness of normal cars at low intensity
levels for high and especially for low frequencies. The maximum range of intensity
levels to which the ear responds is about 140 db, representing a power ratio of 10 to 1
from tolerance level to threshold of audibility. The numbers on the different curves
represent. the estimated londness levels in phons. The loudness level is a subjective
evalnation in which any tone is compared with a tone of 1,000 cps and variable
intensity. Since the comparisons are made at 1,000 ¢ps, the loudness levels in phons
and the intensity level in decibels are the same at a frequency of 1,000 eycles. At
30 ¢ps a loudness level of 10 phons oceurs when the intensity level is 70 db.

59. Minimum Perceptible Changes in Sound Pressure. A change in sound-
pressure level of about 1 db can be detected for tones hetween 50 and 10,000 eps,
provided the level of the tone is greater than 50 db above that tone’s threshold value.
If the sound-pressure level is less than 40 db above the threshold value, changes of
from 1 to 3 db are required to he pereeptible,  Under unusually favorable conditions
levels as small as 0.3 db can be detected by normal ears in the middle of the a-{ range.
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60. Minimum Perceptible Changes in Frequency. The ear can detect changes in
frequency of about 0.3 of 1 per cent above 1,000 cps if the pressure levels are greater
than 40 db above threshold value, or about 3 cps below 1,000 ¢ps.  For low levels of
pressure, the minimum perceptible frequency change may be many times this set
of values, especially at low frequencies.

61. Frequency and Power Ranges for Practical Aural Communication. From the
contour curves for equal loudness for human ears, it may he determined that dis-
tortionless transmission of sounds by electrical means requires the transmission of
frequencies of from 20 to 20,000 cps and the transmission of power ranges of as much
as 10" to 1. Few systems respond fully without distortion over this range, and
none of them is capable of operating effectively over the full range of power ratios to
which the car is normally responsive.

Fortunately it is not neeessary to repro- 0 \\\\
duce the complete range of frequencics or A \\
loudness levels to obtain satisfactory, \\ N S
understandable, or enjoyable reproduc- \ A CRE o~ 000
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as to the frequency range and intensity 3 o \ N\ 1. 2000
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some types of audio service arc more  § 30 3000
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quired for the satisfactory reproduction of — ::Z:'e" 40\00
speech and musie are shown in Fig. 11. 40
According to these data, little improve-
ment in the reproduction of music is ob- 45
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below 40 cps or above 15 ke or by extend-
ing the intensity levels below 28 db or
uhovp 97 db-_ For pCl‘SO.nS. of "_10”""'] women, solid curves for men. Numbers on
hearing, practically no gain justified by the curves indicate the frequency at which
the increased cost will be achieved in  observations were made. -
transmitting speech at frequencies below

130 or above 5,000 cps, or by transmitting power levels outside those from 35 to 78 db.
Indeed, intelligible speech can he reproduced with a frequency band of from 250 to
2,800 cps and for the reproduction of music, many broadcast reccivers are so operated
that their frequency band is limited to between about 100 and 3,000 eps.  The highest-
quality sound systems, on the other hand, are usually designed to reproduce frequencics
from 20 to 20,000 cps.

Deviations from normal hearing occur in a significant fraction of the population and
depend on age and sex as well as individual characteristics. They must be considered
in economic communication systems. Figures 12 and 13 illustrate these deviations.

62. Sensation-Stimulus Relations. From the loudness-level curves of Fig. 10,
it is possible to derive curves in which the loudness level is plotted against the sound
pressure, as in Fig. 14. Such a relation shows directly the subjective evaluation of
loudness level as a function of stimulus, within the framework of the experimental
technique employed. 1f the Weber-Fechner law were rigorously true, the curves
of Fig. 14 would be straight lines.

The psychophysical response of the human ear is not a linear function of the ampli-
tude of the stimulus, if a sufficient range of the latter is taken into account. Measure-
ments by Stevens and Newman show that, although the stimulus-sensation response

Fic. 13. Hearing impairment as a function
of age. Dashed curves represent data for
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is linear for small values of sound-pressure intensity, amplitude distortion is produced
within the ear itself for loud amplitudes of sound.

63. Frequency and Pitch. Frequency is a physical quantity measured with phys-
ical apparatus and specifies the number of oscillatory vibrations per unit of time.

Pitch, on the other hand, is an aspect of auditory sensation in terms of which sound
may be ordered on a scale, such as a musical scale. The subjective quantity of pitch
is primarily a function of the physical frequency of a sound, but not entirely so, for
the pitch of pure tones is also dependent upon the sound intensity, The subjective
determination of pitch is determined experimentally in terms of the physical property
of frequency. An oscillator of known frequency and sound intensity is fed to a
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headsct or loud-speaker.  Another headset or loud-speaker is fed from another oseil-
lator whose frequency is adjustable.  For a range of frequencies of the first oscillator,
the observer adjusts the frequency of the second oscillator until the piteh of the sound
produced by both oscillators has some specified relationship.  With such an experi-
mental technique, a scale of pitch can be related to the frequency. Piteh is measured
in units of the mel, and a reference pitch of 1,000 mels was chosen as the piteh of a
pure tone of 1,000 ¢ps having a sound-pressure level of 60 db.

The relation between subjective piteh, in mels, and frequency, in eps, throughout
the entire a-f range of 20 to 20,000 cps is shown in Fig. 15. It is clear that pitch, as
determined by the experimental technique outlined above, is by no means linearly
related to the frequency of the sound.

64. Phase Shift. Conclusive evidence has not heen obtained to indicate that the
ear can evaluate phase shift in the components of a complex sound, The response of
the ear to complex sounds appears to depend upon the magnitude of the harmonic
content rather than upon the wave shape, which, for a specified amplitude-frequency
spectrum, is determined by the phase shift of the harmonies compared with that of the
fundamental wave. For this reason the phase-shift characteristics of a-f portions of
communication systems can be, and frequently are, neglected.

Although the ear itself cannot distinguish the phase relations of the harmonies
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of a complex sound, subsidiary (although usually minor) matters are observed as a
result of phase shift. In a complex wave, the phase relations of the harmonics may
influence the subjective sensations of a complex tone. Provided the fundamental
frequency is less than 100 eps, a shift in phase of a harmonic may alter the subjective
loudness of the harmonic; it may also produce a noticeable difference in the quality
of the complex tone.

66. Masking Effects. A sound impressed upon the ear reduces the ability of the
car to hear other sounds and may even completely mask their presence. A sound
is said to be masked by another when the intensity of the second sound is increased
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F1a. 15. Tests of the evaluation of pitch indicate that a nonlinear relation exists between
the observer’s estimate of the pitch of a sound and its frequeney. The two are taken to be
equal at 1,000 cps.

to such a level that the first can no longer be heard.  Masking is defined as the number
of decibels by which the listener’s threshold of audibility for hearing a given sound is
increased by the presence of a second or masking sound.  Suppose, for example, that,
in the absence of noise or any other sound, the threshold of audibility for a given
sound is 3 db. The presence of a second sound will make the first one inaudible
until the level of the first has been raised to a higher level, say 36 db. Thus, the
second tone produces a masking effect of 36 — 3, or 33 db.

When one pure tone is masked by another pure tone, the greatest amount of
masking occurs when the two tones are nearly alike in frequency.  For low-intensity
levels of the masking tone, the masking effect is usually small when the frequency of
the masking tone is double that of the original tone.  As the intensity of the masking
tone is increased, the masking effect of the interfering tone remains high so that all
the tones of high frequency must be increased in intensity to fairly high levels hefore
they ean be heard.  The effect of masking a pure tone by another pure tone is greater
when the masking or interfering tone is above the tone being masked than when below
it in frequency, when the two tones are heard simultancously by one or hoth ears.

If the original and masking tones are introduced separately to each of the two ears
the interfering cffects are not the same as when introduced simultancously into one
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or both ears. The masking tone in one ear can be raised substantially before the
threshold value for the tone in the other ear is noticeably affected. There may be
certain psychological factors to account for this phenomenon, although it also appears
that the conduction of sound through the hones of the head from one ear to the other
plays a significant role in such masking efiects.

66. Noise Levels. Unless intentionally introduced for specific purposes, noise in
communication systems is objectional and limits the performance of the system. The
noise may be acoustic noise, introduced at the transmitting or receiving ends of the
system, or it may be noise in the electrical portion of the system (such as static)
which, ultimatecly, becomes evident as acoustic noise in audio systems, as “snow’ in
television, or produces similar effects in other systems.

Noise usually has a wide frequency distribution, and the energy at any part of the
spectrum is frequently about the same as in other portions of the spectrum having
the same frequency band width.

67. Binaural Hearing. Binaural hearing has definite advantages over monaural
hearing. The apparent location of sounds cannot be determined by monaural hear-
ing, but by using both ears, persons can differentiate between sounds coming from the
right and from the left; they can also locate, reasonably well, the apparent source of
sound. If, instead of being located at a small region of space, the sound source covers
an appreciable area, with different sounds produced at different parts of this region,
the individual sound sources can he located. This effect is easily observed when
listening to large orchestras, for example.

The binaural effect may, to small degree, be attributed to the difference in ampli-
tude of the sound reaching the two ears, the car nearest the source receiving the
louder sound. The difference in phase of the sound, however, reaching the two ears
is more effective than amplitude differences in localizing the sound source.

The binaural effect exists only at the lower frequencies, the frequency at which
the effect is no longer observed depending upon individual cases. In laboratory
tests this limiting frequency was found to lie hetween 1,000 and 1,400 eps, with an
average value of about 1,250 cps.

Greatest realism in reproduced sound is achieved in systems which make use of
binaural hearing. Two identical and independent sound systems from microphone
to loud-speaker are employed. The microphones are placed at the right and at the
left of the sound source and the loud-speakers are similarly placed to the right and
left of the listener. Ideally, the location of the speakers, and their geometric place-
ment with respect to the listener, should be the smne as the location and geometric
placement of the microphones with respect to the listener if he were seated in the
concert hall.

Binaural sound reproduction is sometimes aceomplished by using two separate
radio channels carrying the same program. The a-m channel is used to carry one
channel, and the f-m frequencies carry the other binaural channel of sound. Binaural
cffects can also he produced through recordings on tape or records.

Only exceedingly brief mention can be made of the many important studies that
have been made of hearing. The reader is referred to the references at the end of this
section for more detailed information.

68. Speech. The frequency components and amplitudes of speech change rapidly
with time, the frequency spectrum being determined by the resonant cavities formed
by the throat, mouth, teeth, and lips and sometimes also by the nasal cavity. Sylla-
bles of speech last about 0.125 sec, whereas the intervals between syllables last for
about 0.1 see.

For men, on the average, the power speetrum peaks at about 500 cps. At about
130 and 1,800 ¢ps the average power is 10 db below the peak value at 500 cps, whereas
it is down 20 db at about 65 and 5,000 eps. TFor women, the peak of the speech-power
spectrum is around 700 ¢ps.  The average power is 10 db helow that for the 700-cycle
peak at about 300 and 2,500 ¢ps and 20 db below the peak at about 140 and 5,200 cps.
In connected speech, the average power is about 10 uw.
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69. Speech Intelligibility and Articulation. It is sometimes desirable to place
limits on the frequency and power-handling capabilities of communication systems
without too seriously impairing system performance with respeet to intelligibility or
articulation. A large part of speech power is contained in the vowels which are not so
eritical as to intelligibility as the consonants. The consonants are weak in speech
power and are easily masked by noise.

Articulation tests are useful in determining the suitability of a communication sys-
tem for the transmission of speech. The percentage of speech parts uttered at one
end of the system and correctly identified at the other is the per cent articulation.
On the average, 30 per cent syllable articulation permits 90 per cent intelligibility of
discrete connected sentences.
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Fio. 16. Articulation and the power required to transmit speech intelligibly depend upon
the frequency range of transmission. Removal of all frequencies below 200 cycles has no
measurable effect on articulation but reduces the power required to transmit speech by
about one-fifth, Removing all frequencies above 1,000 eyecles produces a saving in speech
power of about 18 per cent but only 40 per cent articulation is obtained.

Tests of articulation and speech power, as a function of frequency, are shown in
Fig. 16. From such data, it is seen that speech-power requircments can be reduced
20 per cent by removing all frequencies below 200 ¢ps without apprecinble degrada-
tion of articulation. By removing all frequencies below 400 eps, speech-power
requirements may be reduced 50 per cent with but about 5 per cent reduction in
articulation. By removing all frequencies below 1,000 eps only 20 per cent as much
speech power is needed as when the full a-f range is transmitted, and articulation is
still about 86 per cent. If frequencies above 200, 400, and 1,000 cps are removed,
however, losses in articulation are, respectively, approximately 100, 95, and 60 per
cent. In communieation systems where articulation is important but power is lim-
ited, the transmission band may be limited to from 700 to 4,000 eps. The reduced
frequency band requires roughly only one-fourth as much power as the full frequency
band, with a reduction in articulation of about 15 per cent,

Articulation and naturalness of speech are not to be confused. Although it is
possible to make substantial reductions in the a-f band without too greatly decreasing
articulation for normal connected speech sentences, the naturalness of the voice may
be considerably impaired by reducing the range. Transmission of natural-sounding
speech appears to require the transinission of all frequencies from about 100 to about
5,000 eps; in some cases 10,000 cps is a desirable upper frequency limit.
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70. Speech Clipping. Limitation of the peak amplitude in speech is often
employed in communication systems to improve the intelligibility of the received signal
for a given amount of power generated and modulated at the transmitter.

The average power content in speech wave forms is appreciably less than that
of a sine wave of the same amplitude value as the peak of the speech wave.  The per-
centage of modulation is determined in terms of peak amplitudes, and for this reason,
the power in the modulated wave or in the side bands of a transmitter modulated
100 per eent by speech wave forms will be much less than if the same transmitter
were completely modulated by a sine wave.

If the magnitude of the speech wave form is now increased so that its average power
is the same as that of the sine wave and if, furthermore, the amplified speech wave is
clipped so that its maximum values do not exceed the amplitude of the sine wave,
the speech will be able to modulate the transmitter 100 per cent.  Of course the wave
form of the elipped speech will differ from that of unclipped speech wave forms; the
clipped speech will lose some of its naturalness, but the degradation for moderate
amounts of clipping is not great so far as concerns articulation.  Moreover, once the
system is properly adjusted, the maximum amplitude of the speech is maintained at
such a fixed value as to make overmodulation impossible.

In the process of clipping, certain undesirable high-frequency distortion components
are generated, and these should be removed by filters, prior to modulation. Suitable
filters should have relatively little attenuation for frequencies below 2,500 cps and
high attenuation for frequencies above about 3,000 to 3,500 cps.

With G to 12 db of clipping the change in quality of speech is small, but four to
sixteen times as much speech power can be transmitted as without clipping.  Clipping
of as much as 25 db can be employed without too much loss of intelligibility.
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71. Vision and the Communication System. The introduction of picture and
television communication systems has made it imperative that the communication
engineer have some acquaintanee with the properties of light as well as the visual
characteristios of the human eve, for the requirements of satisfactory visual com-
munication systems are muel more stringent than those to be fulfilled for a satisfactory
aural systenm. Only the most elementary matters of vision and visual responses can be
mentioned here; for more details reference should be made to specialized works on
opties, vision, psychology, or “‘human engineering.”

72. Light and Vision. In a physical sense the term “light”’ refers to electromag-
netic radiation of such wavelength as will produce a visual sensation in the normal
human eye. The term light ix sometimes also used to refer to wavelengths shorter
than or longer than those of the visible spectrum.  Vision, on the other hand, depends
upon the ability of the eye to transform light stimulus into impulses that are trans-
mitted to the brain through nerve fibers. The undistorted perception of contrast
and color, of shade, depth, motion, direction, and most voluntary thought processes
depend upon the response of the eye to light. Thus, vision is a subjective response
to a physical stimulus.

Frequently the term “light” is used to describe cither the radiant energy capable
of producing a visual sensation, or the sensation that is produced by radiant energy.
Physicists usually use the term in its physical or objective sense.  On the other hand,
physiologists and psychologists usually use the term in its subjective sense.

From the physical point of view, light is a form of clectromagnetic radiation similar
to radio waves except for their wavelength or frequency. Thus, except for those
factors depending upon wavelength or frequency, the comments given here on light
apply equally well to radio waves.

In free space light travels with a velocity of 299796 X 1)1® centimeters per second
(186,000 miles per second).  Light is a transverse wave motion consisting of eleetric
and magnetic vectors at right angles to each other and to the direction of propagation.
It may be polarized, reflected, absorbed, refracted, absorbed, or transmitted in various
degrees by materials upon which it falls.

’

Table 3. Approximate Wavelength and Frequency Limits of Colors in the
Visible Spectrum

Spectrun color Frequeney limits, eps MK (-lm::z‘:‘h AT,
Infrared... ..o oveetn Less than 4.0 X 101 Greater than 750
Red.o. oot 4.0—4.8 X 1014 750-630
Orange. ....o...oveeenen 4.8-5H.0 X 101 630-600
Yellow.. ..o 5. L2 X 10 GO0 580
Green..o..oooe i 5. L9 X 10u 580 510
Blue. ... H. LB X 10U 510 460
Violet. ..o 6.5 5 X 1ou 460 400
Ultraviolet. . ........... CGreater than 7.5 X 101 Less than 400

Selective reflection (or transmission) and absorption account for the colored appear-
Thus, an object which absorbs to a high degree
he eve the color sensation correspond-
That is, the only portion affceting the

ances of objects seen by the eye.
a portion of the visual speetrum will present to t
ing to white light minus the portion ahsorbed.
eye is the portion reflected (or transmitted) to the cye.

The human eve is a highly specialized organ, remarkably (but not uniformly)
sensitive to electromagnetic energy between the approximate limits of 400 and 750
millimierons.  Light, impinging upon the eye and focused by the lens, produces an
image on the retina whose form, change of position, intensity, and speetral energy

\e
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distribution are subjectively interpreted in terms of shape, motion, brightness, color,
and other attributes of objects in the physical world.

The eye can distinguish details of the image and differentiate distant objects from
nearby ones, in part, by the relative sharpness of detail of their images. The relative
distances and positions are inferred from the angles between the lines of sight from the
eyes to the objeets in question, and by the relative angles subtended by objects of
known size. The eye receives sensations of color from light of different wavelengths
but is not able to analyze a given color sensation into its spectral components.

The eye has the ability to admit more or less light to the retina by varying the
pupillary aperture, and thereby can adapt human vision to a wide range of ambient
light intensity or brightness.

From a point of fixation straight ahead, the field of vision of the human eye extends
more than 90° outward, 70° downward, 60° inward, and 50° upward. The two eyes see
slightly different visual images because

of their interpupillary separation. The ?c'g::"’i; ision /Dﬁz-'g'w Fro

slightly different views seen by the differ- 1.0 pic vision, P - photop

ent eyes give rise to stercoscopy, by which - ; \‘fn(

the relative size and distance of objects — A \

are also determined. 0.8 + .

73. Standard Visibility Function. The  » ., Nl

human eye is not equally sensitive to all Z ’ H [ 1

wavelengths it is able to detect. For 75 06 H [ 1 \

normal levels of illumination, the evere- 2 o5 : |

sponds to all wavelengths between about 2 i [ \\ \

400 and 750 millimicrons; it is least sensi- 2 04 H ¥ \

tive to wavelengths at the extremes of this & 0.3 v

bhand and most sensitive to an intermedi- 0.2 i \

ate or mean value in the yellow-green por- ' ,’ / |

tion of the spectrum. Different eyves 0.1 Va4 ~

(even in the same individual) may have 0.0l _t” A ~

different spectral sensitivity or visibility SO0 506 600 ©e
Wovelength in millimicrons

functions. . _ . .
If the energy of the visual speetrum is :"“‘ oo VI RN S of the normal
passed through a prism and narrow slit sa P! Sel f()_r Or(hmfr“' day Vision fmd s
A L vision at very low levels of intensity.
that monochromatic radiation of any
selected value can be impressed on the eye and if the intensity of the radiation can be
varied at will, it will e found that maximum speetral sensitivity oceurs at 554 millimi-
crons for the “normal human observer.”  The relative sensitivity of the normal human
eye to monochromatic radiation of other wavelengths (for light of normal intensity) is
shown in Fig. 17. If the intensity of the light is substantially reduced, the spectral
sensitivity curve shifts to shorter wavelengths, becoming maximum at 515 millimi-
crons, The spectral sensitivity, or standard visibility, curve shows the relative bright-
ness of radiant energy for equal energy at each wavelength in the visible speetrum,

74. Contrast Sensitivity. If an object is to stand out from a background having
the same color, contrast in brightness must exist between the two when both are
illuminated by the same radiation. The minimum detectable difference in bright ness
between two large, contiguous surfaces is used as a test for contrast and contrast
sensitivity.  The surfaces used should subtend an angle of several degrees at the eye,
and the light intensity of the two ficlds is adjusted until the obscrver notes a just
pereeptible difference hetween the two.  The ratio of the difference in brightness of the
two fields to the mean brightness is called the contrast.  Contrast sensitivity is the
reciprocal of the contrast as defined above.

Contrast and contrast sensitivity depend upon the surround of the illuminated
areas. If the surround is illuminated, much greater values of contrast sensitivity ean
be determined than if the surronnd is dark. If the surround is illuminated, contrast
sensitivity ineteases linearly with the logarithm of the background illumination,
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whereas, if the surround is dark, saturation effcets oceur and a small range of contrast
is observed, as shown in Fig. 18.

75. Resolving Power. When there is an appreciable amount of contrast between
an object and its background, the cye has the ability of distinguishing between objects
having small angular separation, and can also distinguish fine detail.

The degree to which the eye is able to distinguish objects separated by a small angle
is called resolving power and depends upon the kind and shape of the object, the degree
of contrast between it and its surround, the spectral distribution of the energy of
illumination, the eriterion used to determine or evaluate percept ion of the object, and
other factors. Depending upon the experimental conditions of the test, this property
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Fi1a. 18. Contrast sensitivity of the human  Fia. 19. Visual acuity as a function of the
eye at various levels of background lumi-  Juminosity of the background for normal

nosity for illuminated and dark surrounds.  human eyes.

lies in the range of about 0.1 to 1 minute of visual angle; that is, under the most
favorable circumstances, objects can be seen separately if, at the observer’s eye, they
subtend an angle of 0.1 to 1 minute of are.

76. Visual Acuity. Whereas resolving power is related to the minimum detectable
visual angle, visual acuity is the ability of the eye to distinguish fine detail. Some-
times visual acuity is expressed as the reciprocal of the angle, in minutes, which the
smallest detail in a test object subtends at the eye; thus visual acuity becomes equi-
valent to the reciprocal of the resolving power, Acuity may also be expressed as
cither (1) the ratio of the distance at which a given line of letters on a test chart can
be seen by the observer being tested, to the distance which an observer with normal
vision would see it, or (2) a visual rating (expressed in per cent) related to the size of
characters in lines of letters of different size. The first method is employed with the
Snellen test chart; the second with the test chart of the American Medieal Association.
As shown in Fig. 19, visual acuity increases with the amount of illumination, or the
brightness of the image.

77. Flicker and Persistence of Vision. A visual image may be fully perceived by a
viewer in about 0.01 sec after it has been projected onto a sereen.  The visual impres-
gion does not immediately vanish upon being removed from the sereen suddenly,
but persists as an afterimage for about 0,05 see.  This phenomenon, called the per-
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sistence of vision, is employed in motion pictures and in television to ereate the illu-
sion of motion by exhibiting, in rapid succession, a series of images that are similar
to one another but individually different in those portions of the frame in which motion
oceurs. The effects of persistence of vision depend upon the luminosity of the subject,
and below a certain interruption rate (which depends upon luminosity) the per-
sistence of vision vanishes and flicker is observed. Flicker is usually annoying and
objectionable.

If 20 or more frames or images are viewed per seccond from a sequence of frames
which are alike except where motion has occurred between the making of one frame
and the next, and if the successive images from ecach frame can be reconstructed
before the visual impression of the preceding one has been lost, the sensation produced
is one of apparent continuous motion, and the images are reasonably free from flicker.
As shown in Fig. 20, the frequency of flicker is not constant but depends upon the
field luminosity. 60

78. Color Vision. Theeyeisincapable &
of analyzing a complex stimulus into its 50
spectral components; in this respect there

40 ya
30 /

is a fundamental difference between the
eye and the car. Beceause the eye cannot
analyze radiation into its spectral com-
ponents, an infinite number of stimuli will,
in general, evoke a given hue sensation.

It is found that a color stimulus can be

20 Vi

/

Flicker frequency in cycles per sec

matched visually by proper combination 10 y.
of three color attributes. Thus, three /
numbers (which may be chosen in different o)

ways) are generally necessary, and are 1051074103 1072 10~ 10° 10' 102 103 10%
always sufficient, to specify the sensa- Luminosity in lumens per square foot
tion-evoking characteristics of a given F16. 20. Critical flicker frequency for
radiation. human eyes.

A color match may be produced by means of a pure speetral color to which varying
amounts of ncutral (gray) light have heen added. In this method, color may be
specified in terms of the physical quantities of (1) dominant wavelength, (2) purity,
and (3) laninosity, which correspond roughly to the subjective sensations of (1) hue,
(2) saturation, and (3) brightness, respectively.

A color match may also be produced by mixing three stimuli, ealled primaries. To
produece a match of the proper brightness, the intensity of the three primaries may
need to be varied as well as their relative amounts, which determine the hue of the
mixture. The primaries for achieving visual color matches are usually taken to be
red, green, and blue, hut they may be other hues—or even monochromatic radiation—
and may be arbitrarily chosen so long as some amounts of all three components are
needed to produce a suhjective color match.  Color specification in terms of amounts
of the three primaries required to produce a match does not correspond to any com-
monly accepted sensation attributes.

The spectral energy curves of three primaries established by international agreecment
in 1931 are shown in Fig. 21. The primaries are selected so that equal amounts of all
three are required to produce white light. A convenient simplification has been
achicved by selecting one of the primaries to coincide with the visibility function of
the normal human observer.

79. Hue, Saturation, and Brightness. Lvery color sensation has three qualities
which we may call (1) hue, (2) degree of saturation, and (3) brightness. These
qualities are related to the physical attributes of (1) dominant wavelength, (2) purity,
and (3) luminosity, and form the basis of color television systems of matching color
sensations.

Hue is that attribute of color by virtue of which it differs characteristically from
gray of the same brightness, and in respect to which it falls into classes we may
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designate as red, orange, yellow, green, blue, or violet, or intermediates of these.
Hue may be expressed as a spectral wavelength; in physical measurements it is
designated as the dominant wavelength.

The degree of saturation of a color refers to the absence of neutral or gray light.
Pure speetral colors without admixture of gray (white) light are said to be saturated;
they are less saturated in proportion to the amount of white light added to effect a
color match, Saturation is a term that describes the absence of white light mixed

with the hue. Pale or pastel shades of hue

1.8 are less saturated than the vivid shades;
\ pink is white with some red and is but
\z slightly saturated.
1.6 The brightness of a color depends upon
\ the intensity of the energy reaching the eye.
\ Brightness is a characteristic by means of
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Fig. 21. Distribution coefficients for Fia. 22. Chromaticity diagram or color tri-
C.E.I. primaries selected for colorimetric angle. The horseshoe-shaped curve shows
work. The curve marked y is the same as the locus of all spectrum colors, the wave-
the visual sensitivity of the cye for high length in millimicrons of the spectral colors
light intensities. being designated by the numbers on the

curves. White light is represented at the

center of the diagram (x = 0.31; y = 0.31).

from light (white) to dark (black). Saturation and brightness are somewhat related,
for saturation refers to the degree by which a color departs from gray or neutral hue of
the same brightness.

Hue and saturation, together, are sometimes called chroma.  Thus, the chromaticity
characteristies tell everything about the color except its intensity or brightness.

To completely specify a color sensation, it is necessary to give the hue (the wave-
length of the dominant hue), the quantity of white light mixed with it (or the degree of
saturation), and the intensity of the color (as determined by its brightness or bril-
liancee).  Two colors are said to be visually alike when they are in agreement in all of
these three respeets.

80. Representation of Colors. A basic tool in the study and specification of eolor is
the chromaticity diagram. Chromaticity is that characteristie of color representing

hue and saturation together; it describes two of the three properties of color, omitting
brightness.
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The most commonly used chromaticity diagram is the kind of color triangle shown in
Fig. 22 and based on the color mixture curves or primaries of Fig. 21. The color
mixture curves show the amounts of the three primaries, X, ¥, and Z, that are required
to match unit energy at each wavelength in the visible speetrum.  The diagram of
Fig. 22 may be regarded as a standardized color map for the system of colorimetry
used by the International Commission of lHlumination. The primaries used in the
National Television Systems Committee signal specifications are given in this system
of color measurement and appear as points in the diagram of Fig. 22,

81. Colorimetric Basis of Picture Transmission. Because any color may be
matched by proper amounts of three primary colors, any color image may be resolved
into three partial images cach of which represents the contribution of one primary-
color component to the total colored image. Thus the red, green, and bluc partial
images represent, respeetively, the amount and spatial distribution of the red, green,
and blue hues of the original colored images; except that the partial images analyze
the original view on a color basis, they have the same size and amount of detail as the
original colored image. léach partial color image may be considered to be a mono-
chrome visual image, on a color basis, of the original,

Each of the three partial images may now be analyzed into picture clements by a
suitable scanning process, converted into magnitude-time functions of electrical
phenomena, and synthesized at the receiving end into another partial image. So far
as cach partial image is concerned, the process is the same as the electrical trans-
mission of a monochrome picture. Now, however, three partinl images must be
transmitted—one for each primary color—and cach partial image reconstructed at the
receiving end of the system must control or produce light of the appropriate primary
stimulus.  When this is done and the three reconstructed partial images are super-
imposed, in register, the original color image may be reconstructed.

If a single still view is to be transmitted in color, the time of transmission is usually
not of major importance, and a fairly narrow band width can be used to transmit
colored images by electrical means.  On the other hand, if colored pictures are to
portray motion, each set of three partial images for any given frame of the colored
image must be scanned, its clectrical wave forin must be transmitted, and the new
image must be reconstructed in something like 0,01 sec if the effects of flicker are to be
minimized.

It is possible to transmit all of one partial image at one time, and to followsthis
by the transmission of all of the remaining partial images. But it is also possible to
transmit one element or one line of the red-color image, followed by one clement or
line of the green-color image, and then one element or line of the blue-color image, in
repetitive fashion.  Details of the various systems in current use are covered in other
chapters of this handbook.
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ELECTROMAGNETISM AND THE STRUCTURE OF MATTER

82. Properties of Materials. Comiunication engineering is concerned with ana-
lytical methods of expressing and representing intelligence, particularly in terms of the
human responses of the senses—especially hearing and sceing. The basic concepts
of this phase of communication have already been outlined for any type of communica-
tion system. Electrical-communication systems are concerned with the utilization
of electromagnetism as the vehicle by which informnation, originating at one part of
the system, may be conveyed to another portion of the system. In radio-communica-
tion systems, conveyance of information through the use of electromagnetic radiation
is a primary concern. Electrical-communication engincering thus rests squarcely
upon the fundamentals of eleetromagnetism, which is the subject of the remainder
of this chapter.

Engineering applications of electricity involve the use of material bodies, not only
to give form, embodiment, and mechanical strength to the necessary structures,
but also to make possible the ereation of clectrie and magnetic fields of the desired
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magnitude and spatial distribution, together with the desired and cffective utilization
and storage of electromagnetic energy.

In the design of conmunication apparatus, the physical, thermal, optical, acoustical,
chemical, and especially the elcctromagnetic properties of materials play important
roles in making possible the desired performances. A vast amount of investigation
has shown that the propertics of materials depend, in large measure, upon their
structure in terms of the clementary particles of nature, and upon the processing to
which they are subject. It is not yet possible to predict or predetermine the properties
of materials in terms of their composition and structure, but considerable progress is
being made in this field, which has been referred to as molecular engineering,.

The subject of the properties of materials, as determined by their structure in
terms of molecules, atoms, and the more elementary particles of nature, is such a vast
and extensive one that specialized treatises should be consulted for further informa-
tion. Only the barest outline of a few factors upon which the electromagnetic
properties of materials depend can be given here. Already significant progress has
been made in relating the conductive, diclectric, and magnetic properties of materials
with their composition and structure, and the time may come when it may be possible
to specify the electromagnetic properties of materials and have suitable substances
made to order with the desired charaeteristics. Indeed, the rapid progress that has
been made in semiconductor devices is, in large ineasure, attributable to a thorough
understanding of the relation between the properties of materials and their composi-
tion and structure.

83. Structure of Matter. Many experimental observations, particularly within
the last half century, have conclusively demonstrated the atomic nature of electrical
and magnetic phenomena, and the close dependence of electromagnetic effects upon
the ultimate strueture of matter.

So far as the engineer is concerned, most if not all of the phenomena with which
he deals can be explained by the simple atom model composed of a compact stable
central core or nucleus made up of relatively dense particles called neutrons and
protons. Around the core clectrons revolve in elliptical shells or orbits at distances
large compared with the size of the nucleus. The cleetrons spin on their own axes.

At least 27 fundamental particles were recognized by the end of 1957, but most of
these have very short lives (small fractions of a second) and do not enter into clectro-
magnetic phenomena ordinarily encountered by the communications engineer.  The
stable particles of physics are shown in Table 4.

The electromagnetic propertics of matter are largely associated with these electrons,
and the communications engineer need not coneern himself too mueh with the central
core or nucleus.

The modern view of electricity regards an electric current (at least the conduction
and convection components of the total current) as the flow of negative charges in
one direction through a given area, plus the flow of positive charges (when these are
free to move) through the same arca in the opposite direction. In most cases the
negative charges accounting for current are due to the motion of electrons, whose
properties are given in Table 5. By common agreement, the positive sense of the
direction of enrrent is taken as that in which positive charges tend to move or (what
is the same thing) opposite that to which negative charges move or tend to move.
This convention was adopted before the true nature of the electric current was known,
and since (in most cases) the eleetric current is constituted by the flow of electrons,
the anomalous and awkward situation arises that the direction of flow of clectricity
is frequently in a direction opposite to the flow of charged particles that produce the
current! For engineering-design problems, it makes little difference what the true
direction is, but when this is important, as in the ca