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PREFACE

The purpose of this book is to provide an introductory treatment, in context suit-
able for classroom use, of the four basic aspects of integrated -circuit engineering:
fabrication, device behavior, small -signal (or linear) circuits, and digital circuits.
The majority of engineering students who become involved during their professional
careers with integrated circuits will do so as users rather than as process engineers.
However, the interdependent technologies employed in fabrication so markedly
influence the device, circuit, and even subsystem performance that the user must
have some understanding of processing techniques in order to appreciate the limita-
tions they impose on performance. We have therefore attempted to slant the
material toward the user and at the same time maintain the proportion of emphasis
we feel to be necessary on the fabrication and device aspects. In order to accom-
plish these objectives in a volume of reasonable size and to maintain an introductory
level of treatment, we have emphasized first -order behavior and first -order analyses.
Sufficient references are included to guide the student who wishes to go beyond
first -order cases.

The level for which the book is intended is a senior elective or first -year
graduate course; it is therefore assumed that the student has as prerequisites the
usual undergraduate electrical engineering courses in electronics and circuit theory.
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Understanding of device behavior at a level comparable to that of the well-known
"SEEC Notes" (Wiley) is presumed.

More material is included in the book than can usually be covered in two
semesters or three quarters of three lecture hours per week, and some selection by
the instructor is necessary. It should be noted however, that the material dealing
with linear circuits is basically independent of that dealing with digital circuits, so
that one can be studied without the other. The chapters on fabrication and device
behavior contain sufficient material for a one -quarter or one -semester course,
should the instructor wish to emphasize these aspects.

Two types of problems are used in the book. Exercises are integral with the
textual material; they are generally short and limited in scope and are designed to
provide the student with a means for testing his understanding of the material just
covered. Ordinary problems appear at the end of the chapters; these are generally
broader in scope and require more effort than the exercises.

Material selected from the book has been used in a one -semester three -unit
laboratory course and a one -semester three -unit lecture course at the University of
Arizona; in a two -quarter three -unit lecture course at the University of California,
Berkeley; and in a one -quarter three -unit lecture course at Montana State
University.
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1

THE BASIC PROCESSING TECHNOLOGY AND
LAYOUT FUNDAMENTALS

1-1 INTRODUCTION

Production of integrated circuits relies on close interaction among technologies
from as diverse disciplines as solid-state physics, chemical engineering, and pho-
tography. In order to appreciate these interactions and their relevance to the in-
tegrated -circuit designer, we first develop perspective by listing some general facts
about integrated circuits and drawing some conclusions about how these facts
influence the role of the designer.

The Technologies

The technologies for producing integrated -circuit components are completely inter-
dependent. All components and their interconnections are fabricated during a
single sequence, and the technologies employed in this sequence must be compatible.
This interdependence of technologies and the resulting limitation of available com-
ponents impose some severe compromises on circuit design.
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Economics and Production

A far greater capital investment is required for integrated -circuit production than,
for example, the production of discrete -component etched -card circuits. Further-
more, many more man-hours of design time are required for a given integrated
circuit than for a given etched -card circuit. Therefore large -volume high -yield
production is essential to the economic success of integrated circuits.

Reliability and Performance

Reliability of integrated circuits is higher than that of corresponding discrete -

component circuits because of the absence in the former of such low -reliability
aspects as solder joints. Performance of integrated circuits is usually higher,
because of the reduction of interconnection parasitic effects and because of matched -

component capabilities. The increased reliability and performance make possible
the realization of systems of much greater complexity and sophistication than was
previously possible with discrete -component circuits. The designer can now begin
to think in terms of subsystem "building blocks" instead of just in terms of circuits.

Lack of Component Adjustment

Because the integrated components are all fabricated as part of a monolithic struc-
ture, the designer loses the freedom of postfabrication adjustment of components
that he enjoyed with discrete -component circuits. Although some trimming of
components such as thin-film resistors is possible, it is very costly.

Matching of Components

The fact that all components are made during the same processing sequence ensures
that those device parameters which depend on the technologies will be well matched
in any given production run. Moreover, all devices on a chip will have nearly the
same environmental operating conditions; this leads to temperature tracking of
component values to a degree not achievable in discrete -component circuits.

The Role of the Designer

Because of the interdependence of the technologies in integrated circuits, the role
of the integrated -circuit designer is quite different from and more complex than
that of the discrete -component -circuit designer. The discrete -component -circuit
designer requires only a thorough knowledge of the terminal behavior of the devices
he uses, so that he can predict how a circuit will perform when these devices are
interconnected. He has at his disposal a large variety of different devices, but he
does not need to concern himself with the design of the devices themselves as long
as he knows their terminal behavior. Not only is the variety of discrete com-
ponents large, so in general is the range of their values. Resistors of approximately
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the same physical size range from fractions of an ohm to several megohms; capaci-
tors range from several picofarads to many microfarads. Finally, economics
dictates a hierarchy of devices: active devices such as transistors are usually most
costly, while resistors are least costly. In a discrete -component -circuit design, the
designer usually tries to minimize the number of transistors required.

The integrated -circuit designer, however, must be at once a circuit designer,
device designer, and process designer. The actual interconnection of devices to
form a circuit is a relatively small part of the fabrication sequence used in making
an integrated circuit. The devices must also be designed as part of this sequence.
Furthermore the fabrication processes must be specified to some degree. Thus the
integrated -circuit designer must concern himself with, for example, the influence of
geometry and fabrication processes in the terminal behavior of transistors.

In addition to designing devices, the integrated -circuit engineer must concern
himself with a different sort of economics than does the discrete -component -circuit
designer. Instead of dollar cost, the economic variable for an integrated circuit
is chip surface area. As chip area for a given circuit is reduced, more chips can
be obtained per wafer, and hence more circuits are produced per batch. As we
shall later see, the entire fabrication sequence is optimized for the production of
bipolar transistors. Transistors also occupy less chip area than capacitors or
large -value resistors. Therefore the designer must recast his design philosophy in
terms of using transistors to the exclusion of other devices, where possible.

Other aspects of the design philosophy for integrated circuits must differ
markedly from those for discrete -component circuits. Only a few types of com-
ponents can be conveniently fabricated : transistors, diodes, resistors, and capacitors.
Furthermore, the range of values of these components is very limited. For ex-
ample, one tries to avoid the use of resistors with resistance less than about 50 Q
or greater than about 100 ka One also tries to avoid capacitors entirely if
possible. When capacitors must be used, the total capacitance cannot exceed
about 100 pF. These restrictions mean that considerable ingenuity must often be
employed in the design of circuits which are to meet the requirements of (1) being
acceptable as building blocks, and (2) being amenable to integrated -circuit fabrica-
tion techniques. One result of these restrictions is that the circuit diagram for an
integrated circuit will generally appear very complex and even economically un-
feasible by discrete -circuit standards.

Finally, in addition to being circuit, device, and process designer, and to
designing circuits with a limited variety of components with restricted ranges of
values, the integrated -circuit designer must always attempt to take advantage of
those properties which the integrated -circuit technology offers that are not to be
found in discrete -component circuits: availability of closely matched components,
capability of temperature tracking of matched components, and useful interactions
among components.

It is clear from the preceding discussion that the design of integrated circuits
is more complicated than, and quite different from, the design of discrete -com-
ponent circuits. (The experienced discrete -component -circuit designer will find
that he has some well -developed prejudices which he must lose if he is to make the
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transition to integrated -circuit design.) To begin to be an integrated -circuit de-
signer, one must develop a basic foundation of knowledge in the essential fabrica-
tion processes; one must understand how they influence the behavior of integrated
devices, and how those devices which can be fabricated in integrated form can be
used in the production of digital and linear circuits. It is the purpose of this book
to provide such a basic foundation.

1-2 THE BASIC FABRICATION SEQUENCE

During the fabrication of an integrated circuit, the silicon wafers from which a
large number of the circuit chips will be cut undergo over a hundred individual
processing steps such as chemical cleaning procedures, rinses, and so on. All of
these steps are, of course, essential; however, a detailed understanding of the
sequence is not necessary for our purposes in this book. Rather, we are con-
cerned only with the major milestones in the sequence, and at this stage we require
only a qualitative and superficial understanding of them. This can be obtained
by looking at the block diagram of Fig. 1-1, which shows the order in which the
processing proceeds, and Fig. 1-2, which shows the cross section of a typical n -p -n
transistor as the sequence unfolds.11-

The sequence begins with the formation of a single -crystal ingot of silicon.
There are several ways to produce such ingots; however, the process usually used
today consists of pulling the crystal from a "melt" of doped molten silicon. The
crystal "pulling" process results in a cylindrical crystal varying in diameter roughly
from to 4 in, depending upon the pulling rate, melt temperature, and other exter-
nally controlled factors. The crystal is doped p -type by placing a small amount of
impurity such as boron in the melt.

Next the crystal is sawed into thin wafers. These wafers are then carefully
polished to a mirror finish by first mechanically lapping the wafer, and then polish-
ing using successively finer grits, ending with a combination chemical -mechanical
polish which leaves the surface virtually free of scratches and imperfections.

A layer of silicon dioxide (SiO2) is grown on the surface of the wafer by
heating the wafer to a temperature of approximately 1100°C and exposing it to
oxygen or steam. This oxide serves to protect the silicon surface from contamina-
tion and to prevent diffusion of impurities into the silicon during subsequent proc-
essing steps.

Special photolithographic techniques are employed to remove the oxide in
certain selected regions where transistors are ultimately to be placed. The regions
from which oxide has been removed now provide "windows" through which im-
purities can be deposited on the silicon surface. Now the wafer is placed in a dif-
fusion furnace at a temperature of about 1000°C, and a gas containing an n -type
impurity such as arsenic is passed over the surface of the wafer.$ The gas de -

t Superscript numbers refer to references at the end of each chapter.
The diffusion processes described here are called gaseous -source diffusions. Methods
using solid sources and liquid sources can also be employed.
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FIGURE 1-I
Basic silicon integrated -circuit fabrication sequence.

composes and the impurity atoms are deposited on the wafer. Where no windows
exist in the oxide, the oxide prevents the impurities from reaching the silicon surface.

Where windows exist, the impurities are deposited on the silicon surface and, be-

cause of the elevated temperature, they begin to diffuse into the silicon, thereby
forming an n -type highly conductive layer, but only at the window locations, as

shown in Fig. 1-2. This layer, called the buried layer, serves to reduce the series
collector resistance of the transistor. Following the buried -layer diffusion, all
oxide is removed from the wafer surface.

A new layer of n -type silicon is now grown on the surface of the wafer by

means of epitaxial growth. In this step the wafer is exposed at high temperature
to an atmosphere containing a silicon compound which decomposes at high tem-

peratures, depositing silicon atoms on the wafer surface. Since these atoms are
deposited in accordance with the crystal structure of the substrate, the epitaxial
layer thus grown and the substrate are part of the same single -crystal structure.
The epitaxial layer is doped by including small amounts of the desired impurity in
the gas stream during growth. In this case, as Fig. 1-2 shows, the epitaxial layer
is n -type.
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Flow chart of the sequence of processes used in the fabrication of a single -crystal
monolithic circuit.
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FIGURE 1-3
Cross section of an integrated -circuit transistor shown to correct scale.

01

Successive oxide growths, photolithography steps, and diffusions are now
carried out to put isolation walls and base and emitter impurity distributions in
place. The successive diffusion of isolation walls, base region, and then emitter,
shown in Fig. 1-2, requires impurity compensation of the p -type base by the n -type
emitter diffusion in order that the region containing the emitter be converted to a
net n -type region.

Finally, contact windows are opened in the oxide layer for connections to be
made to the device. A metal (usually aluminum) is evaporated over the entire
wafer surface and the interconnecting contacts are formed by a photolithography
step in which unwanted metal is etched away. Since the aluminum is evaporated into
the contact windows, it also makes contact to the silicon itself.

It is important to note at this point that in the remainder of the book we shall
make frequent use of drawings of device cross sections to explain various aspects of
fabrication. These drawings are never scale drawings, but are distorted for the
particular emphasis required. In order to give the reader some feeling for the
aspect ratios involved between surface dimensions and junction depths, an exact
scale drawing of a typical n -p -n transistor fabricated by the sequence just described
is shown in Fig. 1-3. This drawing does not include the metallization.

Finally, the wafer is then broken up into small chips, or dice, each of which
contains a single circuit, and the dice are then mounted on the case, or header.
Wire leads are used to connect the aluminum pattern on the chip to the header
leads. After sealing, the circuit is tested and is ready to be used.

Important conclusions about the design of integrated circuits can be drawn
from the above summary of processing steps. First, since many components are
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made at the same time, utilizing the same set of diffusions, one can expect good
matching of characteristics of similar devices on the same chip. Second, the same
set of diffusions is used to make different types of components (for instance, the
p -type base diffusion is also used to make resistors). Finally, since the entire circuit
is fabricated from a single crystal of silicon, and since the component interconnec-
tions are accomplished by the metallization pattern, the only actual "wire" inter-
connections are those between chip and header. In some headers, even these are
replaced by film stripes. Thus the integrated circuit should be more reliable than
its discrete -component counterpart.

From the foregoing discussion, it can be seen that the cornerstones of the fab-
rication sequence are oxidation of silicon, photolithography, impurity diffusion,
and epitaxial growth. All of these topics, with the exception of photolithography,
are discussed in quantitative detail in Chap. 2. However, for purposes of layout
and basic circuit design, one needs only the description given above, with additional
qualitative details of photolithography.

1-3 PHOTOLITHOGRAPHY2-5
Integrated -circuit photolithography encompasses two major areas: photographic
mask making and photoresist. In photographic mask making, two objectives are
accomplished: the reduction of layout size and the production of multiple images
of the layout. In the photoresist procedure, the multiple -image exact -size pattern
required by the wafer is transferred from the photographic mask to the surface of
the wafer. As we have seen in the preceding section, this is done several times in
the fabrication sequence to open windows in the oxide, and finally to remove un-
wanted metal from the wafer surface.

Mask making begins with a large-scale layout called artwork. Once the
designer has completed his circuit design, it is necessary to determine the locations
of all the components of the circuit on the surface of the chip. Because the chip
dimensions are of the order of 50 to 100 mils on a side,t the artwork must be made
many times the actual chip size in order to avoid large tolerance errors and to be of
size reasonable for human operators to deal with. The layout is usually carried
out in the form of a drawing showing the position of the windows that are required
for a particular major step of the fabrication sequence. Six or more layout
drawings are required, as can be seen from Fig. 1-2. For very complex circuits,
the layout process can be carried out by use of computer -aided graphics, and the
computer can generate the drawing.

Artwork is now made from each drawing. This can be done on a plastic
material called Rubylith, a clear mylar with a red plastic coating. Cuts are made
in the red coating, and the coating is peeled off in appropriate regions. The
Rubylith artwork is to be photographed, and the red areas will appear opaque to
photographic film. Rubylith artwork for a simple circuit requiring no buried-

layer diffusion is shown in Fig. 1-4.

t 1 mil = 0.001 in. Surface dimensions are usually given in mils, while cross-section
depths are usually given in micrometers, abbreviated µm. 1µm = 10-6 m.
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(b) Isolation

(a)

--- NM

U

(c) Base diffusion

FIGURE 1-4
Rubylith artwork for a simple circuit. (a) Circuit diagram; (b) isolation
diffusion; (c) base diffusion.



10 BASIC INTEGRATED CIRCUIT ENGINEERING

1:111131:11

(d) Emitter diffusion

1 1 1 I

1 1

1

.

(e) Contact windows

FIGURE 1-4 (continued)
(d) emitter diffusion; (e) contact win-
dows; (1) metallization.

If the layout has been generated by computer, all layout information can be
stored on punched or magnetic tape. The tape is then used to drive an automated
light beam which exposes a large sheet of photographic film. The film is then used
as artwork.

Next the artwork is photographed by a large camera. Typically the original
artwork will be as much as 500 times the size of the final circuit chip, so for a chip
100 mils on a side, the artwork is 50 in on a side, and a large camera indeed is
required. Successive photographs are taken to reduce the artwork size first to 100
times, then to 10 times, and finally to exact size on a master plate. The master plate
is used in a precision step -and -repeat printer which produces multiple images of the
layout on a high -resolution photographic plate. This plate is the mask which is
used in the photoresist operation to transfer the layout pattern to the wafer surface.

The photoresist procedure enables small openings to be placed in the silicon
dioxide layer covering a silicon wafer. Since the oxide acts as a barrier to im-
purity diffusion, impurities are deposited on the wafer surface only where there is
an opening in the oxide. Photoresist is a light-sensitive coating which is placed
on top of the oxide layer to be selectively removed, as shown in Fig. 1-5a. The
coated wafer is then placed in contact with the glass mask containing the pattern
of the oxide to be removed, as shown in Fig. 1-5b. During the development
process the unexposed coating is dissolved, leaving an opening in the coating as
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(a) Initial
coating

(Li) Contact
printing

(c) After
developing

(d) After
oxide etch

(e) After strip
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Si02

Silicon wafer

Si02

Silicon wafer

Si02

Silicon wafer

Si 0 2

Silicon wakr

Opaque pattern on
photo emulsion
Glass photo mask
Photoresist layer

--- Exposed photoresist

FIGURE 1-5
Steps in the photoresist process.
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shown in Fig. 1-5c. The photoresist coating which remains is chemically resistant
to the buffered hydrofluoric acid solution which is used to etch through the oxide
layer, producing an opening in the oxide as shown in Fig. 1-5d. The remaining
photoresist coating is now removed from the wafer, and the wafer is now ready to
undergo a diffusion. As has been previously mentioned, the photoresist procedure
is used not only to etch silicon dioxide but also to remove metal after the metalliza-
tion step.

1-4 LAYOUT FUNDAMENTALS

It is clear from the preceding discussion that circuit layout is the first step in in-
tegrated -circuit fabrication, since the layout determines where each of the diffusions
is to take place on the wafer surface. The discussion of circuit layout in this chapter
is not complete, since layout considerations are often determined by parasitic
effects allowable in the elements; however, the question of georrietry and its effect on
element values and tolerances can now be discussed.

Isolation by Reverse -Biased p -n Junctions

Since all components of the integrated circuit are to be fabricated simultaneously in
a single -crystal silicon structure, the first problem which must be solved is that of
providing some means for electrically isolating the components from each other.
The method most compatible with the processing sequence is junction isolation ; it is
shown schematically in Fig. 1-6. Basically the method involves producing islands
of n -type material surrounded by p -type material. Components which must be
electrically isolated from each other are then fabricated in different n -type islands.
As can be seen from Fig. 1-6c, each island is electrically isolated from the others
by back-to-back diodes.

One begins with the wafer having an n -type epitaxial layer. (If transistors
are to be fabricated, the buried layers will already have been formed at the proper
locations.) A p -type diffusion is now performed from the surface of the wafer;
sufficiently long drive-in time is used so that the acceptor impurity concentration is
greater than the epitaxial-layer donor concentration throughout the entire thickness
of the epitaxial layer. Thus the region directly below the surface, at the location
of the isolation diffusion, is changed to p -type from the surface to the substrate.
As far as impurity type is concerned, the isolation region now becomes an extension
of the substrate upward to the surface. This causes the formation of a p -n junction
everywhere around the n -type islands except at the surface. All p -n junctions thus
formed share electrically a common p region: the substrate. As far as dc isolation
is concerned, then regions are as shown in Fig. 1-6c. If the substrate is connected
to a voltage which is always more negative than any of the n -region voltages, the
junctions will all be reverse -biased and negligible dc current will flow. It is to be
understood, of course, that the diodes shown in Fig. I -6c are actually distributed
over all but the surfaces of the n regions. There will also be a distributed capaci-
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p -substrate
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p -substrate

(c)

n -island

FIGURE 1-6
(a) Cross section of the wafer before isolation diffusion; (b) after diffusion of
isolation walls; (c) dc electrical equivalent circuit.

tance associated with the isolation junctions; this distributed capacitance will produce
parasitic effects at high frequencies.

MOS Capacitor Layout

The cross section of an MOS (metal -oxide -semiconductor) capacitor in an isolation
region is shown in Fig. I -7a; the effect of the substrate is shown in Fig. l -7b. A
simple parallel -plate structure forms the capacitor; the lower plate is made by an
n+ (heavily doped) diffusion performed at the same time as the emitter diffusion for
all n -p -n transistors in the circuit. A thin layer of silicon dioxide forms the dielec-
tric, and a metal pattern deposited at the same time as the metal interconnection.
pattern forms the upper plate.

If we assume that the isolation region has already been defined by an isolation
diffusion and that a layer of oxide exists over the entire wafer surface, then the
masks needed for an MOS capacitor are:

/ diffusion mask
2 Mask to define area for thin oxide
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Bottom -plate
contact

n-epi

p -substrate

Top plate

n* Bottom plate

Si02

(a) (b)

0

FIGURE 1-7
(a) Cross section of an isolated MOS capacitor; (b) equivalent circuit showing
the effect of the substrate.

3 Contact window mask
4 Metal plate and conductor mask

(As we shall later see, mask I also contains the emitter locations of n -p -n transistors,
mask 3 contains the locations of all contact windows for the entire circuit, and mask
4 contains the locations of all metallization interconnection stripes.)

The first mask is used to open a window in the existing oxide for the n+ dif-
fusion. During the n+ diffusion cycle, a new layer of oxide is grown over the entire
surface; this layer will generally be thicker than that desired for the capacitor di-
electric. The second mask is used to remove all the oxide at the capacitor location,
and a thin layer is regrown there. The third mask is used to select a window to be
opened in the oxide at the location where contact is to be made to the lower plate.
Metal, usually aluminum, is deposited over the entire surface, and the fourth mask
is used to remove metal from the proper locations, leaving the interconnection
pattern and the upper plate.

To determine what surface dimensions must be delineated by the masks, we
assume that fringing effects can be neglected, and we calculate the capacitance of
a parallel -plate capacitor by

C
K0 80A-

where K, = relative dielectric constant of oxide
1= its thickness

A = effective area of one plate
Note that for the MOS capacitor, the bottom plate is larger than the top plate;
therefore if fringing effects are neglected, the area to be used is that of the top
plate.
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EXAMPLE 1A Layout of a 100-pF Capacitor. It is clear from (1-1) that to con-
sume the smallest surface area for a given capacitance, one should use the thinnest
possible .oxide. In practice, 500 A is about the thinnest oxide that can be repro-
ducibly obtained; therefore that value is used for 1. For silicon dioxide,

Ko co = 3.9E0 = 3.46 x 10-11 F/m

With / = 5 x 10-8 m, the area required on the chip is
A = 1.45 x 10-7 m2 = 2.24 x 10-4 in2 = 2.24 x 102 mils2

Before we can draw the artwork for the masks, we must have additional
information about the type of photographic system being used, the photoreduction
ratio, and the type of photoresist. For this example we assume that

I A two-step photoreduction system employing a total of two image reversals
is used.
2 The total reduction ratio is 125 x . (In practice, a larger ratio would be
used.)
3 A negative photoresist is used. For negative photoresists, that part of
the photoresist exposed to ultraviolet light through the mask is not removed
by the developing process. Therefore areas of oxide which are to be opened
as windows must lie under photoresist which is not exposed.

We also must know something about the minimum size of window openings which
can be tolerated, and about the maximum registration errors that are likely to be
encountered during the alignment of successive patterns atop the wafer. For this
example, we assume that

I Minimum window size is 1 x I mil.
2 Maximum registration errors are 1 mil.

These are somewhat larger than would actually be encountered in a practical situa-
tion. Carefully controlled production lines can achieve window sizes as small as
0.2 x 0.2 mil and registration errors less than 0.2 mil.

With two image reversals and a negative photoresist, the artwork must be
cut and the Rubylith peeled so that areas representing removal of oxide or metal are
opaque. The masks to be used are shown separately in the sketches of Fig. 1-8.
Note that with 125 x reduction, s in on the artwork reduces to 1 mil on the chip.
To realize 224 mils2 on the chip, the artwork for the upper plate must be 3.5 in2.
The shape of the plate is arbitrary; however, long thin shapes are avoided since
they produce excessive parasitic resistance in the n+ diffusion of the lower plate.

Since registration errors as much as I mil must be allowed for, the size of the
artwork must be increased so that misalignment of successive masks does not
change the value of the capacitance. Accordingly, the n+ region and the oxide
regrowth areas are made larger than the upper plate. If the masks all register
perfectly, their overlay is as shown in Fig. 1-9. ////

The errors in capacitor value from layout are due to errors in area. For a
capacitance tolerance of +1 percent, the layout area must be held to within +I per-
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Contact area
1 x 1

Contact pad
x

24 II

n+ diffusion mask

Oxide regrowth mask

Contact window mask

Metallization mask

FIGURE 1-8
Capacitor mask layout.

cent. In order to achieve this, the individual capacitor plate dimensions must be
held to within ±0.5 percent. In the above example, this means that the side dimen-
sions of the artwork must be accurate to within approximately ± 10 mils (0.01 in).

Diffused -Resistor Layout

Because a high value of resistance is generally desirable and because adequate
control of resistance is essential, the p -type diffusion which is used to form the base
of transistors is also used to form resistors. The cross section of the diffused
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FIGURE 1-9
Registration of the masks for the MOS capacitor.

resistor is shown in Fig. 1-10. The value of the resistance is controlled by the
surface geometry (length and width) of the resistor as well as the characteristics of
the diffused impurity profile. As we will later see, the diffusion characteristics are
embodied in the surface resistance of one square (independent of the size of the
square). This characteristic resistance, called the sheet resistance of the diffusion,
is easily measured and is fixed by the processing schedule. The resistance of a
diffused resistor can be expressed in terms of this sheet resistance and the surface
dimensions L and W:

L
R =p5 (1-2)

where p's = characteristic sheet resistance
L = resistor length
W = resistor width

Note that LI W is the aspect ratio of the surface geometry, and is therefore the
effective number of "squares" contained in the resistor.

If it is assumed that the isolation diffusion has already been performed and
a layer of oxide grown over the entire wafer, then the masks required for a diffused
resistor are

1 p -type diffusion mask
2 Contact window mask
3 Metal conductor interconnection mask

The first mask is used to open a window in the oxide over the location where
the resistor is to be formed. A p -type diffusion into this window forms the diffused
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p -substrate

Substrate

(a)

FIGURE 1-10
(a) Cross section (single diffused p -type resistor); (b) Equivalent circuit showing
effects of the substrate.

n -e pi

(b)

resistor and is accomplished at the same time that base regions are diffused for any
transistors in the circuit. The second mask is used to open contact windows in
the oxide over appropriate locations on the resistor. This step is carried out at
the same time that contact windows are opened for all other components in the
circuit. Metal is then deposited over the entire wafer and the third mask is used to
remove metal from the proper locations, leaving the interconnection pattern.

EXAMPLE 1 B Design of a 2-k12 Diffused Resistor. We again assume that the
photographic system uses two image reversals and that a negative photoresist is
employed. We also assume that the sheet resistance resulting from the p -type
diffusion is 200 S2 per square, a typical value for transistor base diffusions. Then
from (1-2) we find

L
=

R 2 x 103
W ps 200

= 10 sq

Only the aspect ratio is calculated; the value of either L or W must be chosen from
other considerations.

One such consideration is resistor layout tolerance. It should be noted that
the tolerance variations of p's may be as much as 20 percent, so that errors of, for
example, 1 percent in layout dimensions introduce insignificant errors in the absolute
values of resistances. However, in many circuits the performance can be made to
depend not upon absolute values of resistances, but rather on ratios of resistance.
If it is necessary to control resistor ratios to within 1 percent, artwork errors become
significant.

If both L and W are reproducible to within + Ax in the layout drafting, the
resistance for a given p; is

L ± Ax L Ax\ Ax\
R =

13' W + AX W Pski ± )
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For Ax/L and Ax/W sufficiently small (less than 0.05), the resistance becomes in
the worst case

(1-3)

In our example, LIW = 10 so Ax/L is smal compared with Ax/ W. If
resistance variations due to layout are to be less than 5 percent, then Ax/W 0.05

or W = 20 Ax. Suppose that the accuracy with which the artwork can be cut is
0.00625 in. Then W = 0.125 in. If the photoreduction is 125 x , as was used for
the capacitor example, the width of the resistor on the chip is 0.001 in or 1 mil, and
its length would be 10 mils.

We cannot complete the design of the resistor without some knowledge of
how the contacts are to be made, since the contact geometry also influences the
total resistance of the resistor. A good aluminum -silicon ohmic contact has a
conductance of approximately 0.08 K5/mi12; a contact made through a 1 -mil square
window will add about 12.5 SI to the resistance of the resistor. Furthermore, the
resistance added by the region where the contact is made must also be taken into
account. The contact window must not overlap the edge of the resistor, or the
contact will electrically connect the resistor to the n material in which it is em-
bedded. Because of the registration tolerances encountered in mask alignment,
the window must be placed well within the region to be contacted. In cases where
wide resistors are used, this can be done as shown in Fig. 1-11a. When the region
around the contact window size is comparable to the width of the resistor, which is
more often the case, the contact region is enlarged as shown in Fig. 1-11b to allow
for registration clearances. Here the contact region adds effectively 0.65 square
to the number of squares of the resistor, as shown.

For our example, we can now calculate all the dimensions and draw the
masks. If we assume that a I -mil width is used for the resistor, and that 1 -mil

windows are used for contacts, the resistance contributed by the contacts them-
selves is 25 n, and the resistor must then have a resistance of 1975 O. For p's=
200 S2 per square, the total number of squares of the resistor must be

L 1975

200
9.88 sq

I7V = -
Since each contact region, or end pad, contributes 0.65 square, the body of the
resistor must contain 9.88 - 1.30 = 8.58 squares. For W = I mil, the length of
the resistor between end pads is 8.58 mils. The layout is then as shown in Fig.
1-12. ////

For this example, the layout was straightforward. However, if we require
a much larger resistance, complications arise. Suppose that a 100-k SI resistor is
required on a 100 x 100 mil chip. If p's is 200 SI per square, and if we must again
use W = 1 mil, the length of the resistor must be approximately 500 mils. A layout
of the type shown in Fig. 1-12 cannot fit on the chip. In such cases, maze geom-
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Area under
contact window

w

w

0.65 squares

(a) (b)

FIGURE 1-11
(a) Contact area for a wide resistor; (b) enlargement of contact region for the
case in which contact window dimensions are equal to resistor width.

etry of the type shown in Fig. 1-13 is used. However, at the bends the electric
field lines are not uniformly spaced across the width of the resistor, but are crowded
toward the inside corner. A square at a bend of the resistor does not contribute
exactly 1 square, but rather 0.65 square. If it becomes necessary to bend a resistor,
this fact must be taken into account in determining the total length of the resistor.

Exercise 1-1 For p's = 200 S2 per square, find the maximum resistance that
can be fabricated on a 100 x 100 mil chip for: (a) 1 -mil lines and 1 -mil spacing;
(b) 0.5 -mil lines and 0.5 -mil spacing.

Base diffusion

Contact windows

Metallization -

FIGURE 1-12
Layout for diffused resistor masks.
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0.65 squares

FIGURE 1-13
Maze geometry for long resistors.

n -p -n Transistor Layout

A number of different surface geometries can be used for the n -p -n transistor; only
one will be treated here. The cross section of a single -base -stripe single -collector -
stripe isolated transistor is shown in Fig. 1-14. The masks required for this device
are:

1 n+ buried -layer diffusion mask
2 p isolation diffusion mask
3 p base -region diffusion mask
4 n+ emitter diffusion mask
5 Contact window mask
6 Metallization mask

Base Ern' tter
contact contact

Collector Substrate
contact contact

P

n-epi

p -substrate

FIGURE 1-14
Cross section of a single -base -stripe single -collector -stripe isolated n -p -n transistor.



22 BASIC INTEGRATED CIRCUIT ENGINEERING

r
r- - - -" - - -

r -

L - _ _ _ iL

r -
r -

L

(a) Buried layer

r-iL

(d) Emitter

-J

1

(b) Isolation

r

F.4

L J

(e) Contact windows

(c) Base

(1) Metallization

FIGURE 1-15
A set of masks for an n -p -n transistor.

In general, unless exceptionally close matching between transistors is required, the
performance is not first -order -dependent upon the surface geometry. (Second -
order effects related to surface geometry are discussed later.) Therefore the tran-
sistor most often used is one which requires the least amount of surface area. The
amount of surface area required depends upon the minimum window size, the
minimum line widths, and the registration tolerances for the processing sequence
being used. For generality, let

I = minimum clearance from isolation window to any p diffusion window
IB = minimum clearance from isolation window to buried -layer window
W = minimum window size
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R = maximum registration tolerance for successive masks
S = minimum spacing between lines on the same mask

A set of masks for an isolated n -p -n transistor is shown in Fig. 1-15. To show the
interrelationships among the quantities listed above, a superimposed set is given in
Fig. 1-16. There are some subtleties involved in the layout of the transistor, and

Isolation window

VZ 4

4v

sj e
Metal

Substrate contact
window

R

A
IB

IB

Base -contact
window

Metal

Base
diffusion

Buried
layer

Emitter
diffusion
Emitter contact
window

Metal

Collector n+ and
contact window

Metal

FIGURE 1-16
Layout of a single -base -stripe single -collector -stripe n -p -n transistor with buried
layer.
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some clearances are less critical than others. These subtleties are best understood
in terms of their effects on device terminal performance; they are discussed later
in conjunction with device design. A typical 1 -mil -geometry device has all dimen-
sions above equal to 1 mil except I = 2 mils, and IB = 2 mils.

Exercise 1-2 Find the area required for a 1 -mil -geometry n -p -n transistor.

1-5 LAYOUT GUIDELINES

We have discussed thus far the layout of MOS capacitors, diffused resistors, and
n -p -n transistors. Other components, for example, p -n -p transistors and field-
effect transistors, can be fabricated in monolithic form. However, we have at this
point sufficient knowledge to formulate some useful general guidelines for layout;
the layout of other devices will be discussed in conjunction with their design.

1 Since isolation diffusions always occur at the periphery of device regions,
and since isolation clearances are usually larger than other clearances, the
isolation diffusion occupies a significant amount of area. Therefore it is
desirable to minimize the number of isolated regions that have to be used.
This is achieved by such expedients as putting all resistors together in a single
isolation region and putting all transistors together whose collectors can be
electrically connected.
2 A contact should always be made to the substrate, so that it can be
connected to the most negative supply voltage in the circuit. Often this contact
is most conveniently made on the surface of the chip by opening a window
over the isolation diffusion.
3 A contact should always be made to the n material of a region containing
resistors. This n material should be connected to the most positive supply
voltage in the circuit, thus ensuring that the p -n junctions surrounding resistors
will never become forward -biased.

The above three guidelines have to do mainly with ensuring proper isolation,
and can be deduced from what is already known about layout. There are several
other important factors which bear on layout and which are discussed in later
chapters.

4 The base diffusion mask should also include the isolation windows, so
that the p -type isolation material receives a base diffusion. This is to prevent
an n -type inversion layer from forming at the surface of the isolation diffusion.
5 Any parts of the epitaxial n material which are to be contacted should
receive an n+ emitter diffusion. This is because aluminum is an acceptor
impurity in silicon; hence the donor concentration of the region to be con-
tacted must be larger than the acceptor concentration in order to prevent
formation of a p -n junction.
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6 Aluminum areas used as bonding pads for bonding wires which make
connection with the header pins should be at least 3 x 3 mils. If smaller
pads are used, it will be difficult to position the bonding tool on the pad, and
the bond will also extend outside the pad area.
7 It is often desirable to include some sort of alignment pattern on the art-
work to make the task of registering successive masks easier.

EXAMPLE IC Layout of a Single -Transistor Inverter Stage with Speedup
Capacitor. We can now illustrate the layout of a simple but complete circuit in-
volving only resistors, capacitors, and transistors. The circuit diagram is shown in
Fig. 1-17.

First, some knowledge of the constraints of the processing system is necessary.
We assume the following:

1 The photoreduction is 250 x .
2 A two-step photographic procedure with two image reversals is used.
3 A negative photoresist is used.
4 All clearances are I mil except the isolation clearance, which is 2 mils.
5 Base diffusion sheet resistance is p's = 200 S2 per square.
6 MOS capacitor oxide thickness is / = 900 A.
7 Resistor tolerance due to layout are ±2 percent.
8 Drafting accuracy is /Ix = ±5 mils on the artwork.

Next we determine how many isolation regions are needed. Both resistors
can go in one region, and this region should have its n material connected to Vcc.
The transistor requires its own region, as does the capacitor. The number of
regions required is three. The substrate should be connected to ground.

The size of resistors and capacitors can next be determined. For the capacitor,
we have

In

FIGURE 1-17
Single transistor inverter with speedup
capacitor.

A = -CI = 403 mil'

Vcc

Out
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(a) Buried layer diffusion

(b) Isolation diffusion

(c) Base diffusion

(d) Emitter diffusion

(e) Oxide regrowth

(f) Contact windows

(g) Metallization

FIGURE 1-18
Rubylith artwork for the inverter
circuit.
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or an artwork area for the upper plate of 2.52 in2. Both resistors have the same
resistance, and the resistance is relatively low. To meet the tolerance requirement,
it is necessary that the width of the resistor be

W =
Ox-= 0.250 in on the artwork

0.02

On the chip the resistor will be 1 mil wide. Since the contacts have 1 -mil windows,
they contribute 25 f2, so the number of squares must total 1375/200 or 6.88. Be-

cause the resistor width is I mil and the minimum contact window is also 1 x 1 mil,
enlarged end pads must be used. These contribute a total of 1.3 squares, so the
resistor body must be 5.58 squares, and the length between end pads is therefore
5.58 mils on the chip, or 1.39 inches on the artwork.

A standard I -mil -geometry single -base -stripe single -collector -stripe buried -
layer transistor is used. The artwork for the seven masks required in the fabrica-
tion of the entire circuit is shown in Fig. 1-18. ////

1-6 CROSSOVERS

In all our discussions of layout to this point, we have implicitly assumed that any
circuit to be fabricated requires no crossovers of the metal interconnection pattern.
For this to be the case requires that the circuit be able to be represented by a coplanar
graph. Obviously not all circuits are coplanar; a case in point is the simple Eccles -
Jordan multivibrator. Clearly we need some means for realizing crossovers.

One method which requires neither increase nor alteration of the fabrication
steps is the so-called buried crossover. A cross section of a buried crossover, to-
gether with its surface geometry, is shown in Fig. 1-19. An n+ diffusion is made
and contact windows are opened at each end. Sufficient space is left between
contacts so that a metal stripe can be deposited on the oxide above the n+ diffusion.
The diffused material serves as one conductor, and the metal above the oxide crosses
it without making electrical connection. Since the n+ diffusion can be performed

Si02

n+ emitter
n-epi

p -substrate

n. emitter diffusion

FIGURE 1-19
Cross section and surface geometry of a buried crossover,
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177A V /

P

P

P
n-epi I_

p -substrate

FIGURE 1-20
Use of a diffused resistor location to make a crossover.

at the same time as the emitter diffusion, no extra processing steps are needed.
However, the n+ material introduces some series resistance, so it should not be
used in, for example, power supply lines or ground lines. Also it may be necessary
to provide an isolation region for the n+ diffusion; this will increase the area it
consumes.

Before resorting to buried crossovers, one should determine that they are
absolutely necessary. This involves more than a glance at the circuit diagram,
however. Note, for example, that a diffused resistor provides a natural means for
implementing a crossover. As long as the value of the resistance is large enough
so that there is sufficient space between the end pads for a metal stripe, a crossover
can be made there, as shown in Fig. 1-20. Furthermore, crossovers can sometimes
be avoided by using double -base -stripe or double -collector -stripe transistors. Fig-
ure 1-21 shows a case in which effective crossing of emitter and base leads is
accomplished by using a double -base -stripe transistor.
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Emitter

FIGURE 1-21
Use of a double -base -stripe transistor to implement crossing of base and emitter
leads.

Exercise 1-3 For 1 -mil geometry, find the resistance of a buried crossover if
the sheet resistance of the n+ diffusion is p's.

Exercise 1-4 For 1 -mil geometry, what is the minimum resistance for a
resistor to be used as a crossover? Assume that the base diffusion sheet
resistance is p's = 200 S2 per square.

By making use of the above techniques it is usually possible to implement all
necessary crossovers without unduly compromising circuit performance. Should
this not be the case, it is possible to use more than one layer of metal interconnect
pattern; this is done as follows. The circuit is fabricated as usual, but after the
removal of unwanted metal, a layer of oxide is deposited at low temperature over
the surface of the wafer. This is typically done by pyrolytic decomposition of
silane in a reactor at temperatures below 300°C. The decomposition forms silicon
dioxide on the wafer surface. Because of the relatively low temperature involved,
there is no damage to the existing metal pattern. Windows are next etched in the
oxide, a second layer of metal is deposited, and unwanted metal is removed in the
usual way from the second layer. A cross section of a crossover formed in this
way is shown in Fig. 1-22. Because several extra processing steps are required,
this method of implementing crossovers should be avoided if at all possible.
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FIGURE 1-22
Multiple -layer metal crossover.

Low -temperature glass

+ Vcc

R R R

FIGURE P1-2

0 + V"
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PROBLEMS

1-1 Suppose that all clearances and dimensions for the layout of an n -p -n transistor are
1 mil, except the isolation clearance, which is 2 mils. Find the area required for an
isolated, non -buried -layer transistor for: (a) single -base -stripe single -collector -stripe
geometry; (b) double -base -stripe double -collector -stripe geometry; (c) single -base -
stripe collector -ring -contact geometry.

1-2 A three -input ECL gate with emitter -follower outputs is shown in Fig. P1-2.
Determine how many isolation regions are required and what would be put in each
region.

/-3 For 1 -mil geometry, how much area is required for an isolated buried crossover?
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2
DIFFUSION -RELATED PROCESSES

Diffusion is a physical process which is important in several aspects of integrated -

circuit fabrication, as well as in the operation of bipolar transistors. Because dif-
fusion is such a basic process, we begin this chapter with a general treatment of
diffusion theory, leading to Fick's laws for diffusion. These general results are
then applied successively to impurity diffusion in silicon, oxidation of silicon, and
epitaxial growth of silicon layers.

2-1 FIRST -ORDER DIFFUSION THEORY'

In obtaining a first -order model for diffusion, our purpose is not to provide a
derivation, but rather to state the postulates which are to be assumed for the
general case, and the results which follow from these postulates. We consider a
collection of particles moving in some medium, and we assume the following:

1 The particles obey classical mechanics. This applies to the various types
of diffusion we wish to consider in this book; it is possible, however, to
remove this limitation and to account for particles obeying quantum statistics.2
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2 The particle concentration is sufficiently low that collisions among par-
ticles are negligible in comparison with collisions between particles and the
medium.
3 Collisions are adequately described by a linear relaxation model with
relaxation time T. Because of (2), T is not a function of spatial coordinates.
4 A quasi -equilibrium description of the particle -distribution function is
adequate; that is, the distribution function in six -dimensional (position and
momentum) space differs only slightly from its equilibrium value.

By using these approximations, together with the Boltzmann transport equa-
tion,3 one can show that the particle flux densityf is given by

f(r, t) = -V DN + µNE (2-1)

where N = particle density
D = diffusivity, or diffusion coefficient, of particles

= mobility of particles
E = electric field
V = gradient operator in position space
r = position vector
t = time

Now let us also assume that:

5 The particles obey Maxwell -Boltzmann statistics.
6 Isothermal conditions exist.
7 The effects of the electric field can be neglected.

We can now obtain Fick's first law:
f= -DON (2-2)

One can also write a continuity equation relating the time rate of change of
particle density to the divergence of flux density; this is known as Fick's second
law.

a N = -V  f (2-3)
at

ON
or

at
= -V  (D V N) (2-4)

For our purposes, diffusion can usually be regarded on a first -order basis as
one-dimensional, and the diffusion coefficient can be assumed to be constant.
Fick's laws then become

Nf a
(x, t) = -D

aN of a a a2N

at = ax ax( -D ax) axe

where r = x.

(2-5)

(2-6)
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The physical interpretation of (2-5) is that particles move by diffusion from
regions of higher concentration to regions of lower concentration. One can also
obtain a physical interpretation of (2-6) by considering a small volume Z Y(x2 - x1).
If one integrates (2-6) over this volume, the result is

dQ
=dtI(xI,t) - i(x2, t) (2-7)

where Q(t) = total number of particles in the volume
i(x, t) = particle current

The physical interpretation is embodied in (2-7): The rate of increase of the number
of particles in the volume is equal to the net particle current flowing into the volume.
[Note that if the particles have a charge q, qQ is the total charge in the volume,
and qi(x, t) is the electric current.]

2-2 DIFFUSION OF IMPURITY ATOMS IN SILICON

In planar processing technology, formation of p -type or n -type layers of silicon is
usually accomplished by diffusing impurity atoms such as boron or phosporus into
the silicon crystal from the surface of the wafer. If the crystal is originally of a
given type, for example, n -type, it can be changed to the opposite type by diffusing
in impurity atoms of opposite type, for example, acceptors, with density greater
than that of the original impurity atoms. This technique is known as compensa-
tion and is used in forming base and emitter regions for bipolar transistors.

Impurity diffusion is generally carried out in two steps. In the first, or
predeposit step, the wafers are placed on a quartz carrier in the quartz tube of a
diffusion furnace. The region containing the wafers is heated to a high tempera-
ture (typically 950°C) by heating elements surrounding the tube. Impurity atoms
are then deposited on the surface of the wafer. There are several ways of imple-
menting the deposition; these are called gaseous source, solid source, and liquid
source, according to the phase of the material originally supplying the impurity
atoms. In these methods, the impurity atoms are carried to the wafer by the flow
of a gas in the diffusion tube. A schematic drawing of a gaseous -source system is
shown in Fig. 2-I. For boron diffusion, the impurity gas is diborane (B2H6),
while for phosphorus, phosphine (PH3) is used. The carrier gas is typically argon
or nitrogen. Focusing attention on the boron case, we note that when the im-
purity gas enters the hot diffusion tube, it decomposes into several boron -containing
compounds, which are carried to the wafer and react with the wafer surface. As a
result, boron atoms are deposited on the surface, dissolve in the silicon, and begin
to diffuse into the wafer.

It is important to note that there is a maximum density No of impurity atoms
which can dissolve in silicon; No is known as the solid solubility limit. In general,
No differs for different impurities, but it is a weak function of temperature over a
fairly wide range of temperatures. Graphs of No versus T are given in Fig. 2-2,4
and a table of values is given in Table 2-1. (Diffusivities of boron and phosphorus
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Mixing
manifold

Inert
carrier

gas

Impurity
gas

Diffusion tube

Wafers

Quartz carrier

FIGURE 2-1
Schematic diagram of a gaseous -source diffusion system.

are also given in Table 2-1 ; note that D for boron is independent of surface con-
centration, while for phosporus it is not.) The existence of a solid solubility limit
and its weak dependence on temperature are important to the success of the planar
process, for they ensure that the number of impurity atoms deposited during the
predeposition step is relatively independent of the partial pressure of the impurity
gas in the gas stream. This solid solubility limit makes possible reasonable control
of the predeposit results.

In the second, or drive-in, step the wafers are again placed in a diffusion furnace,
but now the temperature is increased and the gas -stream constituents are changed.
During this step, the impurities which were ',redeposited are diffused farther into
the silicon wafer, usually for the purpose of producing a junction at a predetermined
depth below the surface. Typical temperatures are of the order of 1100°C, and

Table 2-1 USEFUL VALUES FOR BORON AND PHOSPHORUS

Boron Phosphorus

T,°C N0, cm -3 D, µ3/11 N0, cm -3 N,, cm -3 D, µ2/h

950 4.5 x 1020 1.6 x 10-3 8.5 x 102° 1 x 1019 1.7 x 10-3
8.5 x 1020 2.2 x 10-2

1000 5.2 x 10-3 1 x 102' 1 x 1019 6.4 x 10-3
I x 102' 6.0 x 10-2

1050 5.0 x 1020 1.7 x 10-2 1.1 x 1021 I x 10'9 2.0 x 10-2
I x 102' 1.7 x 10-1

1100 5.8 x 10-2 1.2 x 102' I x 10'9 7.3 x 10-2
1 x 102' 3.7 x 10-'

1150 5.2 x 1020 1.6 x 10-1 1.3 x 1021 1 x 10'9 1.8 x 10-'
1 x 102' 8.1 x 10-1

Note: lib= surface concentration, cm- 3
N0 = solid solubility, cm- 3

= 10-6 m
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1450
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1400 -
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1350 -
1300 -
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800 -
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FIGURE 2-2
Temperature dependence of solid solubilities.

the gas stream is steam or oxygen for approximately the first one-half hour, followed
by nitrogen for the remainder of the drive-in time.

Predeposit Diffusion

To analyze the predeposit step, we assume that Fick's laws adequately describe the
diffusion of impurities inside the silicon wafer. It is also postulated that:

1 Quasi -equilibrium conditions exist at the wafer surface, so that whatever
chemical reactions occur between the wafer surface and its surroundings
cause the impurity concentration to be maintained at solid solubility N0 .

2 The wafer is semi -infinite in thickness.
3 The x direction is taken from the surface into the wafer.
4 No impurity atoms exist in the wafer for 1 < 0. This restriction is easily
removed later.

We now solve (2-6) subject to the boundary and initial conditions which are
embodied in the above postulates.' For concreteness we assume diffusion of
acceptor atoms with concentration N A(x, t) cm -3. The boundary conditions are

NA(0, t) = N0 u(t)
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where u(t) is the unit step function

NA(co, t) < oo

and the initial condition is

NA(x, 0) = 0

To find the solution of (2-6) we first eliminate t by use of the Laplace trans-
formation; the resulting ordinary differential equation is

d2NA(x, s)
sN A(x, s) - NA(x, 0) = D

P dX2
(2-8)

where NA(x, s) is understood to mean the Laplace transform of NA(x, 1). The sub-
script p is used to emphasize the fact that the diffusivity must be evaluated at the
temperature of the predeposition.

The solution of (2-8) is

NA(x, s) = A(s) exp -x + B(s) exp \./sp) (2-9)
ij P

Because NA(oo, t) < co, B(s) = 0. To evaluate A(s) we note that NA(0, t) = No u(t)
which when transformed yields

Thus we obtain

and

The inverse transform of (2-10) is

where

N
NA(0, s) =

o

s

A(s) = No

NA(x, s) = -No exp(-x\I-D

NA(x, t) = N, erfc
\ D t

fY
erfc y 1 - erf y = 1 --J e-z2dl

o

x

(2-10)

(2-11)

This impurity distribution is sketched in Fig. 2-3 for a predeposition time tp.
It is also of interest to calculate the total number of impurity atoms in the

wafer after a predeposition time tp . If the surface area of the predeposit is A, then
the total number of acceptor atoms Q A(t p) is given by

QA(tp) = A f NA(x, tp) dx
o

=N,Af erfc ,x dx (2-12)
0 2,/Dp tp
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FIGURE 2-3
Sketch of impurity distribution resulting
from predeposition.

From a table of integrals, f erfc y dy is found to be 1Wn; therefore

21%10A
QA(tp)=- Dptp

Nbr

D,t,

(2-I2a)

The quantity JDptp can be thought of as a characteristic length associated
with a particular diffusion. If the thickness of the material is large in comparison
with this length, the approximation of a semi -infinite wafer is a good one.

EXAMPLE 2A Calculation of the Characteristic Length. A boron predeposi-
tion is carried out at 950°C for 30 min. Using Dp 1.6 x 10-3 µm2/h, we obtain
a characteristic length

N/Dp tp = 2.8 x 10-2 µm = 2.8 x 10-8 m

If the wafer thickness is L = 10 mils = 10 x 25.4 x 10-6 m, we find L/,./Dp tp z 104,
so the semi -infinite approximation is excellent for this case. /HI

Diffusion into Constant Background Concentration

The assumption that the wafer had no initial impurities is not a realistic one for most
applications. For example, the base diffusion is performed into an epitaxial layer
which, if n -type, has some distribution of donor atoms. It is convenient to
regard this distribution of donor atoms as initially being uniform, although such an



DIFFUSION -RELATED PROCESSES 39

approximation is not valid near the substrate-epitaxial-layer junction. However,
typical epitaxial-layer thicknesses are of the order of 8 to 12 pm, while device junc-
tions of interest are fabricated within approximately 3 pm of the surface. There-
fore the epitaxial layer near the surface is often assumed to have approximately a
uniform distribution of impurities whose concentration is Nix., the background
concentration. Since a p -n junction will be formed where the diffusing acceptor
density is equal to the donor density of the epitaxial material, it is relevant to ask
what happens to the donor distribution during the diffusion of acceptors.

It must first be recalled that collisions among impurity atoms themselves dur-
ing diffusion are assumed to be insignificant in comparison with collisions
between impurity atoms and atoms of the silicon crystal. Therefore the diffusion
of acceptors and the simultaneous diffusion of donors can be treated as independent
problems.

It is assumed that during predeposition of acceptors, the flux of donor atoms
is zero at the wafer surface; that is, donor atoms are neither added to nor subtracted
from the wafer during diffusion of acceptor atoms. It is also assumed that the
thickness of the epitaxial layer is semi -infinite, and that the initial donor distribu-
tion is ND(x, 0) = NBC. Again, the semi -infinite approximation is valid as long as
the thickness of the epitaxial layer is large in comparison with the characteristic
length for donors. The result of these approximations is that there is effectively no
change of the donor distribution near the wafer surface, and

ND(x, t) NBc

This approximation is not valid near the substrate junction since donors diffuse into
the substrate.

During the acceptor predeposit, a p -n junction is formed; if the constant -
background -concentration approximation is used, the junction depth xj is given
by

Substituting (2-13) in (2-11), we obtain
NA(Xi,tp)=-- NBC (2-13)

NBc = N, erfc
X

2,./D tp
(2-14)

EXAMPLE 2B Calculation of Predeposition Junction Depth. A boron predeposi-
tion is performed in a wafer having N = 5 x 1015 cm -3, with predeposition dura-
tion of 3Q min at 950°C. The resulting junction depth is given by (2-14), which
yields

xj :t 0.2 pm = 0.2 x 10 -6 m

The total number of atoms predeposited is found from (2-12) to be

- -
QA(tp)=2N0

A/Dptp= 14.4 x 1014 x A

where A is the surface area in square centimeters.
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Drive-in Diffusion

After the predeposition has been carried out for a predetermined time, the wafer
is placed in a different atmosphere, one not containing impurity -bearing gas, and
at a higher temperature than was used during predeposit. Diffusion of the impurity
atoms continues, but now with different boundary conditions. This procedure is
used for two principal reasons:

1 It is necessary to grow a layer of SiO2 on the surface for passivation and
for use as oxide masking in subsequent photoresist steps. If this is done
during predeposition, the oxide growth will interfere with the deposition of
impurity atoms.
2 As we shall see in later chapters, high-performance bipolar transistors
require base -region surface concentrations lower than No . The two-step
diffusion procedure lowers the surface concentration during drive-in.

Since the wafer is placed in an oxidizing atmosphere, it is reasonable to
assume that no impurity atoms flow from the wafer to the atmosphere. For the
present, we also assume that no impurities dissolve in the oxide layer. This means
that the total number of impurity atoms remains constant, and that the flux is zero
at the surface. To find the resulting impurity distribution, we first define a new
time variable

Next we must solve (2-6) subject to the following conditions:

1 NA(oo, e) 0

(The wafer is assumed to be semi -infinite in extent.)

2 DdaN
A(0,

t') = 0
ax

is5

r' A r - tP

(Note that the subscript d is used to indicate that the diffusivity must be
evaluated at the drive-in temperature.)

3 NA(x, 0) = NA(x, t = tp)

Condition (3) is simply a statement of the fact that the acceptor distribution
at the beginning of the drive-in is that distribution which exists at the end of
the predeposit diffusion.

Equation (2-6) can be solved subject to conditions (1) through (3); the result

OD

NA(x,t')= (470d1-112 f NA(cc, tp)(e-(x-a)2/4Ddt c(x+4214Dat) doL(2-15)

Unfortunately, when (2-11) is substituted for N A(cx, in (2-15) the integral must
be evaluated by numerical methods. We therefore wish to investigate the use of
approximations for NA(x, tp) which would
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I Enable the integration of (2-15) to be carried out
2 Yield tractable results which can subsequently be used in evaluating the
profile and calculating junction depths

The Step Approximation

In the interest of finding an approximation which will make possible the integration
in (2-15), we first consider

NA(x, tp) = No

NA(x, tp) = 0

NohA=QA(tp)

0 <x<h

x>h

This approximation is shown pictorially in Fig. 2-4; note that it conserves the total
number of predeposited atoms. Use of this approximation in (2-15) yields

NA(x,e)= -No
x-h

erf
x+ h

(2-16)
2 (erf2 /Dd t' 2\/ Da t'

While the step approximation satisfies the requirement that the integration
be carried out, the results can hardly be considered tractable.

00

FIGURE 2-4
The step approximation for the initial
distribution in drive-in diffusion.

Step approximation
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The Delta -Function Approximation

A mathematically simpler approximation is to assume that all the atoms pre-

deposited are concentrated at the wafer surface; that is,

NA(x, tp) -QA tp (5(x) (2-17)
A

where (5(x) is the unit delta function. Now approximation (2-17) is used in (2-15);
the delta function in the integrand makes the integration simple, with the result
that

NA(x, t) -, p)
e-x214Dar (2-18)

A,InDd t'

Furthermore, (2-18) is certainly more tractable than (2-16).
To evaluate the profile after a predeposit followed by a drive-in, one need

only

1 Use (2-12a) to calculate QA(0.
2 Use the delta -function approximation, substituting QA(t,) in (2-18).

It is intuitively clear that the delta -function approximation is worst for
t' 0. For characteristic lengths VD, t' large compared with the predeposit
characteristic length .,./Dp tp , the approximation is reasonably good, as is shown by
Fig.

EXAMPLE 2C Drive-in Diffusion. Suppose that the wafer having the pre -
deposit diffusion of Example 2B is now subjected to a drive-in diffusion in a nitrogen
atmosphere for 2 h at 1150°C. QA(t,) has already been calculated. For a drive-
in time t' = td, the delta -function approximation yields a profile from (2-18) of

NA(x, td) =
QA(tp) e-x2/4Da td

,

AInDdtd
A p -n junction is formed at a depth zi , given by

NA(x; , td) = NBC

For N Bc = 5 x 1015 cm -3, the resulting junction depth is

x;=3.1 x 10-6m

The profile after drive-in, and the junction location, are sketched in Fig. 2-6. ////

Note that the calculations show that the junction depth is more than an order
of magnitude greater after drive-in than it was after predeposit. This provides
an affirmative consistency check on the validity of the delta -function approxima-
tion.

Convenient normalized curves for erfc y and e- Y2 are given in Fig. 2-7.
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FIGURE 2-5
Accuracy of the delta -function approximation (after Grove"). Two-step

diffusion: predeposition followed by drive-in diffusion. Solid lines are exact

final distributions. Dashed lines correspond to case when predeposited distri-
bution is approximated by delta function at a = 0.

Variation of the Diffusivity

In order for the crystalline structure of the semiconductor to be maintained, the
impurity atoms must enter substitutionally in the lattice; that is, a silicon atom
must be displaced by an impurity atom. This means that impurity atoms must
have some minimum energy AE,, in order to enter substitutionally into the lattice,
and we therefore expect the diffusivity to be a function of temperature. It is as-
sumed that the diffusivity is of the form

D(T) = Do Edkr

The proportionality constant Do and the activation energy AEa can be determined

experimentally. Measurements indicate that the functional form proposed for
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xi

FIGURE 2-6
Drive-in profile and junction depth.

D(T) is accurate. Graphs and values of D(T) for several impurities in silicon are
given in Fig. 2-87' 8 and Table 2-1.

During the several diffusion cycles performed on a wafer during a given proc-
ess sequence the temperature varies quite drastically, causing an attendant varia-
tion of the diffusivities of all impurity species in the wafer. There are two principal
variations of temperature which are of concern:

I The variation of temperature as the wafer is inserted in and removed from
the diffusion furnace. The rate of variation of temperature in this case is a
function of the thermal characteristics of the diffusion boat holding the wafer
and the transient response of the furnace.
2 Long-term variations of temperature resulting from successive steps being
carried out at different temperatures, and from variations of furnace tem-
perature during a given step.

If the diffusivity varies with time because of temperature variations, the
continuity equation (2-6) is a partial differential equation with time-varying coef-
ficient. We now demonstrate that its solution can be obtained from the solution
which we have already found for the continuity equation with constant coefficients.9
If we assume negligible electric field, and diffusivity independent of concentration,
the equation which must be solved is

ON 02N
Ot = -1) Dx2
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FIGURE 2-8
Diffusivity versus temperature for boron and phosphorus in silicon.

where N is the concentration of the impurity under consideration. We make a
change of variable

Now we have

a D a(t)

aN aN Da

at da dt

Since cc was not restricted, we can let it be defined by the relation

da
= D(t)

from which we obtain

a= f D(t)dt = Dt
0

where D is the time average of D(t). In terms of x and a, the partial differential
equation to be solved is now

aN _a2N
ax2
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But this equation is of the same form as the continuity equation with constant
diffusivity. Thus we see that for any given boundary conditions and any given
initial profile N(x, 0), we can find N(x, t) for the case when temperature varies by:

1 Finding N(x, t) for D assumed independent of time
2 Replacing Dt by Dt

For most diffusion systems, furnace temperatures are controlled to +1°C,
and transient temperature variations subside within a few minutes. Therefore for
diffusion times greater than several minutes, the most important temperature varia-
tions are those which occur because successive steps are carried out at different
temperatures. Since the temperature is essentially constant during each step, it is
easy to obtain D.

EXAMPLE 2D Use of the Average Diffusivity for Calculation of Boron Diffusion.
In the fabrication of integrated circuits the phosphorus emitter drive-in is usually
carried out at a lower temperature than the boron base drive-in. Since the boron
atoms are also subjected to the temperature change during the emitter drive-in,
further diffusion of boron takes place, causing a deeper collector -base junction
than would occur without the emitter drive-in. A sketch of D(t) for the diffusion
cycle is shown in Fig. 2-9.

Let the drive-in times be 4, and t, for base and emitter, respectively, and let
the diffusivity of boron be D51 and D82 at base drive-in and emitter drive-in
temperatures. The transient effects will be neglected. Note also that when the
wafer is not in the furnace, D x 0 for all impurities. Diffusion of boron during
phosphorus predeposition is also neglected.

The total diffusion time for boron atoms is 11 A tB + 1E. The average
diffusivity is

DB =
DBitB ± DB2 tE

1B-1- te

and the resulting boron profile at the end of the emitter drive-in is

N(x, ti) -QA(t°)
1

e-(.214Nti)
A \brDBti

The collector junction occurs at xiE, where

N(xic , t1) = NBC

Exercise 2-1 The wafer of Example 2C is further subjected to a phosphorus
predeposit of 30 min at 950°C and a drive-in of 2 h at 1100°C. Find the
new location of the collector junction after this cycle. Neglect the phosphorus
concentration near the collector junction.
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FIGURE 2-9
Boron diffusivity DB(t) for emitter and base diffusions.

Location of the Emitter and Collector Junctions

We have seen that prior to the emitter diffusion the collector junction occurred
where NA(xJ, td) = NBC When the phosphorus drive-in for the emitter diffusion
is completed, the epitaxial layer contains the original donor atoms of that layer, the
boron acceptor atoms of the base diffusion, and the phosphorus donor atoms of the
emitter diffusion. These profiles are all sketched in Fig. 2-10. Junctions will occur
at any values of x where the net impurity concentration ND(x) - NA(x) is zero.

For most practical cases, the variation of boron and phosphorus concentra-
tions with depth is so large that in the vicinity of the collector junction the phos-
phorus concentration is much less than the background concentration. Therefore
the approximation

ND(x) N Bc

can be used in calculating the collector junction depth, resulting in

NA(xic, 21) NBc (2-20)

Furthermore, near the emitter junction the phosporus concentration is often
much larger than the background concentration, and in this case the contribution
of the background concentration to the total donor concentration is negligible.
If this is true the emitter junction depth satisfies the relation

NDOCiE, tO Ad."' NA(xiE, 1.1) (2-21)
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Emitter profile

Base profile NA

JE xic

FIGURE 2-10
Impurity profiles after base and emitter diffusions.

where ND(xJE, tE) is the phosphorus profile after a drive-in time tE. Since both
ND(xJE, tE) and NA(xJE, t1) are of the same functional form. (2-21) can be solved for
xiE. It should be noted, however, that if NBc is not negligible in comparison with
ND(xJE, tE), a transcendental equation results:

ND(xJE, tE) NBc = NA(XiE, ii) (2-22)

Exercise 2-2 A double diffused n -p -n transistor has been made with the
following diffusion schedule:

1 Boron: Predeposition 30 min at 950°C; drive-in 2 h at 1150°C
2 Phosphorus: Predeposition 30 min at 950°C; drive-in 2 h at 1100°C

The background concentration is NBC = 5 x 1015 cm -3. Find the emitter
junction depth.

Lateral Diffusion

All diffusion calculations so far have been based on the one-dimensional form of
Fick's second law. Consider the diffusion of an impurity at the edge of an oxide
window, as shown in Fig. 2-11. It is unrealistic to assume that the diffusion will



50 BASIC INTEGRATED CIRCUIT ENGINEERING
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FIGURE 2-11
Diffusion at an oxide edge: (a) after predeposit; (b) after drive-in.

proceed only straight down from the oxide window. There will also be a diffusion
tendency parallel to the surface, causing the impurity to spread out under the oxide
as shown in Fig. 2-1 lb. To a first -order approximation the lateral diffusion will be
approximately equal to the vertical diffusion, resulting in a junction profile which
is approximately a quarter circle in the region under the oxide, if the background
impurity concentration is uniform. Because of this lateral diffusion, the actual
junction reaches the silicon surface at a point under the protective oxide layer.
Since the oxide layer remains in place, it shields the junction against surface
damage and contamination, and the oxide layer is often called a passivating layer.

Mathematical analysis of the three-dimensional diffusion problem suggests
the approximation that diffusion occurs laterally in approximately the same way
that it does vertically for most practical cases of interest. Detailed analysis con-
firms the validity of the approximation."

When the emitter is diffused into the previously diffused base layer, the fact
that the acceptor profile is nonuniform causes the locus of the emitter junction
under the oxide to be no longer a section of a circle. Because the acceptor con-
centration is highest near the surface, the distance from the corner of the window
to the junction is less at the surface than it is below the surface. This gives rise to
a junction locus similar to that sketched in Fig. 2-12. It can be shown that if N Ec

is negligible in comparison with the diffused donor concentration at a depth xiE ,
the lateral distance to the junction is given by

DdA tdA )112 DdA t
1/2

dAy0) = X E cos 0 ( 1 sin2 0 (2-22)
DdDtdD DdDtdD

where DdA = acceptor diffusivity during base drive-in
tdA = base drive-in time

DdD = donor diffusivity during emitter drive-in
tdD = emitter drive-in time

The effects of lateral diffusion are particularly important in the layout of
isolation regions. Typical epitaxial-layer thicknesses are to mil. To ensure
isolation the concentration of the isolation diffusion acceptors must be greater than
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FIGURE 2-12
Effects of lateral diffusion on location of the emitter junction after diffusion into
the base layer.

NBc at a depth of mil. This means that the lateral location of the isolation junc-
tion will be at least 4. mil from the isolation window. As a consequence, the
spacing between the isolation window and a neighboring window for a p diffusion must
be at least -I- mil greater than the minimum spacing allowed for registration or clear-
ance tolerances. For this reason, a 1 -mil -geometry device usually requires 1.5 to
2 mil isolation clearances in the layout.

Out Diffusion

The emphasis of the discussion of diffusion has been primarily on base and emitter
diffusions. It must be recognized, of course, that at elevated temperatures, all
impurity atoms in the wafer are diffusing. This means that epitaxial-layer donors
diffuse into the substrate, substrate acceptors diffuse into the epitaxial layer, and
buried -layer donors diffuse into both epitaxial layer and substrate. In cases where
undesirable diffusion occurs, such as for buried layers, its effects can sometimes be
minimized by choosing impurities such as antimony or arsenic, which have small
diffusivities.

Other conditions for diffusion occur when it is not possible to ensure that
amo, t)/ax 0. This can be caused by impurities dissolving in the oxide layer
during drive-in, or by impurities reacting with the gas stream and leaving the wafer
during predeposition. For example, if donors from the epitaxial layer leave the
wafer during predeposition of base acceptors, the profile of the epitaxial-layer
donors will no longer be constant near the surface. The result of this out diffusion
is sketched in Fig. 2-13.
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FIGURE 2-13
Effects of out diffusion of epitaxial-layer
donors.
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Sensitivity to Process Variables

The kinetics of the gas -phase reactions in the diffusion tube, and of the gas -solid -
phase reactions at the wafer surface, are not well understood. Fortunately, the
weak dependence of the solid solubilities of impurities on temperature mitigates this
circumstance. For solid -phase diffusion in the wafer, the temperature is the most
important variable. One can define a sensitivity of the diffusivity to temperature as

Since we have postulated that D is of the form

we find

Measurements indicate that for boron at 1000°C,

Using this value, we find

OD T
STD A = (2-23)

OT D

D Do e-AE./kT

STD
--E°

kT

Ag, ',z: 2.69 eV

ST° = 24.5 at 1000°C

For a 2.5 percent tolerance on total number of atoms predeposited at a given time,
D must be held to ±5 percent. This means that the maximum temperature varia-
tions are ± 2.0 percent or ± 2.0°C. Electronic controllers are generally used on
diffusion furnaces to maintain these temperature tolerances.

It is, of course, possible to calculate sensitivities other than that of D to
temperature; several possibilities are considered in Probs. 2-4 to 2-6.
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2-3 EVALUATION OF DIFFUSION RESULTS

Since the results of a fabrication sequence are quite sensitive to the process variables,
it is desirable to have some method of evaluating results during the fabrication
sequence so that adjustments in subsequent steps can be made if necessary. Since
it is very difficult to measure the actual impurity profiles, other parameters must
be measured. The two parameters most often used are junction depth and sheet
resistance. Typically, a monitor wafer is processed with the wafer containing
circuits. This permits the use of destructive measurements without damage to the
integrated circuits.

Measurement of Junction Depth

Junction depth is measured by lapping and staining a piece of the monitor wafer.
One commonly used method is to mount the wafer on a post which is beveled at an
angle of about 1°. The surface of the wafer is then lapped with a suitable abrasive
until several micrometers of material have been removed. The resulting lapped
surface is now at a I° angle relative to the original surface, and the location of the
junction is exposed by the lapping. A stain such as concentrated HF in the pres-
ence of intense light is applied, causing p regions to be darker in color than n
regions. This color difference can be observed visually through a microscope.
To measure the junction depth, one uses a partially reflecting mirror, as shown in
Fig. 2-14, and monochromatic illumination.' The light reflected from the bottom
surface of the mirror produces an interference pattern with the light reflected from
the beveled surface of the wafer. The junction depth is measured by counting the
number of interference fringes that appear between the actual wafer surface and the
junction location, and multiplying by half the wavelength of the illumination used.
The result is independent of the beveling angle, thus making accurate determination
of the angle unimportant.

The stain is somewhat sensitive to the impurity concentration as well as to
the space charge occurring in a junction depletion region. Calculations indicate

Interference
pattern

Monochromatic light

Mirror

Bevel
Silicon wafer

FIGURE 2-14
Angle -lap method of measuring junction depth.
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that for typical integrated -circuit junctions, the stain described above causes acolor
change to occur at the p side of a depletion region, rather than at the metallurgical
junction. This should be taken into account when measuring junction depths.

While lap and stain methods are relatively quick and convenient to use, they
are not extremely accurate. For typical monochromatic illumination used for this
measurement, the distance between fringes is approximately 0.3 pm. It is therefore
difficult to make measurements that are accurate to better than 0.15 pm.

Nondestructive electrical measurements can be made to determine the
collector junction depth. This is done by diffusing a V-shaped pattern during the
base diffusion. An angle of only a few degrees is used for the V, and the resistance
of the pattern is measured. This resistance will be a function of the amount of
lateral diffusion that takes place inside the V. Since the vertical diffusion is
approximately the same as the lateral diffusion, if the lateral diffusion is found
from the resistance measurement the junction depth is known. Junction depth
measurements made with this method correlate well with angle-lap measure-
ments.' 2

Measurement of Sheet Resistance

The sheet resistance p's can be measured on a monitor wafer by the four-point probe

method. Four equally spaced probes are brought into contact with the wafer.
A known dc current is applied to two probes, as shown in Fig. 2-15. The voltage
between the remaining probes is measured and the sheet resistance is computed
from

n V
p's =

In 2
-I = 4.53 -v (2-24)

While (2-24) applies only for an infinite wafer surface, it is a good approximation
if the wafer dimensions are large in comparison with the probe spacing.

An alternate and superior method is to include a pattern for sheet -resistance
measurement in the layout of the integrated circuit. This method has the advantage

FIGURE 2-15
Four -point probe method for measuring
sheet resistance.

V

Silicon test wafer
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FIGURE 2-16
Van der Pauw method for measuring sheet resistance.

that it provides a measurement on the actual chip rather than on a monitor wafer.
Furthermore, if the Van der Pauw method" shown in Fig. 2-16 is used, the sheet
resistance measured is independent of the chip size and the pattern dimensions.
The sheet resistance in this case is also given by (2-24).

The Van der Pauw method has the further advantage that the sheet resistance
of, for example, the base layer after the emitter diffusion can easily be measured by
performing an emitter diffusion over all but the contact areas.

Irvin's Curves14

The sheet resistance of a diffused layer between the depths x1 and x2 is related to the
average conductivity of the layer by

where a is the average conductivity and is given by

=
1 x2

x2 - x1 x1

1

PS = (2-25)
0-(x2 - x1)

1

0-(x) dx = qµ(N)N(x) dx (2-26)
X2 - X1 xi

where a(N) = majority carrier mobility
N(x) = majority carrier concentration

If a junction is formed at x2, all lateral current flow in the layer is confined
to the region above the junction; if depletion regions are assumed to be negligible
we can let x2 = xi, and for 0 < x < xi the sheet resistance of any layer can be
determined from (2-26). Curves have been plotted by J. C. Irvin to facilitate the
determination of sheet resistance for commonly encountered impurity profiles
diffused into a uniform background concentration. These curves are designed for
calculation of the sheet resistance of the general layer depicted in Fig. 2:17. They
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x=

Layer with avg. conductivity ö

FIGURE 2-17
General layer for which Irvin's curves yield sheet resistance.

take into account the dependence of mobility on concentration, and are available
for a wide range of background concentrations. Correspondingly, if the sheet
resistance and the junction depth can be measured, Irvin's curves can be used to
find the surface concentration. Typical curves are given in Fig. 2-18.

EXAMPLE 2E Calculation of Surface Concentration. A base diffusion has been
performed into a uniform background concentration Nix = 1015. From an angle -
lap measurement the junction depth is found to be x; = 3 pm. From a four -point
probe measurement, the sheet resistance of the base layer is found to be p's =
200 i2 per square. The surface concentration is found by using Irvin's curves
as follows.

The base diffusion is known to produce approximately a gaussian impurity
distribution after drive-in. Since the four -point probe measures sheet resistance
at the surface, we wish to use the particular curve for x/x; = 0. Furthermore, the
average conductivity is

=
1 - _16.7J/cm

ps(xj- x) psx;

We enter the family of curves at a = 16.7 and move vertically until an inter-
section is obtained with the x/x; = 0 member. Moving horizontally from that
intersection we obtain

N, = 3 x 1018 cm -3 ////

EXAMPLE 2F Sheet Resistance of a Partial Layer. Suppose that the surface
is now etched to a depth of 2.7 pm. If depletion regions are neglected, we can cal-
culate the sheet resistance which would be measured at the new surface as follows.

We wish the sheet resistance of the layer originally located between x = 2.7
pm and x = xj = 3.0 pm. Entering the family at N3 = 4 x 1018 cm -3, we move
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FIGURE 2-18
Irvin's curves for p -type guassian layers in a uniform n -type background of 10'5
cm'.

horizontally until an intersection occurs with the x/x; = 2.7/3.0 = 0.90 curve.
Moving vertically to the axis, we find c7 = 1.1 x 10-' U/cm. The sheet resistance
can now be calculated from

1 1

ps - 3.0 x 105 S2/sq
o(x-i - x) 1.1 x 10-i x 0.3 x 10-4

Exercise 2-3 if the depletion region extended 0.1 pm into the p material in
Example 2F, how would you calculate the sheet resistance of the layer after
2.7 pm are etched from the surface?
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EXAMPLE 2G Concentration Below the Surface. Suppose we must determine
what will be the new surface concentration after 2.7 pm is etched from the surface,
that is, what the original concentration is at a depth of 2.7 pm. The average con-
ductivity of the layer between x = 2.7 pm and x; = 3.0 pm has been found to be

= 1.1 x 10-1. When the 2.7 pm is etched away, this will be the average con-
ductivity measured at the new surface. Therefore the new surface concentration
can be found by entering the family of curves at a = 1.1 x 10-1, moving vertically
until an intersection with the x/xi = 0 curve is obtained, and then moving horizon-
tally to read N5 = 3.5 x 1015 cm'. ////

It is to be emphasized that Irvin's curves are for diffusions into constant
background concentration. They cannot be used for emitter diffusions into dif-
fused base regions for two reasons:

1 The background for the emitter diffusion is the gaussian base diffusion
profile. One might be tempted to use Irvin's curves to obtain an estimate
for emitter layers, except that
2 The curves do not take into account the degradation of mobility which
occurs as a result of successive compensation of the material to form the n -type
emitter.

2-4 OXIDATIONt

Oxidation is the process of creating the protective silicon dioxide passivating layer
on the wafer surface. The silicon dioxide layer serves to mask silicon against
impurity diffusion in predeposition steps and to protect the surface against con-
taminants (particularly the junctions), and it serves as an insulating layer over which
interconnections, bonding pads, capacitor plates, and thin-film elements may be
placed. Silicon dioxide is, in many ways, a principal ingredient in the success of
the planar process. It is indeed fortuitous that silicon has an easily formed pro-
tective oxide, for otherwise we would have to depend upon deposited insulators
for surface pfotection-a necessity which has held back germanium integrated -
circuit technology until just recently. We consider here only thermally grown
oxide.

Silicon undergoes thermal oxidation in the presence of either oxygen or
water vapor. In order to obtain a sufficiently rapid rate of oxide formation, the
process is carried out at elevated temperatures of the order of the drive-in tempera-
tures used for diffusion steps. For this reason, and because an oxidizing atmos-
phere can be inert as far as the impurity distribution is concerned, thermal oxida-
tion is often done at the same time as the drive-in diffusion.

Figure 2-19 shows a silicon wafer covered by a layer of Si02. The oxide
forms according to the chemical reaction

Si ± 02 -+ Si02
t Our treatment of oxidation follows closely that of Grove.' 5
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Steam or oxygen atmosphere

FIGURE 2-19
Growth of silicon dioxide on a silicon
wafer.

In order that the reaction take place, however, either silicon or oxygen, or both,
must traverse the Si02 barrier. This means .that either silicon or oxygen must
diffuse through the dioxide. Experiments conducted using radioactive tracers
have shown that thermal oxidation takes place as oxygen diffuses through the oxide
layer. We therefore treat the problem of oxide growth as a diffusion problem
governed by Fick's laws.

It is important to recognize that there are three distinct regions which must
be considered : the gas stream in the diffusion tube, the oxide layer on the surface of
the wafer, and the silicon wafer. Note that as oxide is grown, silicon atoms from
the surface of the wafer are consumed, with the result that the actual surface of the
silicon is changing position. We are thus confronted with diffusion in the presence
of a time -varying boundary. To expedite the solution, we make the important
quasi -static approximation that all reactions reach their steady-state conditions
essentially instantaneously. The effects of the moving boundary on the diffusion
process are neglected.

To simplify the analysis, it is assumed that the region outside the wafer con-
sists of a thin stagnant film of gas contiguous with the wafer surface, and a gas
stream contiguous with the stagnant layer. The concentration of oxygen molecules
in the gas stream is assumed to be constant and of value N,.

The -oxygen -molecule concentration profiles in the gas stream, stagnant layer,
and oxide are shown in Fig. 2-20. Note that the molecules diffuse across the stag-
nant layer and through the oxide to the silicon surface, where they react with silicon
to form silicon dioxide. Since we have assumed static conditions to apply, Fick's
second law becomes, in one dimension,

d2N
dx2

=0

indicating that the concentration profile is linear. Furthermore, the quasi -static
approximation also implies that the fluxes of oxygen molecules in the stagnant film,
in the oxide, and at the silicon surface must all be equal. Since the fluxes in the
stagnant film and the oxide are diffusion fluxes, we can write

Ft = h,(NG - Ns) (2-27)

F2 = -D (NS - Ni) (2-28)
xo
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FIGURE 2-20
Concentrations of oxidizing molecules in the three regions.

where NG = 02 concentration in gas stream
Ns = 02 concentration at gas -oxide interface
Ns = 02 concentration inside oxide surface
Ari= 02 concentration at oxide -silicon interface
hG = gas -phase mass transfer coefficient
D = diffusivity of 02 in oxide
x0 = oxide thickness

Now we assume that the reaction rate at which oxygen molecules are used in the
formation of oxide is proportional to the 02 concentration at the oxide -silicon
interface; that is

F3 = ks N, (2-29)

where ks = chemical surface reaction constant.
We must also postulate a relationship between Ns and N.. To do this we

make use of Henry's law, which states that in equilibrium the concentration of a
species just inside the solid surface is proportional to the partial pressure of that
species in the gas at the surface. Since Henry's law applies only in equilibrium,
we assume that quasi -equilibrium quasi -static conditions apply for the oxidation
process. The validity of the quasi -equilibrium quasi -static approximation is veri-
fied by the fact that good agreement is obtained between theoretical and experi-
mental data.16

If we assume the carrier gas to be an ideal gas, we can write the concentration
Ns as

Ns = -Ps (2-30)
kT
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where ps = partial pressure of 02 at the surface. By Henry's law we also have

Ns = Hps (2-31)

where H = Henry's law constant. Combining (2-31) and (2-32), we obtain

Ns = H'Ns (2-32)
where H' = HkT.

It is instructive to analyze an electrical analog model for the oxidation process.
Let flux be analogous to current, and concentration analogous to voltage. From
(2-27) and (2-28), we note that conductances can be used to represent flux in the
stagnant layer and in the oxide. A conductance can also be used to represent flux
at the silicon surface. Henry's law can be represented by two dependent sources.
The analog circuit is shown in Fig. 2-21.

Noting first that F, = F2 = F3 A F, we see by inspection that

F= G3
(2-33)

G2 ± G3

Ns
and that F = G,(NG - Ns) = G1(NG

H'
(2-34)

Combining (2-33) and (2-34), we obtain

GING ksH'NGF - (2-35)
1 + Gi(G2 + G3)/H'G2 G3 1 + (H'ksIhG) + (ksID)xo

Now, at the silicon surface, let the number of oxidant molecules required to
form a unit volume of oxide be NI. The flux of molecules at the silicon surface is
then

F3 = N,-dt
dxo

= F (2-36)

Combining (2-36) and (2-35), we obtain the differential equation for oxide growth:

dx,
N, =

ksH'NG
(2-37)

dt 1 + (H'ks/hG) + (ks1 D)xo

Let the oxide thickness at t = 0 be Lo . Then the solution of (2-37) with this initial
condition is

xo -
2DH'

NGt +[L0+D 11 +1-"S\1 2 - -D 11 + irksI
N, ksk hG 1.1 ksk hc

(2-38)

It must be emphasized that (2-38) will be considerably in error when both Lo
and t are small, since for this condition one cannot neglect the effects of the moving
boundary.

A limiting case of (2-38) is of particular interest. Note that for large t,

.12DHRG
tX0 -k

1

Experimental data confirm the square -root dependence of xo on t.16
Thus far we have considered oxidation only by oxygen molecules. It is also
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FIGURE 2-21
Electrical analog model for the oxidation process.

possible to produce silicon dioxide by exposing the wafer to steam instead of dry
oxygen. For this case the chemical reaction at the silicon surface is

Si + 2H20 Si02 + 2H2

Our simplified model for diffusion through the oxide is not quite correct in this
case, since the hydrogen molecules must diffuse out through the oxide to the gas
stream. However, this diffusion of hydrogen can safely be neglected because the
diffusivity for hydrogen in oxide is so large. Typical diffusivities in silicon dioxide
are

D02 2.82 x 10-18 cm2/s

/4,20 9.5 x 10- cm2/s

DH2 ":.% 2.2 x 10-6 cm/s

Inspection of these diffusivities shows that:

1 Compared with 02 or H2O, the diffusion of hydrogen through the oxide
is almost instantaneous, and it can therefore be neglected.
2 The H2O diffuses much faster than 02; therefore the growth rate of
silicon dioxide in steam is much faster than in dry 02 .

Charts for determining oxide at various temperatures are shown in Fig. 2-22
for dry 02 and in Fig. 2-23 for steam.171-

Exercise 2-4 A wafer has an oxide of thickness 2000 A. A window is
opened for a deep n+ diffusion. After the predeposit, a 3-h drive-in is per-
formed at 1200°C in an atmosphere of dry 02 . Find the oxide thickness
over the window and over the remainder of the wafer.

An excellent table of properties of Si, Si02 , Ge, and GaAs is given by Grove.' 8
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FIGURE 2-22
Oxide growth rate in dry 02 (after Burger and Donovan").

Effect of Oxide Growth on the Silicon Surface

When silicon dioxide is grown on the wafer, the silicon atoms which are used in the
formation of oxide are taken from the surface of the wafer. Consider a wafer
having no initial oxide. If an oxide layer of thickness x0 is grown, the surface of
the wafer will no longer be at its original location, because of this removal of silicon
atoms. As is shown in Fig. 2-24, the new surface is at a depth x2 below the original
surface.

The number of silicon dioxide molecules per square centimeter is A/sic), x0
where Nsio, is the density of oxide molecules per cubic centimeter. Since the
number of silicon atoms in a given layer of oxide is equal to the number of oxide
molecules,

Nsi x2 = NS102 x0

where Nsi is the density of silicon atoms per cubic centimeter in the silicon crystal.
Thus the change of the new surface from its original location is

X.0 Nsi 02

Nsi
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FIGURE 2-23
Oxide growth rate in steam (after Burger and Donovan4).
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FIGURE 2-24
Effect of oxide growth on the silicon surface.
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FIGURE 2-25
Formation of steps on the silicon surface
as a result of oxide growth over a
window.

Values for Ns; and N5102 are

We therefore obtain

Si02 \
I

Silicon wafer

Ns; = 5.00 x 1022

Nsio, = 2.3 x 1022

x2 = 0.46x0

As windows are opened and oxides of various thicknesses regrown on dif-
ferent parts of the water, steps are formed on the silicon surface as is shown in Fig.
2-25.

Exercise 2-5 A window is opened for an emitter diffusion. After emitter
predeposit, a drive-in is carried out for 40 min at 900°C in a steam atmos-
phere. Find the depth below its original position of the silicon surface
under the emitter window.

Masking of Impurity Diffusion by Silicon Dioxide

One of the principal functions of the oxide layer is to serve as a mask against pre -
deposited impurities. The oxide must present an effective impurity diffusion
barrier at the temperatures of both predeposit and drive-in; such a masking effect is
made possible by the fact that both boron and phosphorus have diffusivities of the
order of 10-15 cm2/s in silicon dioxide, compared with 10-12 cm2/s in silicon.

In order to ensure effective masking it is necessary to provide an oxide layer
thick enough to prevent appreciable amounts of impurity from reaching the silicon.
The diffusion of boron and phosphorus in silicon dioxide takes place by a mecha-
nism different from impurity diffusion in silicon. Since thermally grown silicon
dioxide is not crystalline, but instead is amorphous, there can be no solid solubility
in the same sense as there is in silicon. Instead, silicon dioxide, when exposed to
heavy concentrations of boron or phosphorus, forms a surface layer of borosilicate
glass or phosporus glass. These doped glasses result when impurity atoms become
a part of the amorphous glass structure. As time progresses, the layer of contam:
inated glass becomes progressively thicker, and, if this is allowed to continue, the
doped glass layer will eventually reach the silicon surface, introducing impurities into
the silicon.

Unlike the case of diffusion in silicon, there is a well-defined division be-
tween the borosilicate or phosphorus glass and the underlying silicon dioxide. This



66 BASIC INTEGRATED CIRCUIT ENGINEERING

Si02 + P205

Silicon
oxide

Silicon
Etch time (s)

FIGURE 2-26
Etch rate of an oxide layer after exposure to phosphorus (after Burger and
Donovan`).

sharp demarcation is shown by the etching -rate graph of Fig. 2-26. In this experi-
ment, an oxide layer covered by a phosphorus glass layer was etched in a dilute
solution of hydrofluoric acid, and the oxide thickness periodically determined.
Since phosphorus glass etches much more rapidly than pure silicon dioxide, the
sharp divison between the two glasses is clearly shown. Diffusion of impurities
beyond this dividing line is generally negligible (this holds well for phosphorus and
is adequate to explain the boron case). The graphs of Figs. 2-27 and 2-28 give
the minimum masking thicknesses for boron and phosphorus at various times and
temperatures.' 9' 20

While diffusion of boron and phosphorus through silicon dioxide is slow,
other impurities diffuse very rapidly through both silicon dioxide and silicon.
Among these are acceptors such as gallium, indium, and aluminum, which diffuse
400 to 700 times faster through silicon dioxide than boron or phosphorus. The
implication of this is that furnace tubes used for predeposit and drive-in must be
kept clean and free from cross -contamination from other processes, regardless of
whether or not oxide windows are open while the wafer is in the furnace.

Effect of Oxide on Impurity Redistribution'

The thermal growth of undoped silicon dioxide layers by the process discussed
above often affects the impurity distribution in the underlying silicon substrate.
Thermal oxidation of silicon takes place at the silicon-silicon dioxide interface; as
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FIGURE 2-27
Minimum oxide thickness required to mask boron at various temperatures
(after Burger and Donovan4).

we have seen, this requires that some of the substrate silicon be incorporated into
the silicon dioxide film as the process continues. The impurity atoms which were
present in the layer of silicon consumed must therefore be redistributed between the
silicon dioxide and the remaining silicon. How this redistribution takes place
depends upon the relative solubility of the impurity in silicon and silicon dioxide.
In the case of boron, for example, the impurity is more soluble in the oxide than
the silicon. As a result, the concentration of boron on the silicon side of the
silicon -silicon dioxide interface is reduced. This process, known as boron getter-
ing, is often employed to reduce the total number of impurities during the drive-in
step in order to increase the final sheet resistivity. A danger implicit in boron
gettering is the possibility of inversion of the impurity type of a lightly boron -
doped surface to n -type because of the surface depletion of boron. To avoid
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FIGURE 2-28
Minimum oxide thickness required for phosphorus diffusion masking as a func-
tion of time (after Burger and Donovan4).

inversion, the surface concentration of boron profiles must remain relatively high.
For this reason, base and resistor p -type diffusion sheet resistances are limited to
approximately 200 LI per square.

Huang and Welliver22 have investigated the problem of boron redistribution
during oxide growth, and have found that in extreme cases as much as 80 percent
of the predeposited boron can dissolve in the oxide. The boron profile which
results from oxide growth during drive-in diffusion is shown in Fig. 2-29.

The opposite effect, an impurity buildup in the silicon, occurs when the
impurity is less soluble in silicon dioxide than in silicon. This situation, which
pertains to the case of phosphorus, causes the so-called " snowplow " effect and
leads to a steadily increasing surface concentration as oxide growth proceeds. One
practical use of snowplow effect is to produce a reverse bend in diffusion profiles of
varactor diodes where " hyperabrupt " junctions are necessary to achieve a large
capacitance variation with voltage.

In addition to their use for masking against impurities, oxides may also
be employed for doping. instead of relying on a gaseous predeposit, this proc-
ess involves the low -temperature deposition on the silicon surface of an oxide
layer containing the desired dopant. During the subsequent drive-in, the dopant
present in the oxide layer diffuses across the oxide -silicon interface and into the
silicon.
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FIGURE 2-29
Boron profile after oxide growth (after Huang and Welliver22).

2-5 EPITAXIAL GROWTH OF SILICON'.

As was discussed in Chap. I, epitaxial growth of n -type silicon follows buried -layer
diffusion. The buried layer under an epitaxial-layer diffusion must be part of the
integrated transistor structure in order to simultaneously meet requirements of high
breakdown voltage and low series collector resistance. In a transistor without a
buried layer, the breakdown voltage is proportional to ND -1, the collector donor
density, while the collector resistance is approximately proportional to ND'.
Thus, there is no way to simultaneously achieve high breakdown and low series
resistance without modifying the collector region. The buried layer is a region of
high donor concentration, providing a low -resistance path for collector current.
The thin layer between base -collector junction and buried layer has low enough
donor concentration to provide reasonably high breakdown voltage, yet it is

sufficiently thin that it contributes very little series collector resistance.23

t Our treatment of epitaxial growth closely follows that of Grove.'s
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Epitaxial growth of silicon takes place in a reactor at approximately 1200°C.
A mixture of gases containing silicon tetrachloride or silane is passed over the wafer,
and a chemical reaction occurs at the wafer surface which results in silicon atoms
being deposited on the silicon wafer surface. Because of the high temperature, the
deposited atoms are quite mobile, and move across the surface until a favorable
binding energy situation occurs, whereupon the silicon atom is deposited according
to the crystal structure of the underlying substrate. Nucleation sites are thus
formed, other atoms attach themselves in preferred orientations, and the crystal
grows.

Crystal Defects

Since the epitaxial layer is to grow along the crystal structure of the silicon sub-
strate, the condition of the wafer is extremely important, and the growth must
proceed without inducing defects in the epitaxial-layer crystal structure.' Crystal
defects are undesirable, since they cause diffusion anomalies and device failures in
the general region of the defect.

There are two principal types of crystal defects common in epitaxial growth:
stacking faults and edge dislocations. Stacking faults occur as a result of a plane
of atoms missing from the normal structure as the epitaxial layer grows vertically.
Such faults usually originate at the epitaxial-layer-substrate interface, and prop-
agate through the epitaxial layer to the surface. In silicon having a (111) surface
orientation, stacking faults appear as triangular structures on the surface. The
edge length of the triangle is approximately 1.22 times the epitaxial-layer thickness.

As the epitaxial layer grows horizontally between nucleation sites, atoms may
occasionally be missing from the crystal structure at the edge of the layer. Absence
of these atoms disrupts the periodicity of the layer and causes edge dislocations.
Edge dislocations are detrimental to the electrical behavior of junctions made in the
region of the dislocation. Viewed from above, an edge dislocation appears in the
crystal structure as shown in Fig. 2-30. If the substrate contains edge dislocations,
these will propagate into the epitaxial layer.

Since defects in the crystal structure are detrimental to electric performance
of devices made in the epitaxial layer, and since crystal defects propagate through a
growing epitaxial layer, it is essential that the substrate have as nearly perfect a
surface as possible before the epitaxial layer is grown. Wafers are normally polished
both mechanically and chemically to the highest possible degree of perfection before
the oxide growth and buried -layer diffusion are carried out. However, these pro-
cedures are not adequate to provide the surface perfection required in epitaxial
growth.

The oxide growth prior to the buried -layer masking is thought to result in
precipitation of impurities at the wafer surface, so that the removal of the oxide
layer prith to epitaxial growth leaves numerous sites which cause lattice defects.
To remedy this problem, the back of the wafer is left unpolished to provide alter-
nate sites for precipitation where the integrated -circuit devices are not damaged.
In addition, the initial step in growing an epitaxial layer is to etch the substrate
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FIGURE 2-30
Schematic representation of an edge dis-
location.

wafer surface in the reactor just before growth begins. Etching is accomplished
by introducing anhydrous hydrochloride (HC1) gas into the reaction chamber with
the wafer inductively heated to 1200°C. As the graph of Fig. 2-31 shows,25
removal of approximately 2 pm of the substrate material produces a reduction of
three orders of magnitude in the stacking fault density.

Growth of an Epitaxial Layer from Silicon Tetrachloride

We treat the growth of an epitaxial layer in much the same way as the growth of a
silicon dioxide layer, making a number of simplifying approximations in order to
obtain a first -order model for the growth process. As before, we adopt the artifice
of assuming a stagnant layer to exist near the surface of the wafer as shown in
Fig. 2-32. The incoming gas stream maintauns a concentration C6 of silicon
(SiCI4) molecules in the gas stream outside the stagnant layer, and these molecules
diffuse across the stagnant layer to the wafer surface. At the surface of the growing
layer, the concentration of molecules is C. A chemical reaction is occurring at
this surface in which the molecules are converted to silicon atoms and HCl mole-
cules.

Again we use a quasi -static approximation: It is assumed that the film growth
rate is sufficiently slow in comparison with the chemical reaction that the system
reaches steady state essentially instantaneously and remains essentially in steady
state as the film grows. Then the flux F, of molecules through the stagnant layer
must be equal to the flux F2 of molecules into the surface, i.e., being consumed
in the chemical reaction. Thus we have

Fl = F2

Since steady-state conditions are assumed, F, is found from Fick's first law
to be

= hG(CG - Cs)

where II, is the gas -phase mass transfer coefficient.
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FIGURE 2-31
Effect of surface etching in reactor on epitaxial-layer stacking -fault density.

If we assume that the steady-state chemical reaction rate is proportional to
the surface concentration of reacting molecules, we can write

F2 = ks Cs

where ks is the chemical surface reaction -rate constant.
Again we note that an electrical analog circuit can be used to represent this

process. Letting flux be analogous to current and concentration be analogous to
voltage, we obtain the circuit of Fig. 2-33. From this circuit we see by inspection
that

CGOIG2) CGCs= (2-39)
1/G2 + 1/G, 1 + ks/hG

If the density of silicon atoms required in the silicon crystal is Ni(N, =
5.00 x 1022 cm -3), the rate at which the film grows is

dx0 F2

dt
(2-40)
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FIGURE 2-32
SiCI4 concentrations during epitaxial growth.

Substituting for F2 in (2-40) and combining the result with (2-39), we obtain

dx0 ksCs kshGCG
dt N1 NAG + ks)

(2-41)

Next we incorporate information about the gas mixture. Let CT be the total
concentration of molecules in the gas stream, and let Y be the mole fraction of
SiC14 molecules. Then we obtain

dx0 kshG YCT

dt ks + hG N1
(2-42)

Two limiting cases are of interest; these can be deduced easily by in-
spection

CG

FIGURE 2-33
Electrical circuit analog for the epitaxial
growth process.

F1
_____.
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of the circuit analog. First, suppose hG > ks. Then Cs -+ CG, and the flux will
be determined almost entirely by ks. Then

dx° ks
N
YCT for h, ksdt

This case is called the surface -reaction -limited case.
Second, suppose ks> hG. Now Cs 0, and the flux is determined almost

entirely by h, . Then

dxo hGYCT
dt Nj.

This case is called the mass -transfer -limited case.
As (2-42) shows, the temperature dependence of the growth rate can be

found if the temperature dependences of ks and hG are known. Note that ks is the
rate of chemical reaction. We assume that a simple Boltzmann relation governs
the reaction and that an activation energy E. is required for the reaction to take
place. We therefore make the approximation

ks Ke- E°1". (2-43)

where K is a constant.
Experimental results show that this is a reasonable approximation, and that

K 10' cm/s

1.9 eV

Experiment also shows that hG is a weak function of temperature.
By combining (2-42) with (2-43), one can obtain growth rate as a function of

temperature, with hG as a parameter. Growth -rate curves are plotted in Fig.
2-34.15

Effect of the Gas Mixture on Growth Rate

Our simple model for growth rate predicts a linear dependence of growth rate on Y,
the mole fraction of SiC14. This is because we have assumed only the single
chemical reaction

SiC14 + 2H2 Si + 4HC1

to occur. There is, however, a second reaction which can also occur:

SiC14 + Si 2SiC12

For low concentrations of SiC14 the first, or growth, reaction dominates; but if the
SiC14 concentration is very large, the second, or etching, reaction takes place even
without HC1 in the gas stream. Observed growth rates as a function of Y are
shown in Fig. 2-35.26 It is common practice to operate with small values of Y and
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Growth rate versus temperature.

growth rates of about 1µm/min. While it would be advantageous to operate
with larger growth rates in order to reduce diffusion during growth, it is found that
more surface defects occur at higher rates.

Impurity Doping of Epitaxial Layers

One of the advantages of epitaxial growth is that the impurity concentration in the
epitaxial layer can be controlled by the composition of the gas stream in the
reactor. The gases most commonly used for impurities are diborane for acceptor
doping and phosphine for donor doping. The curves of Fig. 2-36 indicate the
effects of impurity gas concentration on impurity concentration of the silicon layer."

Diffusion During Epitaxial Growth

Since the epitaxial layer is grown at a high temperature, diffusion of impurities will
occur. The buried layer will diffuse into the epitaxial layer, impurities in the
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Observed growth rates of epitaxial layers (after Burger and Donovan26).

epitaxial layer will diffuse into the substrate, and substrate impurities will diffuse into
the epitaxial layer. The most important of these is the diffusion of the buried layer
into the epitaxial layer, since the impurity concentration is much greater in the
buried layer than in any of the other regions. We thus confine our discussion to
this case.

Consider first the case shown in Fig. 2-37, where the concentration in one
region is assumed to be uniform and in the other region it is assumed to be zero.
For simplicity assume each region to be semi -infinite. After a given diffusion time t,
the impurities will have redistributed and the profile will be as shown by the solid
line. In region 2 the profile is given by

Ns
N(x, t) = - erfc

x

2 2,/ Dt

In the case of an epitaxial layer growing on a substrate, the substrate can be
considered to be semi -infinite, but the growing film represents a finite region with a
time -varying boundary, as shown in Fig. 2-38. This moving boundary modifies
the diffusion process. One can see qualitatively that for a given diffusion time,
N(x, t) will be smaller in the layer than it would be if the layer were semi -infinite.
One can also see intuitively that once the thickness of the layer becomes large com-
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FIGURE 2-36
Effects of impurity gas concentration on impurity concentration of the silicon
layer: (a) phosphine used as dopant, (b) diborane used as dopant. (after Warner
and Fordemwalt27).

pared with 2,//it, the diffusion process proceeds as though the layer were semi -
infinite. It can be shown that for xe > 2 JDt, the profile in the epitaxial layer
resulting from buried -layer diffusion is28

N(x, t) = -Ns et erfc _
2

where el is a correction factor with value 0 < Et < 1.
Near the surface, the impurity concentration is essentially Ne, the concentra-

tion produced by the gas stream in the reactor. A reasonable approximation is to
add Ne to N(x, t) to obtain the profile for x > 2JDt.

In order to minimize diffusion of the buried layer, impurities having low dif-
fusivities, such as arsenic or antimony, are generally used for buried -layer
impurities.
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FIGURE 2-37
Diffusion from region of uniform con-
centration into a region of zero con-
centration.

N

FIGURE 2-38
Time -varying boundary from epitaxial
growth. x(0)

PROBLEMS

2-1 For a predeposition diffusion, find the profile Isl,(x, 10 if it is assumed that the
wafer is not semi -infinite but has thickness L. Show that for L> D,t, the semi -
infinite approximation is valid.

2-2 Suppose that the donor concentration in the wafer is as shown in Fig. P2-2 at the
beginning of an acceptor diffusion. Let the wafer thickness be semi -infinite, and
the thickness of the epitaxial layer be L. Calculate the donor impurity profile
ND(x, tp) after the acceptor diffusion. How far below the surface is the approxi-
mation

ND(x, NBC

valid?
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2-3 Consider the predeposited atoms to have been deposited by an initial delta function
of flux at the beginning of the drive-in. Solve Eq. (2-6) subject to

NA(x, 0) = 0, x > 0

ai\t, (0, t') = -4,0 8(t)
ax A Dd

NA(00, t) <

to obtain Eq. (2-18).
2-4 Calculate the sensitivity St`P) of the number of predeposited atoms Q(t,,) to the

predeposit diffusivity D.
2-5 Calculate the sensitivity SD; of the junction depth xj to drive-in diffusivity Dd.

Consider both the case of diffusion into constant background concentration and
the case of diffusion into a gaussian profile. Show that for diffusion into constant
background concentration, SD; can be made zero by proper choice of xi and
Datil 

2-6 If during a boron predeposit and drive-in we can hold temperature to +100A
percent, and we can measure time to within +100 8 percent, find the variation of
junction depth which can occur. Let A = 8 = 0.01, use typical values for base
diffusion times and temperatures, and calculate the variation of xj.

2-7 Select a reasonable processing schedule to fabricate a transistor with collector
junction depth xie = 3.0 p.m, emitter junction depth xiE = 2.3 tan, in 1-52  cm
epitaxial material. Design for final base surface concentration of 6 x 1018 cm -3
after drive-in.

2-8 A window is opened for a base diffusion. During the base drive-in a steam oxide
is grown for 33 min at 1100°C. Next a window is opened for the emitter diffusion.
During the emitter drive-in a steam oxide is grown for 17 min at 1000°C.

If the collector regions had 4000 A of oxide before the base diffusion, find the
oxide thicknesses over collector, emitter, and base regions, and the step sizes in
the wafer surface.
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2-9 An epitaxial layer is grown on a substrate having a uniform boron concentration
of 1018 cm -3. The epitaxial layer is grown with a SiC1, mole fraction Y=0.03
at 1250°C for 5 min. During growth the layer is doped by using a gas -phase
phosphorus/silicon ratio of 10-v.

After epitaxial growth, an isolation diffusion is to be performed. A predeposit
of boron is carried out at 1050°C for 1 h. Estimate the drive-in time required for
the isolation diffusion. Ignore the effects of the moving boundary during epitaxial
growth.

2-10 A wafer has epitaxial-layer concentration 1%18c = 1015 cm -3. A base drive-in
diffusion is performed at 1100°C for 1 h, and a piece of the wafer is removed.
Angle -lap measurements show the metallurgical junction depth to be 1µm.

The wafer is returned to the furnace for 3 additional hours. What is the final
base sheet resistance? No oxide is grown during the diffusion.

2-11 The process engineer on the day shift started an isolation diffusion, but left before
it was completed. You arrive to take over the night shift, and find that he left no
information on what he has done. You do not know what predeposit or what
time and temperature he used for his drive-in diffusion.

On a monitor wafer, you make measurements and find that the original wafer
had a 12 -pm epitaxial-layer thickness with lk Ipc = 10" cm -3, and the substrate
has NA = 10" cm -3. His diffusion, which you assume to be boron, shows a
junction depth xj = 6 pm and surface concentration NsA= 10'9 cm -3. You
assume his profile to be gaussian.

You decide to put the wafers in for further drive-in at 1150°C for 6.5 h. What
junction depth do you expect to get at the end of that time?

2-12 A boron predeposit is made into a wafer having /Vac= 1013 cm -3. A drive-in
diffusion is performed at 1150°C for 3.16 h. The junction depth is xj = 3.16 pm.

Suppose that instead of the above drive-in, the same predeposit had been sub-
jected to a drive-in of 17.6 h at 1050°C. What would the junction depth have
been ?
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3
OTHER PROCESSING METHODS

In the preceding chapters we have described and analyzed the basic planar inte-
grated -circuit fabrication sequence. This basic sequence has the advantage of
minimizing the number of processing steps and therefore minimizing the cost and
maximizing the yield. As one would expect, however, adherence to the require-
ments dictated by a minimum -complexity process often necessitates rather severe
compromises in device and circuit performance. If additional processing methods
compatible with the basic process are made available, they can introduce additional
degrees of freedom which permit the designer to improve circuit performance. In
this chapter we describe briefly and qualitatively some of the more important
processing options which are compatible with the basic process. In nearly all
cases, use of these options increases the cost of fabrication, so the designer must
always weigh the performance improvement against the cost increase.

We begin by discussing alternatives to the diffused junction isolation method.
Here the benefits are not only improved performance but also decreased area and
thus increased component density. Next we consider alternatives to the diffusion
of single -crystal monolithic components. Modifications of the diffusion process
are described, and ion -implantation techniques are discussed. Alternatives to
single -crystal monolithic devices are described in terms of compatible thin-film
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devices. Finally, interconnection methods, including beam -lead techniques, are
discussed.

3-1 ISOLATION METHODS

Conventional isolation by diffused p -n junctions has the following disadvantages:

I The time required for the isolation diffusion is considerably longer than
any of the other diffusions.
2 Because lateral diffusion is significant during the isolation diffusion,
considerable clearance must be used for isolation regions. Since isolation
diffusions occur at the periphery of isolated regions, the area used for isolation
purposes is a significant portion of the chip area. This isolation area must
be considered wasted as far as component density is concerned.
3 The relatively deep sidewalls and large area of isolation regions contribute
significant parasitic capacitance which degrades circuit performance. Note
that not only the isolation sidewalls but also the bottom epitaxial-substrate
junction of isolated regions contribute parasitic capacitance. The epitaxial-
substrate junction must also be considered to be part of the isolation method.

Several isolation methods have been developed which avoid the use of an
isolation diffusion; these are the Fairchild Isoplanar II method, the Raytheon
V -ATE process, and the Motorola Multiphase Memory process. All of these
circumvent the difficulties of large area and sidewall capacitance, but still suffer
from epitaxial-substrate capacitance. A process known as dielectric isolation
avoids this latter problem.

The Isoplanar II Processl' 2

Fabrication of the double -diffused epitaxial n -p -n transistor by the Isoplanar II
process begins, as in the basic process, with a buried -layer diffusion and the growth
of an epitaxial layer as shown in Fig. 3 -la. Next a layer of silicon nitride is de-
posited over the surface of the wafer, and photoresist is used to remove the nitride
in areas where isolation is to occur. An etch is now used to remove the n-epitaxial
silicon as shown in Fig. 3 -lb. Silicon dioxide is thermally grown to fill in the
regions that have been etched ; the nitride prevents oxide growth elsewhere on the
wafer. A "sink" diffusion is performed for the collector contact, and silicon
nitride is removed, leaving the wafer as shown in Fig. 3-1c. Note that oxide
isolation is used not only to isolate the transistor but also to separate the collector
contact region from the remainder of the device. This is done to eliminate the
clearances that would ordinarily have to be observed when the emitter is diffused
into the base region. From this point, the processing is similar to the basic proc-
ess; the completed device is shown in Fig. 3-1d.

The reduction of surface geometry accompanying the Isoplanar II process
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(a)

(b)

(c)

(d)

n-epitaxial layer
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n-epi.
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p

n

FIGURE 3-1
The Fairchild Isoplanar II process.

can be seen from Fig. 3-2a. Since the entire base region is surrounded by oxide
rather than epitaxial collector material, there is no danger of misalignment causing
a short at the surface of the base -collector junction or an overlap of the emitter
diffusion and collector material. The only clearances that must be observed are
those between emitter and base contact regions. The double -base -stripe device
of Fig. 3-2a consumes less than half the area of the conventional device of Fig. 3-2b
having the same photolithography constraints.

While the Isoplanar II process is compatible with the basic planar process, it
has the disadvantages of requiring thin epitaxial material in order that the etched
regions which have to be filled with oxide not be too deep, and of requiring long
oxidation times. The thin epitaxial layer means that all diffusions have to be
shallow. The process has shown much promise for large-scale memories, where
high component density is very important.
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FIGURE 3-2
Reduction of size achieved with the Isoplanar II process: (a) Isoplanar 11 device:
(b) conventional device.

The V -ATE Process3

The V -ATE (Vertical Anisotropic Etch) process makes use of a preferential etch
technique which etches 30 times faster along the <100> crystal plane than along
the <1 1 1> plane.4 If the wafer used has a <100> surface, etching of the silicon
after a window has been opened in the oxide forms a V groove, as shown in Fig. 3-3.
The preferential nature of the etch causes the groove to form a 54° angle with the
surface. Since the angle is fixed, the depth of the groove is determined by the
width of the opening at the surface. There is no undercutting of the oxide.

In the ordinary uniform etch, if channels sever'al micrometers deep are
etched and metal is deposited over them, voids in the metal will occur because of
the steep walls of the channels. It is for this reason that the etched regions must
be refilled with oxide in the Isoplanar II process. However, in the V -groove case,
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FIGURE 3-3
V groove produced by anisotropic etching
of <100> silicon.

the angle of the groove provides a sufficient taper to the walls to permit metal
deposition without voids.

The V -ATE process begins with the buried -layer diffusion and growth of
the epitaxial layer as in the basic process. Next the base region is diffused as
shown in Fig. 3-4a. Windows for the isolation grooves are opened in the oxide
and the grooves are etched. Since there is nothing in this method analogous to
the lateral diffusion of the isolation region in the basic process, the isolation grooves
consume very little space. The oxide is now removed, and a sandwich of oxide -
nitride -oxide is deposited, as shown in Fig. 3-4b. Windows for all contacts are
opened down to the nitride, and those for emitter and collector are then etched
through the remaining nitride and oxide to the silicon. An emitter diffusion is
performed, and the base contact is then etched through the nitride and oxide to
the silicon, as shown in Fig. 3-4c. All contact windows are now open.

A beam -lead type of metal interconnect system (to be discussed in a later
section) is used. This scheme consists of three layers of metal-titanium, platinum,
and gold-and is used because it permits close spacing of well-defined metal
patterns, leading to small geometries. In the V -ATE process, two layers of the
metallization process are used; the first is employed to make the thin, narrow lines
required for contacting the small -geometry devices as shown in Fig. 3-4d. A layer
of oxide is then deposited and the second layer of metallization is deposited above
the oxide. The second layer of metal is electroplated to twice the thickness of the
first, and is used for those interconnections which must carry larger current.

As can be seen from the foregoing discussion, the V -ATE process requires
many steps and has a complicated metallization scheme. One advantage of the
metallization process is that it is compatible with the requirements for fabrication
of Schottky -barrier diodes.t

The Motorola Multiphase Process

The Motorola Multiphase process, also known as VIP, makes use of a V groove
formed by anisotropic etching, as in the V -ATE case. However, the Motorola
process is simpler. After grooves have been etched for isolation, a standard oxide
layer is grown. The grooves are then filled to the surface, not with oxide, but rather

t Schottky -barrier diodes are discussed in Chap. 7.
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(a)

(b)

(c)

(d)

n-epi.
p - base

n buried layer

p -substrate

FIGURE 3-4
The Raytheon V -ATE process.

with polycrystalline silicon grown by standard epitaxial methods. The metalliza-
tion is aluminum; a cross section of the completed wafer is shown in Fig. 3-5. This
process has the advantages of being simpler than V -ATE and of retaining the
planar -surface characteristics of Isoplanar II. Although metal can be deposited
over V grooves, as was previously pointed out, the reliability of the metal inter-
connections is improved if the surface is planar.
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FIGURE 3-5
The Motorola Multiphase Memory process (VIP).

Dielectric Isolations

In all of the isolation methods thus far discussed, the isolation diffusion has been
eliminated, thereby reducing the device surface area and eliminating the isolation
sidewall capacitance. Note that the bottom capacitance of the isolation junction is
still present. This capacitance can be reduced, and the isolation diffusion also
eliminated, by dielectric isolation. The basic dielectric isolation process begins
with an n -type wafer having the resistivity that would normally be selected for the
n -type epitaxial layer in the standard process. Buried -layer diffusions are per-
formed at the desired locations, and channels are now etched to a depth of about
8 gm, as shown in Fig. 3-6a. Oxide is grown over the entire surface of the wafer.

Next a layer of silicon several mils thick is grown on the surface by standard
epitaxial methods as shown in Fig. 3-6b. Since this silicon grows over the oxide
layer rather than on the silicon wafer, it will be polycrystalline. However, as will
be seen, its only function is to provide mechanical support for the devices; that is,
it will play the role of substrate. The entire assembly is now turned over and
the back side of the n -type wafer is lapped away until what was originally the bot-
tom of the etched channels is reached. What remains are islands of the original
n wafer, surrounded by oxide and polycrystalline silicon. Standard diffusion
processing is now used to diffuse base and emitters into these islands, and contact
windows and metallization are accomplished in the usual manner, as is shown in
Fig. 3-6c. The polycrystalline material forms a substrate, and the islands of n
material are surrounded, on the bottom as well as the sides, by oxide. Since the
oxide is usually thicker than the depletion region of the substrate junction, and
since the dielectric permittivity of oxide is one-third that of silicon, the parasitic
capacitance is greatly reduced. Moreover, no junction is involved in the isolation,
so the biasing constraints of conventional isolation do not apply. Also the isola-
tion system is less susceptible to degradation from radiation, since no junction is
involved.

This method of isolation uses extra processing steps, and it is difficult to
perform the lapping operation with the precision that is required. Dielectric
isolation is therefore used only in cases where the low parasitic capacitances or
radiation hardening it offers are essential to circuit performance.
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n -wafer Si02r mir
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FIGURE 3-6
The basic dielectric isolation process.

3-2 FORMATION OF IMPURITY DISTRIBUTIONS

Diffusion from Doped Oxides6

In the standard two-step diffusion process, the predeposit is usually carried out
with sufficient boron compounds present to ensure that the solid solubility limit of
boron will be reached at the silicon surface. Typically the boron -containing gas
in the diffusion tube decomposes, forming B203 on the silicon surface. This
reacts with the silicon, producing silicon dioxide (Si02) and boron, the latter
diffusing into the wafer. If too much B203 is present, not all the boron can be
dissolved in the silicon, and a silicon -boron phase is produced at the surface.
This phase is difficult to remove, and interferes with proper contacting during
metallization. If the amount of B203 is still further increased, pitting of the silicon
surface results, causing a considerable degradation of surface properties and hence
of device behavior.

In some cases where devices require low surface concentrations, for example,
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MOS transistors, it would be desirable to carry out the predeposit in such a way
as to maintain the surface concentration during predeposit well below the solid
solubility limit. It is very difficult to control the gas mixture in the diffusion tube
with sufficient precision to accomplish adequate control of surface concentration

below the solid solubility limit. Moreover, the walls of the tube become enriched
with boron and themselves act as a diffusion source, increasing the difficulty of

control.
One alternative to the standard diffusion method is to deposit a boron -

containing glass on the wafer surface instead of using a predeposit. This can be
done by introducing silane (SiH4), 02 , and diborane (B2H6) into a chemical reactor,
in which the silicon wafers are heated to a temperature of 300°C. The resulting
chemical reaction produces on the wafer surface a glass (SiO2) containing B2O3 .
By controlling the gas -flow rates during the reaction, the molar percent of B2O3

in the glass can be controlled.
Next the wafer is subjected to the standard drive-in diffusion; during the

process the B2O3 in the glass reacts with the silicon as previously described and
produces boron, which diffuses into the wafer. Figure 3-7 shows the surface
concentration of boron, following diffusion, as a function of the molar percent of
B2O3 in the glass. Table 3-1 gives junction depths, sheet resistances, and surface
concentrations for different molar percents of B2O3 .

Selective diffusions can easily be performed by depositing the boron glass
and using photoresist procedures to remove it from areas where no diffusion is

desired, or by depositing boron glass over oxide in which windows have been

opened. Phosphorus -doped glass can also be deposited in a chemical reactor and
used as the diffusion source for n -type diffusions.

z"

FIGURE 3-7
Boron surface concentration in silicon
after diffusion at 1050'C, as a function
of the molar percent of 8203 (after
Brown and Kennicott6).
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Spin -on Sources for Diffusion

Deposition of doped SiO2 films for use as diffusion sources can be accomplished
by using special liquid chemical compounds instead of by the pyrolytic decompo-
sition methods described above. Commercially available chemical solutions for
this purpose are made by Emulsitone Co.,t and are available for SiO2 and SiO2
doped with various impurities such as phosphorus, boron, arsenic, antimony, gold,
etc. These contain an alcohol solution of a polymer, and a compound for the
appropriate impurity atom.

The liquid solution is applied to the wafer and the wafer is spun, in a manner
similar to that used for photoresist, at about 3000 r/min. A film about 1500 A
thick is formed, which becomes doped oxide when the solvent evaporates. The
wafer is then baked at 200°C for 15 min to harden the film, and the diffusion cycle
is carried out. A typical cycle for the Emulsitone Emitter Diffusion Source N-250,
for example, is 15 min at 1150°C. This produces an impurity profile which
approximates a complementary error function with surface concentration
1 x 1021 cm -3. For this case, if the resistivity of the p -type material is 5 f2  cm,
the sheet resistance of the n -type emitter is 4 n per square and the junction depth
is 1.54 gm.

Solutions are also available for low -surface -concentration diffusions, and are
quite useful for such applications as MOS transistor fabrication. Surface concen-
trations of boron and phosphorus as low as 5 x 1016, with junction depths of 1.2
gm, have been obtained with these solutions.

Undoped oxides can also be deposited in the same manner. It is therefore
possible to avoid the growth of thick thermal oxides for masking against diffusion.
One can use the liquid solution to deposit undoped SiO2 , then use photoresist
procedures to open diffusion windows, followed by use of liquid solutions to
deposit doped oxide, after which the diffusion is carried out. Since deposition of
SiO2 from liquid solution does not require heat treatment at temperatures above
200°C, a final passivating layer can be deposited on the wafer after metallization,
and windows can then be opened over the bonding pads.

Ion Implantation"

While the diffusion technology of the basic process enables the designer to fabricate
high-performance devices, this technology also imposes some severe limitations on
design flexibility. Each diffusion profile must have a surface concentration higher
than that of the material into which it is diffused; this means that large values of
sheet resistance are difficult to obtain. Moreover, since the material is compen-
sated several times in, for example, formation of emitter regions, the total number
of impurities becomes large with a resulting degradation of mobility and lifetime
of carriers. For these reasons, the total number of diffusions in any given region
is usually limited to two, as in the basic process, although triple -diffused processes
can be designed if careful control of the process parameters is established. Finally,

t Emulsitone Co., 41 E. Willow St., Millburn, N.J.
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FIGURE 3-8
Ion -implantation scheme (after Mayer et al.").

the designer has little control over the shape of the impurity profile resulting from
diffusion. Except for regions very close to the surface where oxide growth affects
the redistribution of impurity atoms, the profile will generally approximate a
gaussian function or a complementary error function.

Many of the objections to, and limitations from, diffusion can be overcome
by ion implantation, an important addition to integrated -circuit processing tech-
nology. The ion -implantation scheme is shown in Fig. 3-8. Ions such as boron,
for example, are emitted by a source and accelerated by an electric field; the ion
beam is passed through a magnetic field so that only ions with the desired mass are
collected at the exit port of the mass separator. This ion beam is passed between
deflection plates so that it can be swept across the target, in this case a silicon
wafer. The depth of penetration of the ions is controlled by their energy and hence
by the accelerating field; the density of ions implanted is controlled by the beam -
current. When the ions penetrate the silicon wafer, they produce dislocations;
these are removed by annealing the wafer at temperatures of the order of 600°C.

The impurity profile resulting from ion implantation is gaussian, with a peak
occurring at a depth Rp, called the mean range, and a half -width ARE, called the
straggle; these are shown in Fig. 3-9. The mean range depends on the ion mass
and energy, while the relative width ARpIRp depends on the ratio between ion mass



94 BASIC INTEGATED CIRCUIT ENGINEERING

ARp

Ro Depth x

FIGURE 3-9
Distribution of implanted ions.

and silicon atom mass. Heavier ions produce narrower impurity profiles. Theo-
retical and measured profiles for boron implanted in silicon are shown in Fig.
3-10 for an energy of 30 keV.

Much better control of the impurity profile is possible with implantation
techniques than with diffusion methods. Sheet resistances in excess of 10,000
per square can be obtained, and low surface concentrations which are well con-
trolled can be implanted. For example, in a MOS transistor requiring precisely
controlled threshold voltages, boron -implanted layers with surface concentration
controlled to 3.5 ± 1 x 1015 cm -3 have been achieved. Fabrication of shallow
devices which would be difficult with diffusion can be achieved with good repro-
ducibility by ion implantation. Impurity profiles can be tailored to permit op-
timization of device parameters.

EXAMPLE 3A Fabrication of a Microwave Transistor by Ion Implantation.8
Fabrication of a shallow device and the control of the impurity profile are both
required in the construction of an integrated microwave transistor. In this device,
a double boron implant is used; the first is carried out with an energy of 100 keV
and a dose of 1014 ions per cm2. This provides a surface concentration of 1019
cm -3 to permit good ohmic contact and to prevent inversion of the surface. The
second boron implant is at -an energy of 200 keV and a dose of 1013 ions per cm2;
this produces a controlled number of impurity atoms in the base region at the
proper depth, and optimizes the current gain of the device. The base region
formed of this composite implantation has a sheet resistance of 780 C2 per square
and a junction depth of 0.8 gm.

Next, the emitter is implanted by using arsenic ions with 150 keV energy and
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a dose of 1016 ions per cm2. Finally the entire structure is annealed for 30 min
at 1000°C. The resulting impurity profiles are shown in Fig. 3-11; the emitter
junction depth is 0.4 pm and the base width is 0.4 pm. An indication of the degree
of process control that can be obtained with ion implantation is given by the
distribution of current gain hfe shown in Fig. 3-12. ////

Implantation in selected regions is accomplished either by using thick oxide
and opening windows by photolithography where implantation is to take place, or
by depositing metal such as aluminum and using photolithography to remove it in
the areas to be implanted. The depth of penetration of ions in Si02 is comparable
to that in silicon. Metal is used to advantage as an implant mask in the self-
aligning gate MOS transistor, discussed in Chap. 6.

3-3 THIN-FILM COMPONENTS9

Thin-film Resistors

Metal deposition on the surface of an oxide -covered chip can be used to perform
several circuit functions in a manner compatible with the rest of the monolithic
circuit construction. Resistors and capacitors are often better realized in thin-
film form than in diffused form in order to achieve particular temperature co-
efficients, sheet resistance, or parasitic effects different from those of diffused
components. Thin-film elements can be used to augment performance available
from diffused components, thereby increasing circuit design flexibility.

Perhaps the most widely used thin-film resistors are those made by evapora-
tion of nichrome, a nickel -chromium alloy. As in the case of conventional
aluminum interconnections, resistor dimensions are obtained by etching the
nichrome following a photoresist step. Nichrome resistor sheet resistances range
from 40 to 400 f2 per square, depending upon the film thickness. Temperature
coefficients of nichrome thin-film resistors are generally less than 100 parts per
million per degree centigrade (ppm/°C), whereas diffused silicon resistor tempera-
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Ta205
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FIGURE 3-13
Tantalum resistor structure. Note that conversion of the base tantalum metal
to Ta205 by oxidation allows the resistor value to be increased.

ture coefficients are typically 2000 ppm/°C for the standard 20012 per square sheet
resistance.

Another material widely used for thin-film resistors is deposited tantalum.
Here again, various selective etching procedures can be used to define the resistor
geometry. Tantalum, unlike nichrome, has the advantage that the deposited layer
of tantalum, once etched, may be varied in thickness by controlled growth of
tantalum pentoxide as shown in Fig. 3-13. By converting some of the tantalum
to Ta205, one can reduce the cross-sectional area of the remaining tantalum.
Tantalum resistors made in this way have a range of sheet resistance from about
80 to 4000 12 per square and a temperature coefficient of resistance from 0 to -150
ppm/°C. An important aspect of tantalum resistors is the possibility of balancing
the negative tantalum resistor temperature drift against the positive temperature
drift of diffused silicon resistors in order to achieve very low net temperature
variation.

Aluminum contacts are made to both types of thin-film resistors; thus a
deposited thin-film resistor appears as shown in Fig. 3-14. Important parameters
of tantalum and nichrome resistors are given in Table 3-2.

Thin-film resistors have the advantage that their values can be adjusted after
fabrication, an advantage not shared by diffused resistors. Such trimming is done
by use of a laser beam. A slot is cut in the resistor structure by a laser beam, with
the result shown in Fig. 3-15. If the resistance is monitored during the trimming,
it can be adjusted to within any desired tolerance automatically. This process
requires only a few seconds, and makes possible fabrication of precise resistors.
Furthermore, the method can be applied to either nichrome or tantalum resistors.

Table 3-2 CHARACTERISTICS OF THIN-FILM RESISTORS

Diffused
NiCr Ta resistor

Range of sheet resistance, 11/sq 40-400 80-4000 50-500
Temperature coefficient, ppm/°C <100 0 to -150 2000
Fabrication tolerance, % 5 5 20
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Deposited thin-film resistor

FIGURE 3-14
Deposited thin-film resistor structure.

Thin-film Capacitors

Thin-film techniques can also be used to fabricate capacitors. We have already
seen the use of one type of thin-film capacitor, the MOS capacitor, in Chap. 1.
The capacitance per unit area of an MOS capacitor is typically of the order of
0.25 pF/mil2. Of course, a p -n junction can also be used as a capacitor, but typical
capacitances for junction capacitors are also of the order of 0.25 pF/mil2. Larger
values of capacitance per unit area can be obtained by using a tantalum oxide
capacitor.

Since the tantalum oxide layer described in the preceding section is an
insulator, a capacitor can easily be fabricated by applying an upper metal plate
to this layer. Ordinarily, aluminum would be the first choice for this upper plate,
since use of aluminum is compatible with fabrication of the integrated circuit.
However, aluminum is soluble in tantalum oxide, even at low temperatures.
Therefore a layer of tantalum is sputtered over the tantalum oxide, and this
tantalum layer forms the top plate of the capacitor. Typical characteristics of
thin-film capacitors are given in Table 3-3.

It is to be emphasized that while thin-film components can be fabricated
which are compatible with monolithic integrated circuits in the sense that they can
bt fabricated on the same substrate, extra processing steps are required for their
fabrication. This means not only an increase in the cost of producing the inte-

Table 3-3 CHARACTERISTICS OF THIN-FILM
CAPACITORS

Si02 Ta205

Capacitance per unit area, pF/mil2 0.25 2.5
Breakdown voltage 50 20
Fabrication tolerance 20% 20%
Temperature coefficient, ppm/ C 200
Dielectric constant 3.9 21.2
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FIGURE 3-15
Laser trimming of thin-film resistors.

Contact pad

Laser cut
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grated circuit, but also a decrease in the yield since the yield is an inverse function
of the number of fabrication steps. Therefore, thin-film components should be
employed only if it has been ascertained that they are absolutely necessary.

EXAMPLE 3B Design of a Thin-film Distributed RC Circuit for an Oscillator.
We now consider the use of thin-film components in the design of a phase -shift
oscillator. The basic circuit is shown in Fig. 3-16, with all bias circuits omitted.
A distributed RC structure is to be fabricated in thin-film form; it is connected to
a transistor as shown. The small -signal collector current passes through the RC
structure and reaches the base, diminished in amplitude and shifted in phase.
The transistor current gain has a phase shift of -180°. If, at the frequency at
which the phase shift of the RC structure is -180°, the gain of the transistor is
equal to the attenuation of the structure, oscillation results. It can be shown that
the frequency at which the phase shift of the structure is -180° is given by

27E2

wo = RC

where R is the total resistance and C the total capacitance of the structure.
Suppose it is desired that the frequency of oscillation be fo = 100 kHz, and

that for biasing purposes the resistor have a resistance of 20 KSI. Then the total
capacitance required is

2n2
C =

Rw
= 1570 pF

o

If we use a layer of Ta205 that is 500 A thick, the capacitance is 2.5 pF/mil2,
and we require an area of 628 mils2 to realize 1570 pF. This layer of oxide can be
formed on top of the tantalum used for the resistance.



100 BASIC INTEGRATED CIRCUIT ENGINEERING

FIGURE 3-16
Basic circuit of a phase -shift oscillator.

For a layer of tantalum 100 A thick, the sheet resistance is 500 SI per square.'
Thus we require 40 squares to realize 20 kn. Let the width of the resistor be W
and the length L. The requirements which must be satisfied are

L - 40
W -

LW = 630 mils'
From these we obtain

W = 3.96 mils

L = 159 mils

To complete the design, end pads would have to be added for making contact to
metallization stripes. Since it is unlikely that the chip on which the device is being
fabricated will be as large as 159 mils on a side, a folded pattern would probably
have to be used. ////

3-4 INTERCONNECTIONS

Interconnections in integrated circuits occur at two levels: the interconnection of
the devices on the monolithic chip, and the interconnection of the chip with the system
by means of a header or similar substrate. In Chap. 1 the use of aluminum inter-
connections on the chip and the connection of the chip to the header by wire
bonding were described. We now consider qualitatively some of the problems
with conventional aluminum interconnections, and examine alternatives to these
and to wire bonding.

Conventional Aluminum Interconnections

As we saw in Chap. 1, aluminum interconnections are accomplished by evaporating
aluminum in a vacuum chamber containing the wafers. The entire surface of the
wafers is coated with aluminum, and the photoresist procedure is then used to
remove the metal from areas where it is not wanted. The evaporation of alumi-
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num from tungsten filaments should not be performed in the fabrication of MOS
devices for the following reason. In order to make tungsten sufficiently ductile to
be drawn into wire, sodium is added to the tungsten. When tungsten filaments
are heated to a temperature sufficiently high to evaporate aluminum, some sodium
is also evaporated. Sodium is a major contaminant for MOS devices, since
sodium ions apparently are able to migrate along the oxide -silicon interface, even
at room temperature, thus drastically altering the device characteristics. There-
fore, aluminum deposition for MOS devices is usually done by electron -beam
evaporation, a technique which does not require use of tungsten filaments.

After the unwanted metal has been removed, the wafer is sintered for a few
minutes at elevated temperature to improve the ohmic contact between the alumi-
num and silicon and to harden the aluminum. Here care must be taken to keep
the temperature below 577°C. At that eutectic temperature a silicon -aluminum
alloy forms; this occurs rapidly and the aluminum penetrates the silicon and will
destroy the devices. Sintering is therefore carried out at approximately 450°C.
Even at this temperature, care must be taken not to sinter for long times. Silicon
has a high solubility limit (1.5 percent) in aluminum, and even at temperatures as
low as 450°C a solid solution is formed." As time progresses, more silicon is
used up in the solution, with the result that shallow junctions can eventually be
shorted by this process, as is shown in Fig. 3-17.

In Chap. 1, it was noted that during the fabrication of the integrated circuit,
the emitter diffusion must be performed not only in emitter areas but also in any
areas where contact must be made to lightly doped n -type material, such as the
epitaxial collector region. Aluminum is an acceptor impurity in silicon; hence
aluminum diffusing into n -type silicon during sintering may cause a diode to form,
rather than an ohmic contact. Fortunately, the solid solubility of aluminum in
silicon is only 6 x 10" cm'; therefore use of the emitter diffusion in lightly
doped areas increases the donor concentration to a level well above that of the
aluminum, and no junction can form.

The resistance of evaporated aluminum internal connections is determined
by the resistivity of aluminum and the thickness, length, and width of the inter-
connections according to the familiar resistance relation

R= 1

tW
where p = metal resistivity

/ = connection length
W = connection width

t = film thickness
Just as with diffused resistors, thickness and resistivity may be combined into a
single parameter, sheet resistance:

R = -P
5 t

Since for aluminum p = 2.8 x 10-6 and t is typically 1500 A, the sheet resistance
of a typical aluminum interconnection is Rs = 0.187 S2 per square. While this
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FIGURE 3-17
Penetration of silicon by aluminum at a contact window (after Totta and Sopher' °).

may seem to be a relatively small value, it can be important in some cases and must
be taken into account. An example of this is given in the design of a 500-mA
transistor discussed in Chap. 7.

The above resistance relation holds as long as the film is thick enough that
conduction can take place directly along the aluminum film. For very thin films
(hundreds of angstroms), the conduction mechanism changes because of the greater
distance between nucleation sites of aluminum composing the film; consequently
for thin films the effective resistivity is greater than 2.8 x 10-6 sl  cm.

The extensive use of aluminum films for integrated -circuit connections has
led to the discovery of new high current density effects in thin metal films. One
such phenomenon, electromigration, is a progressive failure of interconnects
during continuous operation. Consider a typical integrated -circuit interconnec-
tion, 1500 A thick and 1 mil wide. For a 5-mA current flow in the connection,
the current density in the aluminum film is 1.3 x 10' A/cm2. At current densities
of this order and larger, two effects are believed to contribute to the failure of
aluminum interconnections. The first is the transport of aluminum by mo-
mentum exchange with electrons. It is thought that the thermally activated
aluminum ions gain energy from collisions with electrons and are transported
away from the contact area. Since there are no aluminum ions available to fill the
vacancies created by the departing ions, these vacancies cluster and form a void
which eventually extends across the aluminum stripe, causing a failure.

The second effect which enhances failure is the transport of silicon in alumi-
num. At the contact regions, silicon dissolves in aluminum until the solid solu-
bility limit is reached. Because the activation energy for the diffusion of silicon
in aluminum is about 70 percent that of aluminum in aluminum, it is thought that
the silicon is readily activated and at the positive end of the stripe is swept away
from the contact area by the force resulting from the rate of momentum exchange
between activated ions and electrons. More silicon can now dissolve at the con-
tact. It is thought that as the silicon is transported down the film, some regions
of the film may become supersaturated with silicon, causing the growth of silicon
crystallites which weaken the film and lead to failure.
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It has been found that the failure rate of aluminum films can be reduced by
the deposition of several thousand angstroms of glass over the aluminum. It is
thought that the presence of glass reduces the diffusion of aluminum at the alumi-
num surface.

Theoretical analysis predicts that the mean time to failure for aluminum
films is related to the current density by

1

= Ape-doa
MTF

where MTF = mean time to failure in hours
J = current density
A = constant relating to the properties of the metal
4) = activation energy for aluminum in aluminum

Experiments performed on glassed aluminum films indicate that the mean time to
failure is given by

1

MTF
=J2 x 1.88 x 10-3 1 . 2 I k T

It has been shown that aluminum has many desirable properties as a contact
and connection metal: it is a good conductor (only silver, copper, and gold are
better), it has a relatively high eutectic temperature with silicon (577°C), it adheres
well to both silicon and silicon dioxide, and it is easy to evaporate and etch, yet it
does not react rapidly with most materials in a sealed header. It has, however,
several shortcomings. One major problem is the reaction of aluminum with gold
and silicon to form binary and ternary compounds of the three materials. Since
gold wires are often used to make connection between aluminum connections on
the chip and the header connections, and since the gold -aluminum reaction causes
the connections to fail, this can be a troublesome problem. Failures also occur
as a result of gold -aluminum -silicon compounds which can form at a wire bond on
the chip, since silicon is present in the Si02 . It is therefore desirable to use
aluminum bonding wires.

Beam -lead Interconnections"

Beam -lead interconnections provide interdevice connections on the chip and at the
same time eliminate the need for bonding wires. Since metals different from
aluminum are used, the failure modes described above do not occur. Moreover,
the process results in air isolation, eliminating the isolation diffusion. The method
used proceeds as follows.

After contact windows have been opened in the oxide, platinum is sputtered
onto the wafer, which is then heated to 700°C in an inert atmosphere. This
causes platinum silicide (Pt5Si2) to form in the windows. Titanium is now
sputtered onto the wafer to form good ohmic contacts with the Pt5Si2 in the con-
tact windows. Next, a layer of platinum is sputtered onto the wafer. Platinum
is inert and does not react with either the titanium or the gold which is to follow.
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Interconnection lead patterns are next defined with gold, and the thickness
of gold is built up by electroplating. Gold is used because it bonds well, is
suitable for electroplating, and has high elongation. The gold leads are built up
in this manner to a thickness of 0.5 mil; where they taper in width to contact small-

geometry device terminals, they also taper in thickness. It is therefore possible
to have thick, wide leads tapering to thin, narrow contacts. Such leads are used
not only as interconnections on the chip but as bonding wires and as mechanical
support for devices. Thickness -to -width aspect ratios of 1 can be obtained with
electroplated gold.

After electroplating is completed, the platinum over the remainder of the
wafer is removed by backsputtering, during which the gold leads serve as a mask,
protecting the platinum under the gold. The titanium is removed by etching;
again the gold protects the titanium under the leads. The wafer is now turned
over, and isolation regions are formed by using photoresist on the back of the
wafer to delineate the isolation regions and then etching the silicon in these regions
through to the front surface. What now remains in each chip is a group of sub -
chips connected together electrically and mechanically by the electroplated gold
leads. The thickness of the leads makes them strong enough to act as mechanical
beam supports, hence the term beam lead. Parasitic capacitances between sub -
chips are extremely low since no junctions are involved in isolation, and the isolation
dielectric is air.

The group of subchips which originally formed the chip is now interconnected
with the header as follows. A header of ceramic or similar material is used which
has on its surface film -leads in a pattern with terminals designed to match those of
the beam leads. The subchip array is now aligned face down on the header so
that the outlying beam -lead pads match the header pads. A weld is then performed
by ultrasonic or other means. No bonding wires are used. If the header is made
large enough, several arrays of devices of various types can be mounted, and are
interconnected by the film pattern on the header.

The beam -lead metal system of titanium -platinum -gold adheres well to the
SiO2 on the chip, makes good contact with platinum silicide, and makes good
electrical connection to the external circuit. The isolation method which is part
of the beam -lead system makes possible fabrication of high-performance devices
with very low parasitic capacitance. The obvious disadvantage of the system is
that it requires many extra processing steps and is therefore quite expensive.

Solder -bump Interconnections' 2

An alternative to the use of beam leads or wire bonds for interconnection of the
chip to the header is the use of small spheres which serve as mechanical support
and as electrical interconnection. A series of metal layers is deposited over the
contact pad areas as shown in Fig. 3-18a. The particular metals are chosen to
provide good electrical contact, good adherence, and masking of the region below
the oxide against contamination by the solder. The wafers are now placed in an
automated assembly line, and plated copper spheres 5 mils in diameter are dropped
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-Ni (electroless Ni)
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Ni-Sn
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Cr + Cu

(b)

FIGURE 3-18
Solder ball terminal (a) before and (b) after soldering copper ball (after Totta
and Sopher'°).

into the solder wells over the contact pads. The metals used for plating are
chosen to ensure wetting by the solder. Next the wafers with balls deposited
are placed in a furnace and heated until the solder melts. The solder flows over
the balls, forming a solder -coated bump on the contact pad as shown in Fig. 3-18b.
Chips can now be separated from the wafers, and mounted face down on headers.
As in the beam -lead case, the headers may consist of a ceramic substrate contain-
ing film interconnections and contact pads which will align with the bumps on
the chip. The assembly is heated again and the solder reflows, connecting the
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FIGURE 3-19
Controlled collapse solder bump (after Totta and Sopher'°).

chip to the header. During this procedure the copper balls hold the chip above
the header, and also provide a means for containment of the solder around the
pads.

An alternative to copper balls is the use of controlled -collapse solder bumps.' 3

In this method, some means, such as a glass dam, is used to confine the solder to a
given region. Metallic layers are deposited followed by deposition of solder as
shown by the broken lines in Fig. 3-19. When the wafer is heated, a reflow
"wetback" of the solder occurs, causing a bump to form. The chips are then
separated and mounted face down on the header substrate, and the assembly is
again heated. If glass dams are used on the substrate pads, the solder cannot flow
laterally away from the pads. Instead, a controlled collapse of the solder bump
occurs, maintaining the chip elevated above the substrate surface. No wire bonds
are used, and the process can be automated for mass production.

PROBLEMS

3-1 A boron -doped oxide is deposited on a silicon wafer having Ngc= 10'6 cm -3.
The wafer is then subjected to 1100°C for 2 h. If the boron concentration in the
oxide is large enough to maintain solid solubility at the silicon surface during the
entire 2 h, find the resulting junction depth.

3-2 Suppose that boron can be ion -implanted in a wafer with NBc= 10'6 so that a
gaussian distribution forms with a peak boron concentration of 1020 cm -3 at a
depth of 5.0 pm. Suppose also that the concentration drops to 1019 cm -3 0.2 pm
on either side of the peak. Find the location of the junctions if a diffusion is per-
formed for 1 h at 1100°C. To simplify the problem, assume that the wafer is
infinite in extent.

3-3 A 2 -in -diameter wafer is subjected to a uniformly distributed beam current of
boron ions of I A for I s. If the voltage between the ion source and the substrate
is 50,000 V, calculate the energy and dose of the beam.
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4
PASSIVE COMPONENTS AND THEIR PARASITIC
EFFECTS

Now that we have studied basic layout fundamentals and basic processing tech-
nology, we can investigate the terminal behavior of integrated devices to see how
this behavior is influenced by the constraints imposed by geometry and processing
techniques. We begin by considering the simplest passive component, the MOS
capacitor, and then continue with interconnection parasitic effects, spiral inductors,
thin-film resistors, p -n junctions, diffused resistors, and the "pinch" resistor.

4-1 MOS CAPACITORS'

In Chap. 1 we assumed that the MOS capacitor was a parallel -plate capacitor in
which both plates were essentially perfect conductors, and we used the formula

Kos° A
Co = (4-1)

to calculate the capacitance. According to (4-1), the MOS capacitor would be a
linear circuit element whose capacitance was independent of applied voltage.
However, measurements indicate a capacitance -voltage relation similar to that
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FIGURE 4-1
Typical capacitance -voltage characteristic for an MOS capacitor.

sketched in Fig. 4-1. That the capacitance is a function of voltage is explained
as follows.

First consider an MOS capacitor with no applied voltage, and assume that
no work -function difference exists between the metal of the top plate and the silicon
n+ layer of the bottom plate. For this case there is no accumulation of charge at
the Si-SiO2 interface, and the capacitance is that given by (4-1).

Now assume that a positive voltage is applied as in Fig. 4-2a. A positive
charge accumulates on the surface of the upper plate, and a negative charge accumu-
lates at the surface of the silicon n+ layer. This negative charge is supplied by
mobile electrons in the n+ layer, and because they are accumulated at the surface
of the layer, the capacitance is still given by (4-1).

If a negative voltage is applied, a negative charge accumulates on the bottom
surface of the metal plate. An equal positive charge must accumulate in the silicon
layer. But since there are no mobile holes in the n+ layer, the positive charge must
be created by the formation of a depletion layer. This depletion layer consists of a
region of depth wd below the silicon surface, in which there are essentially no mobile
electrons, thereby producing a positive space charge equal to the charge of the
bound donor atoms in the depletion region. This is shown in Fig. 4-2b. The
thickness of this depletion layer adds to the effective spacing between the plates,
reducing the capacitance. Because the donor atoms are bound in the lattice, they
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FIGURE 4-2
Charge in the MOS capacitor for (a) positive applied voltage, (b) negative applied
voltage.

cannot move to the surface to provide a surface charge. Therefore when the
applied voltage is made more negative, requiring more positive charge in the n+
layer, the increase of charge must be obtained by an increase of the depletion -layer
thickness. Thus the capacitance is voltage -dependent for negative applied
voltages.

Charge density, electric field, and potential in an MOS capacitor are sketched
in Fig. 4-3.

Qualitatively, one can think of the total capacitance for negative applied
voltage as resulting from the parallel -plate capacitor whose capacitance Co is given
by (4-1) in series with a capacitor whose capacitance Cd is that of the depletion
region

Cd =
Wd

where KS is the relative permittivity of silicon, as is shown in Fig. 4-4. It should
be noted that the dielectric permittivity of Si02 is 3.960 , while for silicon it is 11.760 .
Qualitatively, this means that for a particular thickness of depletion region, less
voltage is developed across the depletion layer than would be developed across
an oxide layer of the same thickness, having the same surface charge density. That
the variation of capacitance with voltage is usually negligible is demonstrated by
the following example.

IC, co A
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FIGURE 4-3
Charge density, field, and voltage in an MOS capacitor with negative applied
voltage.

EXAMPLE 4A Calculation of Capacitance Variation with Voltage. We con-
sider the case of an MOS capacitor formed by growing 0.9 x 10-5 cm of oxide
over an n+ layer whose surface concentration is ND(0) = 1019 cm -3. Although
the donor concentration decreases with depth into the silicon, to simplify the
calculations we assume the donor concentration to be constant.

Let us calculate the applied voltage at which the contribution of the depletion
layer results in a decrease of the total capacitance to 90 percent of the value of the
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FIGURE 4-4
Equivalent circuit of an MOS capacitor.

CI = K0E0 A
I

Cd =
Wd

K ADA

oxide layer capacitance. Since the two capacitors are in series, we have, for the
above condition,

Cd = 9C0

The voltage V0 across the oxide layer is related to the voltage Vd across the deple-
tion layer by

The thickness iv, of the depletion layer is
I/0 = 9 Vd

Ks
wd = 1

9K,
=3 x 10-8m

Now for this value of wa , the depletion -layer voltage is

Vd
21C CNDwd2

= 7 V
, o

The voltage across the oxide layer is therefore
V, = 63 V

It is shown in Chap. 6 that a surface inversion layer forms at an even lower
voltage.

Breakdown Voltage

Breakdown of an MOS capacitor occurs when the electric field in the oxide exceeds
600 x 106 V/m. For the case considered in Example 4A, breakdown occurs when
V0 = 54 V. Thus we see that the capacitor would break down before the total
capacitance changed by 10 percent.

In practice, imperfections resembling pinholes occur in the oxide when the
thickness is reduced. Yield considerations generally impose a lower limit of
approximately 10-5 cm of oxide thickness. For this thickness the breakdown
voltage is 60 V. If surface concentrations of the order of 1019 or greater are used
in the n+ layer, capacitance variations with voltage will generally be negligible.

Parasitic Effects in MOS Capacitors

Parasitic effects in MOS capacitors arise in the following form:

1 Leakage conductance of the oxide layer
2 Series resistance of the contacts
3 Series resistance of the n+ layer
4 Leakage effects resulting from the multiple -layer nature of the silicon
substrate
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The conductance of the oxide layer is of the order of 10-9 tY, and is usually
negligible.

For purposes of qualitative discussion, the other parasitic effects may be
considered in lumped form as is shown in Fig. 4-5. The resistances Rc and R.
result from the fact that the capacitor current must flow through the bottom n+
plate to the contact. Because the capacitor may be in an isolation region, the
effects of the substrate must be considered. The p -n junction between substrate
and epitaxial layer is represented in Fig. 4-5 by the diode and the capacitance Cs.
Since current which flows through the substrate junction must also pass through
the epitaxial layer, a resistance R, is added to include the epitaxial-layer resistance
contribution. Finally, a resistance itss is added to account for the resistance of
the substrate material.

Probably the most important parasitic resistance contributing to the degra-
dation of capacitor performance is the resistance R. It must be remembered that
R is distributed over the entire bottom plate, and with the capacitor Co it forms a
distributed RC structure. A quick estimate of the value of R to use in the first-

order equivalent circuit can be made as follows. Consider the case of a capacitor
whose lower plate has a stripe contact, as shown in Fig. 4-6a. The first -order
equivalent circuit is shown in Fig. 4-6b. We assume that the resistance of the
bottom plate is small enough that voltage variations across the bottom plate are
negligible in comparison with the voltage between top and bottom plate. The
surface charge on the lower plate is then essentially uniformly distributed over the
lower plate. For a surface charge density p, the total displacement current is

YX at

At any point x in the lower plate, the current in the n+ layer must be

i(x)= Y(X - x)-ap
at

The current density in the n+ layer is

i(x)
./x(x) =

where 11 is the thickness of the layer. Now the total voltage along the n+ layer is
given by

Op Xc,j2V = f - dx = -
a Ot 2a11

If we define R A v/i, we obtain

X/ Y
R= ps

2

where p's is the sheet resistance of the n+ layer.
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FIGURE 4-5
First -order lumped equivalent circuit for
the MOS capacitor.
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A more accurate solution can be obtained by treating the MOS capacitor as
a distributed RC structure. If we let c be the capacitance per unit area and p's the
sheet resistance of the n+ layer, the partial differential equations describing the
structure are

Combining these, we obtain

(4-2)

(4-3)

821 'cal (4-4)
Ox2 -

Next we take the Laplace transform of (4-2) to (4-4), and employ the boundary

conditions
1(0, s) = 10(s)

I(L, = 0
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FIGURE 4-6
(a) Bottom plate of an MOS capacitor, with a stripe contact; (b) equivalent
circuit obtained by a first -order analysis; (c) equivalent circuit obtained by
considering distributed effects.

Solving for V(x, s) and letting Z(s) A V(0, s)//0(s), we obtain

Z(s) = coth ,/sp'scI jisP

If we let s =jco, we can then resolve Z(jw) into a real and an imaginary part. We
can thus represent Z by the equivalent circuit of Fig. 4-6c, in which

R(co) A Re Z(jw) (4-6)

1

coCo(o)) (4-7)
Im Z(jw)

By using these values one can calculate the dissipation factor of the MOS capacitor.

(4-5)

Exercise 4-1 An MOS capacitor of 100 pF is made with an oxide thickness
of 1.5 x 10-5 cm. The sheet resistance of the n+ diffusion is 50 fl per
square, and the depth is 1 pm. The epitaxial layer has a resistivity of 1 SI 
cm, and a thickness of 10 pm. Estimate the values of Rc , R, and R1 in the
equivalent circuit of Fig. 4-5.

4-2 INTERCONNECTIONS

The metallization stripes used as interconnections
circuit can contribute parasitics resulting from
the stripes.

For a straight interconnection stripe such
series resistance is

between devices in an integrated
the transmission -line nature of

as that shown in Fig. 4-7, the

R =LI
W L

= Ps -cr,t, W
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FIGURE 4-7
Interconnection stripe.

where am= conductivity of stripe
t. = its thickness, and
p's = its sheet resistance

For an aluminum stripe 1.5 x 10-5 cm thick, the sheet resistance is 0.186 Q
per square.

The capacitance per unit length between stripe and silicon is approximately

C Ko eo W

L 1

if fringing effects are neglected. For a 1 -mil -wide stripe over an oxide layer
2.5 x 10-5 cm thick, the capacitance is 0.089 pF/mil.

The inductance of the stripe can be estimated by assuming that the magnetic
field is confined to the region between the metal and the silicon. For a current I,
the magnetomotive force H in the oxide is

The flux density B and flux (Dare

IH=

µI
B = pH = Tv

(1) = BL1 = µI fT1

where µ is the permeability of the oxide. Since the inductance per unit length is
the flux per unit length divided by the current, we have

kiiInductance per unit length = -
W

For the 1 -mil stripe over 2.5 x 10-5 cm of oxide, the inductance is 3.14 x 10-13
H/mil.
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At high frequencies, there is a penetration of the H field into the silicon, the
skin depth for which is

6= 2

044G,

where a is the conductivity of silicon. For 1 12  cm silicon, the skin depth at 1
GHz is 62.6 mils, considerably greater than the typical 10 -mil wafer thickness. If
we therefore assume H to be uniform in the silicon, we obtain an inductance of
3.14 x 10-1° H/mil. Although this overestimates the inductance, it can be used
as a guide in calculating metallization stripe inductance.

Losses also occur as a result of eddy currents produced in the silicon by the
magnetic field. From Faraday's law we have

J =V xH
which for our case yields a magnitude

HoJ = e-xla

Since at high frequencies ,5 is much greater than the wafer thickness, we use the
approximation

The power density thus produced is
H02 12P _ J2 _
(520. W2 152a

If the volume encompassing the magnetic field is of cross-sectional area A, the
power dissipation per unit length is given by

12A

L W2a 62

This corresponds to the losses which would result in the stripe from an equivalent
series resistance per unit length of

R A Acog

L W2 62a 2 W2

For A = 2 x 12 mils, R/L = 2.41 Q/mil at 1 GHz. Increasing the width of the
stripe decreases the series resistance.

The velocity of propagation along the interconnection is sufficiently large
that delay associated with interconnections is not generally a factor in integrated -
circuit design. Therefore the shunt capacitance and series loss from both bulk
resistance and substrate coupling are the primary interconnection parasitic effects.

Parasitic effects associated with a single stripe can be expanded to encompass
coupling between adjacent interconnections. There are two coupling mechanisms
between adjacent interconnections: inductive coupling and substrate coupling.
Direct capacitive coupling between interconnections is small, since the stray
coupling fringe capacitances are small.

Substrate coupling occurs when interconnect signals are capacitively coupled
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Si02

FIGURE 4-8
Substrate resistive coupling between two interconnections.

into the substrate. The substrate resistance to ground appears in an equivalent
circuit as shown in Fig. 4-8, and the parasitic substrate signal is then coupled into
the second interconnection through the oxide capacitance.

Magnetic coupling between interconnections occurs because of the fringing
magnetic fields. The effect of this coupling is to produce a transformer equivalent
between the two adjacent leads. For closely spaced stripes, coupling factors as
high as 0.3 have been observed.

Interconnection parasitic effects are important in integrated circuits at fre-
quencies above 100 MHz; however, bulk resistance and stray capacitance are
the primary effects in most cases.

4-3 HEADER PARASITICS

There are several types of headers which can be used for mounting integrated -
circuit chips; they are made of various materials such as plastic, ceramic, and
metal alloys. The type of header selected will generally depend upon the system
application in which the integrated circuits are being used. As far as parasitic
effects are concerned, the metal can -type header is the worst offender. This type
of header is, however, quite useful where it is necessary to replace or interchange
circuits quickly, since it is easily inserted in a socket which can be mounted on an
etched card.

Parasitic effects in headers result from lead inductance, pin capacitance,
header losses, and mutual coupling between bonding leads. Many of these effects
become important in the metal TO -5 header at lower frequencies than for other
headers. This is because the iron -nickel -cobalt alloy, chosen because its thermal
coefficient of expansion matches the glass used for the pin seals, is ferromagnetic
and therefore contributes to the inductive parasitic effects.
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FIGURE 4-9
First -order model for header and lead parasitic effects. Values are for a TO -5
header.

A first -order model for lead and header parasitics is shown in Fig. 4-9 for
only two bonding wires and a header connection. This circuit configuration
applies for most headers; the values shown are for the TO -5 package.

4-4 SPIRAL INDUCTORS

It is almost impossible to fabricate inductors of any reasonable value of inductance
in integrated circuits without resorting to additional fabrication techniques.
First, because of the limitations of the processing technology, it is almost manda-
tory that inductors be planar. This means that some form of spiral geometry
must be used. Second, the metal deposition and etching techniques used in stand-
ard processing do not lend themselves to the production of thick, closely spaced
metal patterns. Consequently the resistance of the metal used to form the induc-
tor is sufficiently large that it is not possible to obtain Q factors much larger than
unity. Third, no materials having high permeability are directly available in the
standard fabrication procedure. This means that relatively large spirals are
required to produce a reasonable fraction of a microhenry. But as the size of the
spiral increases, so does the resistance of the metal pattern. The silicon wafer also
contributes eddy -current losses, further degrading the Q. The result is that if it
is at all possible, one avoids the use of inductors, substituting instead different
circuit techniques to produce inductive effects.
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If it becomes absolutely essential to use inductors, one must be prepared to
use additional processing steps. Olivei2 has studied the fabrication of thin-film
inductors by processing which can be made compatible with planar technology.
Basically, the techniques involved are the electrodeposition of thick gold films to
yield a low -resistance metal pattern, the electrolytic etching of closely spaced spiral
turns, and the deposition of ferrite films over the spiral.

It is interesting to note that there is significant difference in performance
among inductors having different geometrical forms of spiral. The three spirals
considered by Olivei are the Archimedes, the logarithmic, and the hyperbolic
spirals, whose polar equations are, respectively,

SA(r, 0) = Ro + a0

S z(r, 0) = Roe'

1 1

h0

Power dissipation, skin -effect losses, and inductance of air -coil spirals are shown
in Fig. 4-10a, b, and c. Here A, B, and C refer to the spirals in the order listed
above. R is the radius of the outermost turn of the spiral. Inductance of spirals
with deposited ferrite is shown in Fig. 4-10d, and Q for spirals with deposited
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FIGURE 4-10
(a) Power dissipation of Archimedes (A), logarithmic (B), and hyperbolic (C)
spirals; (b) skin -effect losses; (c) air -coil inductance; (d) inductance of spirals
with deposited ferrite; (e) Q of spirals with deposited ferrite (after Olivei2).
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ferrite is given in Fig. 4-10e. It is easily seen by inspection of Fig. 4-10 that the
hyperbolic spiral offers significant advantages over the others in all cases. Olivei
reports that inductance values of 1 to 1200 pH with Q's of 100 over the frequency
range of 0.5 to 1.5 MHz have been obtained.

The parasitic capacitance between spiral inductors and the silicon wafer
can easily be computed from knowledge of the surface area of the spiral and the
thickness of the oxide.

4-5 THIN-FILM RESISTORS
In Chap. 3, we saw that resistors can be made by using thin films of various types,
such as nichrome and tantalum. Since these resistors are deposited on the surface
of the SiO2 layer, a capacitance is formed between the thin film and the silicon
under the oxide. Thus the thin-film resistor is actually a distributed RC network.

Analysis of the distributed RC network can be handled in a manner similar
to that used for distributed effects in MOS capacitors in Sec. 4-1. We consider a
resistor film of length L and width W, as shown in Fig. 4-11a. Usually the sheet
resistance of the film will be larger than that of the silicon, and we therefore make
the approximation that the voltage drop along the surface of the silicon is negli-
gible. For this approximation, a model for a section of length Ax is as shown in
Fig. 4-1 lb, where r and c are the resistance and capacitance per unit length. Writ-
ing the Kirchhoff voltage and ,current -law equations for the section of Fig. 4-11b,
and taking the limit as Ax 0, we obtain the partial differential equations for the
structure.3 These can then be solved for the y parameters. The results are

/ vi
Yti(s) = Y22(s) = -v src coth L src

r

Y12(s) = y21(s) = -
1

-r src csch L,Fsrc

These can also be written in terms of p's and E, the sheet resistance of the film and
dielectric constant of the oxide:

jssp's sops

Yu(s) = Y22(s) = - -
Ps

coth L

W N./5v'
sh2(s)= Y21(s) = - c ch L

sees

p; 1

where e = Ko eo .
For most practical applications it is not necessary to deal with the distributed

network; rather, one can make a first -order lumped model which adequately
represents the device up to approximately its cutoff frequency cos = 2.43/RC.
This is done by using a single -pi -section model as shown in Fig. 4-11c, in which
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FIGURE 4-11
(a) Section of thin-film resistor; (b) approximation used for a section of length
Ax; (c) first -order lumped model for the resistor and its parasitic capacitance.

the resistance and capacitance values are chosen so that the steady-state current
flow and stored charge of the model match those of the distributed structure.
This results in

EL W

= 2/

L
R ps

The above analysis applies for resistors which are made with either stripe or
maze geometry. As we have seen in Chap. 3, laser trimming is often used to ob-
tain precise values for thin-film resistors. For this case, considerably more area
will be used than for the stripe geometry. Consequently, for resistors of a given
resistance, the surface area will be larger for the trimmed resistor, and the capaci-
tance will be correspondingly larger.

EXAMPLE 4B Capacitance of a Thin-film Resistor. We consider the design of
a 500-k0 thin-film resistor for an application which requires a large -value resistor
with low -temperature coefficient. The resistor is made by depositing tantalum
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and oxidizing the film, as described in Chap. 3, to produce a sheet resistance of
1000 i2 per square. For a 500 -kit resistor, 500 squares are required. If we use
a line width of W = 0.5 mil, the stripe length is 250 mils, and the surface area is
125 mils2. (Contact pads are assumed to be negligible.)

If we assume that the resistor is deposited on the layer of Si02 6 x 10' cm
thick, the total capacitance of the resistor is

C = 4.64 pF

The cutoff frequency of the open -circuit voltage transfer ratio of this device would
be

fc 167 kHz

while the lumped model of Fig. 4-11c predicts a cutoff frequency of

137 kHz ////

4-6 INTEGRATED JUNCTIONS

While p -n junctions form the basis for the construction of diodes, transistors,
field-effect transistors, and other integrated devices, our first concern with junc-
tions at this point is the understanding of their depletion regions and the capaci-
tances that arise therefrom. Essential to the analysis of integrated juctions is
the depletion approximation, without which calculation of, for example, capaci-
tance becomes tedious even for the simplest cases.

We first review the calculation of the locations of the junctions themselves.
Sketches of typical impurity profiles for double -diffused integrated devices are
shown in Fig. 4-12a. The net impurity distribution is sketched in Fig. 4-12b. As
we have seen in Chap. 2, the so-called "metallurgical junctions" occur at the points
in the material where the net impurity is zero, that is, at the points where the
impurity distribution changes from donor to acceptor, or vice versa. If we
assume that in the vicinity of these junctions the impurity profiles resulting
from diffusion are well approximated by gaussian functions, then the junction
locations are those values of x which are solutions for the

"NsDe(-x/x)2 + NBC - NSA e-(.i.A)(4-8)
where Nal and NSA = surface concentrations after diffusion

NBc = background concentration of epitaxial layer
xoD and x04 = diffusion lengths

Equation (4-8) is transcendental, and requires numerical solution for the
junction depths. However, as we have seen in Chap. 2, simplifying approxima-
tions can often be made for typical diffusions used in practice. For the collector
junction, one can often assume that the emitter diffusion produces a donor profile
which, near the collector junction, is negligible in comparison with the background
concentration N Bc . Making this approximation in (4-8), one obtains

NsAe- NBC (4-9)
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(a)

(b)

FIGURE 4-12
(a) Impurity profiles for a double -diffused structure; (b) net impurity distribution,
showing junction depths and depletion regions.

which can be solved for xic . Similarly, it often occurs that, near the emitter
junction, the background concentration is negligible in comparison with the donor
concentration of the emitter diffusion. Making this approximation in (4-8), we
obtain

NsD e-
(xiEixoD)2 N sAe-(xiE/x0,4)2 (4-10)

which can be solved for xiE. These approximations usually hold for structures
with junction depths of the order of 1 to 2 pm. For structures with junction
depths of 5 to 6 pm, the approximations usually do not hold. If there is some
question of the validity of (4-9) and (4-10), the following consistency check can
be used:
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I Assume (4-9) to be valid, and calculate xic
2 Calculate 111,(xc) = NsDe-(xicix")2
3 If NB(xic) 4 NBC, (4-9) is valid.

A similar consistency check can be used for (4-10).

Depletion Regions4

On either side of the metallurgical junctions there will be regions in which there is
net space charge resulting from a difference between the density of impurity atoms
and the density of mobile carriers. The resulting charge dipole which appears
across the junction causes a voltage to appear, and is responsible for the junction
capacitance. In thermal equilibrium, the voltage between the two sides of the
junction is called the built-in voltage (I), and is of the order of 0.7 V. When a
voltage is applied to the junction and thermal equilibrium no longer obtains, the
charge distribution in the dipole layer changes to conform to the requirements of
the applied voltage.

The potential distribution-and hence the electric field and the charge
distribution-near the junction are not conveniently solved for, and in order to
expedite the solution a very important approximation, the depletion approximation,
is used. The depletion approximation assumes that a region exists on either side
of the metallurgical junction in which the density of mobile carriers is much less
than the density of ionized impurity atoms. These regions are called depletion
regions. In other regions, the depletion approximation assumes space -charge
neutrality; that is, the charge of mobile carriers is exactly balanced by the charge
of impurity ions.

A consequence of the depletion approximation is that the electric field is
zero outside the depletion regions, but large within them. That the depletion
approximation is valid for a typical integrated junction can be seen from Fig.
4-13.5 Here one can easily define regions outside which the electric field is less
than 10 percent of the peak field at the junction.

Use of the Depletion Approximation

To appreciate the utility of the depletion approximation, we first review the case
of an abrupt junction of Fig. 4-14a in thermal equilibrium. According to the de-
pletion approximation, there will be regions of extent x and x,, around the junction
where the density of mobile carriers is much less than the density of impurity ions.
Outside these regions, the net space -charge density is zero. Since the impurity
concentrations on either side of the junction are uniform, the charge dipole which
results will be as shown in Fig. 4-146. Moreover, the charge dipole requires that

ND Xn = NA xp

The electric field is E(x) = (1 /s) Sp(x) dx, which is easily seen from simple
geometrical arguments to have the form shown in Fig. 4-14c. Since the electro-
static potential is related to the field by -dO/dx = E(x), the potential can
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easily be calculated. If the potential of the donor side of the junction, outside the
depletion region, is taken as zero, the potential difference between the neutral
regions on either side of the junction is the built-in voltage (Yc, and the potential
is as shown in Fig. 4-14d.

If a voltage V is applied to the junction, thermal equilibrium no longer
obtains. The total voltage VT across the depletion regions is now VT = V +4c,
and the plots of Fig. 4-14 must change accordingly. Since the charge density in
each depletion region is fixed by the impurity distribution, the widths of the
depletion regions x and xi, must change. For example, if V has the same sign
as (t.'c, V + O'c>4). The maximum field must then increase, which in turn
requires an increase of x, and x, making the depletion region larger.

Clearly, before any calculations of depletion -region sizes can be made, it is
necessary to know the built-in voltage 4),' . If one assumes that in thermal equi-
librium the net current flow across the junction is zero and that also for each
carrier type the drift and diffusion components of current exactly balance, one
can show that for the abrupt -junction case

kT NA No
=

q
In

2
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A N (x) = N D( x) - NA (x)

ND

(a)
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*x

4p(x) = q[p - n + N0(x) -N A(x))

---' qN D

(b)

(c)

(d)

q N A

FIGURE 4-14
The abrupt junction in equilibrium; (a) Impurity distribution; (b) net space-

charge density according to the depletion approximation; (c) resulting electric
field; (d) electrostatic potential.
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where ni is the free electron (or hole) density for intrinsic material. With this, the
calculation of all the distributions of Fig. 4-14 in terms of NA and ND becomes
straightforward and simple.

The charge dipole of the depletion regions also produces a capacitance.
Since the width of the regions changes with applied voltage, the capacitance is
voltage -dependent. If the capacitance is defined as

dQCA

where Q is the space charge on one side of the junction, it is easily shown by use
of the relations which apply to Fig. 4-14 that the capacitance per unit area of the
junction is

C COA

A= (1 + VIM"
where COA is a function of NA and ND.

Exercise 4-2 Find COA for an abrupt junction.

One other type of junction can be conveniently and easily analyzed. This
is the so-called linear graded junction, in which the impurity profile changes from
donor to acceptor in a linear fashion, as shown in Fig. 4-15. Note that for this
case, the charge dipole imposes the requirement that xp= x. The capacitance of
the linearly graded junction is easily shown to be

COI

A (1+V/44)"3

While the abrupt and linear junctions do not exist in practical integrated
circuits, they provide at least a qualitative understanding of the behavior of
general p -n junctions. Integrated junctions differ in quantitative detail from
abrupt and linear junctions, but the first -order qualitative behavior of the former
is the same as for the latter. Some cases exist for which abrupt or linear junctions
can be used as approximations of actual junctions for purposes of quantitative
calculations. However, care must be used in employing these approximations,
as we shall later see.

Exercise 4-3 Find COI for a linear graded junction.

The Lawrence -Warner Curves for Diffused Corrector Junctions'

The abrupt and linear junctions can be analyzed quantitatively with relative ease
because the impurity distributions have very simple analytical form. Unfortu-
nately, the junctions formed by diffusion in an integrated circuit are not easily
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(a)

(b)

(c)

(d)

Als! (x) = ND(x) -N A(x) = -ax

x

FIGURE 4-15
The linearly graded junction. (a) Net impurity profile; (b) space -charge density;
(e) electric field; (d) electrostatic potential.
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analyzed because the net impurity profile is not a simple form. However, Law-
rence and Warner, using computer -aided analysis techniques, have generated
nomographs to simplify the calculations for two types of integrated junctions: a
gaussian profile diffused into a constant background concentration, and a comple-
mentary -error -function profile diffused into a constant background concentration.
The latter applies to the junction formed after base predeposit; the former, to the
collector junction resulting after subsequent base and emitter drive-in steps.

A set of Lawrence -Warner curves for gaussian profile and constant back-
ground concentration is shown in Fig. 4-16. These curves enable the calculation
of capacitance, total depletion -layer thickness, and percent of depletion -layer
thickness on each side of the junction, in terms of total depletion -layer voltage VT.
Note that since VT = V + 4*, it is necessary to know the built-in voltage for the
junction before the curves can be used. Fortunately, the built-in voltage shows
rather weak dependence on the impurity profiles, so that one can assume as a
reasonable approximation (f) 0.7 V for all junctions.

EXAMPLE 4C Use of the Lawrence -Warner Curves for a Typical Collector
Junction. Consider the case for which the base diffusion results in a boron im-
purity distribution, after all drive-ins, having surface concentration NSA = 5 x 1018

cm", background concentration NBc = 5.4 x 1015 cm', and junction depth
3 x 10-4 cm. Let us calculate the zero -bias capacitance and depletion -layer thick-
ness for this junction.

Since V = 0, we have VT = (to, which we assume to be 0.7. Then VT/NBc =
0.13 x 10- 5. We enter the family of curves at this value, and move to the left
along a diagonal line corresponding to 0.13 x 10-15. (Interpolation is necessary
in order to find this diagonal line.) We continue along the diagonal until we
intersect a line corresponding to x; = 3 x 10-4 cm. (Interpolation between
2 x 10' and 3 x 10-4 is necessary.) Now we move horizontally left from this
intersection and find C/A z 1.5 x 104 pF/cm2, and x, = total depletion -layer
thickness -&, 0.70 x 10' cm = 0.70 pm.

Next we go to the xi/x,,, family of curves corresponding to Al,c1A1s= 10'.
Here x, is the thickness of the depletion region on the more heavily doped side; for
our case this is the base side of the junction. Entering the family at VT/Noc =
0.13 x 10-'5, we move vertically until we intersect the curve corresponding to
xi = 3 x 10-4 cm. (Interpolation is required.) We then move left horizontally
and read

xi-= 0.39x,

Thus the depletion thickness xpc into the base side of the collector junction is

xpc = 0.39 x 0.70 x 10-4 cm = 0.273 pm

and the depletion thickness xc into the epitaxial collector is

XnC = 0.61 x 0.70 x 10-4 cm = 0.427 pm
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FIGURE 4-16
Lawrence -Warner curves for gaussian impurity distribution into constant
background.

The use of the Lawrence -Warner curves for this example is summarized in Fig.
4-17.

Note that if a linear -graded -junction approximation were used, it would
yield ,c,,c = xc. From the results obtained with the Lawrence -Warner curves,
we conclude that a linear graded approximation would be very poor in this case.

////
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FIGURE 4-17
Summary of the use of the Lawrence -Warner curves for Example 4C.

Since the Lawrence -Warner curves apply to diffusions into constant back-
ground concentration, they can be used for calculating the capacitance of collector
junctions and isolation junctions. They are not, however, directly applicable to
emitter junctions since these involve diffusion into a background consisting of
both the epitaxial layer and the base diffusion. For the special cases in which
approximation (4-10) is valid for calculating junction depths, the Lawrence -
Warner curves can be used as follows to estimate emitter junction capacitance:

1 Use (4-10) to calculate junction depth.
2 With this junction depth, calculate the concentration of base diffusion
acceptors at the junction.
3 Use this concentration as an effective background concentration.
4 Use the appropriate Lawrence -Warner curves to estimate capacitance
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Since the "background" in this case is not constant but decreases with depth, the
Lawrence -Warner curves will overestimate the depletion width on the emitter
side of the junction and underestimate the depletion width on the base side. The
total depletion -layer width, and hence the capacitance, is probably a reasonable
estimate.

Design of Junction Capacitors

Our discussion thus far has been confined to planar junctions. If we wish to
fabricate a capacitor in an integrated circuit, we could, for example, use a base
diffusion into the epitaxial material. The cross section of such a capacitor is
shown in Fig. 4-18. As was mentioned in Chap. 2, because diffusion proceeds
laterally as well as vertically, and because the epitaxial material has constant back-
ground concentration, the location of the junction sidewall will be approximately
a quarter circle centered at the edges of the diffusion windows. Since the impurity
concentration gradient of the p diffusion is the same along the junction sidewalls
as along the bottom, the sidewall capacitance and bottom capacitance (per unit
area) are the same. Thus it is only necessary to compute the total effective area of
the junction, and multiply by the capacitance per unit area obtained, for example,
from the Lawrence -Warner curves.

EXAMPLE 4D Design of a 10-pF Junction Capacitor. We now consider use of
the base diffusion to fabricate a 10-pF capacitor. Although any reasonable sur-
face geometry which results in the correct area is permissible, for simplicity we
assume the diffusion window to be a square W mils on a side. The problem then
is to calculate W for the particular base diffusion and background concentration.
Let the processing parameters be

NBC=
1016 -3

NSA= 5 x 1013 cm'

= 3.0 x 10-4 cm

First we calculate NBc/Ns,4 = 2.00 x 10-3, so we use the Lawrence -Warner
family of curves corresponding to NBc/Ns = 10 -3. We wish to calculate the
capacitance per unit area at zero bias, so we need the built-in voltage (/; . Again
we assume (/) = 0.7 and enter the curves at VT/NBc = 0.7 x 10-16. We find

2 x 10-4 pF/cm2 = 0.12 pF/mil2

Now we must calculate the area of the junction. If we neglect the small
fillets that occur at each of the four corners of the diffusion, we can write

A W2 + 4 W(i x 27rxic)
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5102

w

n-epi.

xJC p -base

p -substrate

Then we have

Solving for W we obtain

FIGURE 4-18
Cross section of a junction capacitor using the base diffusion.

Ctotal = (W2 + 0.742 W) :4C

W = 8.77 mils

It is interesting to compare this with the value obtained by neglecting the
sidewalls. For that case, W = 9.13 mils.

Typical values of C/A for base diffusions in most integrated circuits are 0.2
pF/mil2 or less. This is approximately the same as that which can be obtained
with MOS capacitors, so comparable areas are required for either. However, no
extra processing steps are required for the junction capacitor, whereas an extra
photoresist step is required for the MOS capacitor in order to have oxide of the
proper thickness. The junction capacitor will generally exhibit more voltage
dependence than the MOS capacitor.

Junction Breakdown Voltage

Breakdown in collector junctions is usually caused by avalanche multiplication,
which occurs when the electric field in the silicon reaches a critical value

Ecz3x 105 V/cm = 30 V/pm

As inspection of Figs. 4-13 to 4-15 shows, the maximum field always occurs at the
metallurgical junction, and breakdown begins to take place there when the maxi-
mum field Ern reaches the critical value E.

Lawrence and Warner have also computed a nomograph for breakdown
calculations; it is shown in Fig. 4-19, and applies for gaussian or complementary -
error -function profiles diffused into a constant background.
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FIGURE 4-19
Lawrence -Warner chart for maximum field.

EXAMPLE 4E Breakdown Voltage of a Junction Capacitor. We now calculate
the breakdown voltage of the 10-pF capacitor designed in the previous example.
First, we note that NBc/N. = 2.00 x 10-3, but the chart is for Nac/N, =10-s.
Fortunately, the maximum field is only a weak function of AracINs, and so the
chart will be used.

The problem is to find what applied voltage will produce Eina = Ec . There-
fore we enter the chart on the ordinate at Em,INBc = 3 x 105/1016 = 0.30 x 10-10.
Moving horizontally to the right until we interesect the x; = 3.0 x 10-4 curve
(interpolation is necessary), we then move vertically down to read

Thus we obtain
NBC

VT 50 V = V +

For this case the built-in voltage is negligible in comparison with the total depletion -
layer voltage, so the applied voltage at which the onset of breakdown occurs is
50 V. ////

VT
5 x 10-15 V  cm3

In this example, we have assumed that the maximum field is uniform every-
where along the metallurgical junction. This is true for a planar junction, but
sidewall curvature will cause nonuniformities for diffused junctions because the



PASSIVE COMPONENTS AND THEIR PARASITIC EFFECTS 137

102

x j µ

10101 I

1015

Plane junction

1016

N ac (cm - 3)

FIGURE 4-20
The effect of curvature on junction breakdown voltage (after Grove').

field lines are concentrated in regions of curvature. This causes the maximum
field to be larger in curved regions than in planar regions. The result is that
breakdown in diffused juctions occurs at somewhat lower voltages than those
calculated for planar junctions. Grove has calculated this effect for one-sided
junctions; the results are shown in Fig. 4-20.7

Other Junctions

We have thus far confined our discussion to the collector -junction capacitor; we
now consider other junctions. There are two basic factors which influence the
choice of junctions for capacitor applications: capacitance per unit area and
breakdown voltage. From Fig. 4-14, we see qualitatively that as the impurity
concentration on either side of the junction is increased, the depletion -layer width
on that side is decreased. This means that the capacitance is also increased;
furthermore it can be shown that the maximum field also is increased. Thus the
breakdown voltage is less. Therefore, in general, larger capacitance per unit area
is obtained at the expense of lower breakdown voltage.

The emitter junction can be expected to exhibit slightly higher capacitance
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per unit area than the collector junction since the impurity concentrations on both
sides of the former are higher than for the latter. However, the emitter junction
does not have a constant background. As we saw in Chap. 2, the concentrations
on both sides of the emitter junction are largest near the surface. This means
that:

1 The capacitance per unit area is not uniform along the junction, but is
largest at the surface.
2 The maximum field is also largest near the surface, and breakdown will
occur there.

Finally, as we saw in Chap. 2, the sidewall is not a section of a circle, but has a
shape which depends on the parameters of the emitter and base profiles. Thus
the area will not be easy to calculate.

Typical breakdown voltages for emitter junotions are in the range 7 to 9 V.
Therefore these junctions are used for capacitors only in circuits where the capacitor
voltage is very low.

Because it is difficult to make calculations for any but collector and substrate
junctions, Table 4-1 is given as a means of estimating capacitance for other junc-
tions.' Since it contains a range of background concentrations, it is very useful
for quickly estimating capacitances for almost all integrated circuits.

Computer Calculations for General Impurity Profiles

In some cases, notably structures having deep junctions, it is not possible to make
approximations (4-9) and (4-10), and the Lawrence -Warner curves cannot be
used even for collector junctions. In the general case it is necessary to use a
computer solution. This is done as follows.

First, the net impurity profile N(x) is calculated from processing data (times,
temperatures, etc.) or obtained by profile measurements. From these calcula-
tions, the computer can locate the junction depths.

Next, the built-in voltage at each junction is calculated by an iterative
method. It can be shown that

c =
kT

In
N(xJ - xp)N(xf + x,)

N12
(4-11)

where xi, and x are the depletion widths on p and n sides of the junction. It can
also be shown that

xVT - xp(x) dx
Ks60

which is valid for both equilibrium and nonequilibrium.

(4- 1 2)
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The following algorithm can now be easily implemented on the computer:

I Choose a point xL on the left side of the junction. Calculate

QL = f p(x) dx = f qN(x) dx
XL XL

2 Choose a point x, on the right side of the junction. Calculate

X jt

QR = glsi(x) dx

3 If QR# QL, change x, and repeat (2) until QR = QL.
4 We have now established a charge dipole between xi, and xR . Now
calculate

5 Calculate

XR

VT = -1 f xqN(x) dx
Ks co XL

kT N(x L)N(xR)
4Vc = - In

q

6 If ck'c # VT, choose a new xi, and repeat the entire procedure.

This algorithm enables the calculation of a built-in voltage, and the equilib-
rium depletion width xR - xi,. For nonequilibrium with an applied voltage V,
steps (1) through (4) are repeated, but the remainder of the algorithm is

5 Calculate VT, = V + (1) .

6 If VT, # VT, choose a new xi, and repeat the entire procedure.

In this manner one can calculate the built-in voltage, the equilibrium deple-
tion width, and the variation of depletion width with applied voltage for a junction
having an arbitrary impurity profile. Once the depletion width has been obtained,
the capacitance is simply

Ks toA

XR - XL

Moreover, as we shall later see, such a computer routine also forms the basis for
calculating the parameters of the double -diffused junction -gate field-effect tran-
sistor.

Results of computer calculations for a variety of devices are shown in Table
4-2. For both deep structures, approximations (4-9) and (4-10) could not be used.
It is interesting to note, by comparing x,, with x,,, that none of the net impurity
profiles can be reasonably approximated by a linear profile in the vicinity of the
junctions. It is also interesting to note that the built-in voltages vary from 0.592
to 0.793.
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Junction Capacitor Parasitic Effects

The principal parasitic effects associated with a collector junction capacitor are the
resistances of the p and n materials, and the capacitance of the substrate junction.
The resistance resulting from the p diffusion can be minimized by metallizing over
the entire surface area of the p diffusion. A first -order representation of the
remaining parasitic effects is shown in Fig. 4-21. By inspection of Fig. 4-21a one
notes that all the parasitic effects are distributed. In the first -order lumped model
of Fig. 4-21b, R, represents the lateral resistance of the epitaxial layer between the
junction and the n+ contact, 12,, is the vertical resistance of the epitaxial layer
between the collector junction and the substrate junction, C, is the collector junc-
tion capacitance, C's is the substrate junction capacitance including sidewalls, and
Rs is the resistance of the substrate between the substrate junction and the substrate
contact. RI can be minimized by using a ring -type contact to the epitaxial layer,
and R can be minimized by using as thin an epitaxial layer as possible.

It should be noted that the p diffusion, the n-epitaxial layer, and the substrate
form a vertical p -n -p transistor. In order that this not become an active para-
sitic effect, both junctions must always be reverse -biased.

Relation of Depletion Regions to Junction Depth Measurements

We have seen from Example 4C and from Table 4-2B that the depletion -layer width
can be an appreciable fraction of the junction depth. As was discussed in Chap. 2,
the methods used to measure junction depth typically involve lapping or grooving
a sample and then applying a stain which causes p regions to darken. Most stains
are somewhat sensitive to electric field, and as a result the area which appears dark
after stain is only the region of the p material which is approximately space -charge -
neutral. That is, very little, if any, of the depletion region is stained. Therefore,
care must be exercised in the use of results from such measurements.

It is usually safe to assume that the edge of the dark region after stain is not
the metallurgical junction, but the edge of the depletion region in thep material.
Consider, for example, the deep structure "super -fl" device of Table 4-2B. This
device has a p -type base region with actual base width 1.4 pm between metallurgical
junctions. However, the undepleted base width w between depletion regions in
the p material is only 0.53 pm. It is this base width which would be observed by
staining.

For the collector junction, the following procedure can be used to correct
for the depletion layer when using stain measurements for junction depth:

1 Assume that the edge of the stained region is the metallurgical junction.
2 Using the Lawrence -Warner curves, calculate the amount of depletion
into the p material.
3 Add this amount to the depth measured in (1). The result is approxi-
mately the junction depth.

For emitter junctions, corrections would have to be calculated iteratively by com-
puter.
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,

n

(a)

lb)

FIGURE 4-21
(a) Collector junction capacitor; (b) first -order model including parasitic effects.

4-7 DIFFUSED AND EPITAXIAL RESISTORS

Resistors which make use of the various diffused or epitaxial regions common to
bipolar transistor fabrication are attractive because they require no extra process-
ing steps. However, the permissible range of resistance values is somewhat limited
by the requirements imposed on resistivities by the bipolar transistor. Three
such resistors are shown in Fig. 4-22.
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FIGURE 4-22
(a) Base resistor; (b) emitter resistor; (c) epitaxial (collector) resistor. Sections
A- A' are vertical sections normal to current flow.

Sheet Resistance

In Chap. 1, we used the concept of sheet resistance in determining the layout of
diffused resistors. We now wish to relate the sheet resistance to the impurity
profile. Consider first an idealized rectangular structure in which the current flow
is one-dimensional, as shown in Fig. 4-23. The current density is

-o(x) d(i)
J = a(x)E, =

dy
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a = a(x) = o(N)N(x)
x

FIGURE 4-23
Idealized model for sheet -resistance calculations.

where E), = electric field
a(x) = conductivity

= electrostatic potential
The total current I is given by

w x,
I= f az f J dx = -W -j) xj-d f a(x) dx

0 4 0 dy 0

Integrating both sides from y = 0 to y = L, we obtain

IL = W[0(0) - 4)(L)] f a(x) dx

But 4(0) - 4)(L) is the voltage V across the resistor with polarity as shown in Fig.
4-23. If we define the resistance of the resistor as

we have

The sheet resistance p's is now defined by

The resistance is

V
R

WR=
a(x) dx

x,
a(x) dx

0

L
R = ps
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Note also that the average conductivity rr of the diffused layer is

x,
Q(x) dx x,

Q
o = - v(x) dx

Jx
dx

The sheet resistance can therefore be written in terms of the average conductivity
as

1

Pis =
X a

We saw in Chap. 2 how sheet resistance can be conveniently measured and
how Irvin's curves can be used to relate measured sheet resistance to assumed
profile parameters. Analytically, we can relate o(x) to the impurity profile by

a(x) c4.-; 9µI Mx) I

where N(x) = net impurity concentration
= majority carrier mobility

Unfortunately, µ is a function of impurity concentration

= it(N)

so that the evaluation of p; from knowledge of the profile is not simple. Figure
4-24 shows the variation of mobility with impurity concentration.' It can be
seen that for the range of impurity concentration typically encountered in base dif-
fusions, a logarithmic function can be used to approximate the mobility.

Sidewall Conductance

Because of lateral diffusion, the rectangular model Fig. 4-23 does not adequately
characterize diffused resistors unless W > xf. In principle the correction for
lateral diffusion can be handled by dividing the resistor into three parts: the
rectangular part corresponding to the model of Fig. 4-23, and the two sidewall
regions resulting from lateral diffusion. Since these three regions are effectively
connected in parallel, the total conductance of the resistor is

1

G = 2G side +
W)

where Gside is the conductance of one sidewall region. It is convenient to normalize
the resistance to the value which would be obtained in the absence of sidewalls;
this yields

R 1

p's(1,1 W) 1 + W)2Gs1de
(4-13)
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FIGURE 4-24
Mobility in silicon (after Ghandi9).

For emitter resistors, Gside is difficult to calculate because the analytical
expressions for sidewall shape and net impurity profile in the sidewall regions are
not simple. However, for base resistors, reasonable approximations can be
made to enable analytical treatment of the problem.

EXAMPLE 4F Effects of Sidewalls on Base Resistors. If we assume that the
lateral diffusion has proceeded radially from the edge of the diffusion window,
that the locus of the collector junction is a quarter circle, as shown in Fig. 4-25,
and that depletion regions may be neglected, we can write the sidewall conductance
as

n/2 xj

Gside = f f ra(r) dr
L 0

We now assume that the p material of the base diffusion is sufficiently extrinsic
that the conductivity is determined by majority carriers, that the majority carrier
density is equal to the net acceptor impurity concentration, and that in the base
diffusion region the net acceptor profile is approximately equal to the base diffusion
profile NA(x). Then

a(r) = qi.i[NA(r)]NA(r)

where ANA(r)] is the hole mobility in p -type silicon. The sidewall conductance
is

Xj
7r

Gside =
2-L9

f ii(NA)rNA(r)dr
0
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FIGURE 4-25
Model for the calculation of sidewall
conductance of a base resistor. XI

From the plot of µ versus NA shown in Fig. 4-24, it is observed that between
NA = 3 x 1015 cm -3 and NA = 3 x 1018 cm -3, the mobility is reasonably well
approximated by an expression of the form

lnµ^ In K + m In NA

From the curve of Fig. 4-24, we obtain the values

NA= 1016 CM -3 p = 400 cm2/ v  s
NA= 1018 cm -3 µ= 130 cm2/V s

Using these values in the expression for p, we obtain

In K = 15.0

m = -0.246

Next we assume that the base diffusion profile results from a standard two-
step diffusion cycle, and we neglect any outdiffusion at the surface. Then

NA(r) = NsA e (rPCOA)2

With this expression for NA(r), the integral in Gside can be evaluated, and we obtain

Gside =
(M 1)L 4

irqKN,Am+' X 2OA e-(m+ )(xj1x0A)21

.From approximation (4-9), we can calculate (zi/x0A)2.

Then we have

2Xi NsA
2

XOA NBC

irqKAT,Am+1 XOA 2 NBC m+1G` d.=
(M 1)L 4 NsA
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For most practical integrated circuits, NSA is at least two orders of magnitude
larger than NBC, so the second term within the brackets may be safely neglected.
We then have

IrgKA Is? +1 v 2
Gside '`OA4(m + 1)L

(4-14)

Now consider a typical base diffusion with NBC = 1015 , p's = 200 11 per
square, and junction depth 3 pm. In Example 2E we used Irvin's curves to deter-
mine the effective surface concentration, with the result that

N54 = 3 x 1016 cm -3
Inserting these values in (4-14), we obtain

Game -
0.726 x 10'

When this is inserted in (4-13), the result is
R 1

pg,1 W) 1 + (290 x 10-6/W)
(4-15)

From (4-15) we can determine what error is encountered through neglecting
the effects of sidewall conductance. Table 4-3 shows the values of RI p,' (LI W) for
several resistor widths. Note that even for 1 -mil resistors, the error is approxi-
mately 10 percent.

For emitter resistors, computer calculations would be necessary to deter-
mine the effects of sidewall conductance. ////

Collector Resistors

We have seen that typical base diffusions produce sheet resistance of approxi-
mately 200 S2 per square. Such a low sheet resistance is disadvantageous when
fabricating large -value resistors because large surface area is required. A larger
sheet resistance can be obtained by using the n-epitaxial collector material in the

Table 4-3 EFFECTS OF SIDEWALL
CONDUCTANCE FOR
BASE RESISTORS*

W, mils RI(p,' W),

1.0
0.50
0.20

0.898
0.814
0.637

* N8c = 101 5 /CM3

NsA= 3 x 1018
p,'= 200 (i/sq
xj = 3.0 pm

Note: If sidewall conductance is neglected,
RI(p',14W)= 1.
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fabrication of resistors. In this case, one selects the appropriate surface geometry
and surrounds it with an isolation diffusion, as shown in Fig. 4-22c. Note that
the cross section of collector resistors differs significantly from that of base and
emitter resistors, and that the sidewall effects cannot be ignored.

To estimate the advantage obtained with collector resistors, note that be-
cause the epitaxial material is uniformly doped, the conductivity is constant,
and a = Q. The sheet resistance is

P;= axis

where xis is the depth of the substrate junction. Consider the epitaxial layer with
xjs = 8 pm, and NBC = 5 x 1015 cm -3. This layer has a sheet resistance

p's P.-. 1250 fl/sq.

Note, however, that for a given line width W, the sidewalls of the collector resistor
make the effective resistor width larger than W.

1

EXAMPLE 4G Design of a 200 -kit Collector Resistor. For this example, we
assume that the end pads may be neglected, and we assume that the isolation diffu-
sion produces isolation junctions whose sidewalls are approximately quarter
circles, as shown in Fig. 4-26. We also neglect depletion regions. Since the
conductivity is constant, and since the geometry of the cross section is not rectangu-
lar, it is more convenient to deal with conductance rather than resistance, and with
conductivity rather than sheet resistance. The total conductance of the resistor is

G
r=aWxj-c+

2 -L
a

(x.c2 - nxs2) = (W + 043x. )Js (4-16)

Note that the effective number of squares in the resistor is not L/W but
LAW + 0.43x0), as a result of the sidewall regions.

Now for a 200 -kit resistor in a typical epitaxial layer with xis = 8.0 pm,
NBC = 5 x 10'5, and W = 1 mil, (4-16) yields

L = 182 mils

For our typical base diffusion of 200 i2 per square, we would require (neglecting
sidewalls) L= 200 x 103/200 = 1000 mils. A saving of about five times in sur-
face area has been achieved with the collector resistor. However, to maintain
accuracy for collector resistors, the isolation diffusion must be carefully con-
trolled. Furthermore, depletion resulting from substrate junction bias may
significantly affect the resistance of the collector resistor. Hi/

Emitter Resistors

Emitter resistors are designed in the same manner as base resistors. However,
because the sheet resistance of the emitter diffusion is typically of the order of 5 i2
per square, emitter resistors are generally used only where small -value resistors
are required.
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w

p-isol. xis n-epi.

p -substrate

FIGURE 4-26
Cross section of the collector resistor.

Parasitic Capacitances

For base resistors, it is again noted that the base is diffused into the uniformly
doped epitaxial material, and the sidewalls are approximately quarter circles. The
capacitance is uniform along the junction, and can be obtained either from Table
4-1 or from the Lawrence -Warner curves. Two parasitic capacitance terms arise,
one resulting from the body of the resistor, the other from the pad regions which
must be designed to accommodate the contact windows. Referring to Fig. 4-22a,
we note that the capacitance Cbase of the base resistor is obtained in terms of the
capacitance per unit area Cbe as follows:

2n
Cbase Cbe LW + Cbe(2 -4 xIcL + 2Cpad (447)

where xjc is the collector junction depth and Cpad is the capacitance of each contact
pad region. The first term of (4-17) is the contribution of the bottom of the resis-
tor, while the second term is the contribution of the sidewalls. If it is assumed
that the contact window is a square W on a side, and that the registration clearance
is W, then the contact pad is a square 3 W on a side. If the fillets at the corners of
the pad resulting from lateral diffusion are neglected, the pad capacitance is

Cpad : Cbc 3 W
2n

3W + -4 xic x 11 W x Cbe (418)

Here the first term is the contribution of the bottom of the pad and the second
term is the contribution of the sidewalls. Inserting (4-18) in (4-17), we obtain

7rIC 5.5Wnxic\
Cbase = CbcWL( 1 + 2Cbc W2( 9 + (4-19)

For emitter resistors, we assume for simplicity that the sidewalls are approxi-
mately vertical. If Cbe is the capacitance per unit area of the bottom of the emitter
and CbS is the sidewall capacitance per unit area, we obtain for Centh,, the capaci-
tance of the emitter resistor,

Cemitter = Cbe LW + 2LXiE Cbs 2Cpad
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where xj, is the emitter junction depth. Again assuming a square pad 3W on a
side, we have

Cpad = 9 W2Cbe + 11 WXjECbs

Thus we obtain

Cemitter = CbeLW(1 + 18 L) +2CbsLxiE(1 + 11 L
1

(4-20)

For collector resistors, we refer to the cross section of Fig. 4-26. Let C, be
the capacitance per unit area of the bottom of the substrate junction and Css the
capacitance per unit area of its sidewalls. Note that C can be obtained from the
Lawrence -Warner curves, since the isolation region is diffused into the epitaxial
material. The total capacitance Ccollector is given by

Ccollector = CsL(W + 2xls) + 2C 2 xjsL + 2Cpad

where xjs is the substrate junction depth. Again assuming a square pad 3W on a
side, we find

Cpad = cs(3 w + 2xis)2 + 11 w 721 xis C.

Thus we obtain

Ccollector = Cs[L(W + 2x JO + 2(3W + 2.xis)] + irCxis(L +11 W) (4-21)

Effects of Resistor Bias

Two types of bias affect the performance of resistors: the bias voltage between the
resistor and the surrounding material, and the bias voltage applied across the resis-
tor terminals. For purposes of illustration, we confine our discussion to base
resistors.

Usually the n-epitaxial region surrounding resistors will be connected to the
most positive power supply voltage in order to ensure that the p -n junction sur-
rounding the resistor is never forward -biased. It can easily occur that the voltages
at the terminals of the resistor are considerably lower than this power supply
voltage. This produces a reverse bias of the junction and a corresponding deple-
tion -layer widening.

Consider the case of a resistor in which the voltage between the resistor
terminals is negligible, but for which the junction is reverse -biased. Two effects
will be observed, both resulting from the increased width of the depletion region:
the total parasitic capacitance will decrease, and the total resistance will increase
slightly. Qualitatively, we expect the change of resistance to be small, because
most of the impurity atoms contributing carriers for current flow are near the
surface, and the depletion of a few more near the junction will not appreciably
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affect the average conductivity. But the change of capacitance should be more
significant, since the capacitance depends directly on the depletion width. Calcu-
lation of the change of capacitance and resistance provides an instructive exercise
in the use of both the Lawrence -Warner curves and Irvin's curves.

EXAMPLE 4H Change of R and C of a Base Resistor with Junction Bias. A
resistor is made by using a base diffusion in epitaxial material having NBC = 1016
cm -3 The base diffusion is calculated to have a sheet resistance of 200 Q per
square with metallurgical junction depth xic = 3.0 pm. The calculation assumed
no depletion regions. The resistor is to be 1 mil wide and have a resistance of
2 kQ. The epitaxial material is 10 V positive relative to the base resistor.

For a sheet resistance of 200 SI per square, if depletion regions are neglected
the average conductivity of the 3.0 gm layer is 16.7 al  cm) -1. This yields
NeciNsA =10-2. From this we find that for a bUilt-in voltage of 0.7, the zero -bias
depletion width and capacitance are actually

Cbc = 2.0 x 104 pF/cm2 = 0.129 pF/mil2

x, = 0.55 pm

xl = 0.225 pm

If we use the calculated value of 200 S/ per square for p's , then the resistor
body must contain 8.7 squires, since the end pads contribute 1.3 squares. Com-
puting the total capacitance of the resistor from (4-19), we obtain

Cbase = 4.39 pF

at zero bias.
When the bias is increased to 10 V, the new values become

C;sc = 7 x 103 pF/cm2 = 0.05 pF/mil2

= 1.60 pm

xi = 0.575 pm

Thus the total capacitance is

Chase = 1.8 pF

which represents a change of the capacitance by a factor of 3.
To compute the change of resistance, we need to use Irvin's curves. It will

be recalled that these curves allow the calculation of the average conductivity of
a general layer between x and xic . The conductance of the resistor can be calcu-
lated as follows:

Let Go be the conductance for no depletion region

axicGo =
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where r is the total number of squares. The conductance subtracted by the
depletion region is

ad xl

Gd
=

where x1 is the depletion width obtained from the Lawrence -Warner curves and
ad is the average conductivity of this layer. The conductance of the resistor is then

, Fra xi) OxicG = Gc, Gd = (i -
aXjc r

The fractional change of conductance due to depletion is

From Irvin's curves we find

Thus we obtain

adz 0.5 (SI  cm) -
adz 1.0 (SI  cm) -

AG
= 0.22 x 10-2 = 0.22 percent

G

AG

G
= 1.15 x 10-2 = 1.15 percent

AG ad xi
G= erxic

for 0V
for 10 V

for zero bias

for 10-V bias

We see that our original qualitative reasoning was correct: the resistance changes
by only about 1 percent, while the capacitance changes by a factor of 3.

Let us now consider briefly the case for which a bias voltage is applied between
the resistor terminals, but zero bias is applied between one resistor terminal and
n material. The applied bias produces a voltage gradient along the resistor,
which in turn produces a depletion region of nonuniform width along the resistor.
If the applied voltage is sufficiently large, the resistor value will change appreciably,
since it now becomes a nonlinear resistor. Moreover, if the applied voltage is
large enough, breakdown of the junction will occur.

Actual calculation of the variation of resistance with terminal voltage is
difficult. For a quick estimate, one can obtain an upper bound on the variation
by assuming the terminal voltage to be applied everywhere as reverse bias
across the junction. The method of the preceding example can be used to find
AG/G, which for the actual case overestimates the change of conductance.

4-8 THE PINCH RESISTOR

We have seen that base resistors typically have sheet resistance of the order of
several hundred ohms per square, and that an improvement of about five times is
possible by using collector resistors. In some cases, this improvement is not
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FIGURE 4-27
Impurity profile for base resistor.
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sufficient; this is particularly true when resistances of the order of a megohm must
be fabricated in reasonably small area. What is needed is some way to

1 Decrease the impurity concentration so fewer carriers are available
2 Make thinner regions so the conductance will be lower

If we refer to the impurity profile for the base diffusion, sketched in Fig. 4-27,
we see that the concentration of impurities is very large near the surface, and much
smaller near the junction. If we could remove the impurities from the surface
down to x, we could accomplish both (1) and (2) above. However, it is not
necessary that the impurities be removed from the material, only that their associ-
ated mobile carriers be prevented from participating in the current flow. This
can be done by forming a junction at x so that all current in the resistor is confined
between xt, and But no additional processing steps are required to do this
since the emitter diffusion can be employed to form the junction. The material
between x = 0 and x = x will then be n -type, and between x and xic it will be
p -type. Such a resistor is called a pinch resistor; its surface geometry is shown in
Fig. 4-28. Note that the n+ diffusion must everywhere overlap the body of the
resistor in order that the resistor current be confined to the narrow channel
between x, and xic

Effective Sheet Resistance

If we are willing to neglect depletion regions, we can get a quick estimate of the
effective sheet resistance of a pinch resistor directly from Irvin's curves. The
depletion -region effects can be estimated by using a combination of Irvin's
curves and the Lawrence -Warner curves.
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n-epi n+ emitter diffusion

p -base diffusion

FIGURE 4-28
Surface geometry of a pinch resistor.

It is instructive to estimate the improvement of sheet resistance for the case
for which depletion regions are neglected. Let the average conductivity of the
base diffusion be Cr and the junction depth be Let the emitter junction depth
be xiE. The sheet resistance p'ss of the channel between xs, = JcJE and xic is

/Y..= _o-s(xic - xj,)

where dc is the average conductivity of the channel. Since the sheet resistance
p's of the base diffusion is

1

the improvement is

, 1- u(xic)

P'sc

Ifs (1 - xiElxic)

EXAMPLE 41 Improvement in Sheet Resistance for a Typical Base Diffusion.
Consider a process yielding

Base diffusion: NSA 5 x 1018/cm3

xic = 3.0 pm

xiE = 2.0 pm

NBc = 1015/CM3

From Irvin's curves we obtain or = 20 (0  cm) -1 and ds = 1.3 (S2  cm)- Then
we calculate

P'sc = 46
Ps

Since this neglects depletion regions, the actual improvement will be somewhat
larger because the depletion regions cause further narrowing of the channel.

////
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Exercise 4-4 For the above example, suppose that the depletion into the p
material from the collector junction is 0.23 gm and from the emitter junction
is 0.12 gm. Find the improvement in sheet resistance compared with the
base resistor.

Parasitic Capacitance

The pinch resistor has two parasitic junction capacitances: one from the collector
junction and one from the emitter junction. These two are effectively in parallel.
Because the channel of the pinch resistor is so thin compared with its width, one
can safely neglect the sidewall capacitance of the channel. However, the pad
regions will still be basically the same as those of the base resistor, so their sidewalls
must be considered. The capacitance is

Cpinch = (Cbc Cbe)WL + 2Cpad
and the pad capacitance is

can = Cbc[9W2 + 11 In WX.id

Thus we obtain

Cpinch= Cbe WL + CbC WL + 18 W2 + 117tWxjc (4-22)

Effects of Bias

The effects of bias are much more serious for pinch resistors than for base resistors.
This is because the channel is very thin even at zero bias, and small changes of
depletion -region width can have a large effect on channel thickness. It is therefore
important to avoid bias voltages of more than a few volts, either between the
terminals or between p and n materials.

The breakdown voltage of pinch resistors is that of the emitter junction,
typically 7 to 9 V. This means that bias voltages either across the resistor or be-
tween the resistor and the n material must be kept below the emitter breakdown
voltage. However, for most pinch resistors the variation of channel thickness
and its attendant variation of the resistance of the resistor will impose limitations
even before the breakdown voltage is reached.

The Voltage -Variable Resistor

The variation of channel thickness with reverse junction bias can in some cases be
used to advantage. Consider an AGC application in which it is desired to pro-
duce a resistor whose resistance can be varied by a control voltage. If the circuit
is properly designed, it can be arranged so that the resistor has no bias voltage
between its terminals, and also so that the applied signal is sufficiently small that
it produces negligible change of the depletion region.
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A pinch resistor is ideally suited to this application. The signal is applied
to the terminals of the p material, while the control voltage is applied as a reverse
bias between n material and one terminal of the p material. Control voltage
variations thus change the value of the resistor, but signal variations do not. It
should be noted that the parasitic capacitance of the resistor also varies with the
control voltage, Furthermore the resistor is actually a distributed RC structure
in which R and C are varied. Such a structure can be combined with a gain
device to produce a voltage -controlled oscillator.

4-9 COMPARISON OF MONOLITHIC RESISTORS

It is instructive to compare the surface area required, and the parasitic capacitance
encountered, for the various types of monolithic resistors. This is best done by a
numerical example. Values chosen for the diffusions conform approximately to
those of Table 4-1.

EXAMPLE 4J Comparison of Resistor Types for a 200-1cf/ Resistor

ASSUMED PROCESSING DATA

NBC = 5 x 1015 CM -3

Xis = 8.0 pm

Base diffusion: N = 5 x 1018 CM -3

Xic = 3.0 pm

PS = 200 SI/sq

Emitter diffusion: AliE = 2.0 pm

pis = 3.0 S2/sq

ESTIMATED CAPACITANCES

C = 0.23 pF/mil2
C = 0.65 pF/mil2
Cbc = 0.12 pF/mil2

Cbs = 0.065 pF/mil2

C = 0.065 pF/mil2

RESISTOR PARAMETERS FOR R = 200 kit

Type W, mils L, mils Cbody pF Cpsd, pF Cmat, pF

Base resistor 1.0 998.6 164.29 1.33 166.9
Collector resistor 1.0 180.35 30.71 1.21 33.13
Pinch resistor 1.0 21.71 7.60 1.33 10.26
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Although the pinch resistor has two parasitic junctions, its length is so much
less than for the other two types that its total capacitance is the lowest of the
three. ////

4-10 MODELS FOR DIFFUSED RESISTORS

An exact characterization of diffused resistors is unwieldy because the resistors are
multiple -layer distributed devices. For most practical purposes, two types of
first -order models are generally sufficient. The first is a model to be used primar-
ily to determine how the bias voltages influence the choice of isolation regions.
For this purpose we are interested primarily in the junctions. Models incorpo-
rating only the salient aspects of the junctions are shown in Fig. 4-29; in these models
lumped diodes are used to represent the distributed junctions. For the pinch
resistor only two diodes, representing one p -n junction, are shown connected to the
resistor, although there are actually two p -n junctions distributed about the resistor.
As was noted in the preceding section, the n+ diffusion must overlap the p diffusion;
therefore the n+ emitter and the n-epitaxial layer form, at least for electrical
purposes, a single n -type layer. Emitter and collector junctions are thus electri-
cally in parallel and provide the same effect as a single junction.

The second type of model required is the first -order small -signal model. As
we have seen for thin-film resistors, the equations for the distributed RC structure
can be written, but the solution will involve transcendental functions. For
tractability, we therefore approximate the distributed structures by the single -pi -
section models of Fig. 4-30 in which the steady-state current and the steady-state
stored charge match those of the distributed network. Such a quasi -static model
is generally adequate for most purposes.

Two models are shown for the base resistor. For relatively small -value
resistors (several thousand ohms or less) the resistance Rep; of the epitaxial material
may be comparable to that of the base resistor; it is included in Fig. 4-30a. The
value of Rep; depends on the thickness of the epitaxial layer, and the geometry of
the base resistor embedded in it. Rep; can be calculated by using methods similar
to those employed for collector resistors. For medium- and large -value base
resistors, folded geometry will probably be used, and for this case Rep; will be small
compared with R; Rep; can then be ignored, as shown in Fig. 4-30b.

For the pinch resistor, the overlapping n+ diffusion together with the rela-
tively large resistance and small size of the p channel make Rep; again negligible.

In Fig. 4-30a, b, and e the capacitance Csubs is the total capacitance of the
junction between substrate and epitaxial layer. It can be computed from knowl-
edge of Cbs and C and the geometry of the isolation region. In all cases the
substrate resistance has been ignored; this is usually a reasonable approximation
because the area of the substrate is so large.

It should also be noted that for base and pinch resistors, the contact to the
n region will almost always be connected to a power supply voltage. Since this is
also the case for the substrate contact for all resistors, substrate capacitance will
have little or no effect for base and pinch resistors.
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(a)

(b)

(c)

(d)

n+

n-epi.

p

p -substrate

FIGURE 4-29
First -order resistor models for biasing purposes. (a) Base resistor; (b) emitter
resistor; (e) collector resistor; (d) pinch resistor.
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FIGURE 4-30
First -order resistor models for small -signal behavior. (a) Small -value base
resistor; (b) medium- or large -value base resistor; (c)emitter resistor; (d) collector
resistor; (e) pinch resistor.
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PROBLEMS

4-1 An integrated transistor is fabricated with the following results: Nigc = 1016 cm -3,
substrate resistivity 10 S2  cm, isolation diffusion surface concentration 5 x 10"
cm -3, isolation sidewall junction radius 10µm, base diffusion Als4 = 5 x 10" cm -3,
emitter diffusion N,0 = 10" CM -3, xic = 2 pm, xjE = 1 pm. Use the Lawrence -
Warner curves to estimate the capacitance of the bottom of the emitter junction
and to calculate the collector isolation sidewall capacitance. Use a step junction
approximation to calculate the substrate bottom capacitance. Find the breakdown
voltage of the isolation junction.

4-2 Use the conditions of the depletion approximation to derive Eq. (4-12).
4-3 For the epitaxial resistor of Example 4G, calculate the total parasitic capacitance

if the substrate resistivity is I S2  cm and the surface concentration of the iso-
lation diffusion is 10" cm -3.

4-4 For the resistor of Prob. 4-3, calculate the resistance of the resistor when depletion
regions are included.

4-5 For the resistor of Prob. 4-4, calculate the resistance and total capacitance if 10-V
reverse bias is applied between substrate and epitaxial layer.

4-6 Make a plot of the total capacitance of emitter and base resistors as a function of
resistance. Assume an epitaxial resistivity of 0.5 SI  cm and use Table 4-1 for
capacitance values. Include the effects of end pads, and assume W = 0.5 mil.

4-7 Design a 50-kS2 collector resistor and compare its capacitance with a 50-kS2 base
resistor. Assume 1.2 n  cm epitaxial material 12.5 tan thick, and use Table 4-1 for
capacitance values.

4-8 An integrated -circuit process has Nix = 5 x 10'5 cm -3; the epitaxial-layer thickness
is 8 pm. It is desired to make n -type pinch resistors by adding an extra p -type
diffusion step. This extra diffusion produces a junction at xj = 6 pm, and has
surface concentration 10' °cm -3. The substrate resistivity is 1 S2  cm. Make a step -
junction approximation for the substrate junction, use the Lawrence -Warner
curves to calculate the depletion at the top junction, and calculate the sheet
resistance of this pinch resistor.

4-9 In the process of Prob. 4-8, base and emitter diffusions are added which produce
xic = 3.0 tan and xiE = 2.0 pm, with N,4 = 5 x 10'8. Depletion regions into the p
material are 0.12 pm and 0.23 pm. Compare the total capacitance of a 200-k1
pinch resistor with the total capacitance of a 200-kS2 resistor made as in Prob. 4-8.
Assume the emitter capacitance to be 0.25 pF/mi12.

4-10 A boron diffusion is performed into an epitaxial layer having Nec = 1016 cm -3.
The actual metallurgical junction depth is 1.0 pm and the surface concentration is

= 10'9 cm -3.
A resistor is made from this diffusion. If a reverse bias is applied to the junction

and the reverse voltage is equal to the breakdown voltage, what is the sheet resis-
tance of the resistor and what is the capacitance per unit area?

4-11 An n -type collector resistor is made by leaving an oxide mask over the epitaxial
layer and opening a window around it for the isolation diffusion. Let the epitaxial-
layer thickness for 5 pm and the concentration be NB,- = 10" cm -3. The oxide
mask, excluding end pads, is 20 pm wide and 1000 pm long.

The resistor is to be represented by a pi -section RC network. Find R and C.
Do not use Table 4-1; assume that the bottom capacitance per unit area is the same
as that of the sidewalls. Neglect end pads.
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INTEGRATED JUNCTION -GATE FIELD-EFFECT
TRANSISTORS

5-1 INTRODUCTION

In some circumstances in integrated circuits, notably micropower applications,
devices are required which have both gain and large input impedances. The
junction -gate field-effect transistor (JFET) is such a device, as is also the insulated -
gate field-effect transistor (IGFET or MOSFET). Both devices approximate the
behavior of a voltage -controlled current source

The JFET closely resembles the pinch resistor in cross section. For simplicity
we consider first the hypothetical JFET structure of Fig. 5-1,1 for which we assume
uniform doping in all regions, and ND > NA . To see qualitatively how the device
operates we imagine the gate connected to the source, and a voltage VDS applied -
between drain and source, as shown in Fig. 5-2. As VDS is made negative, a current
flows from source to drain, causing the voltage along the channel to be more nega-
tive than the source. Thus the gate junctions are reverse -biased, and negligible
current flows in the gates. Moreover, the reverse junction voltage varies along the
channel, being largest at the drain; therefore the depletion width into the channel
is largest there. As VDS is made more negative, the drain current increases and so
does the depletion width all along the channel. When VDS = -11 the pinchoff
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FIGURE 5-1
p -channel JFET.

voltage, all of the channel at the drain end has been depleted. For more negative
voltages, no further increase of drain current is observed until breakdown occurs
between drain and gate.

If a positive voltage V" is now applied between gate and source, the result is
that even for lips = 0 there will be some depletion caused by VAS, and therefore
less drain voltage is required to cause pinchoff of the channel at the drain end.
Breakdown will also occur at a smaller value of VDs.

The VI characteristics for a p -channel JFET are shown in Fig. 5-3a. Clearly,
a JFET could also be constructed with an n channel and p gates; all of the above
remarks apply if all polarities are reversed. Characteristics for the n -channel
device are shown in Fig. 5-3b. That the JFET can exhibit gain can also be seen
from Fig. 5-3. If a load resistor is added so that operation is at point Q, a change
of gate voltage shifts operation to Q1, producing therefore a change of both drain
voltage and drain current. Since the gate junctions are always reverse -biased, the
only gate current which flows, other than the reverse leakage current, is that
required to charge the depletion -layer capacitance.

The important low -frequency parameters of the JFET can be deduced from
inspection of Fig. 5-3. For biasing purposes, IDss will be important. For dis-
tortion -free operation, Q must lie between Vp and VB, and the difference V, - fp

determines the dynamic range. Finally, the transconductance gf, A -(3/D/a V")
will be important in determining the gain.
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FIGURE 5-2
Channel shape resulting from applied bias.

For Vas < Vp, the JFET behaves like a nonlinear resistor. The small -signal
conductance between source and drain in this region is

O/D
gds Ay

" ' DS

It can be shown that for a JFET with uniformly doped channel, the depletion region
voltage at pinchoff is

a2qN
T =

2E
(5-1)

where e = KS e0
K,= relative dielectric constant of silicon

The voltage which must be applied to the gate -source terminals to completely pinch
off the channel is then

a2qNA
VGS =

Since the built-in voltage produces some depletion of the channel even for VGs = 0,
the drain -source voltage necessary to pinch off the channel at the drain end when
Vcs = 0 is

a2qNA
VDS =

26
OLA V

It can also be shown that the drain current IDss at pinchoff is given by

2
IDSS = VpaqpN A

(5-2)

(5-3)
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VGS

(a)

VGS

ID

Breakdown

VDS

FIGURE 5-3
Characteristics of (a) p -channel JFET; (b) n -channel J FET.

where µ is the majority carrier mobility. The transconductance is a function of the
gate bias, and can be shown to be

where

(1 VGS + (I)\
VTy

g f sO = 2a911NA L

(5-4)

(5-5)

Here, of course, the square -root dependence on VGS arises because we have assumed
step junctions. The variation of drain current in the voltage range vp < VDS < VB
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is usually fairly well approximated by assuming the following dependence on
VGS:2

VGs (I)12
to x /Dss(1 (5-6)

VTp

It is emphasized that (5-6) is an approximation even for step -junction devices, as
can be seen by calculating 0/D/01/6 from (5-6) and comparing the result with

(5-4).
Unfortunately, for any but abrupt or linear graded junctions, the analysis

of the JFET becomes tedious and generally requires computer solution. We
shall later show, however, that the depletion -voltage algorithm described in Chap.
4 for junctions, together with an integration routine, is basically all that is required
for computer -aided analysis of the JFET.

Some qualitative aspects pertaining to JFET design can be noted from the
foregoing analysis. In terms of the device geometry, we can control a by choice
of junction depth, and Z and L by surface geometry configuration. At first glance
it appears that by proper choice of these three parameters we can design for what-
ever Vp, IDss, and g1,0 we choose. Such is not the case. Note from (5-2) that
the pinchoff voltage depends on a but not on the surface geometry. Thus for a
given NA, we can select a to give the desired lip. However, note from (5-3) and
(5-5) that both gi-50 and IDss depend in the same way on Z/L. Thus we can in-
dependently choose IDss or g1s0 but not both. These remarks apply not only to
abrupt -junction uniform -channel JFETS but to general JFET structures as well.
The procedure generally followed in JFET design is:

I Select a to produce the desired V.
2 Choose Z/L to give either the required IDss or the required a..,1s0 
3 Choose L equal to the minimum line width that can be produced, in order
to minimize the amount of area required by the JFET.

Exercise 5-1 Verify Eq. (5-1) for the abrupt -junction case.

Exercise 5-2 Show that a JFET with channel thickness 2a but having
only a single gate will have a depletion -layer pinchoff voltage four times that
given by Eq. (5-1).

5-2 THE n -CHANNEL INTEGRATED JFET

The cross section of an n -channel JFET is shown in Fig. 5-4. As we shall later see,
the requirements for epitaxial-layer thickness .x.is for this JFET may not be com-
patible with the requirements of the n -p -n bipolar transistor, so it may be necessary
to add extra diffusion steps to the processing in order to achieve the desired
compatibility.
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urce Drain

n+ J p -diffusion
)G

p-isol.

n-epi. is

p -substrate

p -isolation boundary

(a)

p -base diffusion

(b)

FIGURE 5-4
The n -channel JFET (a) cross section; (b) surface geometry (open).

The surface geometry in Fig. 5-4 is called open geometry, and for this case the
p diffusion must completely cover the n-epitaxial material between source and drain.
If it does not, there will be conducting regions between source and drain which are
not influenced by the gate; this will have the effect of connecting constant conduc-
tances in parallel with the source -drain terminals, and the device will not exhibit
JFET characteristics. But this requirement in turn forces the p diffusion to
overlap the isolation regions; therefore the top gate structure is electrically con-
nected to the substrate. This device must always operate with V" = 0, and is
therefore useful only as a bias current source for some other device in the circuit.
Since the substrate is connected to a power supply voltage, even the utility of the
device for biasing is somewhat limited. The JFET in which the gates and source
are connected in this manner is called a current limiter and has the VI characteristic
shown in Fig. 5-5.

In order to fabricate the device so that the two gates are electrically inde-
pendent, it is only necessary to change the surface geometry to make it similar
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toss

V,
*V

FIGURE 5-5
VI characteristic of the current limiter.

to that shown in Fig. 5-6; this is called closed geometry. For this case the top
gate can be biased separately and can also have a signal applied to it.

Note that the closed -geometry device is a four -terminal device. The sub-
strate will probably be connected to the most negative power supply voltage.
However, for most integrated circuits the impurity concentration in the substrate
is much less than that of the epitaxial layer; therefore the substrate gate will not
have much influence on the behavior of the device.

EXAMPLE 5A Pinchoff Voltage of an n -Channel JFET. Consider a JFET
made in epitaxial material having Ar pc = 5 x 1015 cm -3, and substrate junction
depth 6.0 pm. A p -type gate diffusion is performed with NSA = 2 x 1018 cm -3
and xx = 5.0 pm. To estimate the pinchoff voltage for the device, we assume the
depletion from the substrate into the epitaxial material to be negligible. We also
assume the built-in voltage of the top gate to be 4 = 0.7. We now need to know
what total depletion -layer voltage produces a depletion thickness of 1.0 pm on the
n side of the top gate. This can be done by using the Lawrence -Warner curves in
iterative fashion: first assume a voltage, then calculate the depletion width, then
repeat the process until 1.0 pm is obtained.

Using this procedure, we find that for a depletion -layer voltage VT of 4.0 V,
the total depletion -layer width is 1.6 pm, of which 1.0 p is on the n side of the
junction. Since we have assumed cc = 0.7 V, the terminal voltage required for
pinchoff is

= VT - = 3.3 V

The actual pinchoff voltage will be slightly lower, since there will be some deple-
tion from the substrate junction.
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(a)

(b)

p -isolation

FIGURE 5-6
(a) Basic closed -geometry JFET; (b) method used to increase Z/L.
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It is also of interest to note that for zero applied terminal voltage, the deple-
tion into the channel is 0.465 pm; that is, the channel is almost half pinched off
by the built-in voltage.

To estimate the output dynamic range for this device, we recall that break-
down between gate and channel limits the maximum drain voltage. From the
Lawrence -Warner curves for breakdown voltage, we find

VB = 60 V

The output dynamic range is approximately 56.7 V.
This same JFET has a g1,0 of approximately 53.5 x 10-6 ZT per unit Z/L.

If, for example, a JFET with afs0 = 1000 x 10-6 Z..3 is required, and if 0.5 -mil line
width is used, we require the average perimeter of the p diffusion to be Z = 9.85
mils. ////

Exercise 5-3 If the JFET of Example 5A is used as a pinch resistor, find its
resistance for VAS = 0.

Exercise 5-4 Suppose that for the JFET of Example 5A, the resistivity of
the p -type substrate is 10 0. cm. If the built-in voltage = 0.65 V, calculate
the depletion into the channel cased by (/).

5-3 THE DOUBLE -DIFFUSED JFET

A p -channel JFET can be fabricated in integrated form in a manner similar to that
used for p -type pinch resistors. The epitaxial material forms the lower gate, the
base diffusion the channel, and the emitter diffusion the top gate. As was the
case for the n -channel device, if open geometry is used, the gate diffusion must
extend beyond the channel limits and overlap the epitaxial material; therefore both
top and bottom gates are unavoidably connected electrically. Closed geometry
can be employed if two separate gates are required.

A sketch of the surface geometry for the p -channel device is shown in Fig.
5-7a; the VI characteristics are shown in Fig. 5-7b. Note that the drain -gate
breakdown voltage is now the same as the emitter junction breakdown voltage of
the n -p -n transistor: about 7-9 V. This means that for a reasonable output dy-
namic range, the pinchoff voltage should not exceed 2 or 3 V.

Since two diffusions are involved in the fabrication of the p -channel JFET,
the impurity distribution in the channel will not be uniform, and the gate junctions
will not be abrupt. The Lawrence -Warner curves are not applicable to this device
for the same reason that they could not be used to calculate emitter junction deple-
tion widths. Several approximations have been suggested for the channel im-
purity profile in order to make analysis tractable.3'4 Such approximations are
generally not very useful because they do not enable the calculation of the built-in
voltage. We saw in Chap. 4 that built-in voltages can range from less than 0.60 V
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-v,

(a)

ID

(6)

VDS

p -base diffusion

n' -emitter diffusion

p -isolation edge

FIGURE 5-7
(a) Open surface geometry for a p -channel JFET; (b) VI characteristic.

to almost 0.80 V. Since pinchoff voltages of approximately 1 to 3 V are required,
it is clear that the built-in voltage cannot be neglected. We also saw in Chap. 4
that depletion into the p material can be several tenths pm as a result of the built-in
voltage alone. Since channel thickness of the order of 1 pm is required for pinch -
off voltages of 1 to 3 V, it is clear that the depletion caused by the built-in voltage
cannot be neglected.

In Chap. 4 we suggested an algorithm for use in calculating both the built-in
voltage and the depletion versus voltage for a general junction. We now demon-
strate that this algorithm can also be used to calculate V,,, /ass, andgfso for a JFET
with arbitrary impurity distribution in channel and gates. In Fig. 5-8 is shown
the cross section of a channel of such a general JFET. The device is assumed
to have two electrically independent gates, and the depletion regions shown are for
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yis

Source

Yes

Gate 1

/./&#/
ZZ,

g181/ A

Gate 2

YID

Drain

Y2D

FIGURE 5-8
Geometrical interpretation of g151 g1,2 ga, for the general JFET.

operation below pinchoff. It is a rather remarkable fact that for such a bias con-
dition the values of gfsi, g fs22 and gds are simply the conductances of the material
between the dotted lines as shown in the figure.' 6 That is,

YIZ Dqp(N)N(y)
dyg fsi = f (5-7)7

ris
Z Y2D

gds = -f qp(N)N(y) dy (5-8)
L yin

Z fY 2S
fs2 = qp(N)N(y) dy (5-9)

L y2

If both gates are connected together, the total transconductance is

g fs = g fs1 g fs2 (5-10)

For operation at pinchoff and beyond, pinchoff occurs at the drain end at some
depth Y,,, and Y2D = Y1D =YP.For this condition we see that

gas = 0
Z Yes

and g = f qp(N)N(y) dy (5-11)
L 12D

If N(y) is known or can be calculated, and if p(N) is known, then in prin-
ciple we only require Y15, Yes , Yi D and Y2D to complete the analysis. But these



176 BASIC INTEGRATED CIRCUIT ENGINEERING

values are what we obtain from the depletion -voltage algorithm. Note that the
details of the undepleted portion of the channel are not important; only the deple-
tion widths at the source and drain ends are of importance.

Note further that
vp

IDSS = f gds(VDS) dVDS
0

(5-12)

But the depletion -voltage routine enables us to calculate YID and Y2D for any values
of VGs and Vps . Once these are calculated, we can calculate gds from (5-8). This
can be done for VDs from 0 to Vi and (5-12) can easily be evaluated numeri-
cally. The procedure for computer analysis of the device at and beyond pinchoff is
therefore as follows:

1 Select the values of gate bias VGs, and VGS2 which are of interest.
2 Using the algorithm for built-in voltage, calculate Oc' and 402 .
3 Use c*, + VGs1 and Oc', + VGS2 in the depletion -voltage routine to find
Y1s and Y2s .

4 Use the depletion -voltage routine to calculate and store YiD and Y2D for
values of Vas from 0 to well beyond the anticipated Vp .
5 Search the results of (4) for YID = Y2D L Yp . This is the location of the
pinchoff point, and VDS for this YID is the drain -source pinchoff voltage
VDSp Note that if VGs, = VGS2 = 0, VDsp = V.
6 Use the results of (4) in (5-8) to calculate gds; integrate this from VDS = 0
to VDs = VDSp The result is IDss .
7 Calculate

and

For both gates connected together,

and

gfsi = gµ(N)N(Y) dyL yis

Y2S

9152 = j 9µ(N)N(y) dy

VGS1 = VGS2

g js = 9151 g1s2

This technique has been used to calculate the parameters of double -diffused
JFET parameters which were fabricated in the laboratory; good agreement has
been obtained between calculated and measured values. Calculated values for
several devices are shown in Table 5-1.7 Calculated and measured parameters for
the laboratory device are given in Table 5-2.

It will be noted that the hypothetical " textbook" process produces a JFET
whose pinchoff voltage is greater than 10 V. This process would be unacceptable
for JFET use because the breakdown voltage, which is that of the emitter junction,
is approximately 7 V. This device would therefore exhibit breakdown before
pinchoff is reached, and would be unusable as a JFET. Such a problem often
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occurs in shallow structures because the impurity concentration in the channel is
relatively large; this in turn produces large pinchoff voltages. If shallow structures
are to be used for JFETs, the channel thickness must therefore be less than for deep
structures. For example, the undepleted channel thickness in equilibrium is 0.69
pm for the laboratory device of Table 5-1, while for the deep structure it is 1.30 pm.
Both devices have the same pinchoff voltage.

Table 5-1

A CALCULATED JFET PARAMETERS FOR SEVERAL DEVICES

Device
Xis,
pin

Xic,
O'CB

11

CC Z L
gist,
µzy

91'52

Pt,
IDSS,µAVVP,

Laboratory 1.80 2.50 0.782 0.663 4.05 97.3 40.2 154 2.45
Medium depth 2.61 3.53 0.758 0.619 1 24.1 7.4 37.7 2.65
Deep structure 4.51 5.99 0.698 0.595 30 454 185 698 2.44
"Textbook" 2.00 3.00 0.792 0.671 10 583 278 3726 10.8

B PROCESS PARAMETERS USED IN THE CALCULATIONS

NEC,

Base diffusion Emitter diffusion

Ns4 x04, NsG, X00,

Device 3an - CM 3 µm cm -3 P131

Laboratory 3.4 x 10's 5.7 x 1018 0.919 4.8 x 1020 0.625
Medium depth 1.1 x 10's 5 x 10'9 1.08 7.5 x 1020 0.895
Deep structure 9.7 x 10" 5 x 10" 2.07 7.4 x 10'9 1.65
"Textbook" 5 x 10's 4 x 1018 1.16 1.0 x 1020 0.803

Table 5.2 COMPARISON OF CALCULATED AND
MEASURED RESULTS FOR THE LABORATORY
DEVICE

Parameter Calculated Measured

Vp

VGsi to pinchoff channel
2.43

with VGs2 = 0 3.7 3.5
gisl (VGS1 = VGS2 = 0) 97.3 x 10-6 U 95 x 10-6 U
111,2 (VGSI = V052 = 40.2 x 10-6 U
gjs0 (VGS1 = VGS2 = 0) 137 x 1Q-6 U 120 x 10-6 U
loss (VG51 = VG52 = 0) 150 x 10-6 U 150 x 10-6 A
IDZt (VGS1 = V052 = VGZ) 26.2 x 10-6 A 25 x 10-6 A

t Zero -temperature -coefficient drain current in pinchoff operation.
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5-4 DESIGN OF THE INTEGRATED JFET

We have seen in the preceding section that the process used for the bipolar n -p -n
transistor may not yield an acceptable double -diffused JFET. If this is the case,
additional processing steps must be added. This means that the need for JFETs
in a particular circuit must be weighed carefully. If it is determined that the
JFET is absolutely essential, the design usually proceeds as follows.

The most frequently occurring reason for unacceptable JFETs is that the
pinchoff voltage is too large, principally because the channel thickness is too large
for the level of impurity concentration present in the channel. Since we assumed
that the process has been chosen to yield suitable bipolar transistors, we do not
wish to tamper with the diffusion schedule used to produce the bipolar device.
Instead we add an extra diffusion step. While there are several choices for how
this can be performed, an extra n diffusion is generally added. This is done as
follows. Windows are opened in the oxide for the gates but not the emitters. An
n -type predeposit is performed for a time /1. Windows are now opened for the
emitters, and a predeposit is performed for a time t2. The total predeposit time
for gates is now 11 + 12. A drive-in is next performed for 13. We can choose t3
and t2 to give the desired emitter junction depth, and t1 to give the desired gate
junction depth.

Many integrated -circuit processes include a so-called super -fl process which
is similar to the procedure .described above and which yields, in addition to the
normal n -p -n, an n -p -n device with very narrow base and large current gain. If such
a process is available, it will usually lead to JFET devices with acceptable pinchoff
voltages.

To determine what value should be used for 11, we begin with the final base
diffusion profile which will result for the n -p -n. We select a gate junction depth
and use the computer routine described in Sec. 5-3 to calculate the pinchoff volt-
age. The procedure is iterated until an acceptable result is obtained. Once
the junction depth is known, we can solve for the predeposit required to produce
this junction depth for a drive-in time t3 . The time ti + 12 can then be calcu-
lated, and since t2 is known for the bipolar process, 11 can be calculated.

Whether we use the above procedure or accept an available super -fl process,
the computer routine has given us the V,, to be expected, together with the g1, and
/ss per unit Z/L that will result. We can then select Z/L to produce the desired
values. The minimum line width can be used for L, and the remaining surface
geometry can be laid out.

EXAMPLE 5B Design of Double -diffused JFET Layout. Consider a case for
which the profile design for an acceptable V,, has been completed, and the results
of the computer analysis indicate g1,0 = 21 x 10-6 t5 and IDss = 23.3 x 10-6,
both per unit Z/L. Suppose that IDss = 700 x 10-6 A is required for the circuit
being fabricated. Then the required Z/L is 30. If the process being used has
0.5 -mil line widths and spaces, and 2.0 -mil isolation clearances, the resulting layout
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FIGURE 5-9
Layout of the JFET of Example 5B
(dimension in mils).
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is as shown in Fig. 5-9. It is interesting to note that for this example, the surface
area required for the active channel is 7.5 mils', but the total surface area required
for the isolated device is 161 mils'. ////

Relation of the JFET to the Pinch Resistor

It will be noted that the cross section of the JFET is the same as for the pinch
resistor. It is therefore worthwhile to point out the differences between the two
devices. As far as operation is concerned:

/ The pinch resistor is operated with small bias current to prevent non-
linearities and pinchoff from occurring. The JFET requires operation in
the pinchoff condition and thus has much larger bias voltages and currents.
2 The pinch resistor is basically a two -terminal device, with the n material
being connected to a power supply voltage, unless the device is being used
as a voltage -controlled resistor. The JFET makes use of the n material as a
third terminal, and by this means derives its gain property.

As far as layout is concerned:
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1 Open geometry is generally used for pinch resistors. For the JFET, the
decision to use open or closed geometry is based on whether the circuit
requires one or two independent gates.
2 One of the principal reasons for using the pinch resistor is to obtain large
resistance in small space. Therefore the minimum line width is used for W,
and L is chosen to produce the required LI W ratio. Thus the pinch resistor
will appear long and narrow on the surface. The opposite is true for the
JFET, for which the minimum line width is used for L, and Z is chosen to
give the required Z/L ratio. The pinchoff current of the JFET is increased
by increasing Z/L, the JFET channel will usually appear short and wide on
the surface, as is evidenced by Fig. 5-9.

5-5 SMALL -SIGNAL MODELS FOR THE JFET

We consider now small -signal models for the JFET, and we restrict our attention
to the portrayal of first -order behavior. In preceding sections we have seen that
in pinchoff operation, the drain current is first -order -independent of VDS, and the
gate current is negligible. At low frequencies, the JFET is reasonably well approxi-
mated by a voltage -controlled current source whose transconductance is g fs. The
primary parasitic contributions to the degradation of performance with frequency
are the capacitances associated with the various contact regions and with the sub-
strate. The device has an intrinsic cutoff frequency8 because the
cally a distributed RC structure, but usually the parasitic capacitances and circuit
resistances limit the frequency response to well below the intrinsic cutoff frequency.

In Fig. 5-10, small -signal models are shown for the n -channel JFET with
open geometry and the double -diffused p -channel device with open geometry. The
"contact" capacitances arise because the source and drain regions to which contact
must be made must be enlarged to accommodate the contact windows. This in
turn makes the area of the junctions surrounding the contact areas larger than the
area of the active channel.

EXAMPLE 5C Calculation of Parasitic Capacitances. We return to the layout
of the JFET of Example 5B, shown in Fig. 5-9, and we assume for simplicity that
the capacitances of the various junctions can be obtained from Table 4-1. We also
assume an 8.0 -pm epitaxial thickness, and we neglect all sidewalls except those of
the isolation diffusion.

For the channel capacitance, we arbitrarily use half the value of the zero -
bias capacitance of the junctions involved to approximate the average capacitance.
We obtain the following results:

Cgs(channel) '1'11.24 pF

Ca(contact) 5.25 pF
cgs(contaco N 5.25 pF

CG(subs) P.-% 18.7 pF
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(a)

FIGURE 5-10
First -order JFET models. (a) n -channel open geometry; (b) p -channel open
geometry.

One can include second -order behavior in the model by means of series
resistances in the source and drain leads, and conductance between drain and
source. ////

PROBLEMS

5-1 Derive an expression for the pinchoff voltage for a device for which the impurity
profile in and around the channel can be approximated by a linear function.

5-2 Design the layout for a double -diffused JFET with closed geometry and Z/L= 100.
Assume 0.5 -mil line widths, spaces, and registration tolerances, and 1.0 -mil isolation
clearance.

5-3 Calculate the capacitances for a small -signal model of the JFET of Prob. 5-2. Use
capacitance values of Table 4-1.
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5-4 A wafer has p -type substrate with impurity concentration Ns, = 1016 cm -3. An
n -type epitaxial layer is grown with linear impurity profile. The layer is 5µm thick
and has a surface concentration of 10" cm -3. The impurity concentration at a
depth of 5µm is 10" cm -3.

A JFET is to be designed with an epitaxial channel. The device is to be used in
the common source configuration with the signal applied to the top gate. Top
gate bias voltage VGS1 is zero. Design the JFET, including surface geometry, to
have a pinchoff voltage of 3 V and a pinchoff current of 2 mA. Assume that a p+
duffusion is to be used to form the top gate, but the depletion into the top gate is
negligible. Thus the only parameter of the diffusion that is necessary is the junction
depth.

Built-in voltages are 0.7 for the top gate and 0.6 for the bottom gate. Channel
mobility is constant, and the value tc = 103 cm2/V  s. The substrate is grounded.

5-5 A hypothetical processing schedule produces emitter junction depths of 2.0 tim and
collector junction depth of 3.0 pm. This schedule does not produce an acceptable
p -channel JFET. Suppose that the diffusion times and temperatures are those of
Exercises 2-1 and 2-2. An extra emitter diffusion step is to be added in order to
produce an acceptable JFET without altering the bipolar transistors. Suppose that
computer -aided analysis indicates that the JFET channel thickness should be
0.5 pim between metallurgical junctions. Design the required process schedule.

5-6 An n -channel JFET is fabricated in epitaxial material with NBC = 5 x 1015, Xis = 6.0
p.m, and xiG = 5.0 p.m. Closed surface geometry is used. Assume that the sub-
strate gate has no effect on the channel, and that the top gate is approximately an
abrupt junction with NA> NBC.

If the source is connected to ground, and lics = - VT /4 and Iins = VT,/4,
calculate g.f. Neglect 4 .
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6
MOS FIELD-EFFECT TRANSISTORS

Metal -oxide -semiconductor field-effect transistors (MOSFET) play an important
role in integrated circuits, particularly in large-scale integration of digital circuits.
Indeed, the use of high -density MOSFET digital circuits has made possible the
production of the popular pocket-size electronic calculators offered by several
companies. Other acronyms for the MOSFET are IGFET (insulated -gate field-
effect transistor) and MISFET (metal -insulator -semiconductor transistor). Like
the JFET, the MOSFET depends for its operation upon the modulation of a channel
conductance by a gate structure. In the JFET, this is accomplished by using a
p -n junction for the gate and channel regions, and using the depletion properties
of the junction to modulate the channel conductance. In the MOSFET, ncl such
junction is used. Rather, a metal plate, separated from the semiconductor by
an insulator, is used as a gate. The electric field established in the insulator by the
gate voltage causes a mobile charge to appear at the surface of the semiconductor;
this surface charge forms the conducting channel between source and drain.

In this chapter, we examine the terminal behavior of the MOSFET, and its
relation to integrated -circuit processing variables; in a later chapter, MOSFET
circuits are discussed. Since the MOSFET channel is formed at the semiconductor
surface, we begin by considering surface space -charge regions. The influence of
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the surface space -charge regions on MOS capacitor behavior is next considered;
this is followed by a development of the dc characteristics of the MOSFET. Finally,
different methods of fabrication are described. Our treatment closely follows that
of Grovel and that of Carr and Mize.2

6-1 SURFACE SPACE -CHARGE REGIONS

We consider first a region of a p -type material with acceptor concentration NA,
having on its surface an oxide layer of thickness do , with a layer of metal on the
oxide surface, as shown in Fig. 6 -la. Assume for the moment that both metal and
semiconductor have the same work function, and that there are no charges in the
oxide layer. With no voltage applied to the gate, the electron energy will be as
shown in Fig. 6 -lb. Because the structure is in equilibrium, the Fermi level EF
will be the same in metal, insulator, and semiconductor.

If a small positive voltage is applied to the gate, the Fermi level of the metal
will be displaced from that of the semiconductor by an amount of qVG , where q is
the electronic charge. The electric field established across the oxide must ter-
minate on charges in the semiconductor; these charges result from depletion of
mobile carriers at the semiconductor surface, leaving bound, negatively charged
acceptor ions. Thus a depletion region is formed at the surface, as is shown in
Fig. 6-1c, even though there is no p -n junction. Note that this means that not all
of the voltage VG appears across the oxide layer: some voltage must appear between
the semiconductor surface and the region deep in the bulk material. Because there
is a potential variation between the deep bulk and the surface, the energy levels
Ec , 4, and E. bend in the semiconductor. In fact, if a large VG is applied as
shown in Fig. 6-1d, the bending will be so large that E. will fall below EF at the
surface. The significance of this is best understood by recalling how the mobile
carrier densities for a semiconductor are related to the energy levels:

nie(EF- Ei)/kT nie(-44,Fikr)
EF)fia) nie(oiall)

where OF A E,-
In the bulk material, F. > EF, and n is very small; however, we know that

deep in the bulk material p NA . Thus we find

-NAOF(bulk) = kTln
n,

For n -type material,

ND
OF(bulk) = - kr in -

n,

If VG is large enough to cause E, to fall below EF at the surface, OF at the
surface will be negative and n will be large while p will be small. Thus large VG
has the effect of making the surface of the semiconductor appear to be of impurity
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FIGURE 6-1
(a) The MOS structure; (b) electron energy for the equilibrium case VG = 0;
(c) band bending with small positive VG; (d) positive VG, large enough to cause
the formation of an inversion layer.
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type opposite that of the bulk material.' It is as though a thin layer of n -type
material, with mobile electrons, exists at the surface. This layer is called an
inversion layer, or a field -induced channel.

We now define strong inversion as the condition existing when the band bend-
ing at the surface is sufficient to cause Ei to fall below EF by an amount ado F(bulk) 

Since E. is above EF by an amount ath7- F(bulk) deep in the bulk material, the total
band bending that occurs from deep bulk to surface is 204(bulk) for strong inver-
sion. Note that this corresponds to an inversion channel in which the mobile
carrier density is

n NA

When an inversion channel forms, the mobile carrier density depends ex-
ponentially on OF. Therefore, a further increase of VG will cause an enormous
increase of n. Thus we see that the charges required to terminate the field estab-
lished by VG will henceforth be provided primarily by the inversion channel, not
by depletion into the bulk material. We therefore make the approximation that
depletion reaches its maximum extent ,(max) when strong inversion occurs. To
calculate y, , we define a surface potential Os measured relative to the deep bulk
material. Then the depletion depth, for uniformly doped material, is

Yc =
(2Kscocks)112

gNA

where Ks is the relative dielectric permittivity of silicon and so is the permittivity
of free space. At strong inversion, Os is defined to be 20F(bulk); by the above
approximation, y4a) is therefore

.Y(max)
gNA

If we let QB be the total charge per unit surface area of the depletion region,
we have

(2K---, F(bulk) 112s so 2th

and
QB =

QB(nutx) = ---9NAY(max) =(2Kse0 2th F(bulk)gArA)1/2

6-2 THE MOS CAPACITOR

In Chap. 4, we discussed the MOS capacitor and qualitatively described the effects
of bias on capacitance as a result of the formation of a depletion layer. We are
now in a position to include quantitatively the additional effect of the inversion
channel. Let

Q A mobile charge, per unit surface area, of inversion channel
QB A charge per unit surface area of depletion region
Qs Atotal net charge per unit surface area in silicon

The applied gate voltage is
vG = vo + Os
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where 170 is the voltage across the oxide layer. Since the electric displacement
vector must be continuous across the Si02-Si interface, it is required that

where Ko = relative permittivity of the oxide
E0 = electric field in oxide
Es = electric field at surface in silicon

The surface field in the silicon is

Then we have

KoEoEo=KsEoEs

=
Ksso
- Qs

Kseo Es - Qs
E0 =

Ko so K0E0

Since the field in the oxide is constant, 1/0 is given by

-do Qs -Qsvo = do Ec, =
K0 E0 Co

where Co is the oxide capacitance per unit surface area, and

The gate voltage is thus

Co -
K,E0

do

VG =
-Qs

41.

One can visualize the total capacitance as resulting from the series combina-
tion of the oxide capacitance and the semiconductor capacitance, as we saw in
Chap. 4:

where Cs = IC, to/y.
Thus we obtain

C =
1 /Co +

1

C 2Ko2e0 -1/2

Co
1 +

qN,4 Ks dot

as long as VG is positive but less than the value required to produce strong inver-
sion. When VG reaches the value required to produce strong inversion, no further
increase of depletion region occurs, and therefore no further change of capacitance
can occur.

The Threshold Voltage 17, -

Let V, be the gate voltage necessary to produce strong inversion, and assume that
prior to strong inversion no mobile charge exists near the surface; the only net
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charge in the semiconductor is that of the depletion region. Just before the onset
of strong inversion, the total charge Q, is

The surface potential for this condition is

Therefore the gate voltage at strong inversion is

Qs = QB(max)

= 20F(bulk)

QBmax
VGA VT = F( bu lk)

C
,

o

The minimum value of capacitance occurs at the onset of strong inversion,
and is given by

2Ko2 eoVT-112
Cmin = Co (1

N A Ks doe/

For our assumption of no work -function difference and no charge in the oxide
layer, the variation of C with applied voltage is as shown in Fig. 6-2.

As was explained in Chap. 4, no variation of C occurs for negative VG, since
an accumulation of positive mobile carriers occurs at the silicon surface.

All of our discussion thus far has assumed p -type bulk material. It is clear
that the same development could be made for n -type material, and the results
would be the same if NA were replaced by No and appropriate sign changes were
made.

EXAMPLE 6A Threshold Voltage for an MOS Capacitor. In Chap. 4 we cal-
culated the applied voltage for which the depletion region of an MOS capacitor
caused a 10 percent change of capacitance. In that example, it was assumed that
only the depletion region contributed to the total charge in the silicon. We now
investigate the threshold voltage for the capacitor. We assume, as in Example 4A,
that the bulk material is n -type, and that

do = 900 A = 0.09 pm

No= 1019 cm -3
For this donor level, the potential doT F(bu I k ) is

OF(bu lk) -0.54 V
while the depletion -layer charge is

QB(max) = 18.5 X 10-7 C/cm2

The oxide capacitance is
Co = 38 x 10-9 F/cm2

and the threshold voltage is

uT
Q B(max)= '"PF(bulk) = -50 V

Co

It will be recalled from Example 4A that if only the depletion region is con-
sidered, an applied voltage of - 70 V is required to change the capacitance by 10
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FIGURE 6-2
Variation of C with applied voltage.

VG0

CmN

Si02 Si
p -type

VT
VG

percent. Since VT = -50 V, an inversion channel would form, and variation of C
with VG would cease before C had changed by 10 percent. Indeed, the inversion
layer forms just prior to breakdown of the oxide for this example.

It is interesting to note that if ND is reduced to 10" cm' for this capacitor,
the threshold voltage becomes VT = -0.94 V. ////

When the gate voltage is made larger than the threshold voltage, no further
change of surface potential Os results because negligible additional depletion occurs.
The semiconductor charge must then satisfy the relation

-Qs Qn -QB(max)VG = - -1 (i1F(bulk)
Co Co

or -QVG- VT=
Co

Exercise 6-1 Calculate the threshold voltage for strong inversion for p
material with NA = 1015 cm -3 and do = 10-5 cm.

6-3 EFFECTS OF WORK -FUNCTION DIFFERENCE AND OXIDE
CHARGE

The work function of a material is defined as the energy required to remove an
electron, with energy equal to the Fermi energy, from the material to vacuum.
Work -function values for several metals are given in Table 6-1. For silicon, the
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work function depends on the impurity concentration, since the Fermi level is a
function of impurity concentration. At room temperature the work function for
silicon is

= 3.8 + Or(bulk)

For an MOS capacitor using aluminum as the metal, the metal work function
Om will generally be different from that of silicon, as can be seen from Table 6-13
and Fig. 6-3a. This means that there will be some band bending in thermal equi-
librium, since the Fermi level must be the same in all parts of the system, as is shown
in Fig. 6-3b. From Fig. 6-3b it is clear that if the work -function difference 4ms
is Om - , then a gate voltage VG = Oms would have to be applied to restore the
bands to the flat -band condition. Note that if 4ms is negative, as is the case for
Fig. 6-3b, the result, for thermal equilibrium, is for the bands to bend away from
the inversion condition in n -type silicon but toward the inversion condition for p -
type silicon. In the general case, the threshold voltage is given by

= - B(max)
44'F(bu lk) OMSCo

EXAMPLE 6B Threshold Voltage for n -Type Silicon. Consider an MOS capac-
itor with ND = 1015, do = 1000 A, and aluminum gate. The threshold voltage if
4)ms were zero would be

VT = -0.98

Since 4)m = 3.2 for aluminum and OF = - 0.29 for NA = 1015 cm -3, we find

Oms = -0.3 V
The threshold voltage is then

VT = -0.98 - 0.3 = -1.28 V ////

Exercise 6-2 Calculate VT for the MOS capacitor of Example 6B if p -type
silicon with NA = 1015 cm -3 is used.

Table 6-1 WORK FUNCTION FOR
SEVERAL METALS

Metal Work function 99M, eV

Al 3.2
Au 4.0
Ag 4.0
Cu 3.7
Mg 2.25
Ni 3.7
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Vacuum level
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FIGURE 6-3
(a) The metal -oxide and oxide -silicon systems considered separately; (b) the MOS
system in thermal equilibrium.
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In addition to the effects of work -function difference, it is found that the
threshold voltage is altered by the presence of charged surface states at the Si-Si02
interface. These surface charges do not depend upon the impurity level, but
rather on the crystal orientation of the silicon surface. Measurements show that
the charges are always positive and have the densities shown in Table 6-2. That
this affects the threshold voltage can be explained as follows. Assume that the
surface charge is at the interface as shown in Fig. 6-4. The total charge within the
silicon is still Qs, so

Eo Ks Es = -Qs

but now Ko Co Eo = Qs Qss

Since the field is still uniform within the oxide,

Thus we have

and

Vo
E0 =

do

d0 Qs d0 Qssvo =
e0 K0 S0 K0

- Qs Qss
VG = Vo =

CO
±

If we now consider both Oms and Qss simultaneously, we find

Qs QSS
VG = ± 4) MS

Co Co

The new threshold voltage is found by setting

and

This yields

Qs = QB(max)

= F(bulk)

Qss QB(max)VT = 20F(bulk) (1) MS
CO

Table 6-2 DENSITY OF SURFACE
CHARGES Q ss (after Carr and Mize2)

Silicon surface
orientation Qss/q, cm2

111 5 x 10"
110 2 x 1011
100 9 x 101°
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Vs° Si02 Si p -type (NA)

do

Qs

FIGURE 6-4
Surface charge at the Si-Si02 interface.

EXAMPLE 6C Threshold Voltage with (his and Qss. The MOS capacitor of
Example 6B is fabricated with n -type silicon having <1 1 1> surface orientation and
ND =1015 cm'. The threshold voltage for this device is now

VT = -3.6

With Qss= 0: VT = -1.28

With Qss = 0 and Oms = 0: YT = -0.98 ////

Exercise 6-3 Calculate the threshold voltage for the capacitor of Exercise
6-2 if <I 1 1> silicon is used.

6-4 THE MOS TRANSISTOR

The inversion layer which forms in the MOS capacitor can be used as the channel
of an MOS transistor. We consider first the idealized structure having the cross
section shown in Fig. 6-5; later we discuss the fabrication of MOSFET devices by
integrated -circuit planar technology. The device of Fig. 6-5 is called an n -channel
MOSFET since the carriers in the inversion layer are electrons. Contacts to the
ends of this layer which forms the channel for the MOSFET are made through the
eregions; these are called source and drain. If a sufficiently large gate voltage
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Inversion
4), channel

p -silicon

FIGURE 6-5
Idealized n -channel MOSFET.

VG is applied, an inversion channel forms; if a drain voltage VD is now applied
between source and drain, a channel current ID will flow. Let the voltage at the
silicon surface, measured relative to the source, be V(x), and assume no potential
variation in the y direction in the inversion channel. Note that for positive VD,
V(x) increases with x, and the voltage across the oxide decreases with x. Therefore
there will be less induced charge in the inversion layer near the drain than near the
source. By the same reasoning, the surface potential Os will be larger near the drain
than it is near the source.

Let the total charge in the semiconductor be

Qs= Q + QB
as before, where Q is the mobile charge per unit surface area and QB is the deple-
tion layer charge per unit surface area. The channel current density is

-dV
JD = qpn(x, y)

dx

If the width of the MOSFET is Z, the channel current is
yo(x) -dV

ID = -Z f qpn(x, y) dx dy
0

where it is the mobility.
But the charge Q is simply

mx)
Q = -qn(x, y) dy

0

The current can therefore be written in terms of Q as

dV
ID = - ZPQ

dx
(6-1)
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From the analysis of the MOS capacitor, we know that

VG = -Qs s

-Qn QB + 4s(0) + V (X)
Co

(6-2)

if we temporarily neglect Oms and Qss.
We now assume that strong inversion exists at the source end of the channel

and we make the important simplifying approximation that QB is constant in the p
material and has everywhere its value at the source end. Then we have

Os(0) = £(bulk)

QB QB(niax)and

Substituting these in (6-2), we obtain

Q. Q B(man) += -VG 24F(bulk) + V(X) (6-3)
Co Co

Inserting this result in (6-I), integrating both sides from x = 0 to x = L, and noting

that V(L) = VD, we find

DZ
= EC0I(VG - VT)VD - / (6-4)

where VT is the previously defined threshold voltage

- Q B(max)

C
+VT =LIP F(bulk)

If Cis and Qs, are included, (6-4) remains unchanged but the threshold voltage is

- Q B(max) 1,4 QSS
VT = 24'£(bulk) 'PMS -

Co Co

Note that (6-4) only applies if an inversion channel exists; this implies

VG - VT > 0

and VG- VT> VD

Because V(x) increases along the channel, inversion is less near the drain,
as we have seen. Suppose that VD is now increased so that VD> (VG - VT).
Then no inversion can occur at the drain end of the channel; this situation is

similar to pinchoff in the JFET. But current still flows in the channel if VG > VT.
This condition of operation is known as saturation, because the drain voltage no
longer can influence the drain current. The drain voltage VDs at which saturation
occurs is clearly

VDS = VG -VT
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111.

and the drain current for saturation is found by using VDS in (6-4):

Z
IDS = 2L Co (VG VT)2 (6-5)

Sketches of ID versus VD are shown in Fig. 6-6.
It is clear that p -channel devices can be analyzed in the same way, and the

results of (6-4) and (6-5) will apply if appropriate sign changes are made.
When the MOSFET is used as a small -signal amplifier, it is operated in the

saturation region, and its transconductance is of interest. The transconductance
g, is defined by

OIDs
9m L\

OVG

From (6-5) we obtain
uZa - C (V - VT),m Co (VG

As was the case for the JFET, g, is directly proportional to Z/L.

(6-6)

EXAMPLE 6D Transconductance of a p -Channel Device. Consider a MOSFET
fabricated in a substrate having ND = 1015 cm -3, and aluminum gate separated
from the substrate by 10-5 cm of Si02. From Example 6C, the threshold voltage
is

VT = -3.6 V
if Qsslq = 5 x 1011 cm -2. The hole mobility for inversion layers on <111> silicon
is 190 cm2/V  s. If the device has Z = 1 mil and L = 0.2 mil, the transconductance is

g, = -33.3 x 10-6(VG + 3.6) U

Suppose the device is operated with VG = -10 V; then if operation is to be in the
saturation region, we must have VD < -6.4 V. For this condition we find

g, = 213 x 10-6 U ////

EXAMPLE 6E Use of the MOSFET as a Voltage -variable Resistor. When
I VD I < I VG -VT I the MOSFET is said to be operating in the "triode" region, and
in this region /D is a function of both VD and VG. Suppose it is desired to use the
MOSFET for a small -signal application, such as an automatic gain control circuit,
requiring a voltage -variable resistor. The conductance of the channel is given by

alp
gas A

which, from (6-4), is

ohsC [(VG - Vr)- VD]

for a p -channel device.
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ID

VG VT -4

VG -VT = 3

VG VT - 1

VD
FIGURE 6-6
IV characteristics for the idealized n -channel MOSFET.

If we operate the device of Example 6D with VD = ID = 0, the small -signal
resistance rd., between source and drain terminals is

If VG = - 10, we obtain

1 -
rds =g p(Z/L)Co(VG - VT)

r, = 4.7K f2 Hi/

Conductance in the Saturation Region

Although the sketch of Fig. 6-6 shows zero slope for the ID VD characteristics in the
saturation region, such is not the case in practical devices. This is because an
increase of VD beyond VDS causes a small reduction of the actual length of the
inversion layer, thus causing an increase of the drain current. The effect becomes
important in devices with very small L.

Consequences of the Constant QB Approximation

The square -law nature of the ID VD relationship arose because of our approximatiOn

Q B Q B(max)

everywhere in the channel. If the analysis is refined by including the dependence
of QB on V(x), the result is, for the n -channel device,

QB = (2/ eo 9NA)112[V(x) + bulk)_I /2
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Use of this result in (6-2) leads to

ID = 7 CO{
2

(VG VOVD
3 Co

- -2 -1 (21C, co OA)1/2(2thF(bulk)/N3/2

3 VD VD
I1 + 1 +

)311
(6-7)

mwoulk) LePF(buik)

Effects of Substrate Bias

Thus far we have implicitly assumed that the p -type substrate of the device of Fig.
6-5 is connected to ground. lf, instead, it is connected to a voltage Vs, a change of
the depletion layer will result. If Vs is negative, the size of the depletion region
will increase, and the magnitude of QB will increase. At strong inversion we then
find the depletion charge Gi(na,c) to be

Qs'(n.) = -{21Cs 600 A[244(bulk) - VS]}1/2

Vs 1/2
= QB(max) [1

F(bulk)

The new threshold voltage VI' is therefore

QSS QB(max) Vs 11/2
VT = OMS 20F(bulk)

Co 20F(bulk)]

Exercise 6-4 The MOSFET of Example 6E is operated with a substrate bias
Vs = + 10 V. Find the threshold voltage.

6-5 INTEGRATED MOSFET DEVICES

MOSFET devices can be fabricated by standard integrated -circuit processing
techniques as is shown by the cross-section sketches of Fig. 6-7. For a p -channel
device, an n -type substrate is used. Diffusion of source and drain regions is per-
formed. Next oxide is removed over the channel region, and a thin oxide is regrown.
While it would be desirable to have very thin oxide to yield low threshold voltage
devices, in production oxide thicknesses less than 10-5 cm are generally not used
because of reliability and yield problems. Following the thin -oxide regrowth,
windows are opened in the thick oxide over source and drain regions, and aluminum
is deposited for contacts and for gate metal. For an n -channel device, a similar
procedure is used.

Note that for the procedure outlined above, it is necessary that the thin oxide
and metal gate overlap both source and drain regions, in order to account for
registration alignment errors. This means that there will be gate -source and gate-
drain overlap capacitances. The latter is the more objectionable in applications



MOS FIELD-EFFECT TRANSISTORS 199
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Si 0 2

(a)

D
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42-73,77Isio,
n+ )
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FIGURE 6-7
(a) Integrated p -channel MOSFET; (b) integrated n -channel MOSFET.

where the device is used in the common -source connection, since Miller -effect
multiplication of the gate -drain capacitance can often occur.

The surface geometry for a p -channel MOSFET is shown in Fig. 6-8.

Exercise 6-5 Suppose a standard process has geometry constraints as
follows:

Minimum line width = 0.4 mil
Minimum spacing = 0.3 mil

Minimum contact window = 0.5 x 0.5 mil

Lay out a p -channel MOSFET with Z/L = 10.

In an integrated circuit, metallization stripes will be used for interconnections
and will be deposited on the surface of the thick oxide. Because the interconnec-
tions will at times be above the n -type substrate, there is a possibility that an inver-
sion channel may form in the substrate if large enough voltages are applied between
substrate and metal interconnections. Since the power supply voltages are usually
the largest voltages in the circuit, power supply voltages must always be less than
that threshold voltage VTF which will produce an inversion of the substrate under
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FIGURE 6-8
Surface geometry of an integrated p -channel MOSFET.

the thick oxide. Should such an inversion occur, the channels formed could con-
nect several devices together, causing circuit malfunction.

EXAMPLE 6F A Standard -Process p -Channel MOSFET on<111> Silicon. Con-
sider the device of Example 6D fabricated on <111> silicon with 10 -5 -cm gate
oxide. As we have seen, the threshold voltage is

VT = -3.6 V

For the thick oxide, 1.35 x 10-4 cm is approximately the maximum thickness
that can be used because of processing constraints. For this value, the threshold
voltage VTF is

VTF = -37 V

Power supply voltages less than 37 V would thus be required. ////

EXAMPLE 6G A Standard -process p -Channel MOSFET on <100> Silicon. If
the MOSFET is fabricated on <100> silicon, Qss will be lower than for <111>
silicon. Referring to Table 6-2, we find Qlq = 9 x 10" for <100> silicon. This
reduces the threshold voltage to

VT = - 1.7 V

but at the same time the thick -oxide threshold voltage is reduced to

VTF 13 V

EXAMPLE 6H A Standard -process n -Channel Device on <100> Silicon. Con-
sider a device made on <100> silicon with NA = 10'5 cm -3 and do = 10-5 cm. For
this value of NA, dr F(bulk) = 0.29 and ( ms = -0.90. The threshold voltage is

VT = -0.39 V
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Note that a negative threshold voltage for an n -channel device indicates that there
will be an inversion layer when VG = 0. Such a device is called a depletion -mode
MOSFET. This would be a disadvantage in digital circuits, where it is desirable
to have devices cut off with zero gate voltage. 1///

Normally, n -channel devices have a speed advantage, because electron surface
mobility is about three times hole mobility. In order to take advantage of the
larger electron mobility, it would seem advisable to use n -channel devices and
employ a larger impurity concentration in the substrate in order to make VT posi-
tive. Unfortunately, the mobility is an inverse function of impurity level, with the
result that the standard -process n -channel devices with positive threshold voltages
do not have great speed advantage over p -channel devices.

Complementary MOS Devices (CMOS)

In some applications it is desirable to have both n -channel and p -channel enhance-
ment -mode devices. This is particularly true in micropower circuits, where low
standby power is a requirement. If careful process control can be maintained, it is
possible to fabricate both types of devices on the same chip. The fabrication
sequence is shown in Fig. 6-9. Note that because a p -type diffusion is required for
electrical isolation between devices, more surface area will be required for a given
number of devices in CMOS than in circuits using only a single device type.

6-6 OTHER PROCESSING METHODS'

We have seen that oxide thickness, Cis , and Qs, of the standard process impose
limitations on the threshold voltage of MOSFETs, while the standard photolithog-
raphy is responsible for the overlap capacitance, which limits the speed of opera-
tion. It is possible to mitigate these limitations at the expense of process com-
plexity.

Metal -Nitride -Oxide Semiconductor Devices (MNOS)5

It will be recalled that the threshold voltage is given by

VT = 24) F(bulk) ± (1) MS
QSS Q B( snax )

CO Co

If Co could be made larger, VT would decrease. This could be accomplished in
two ways: by reducing the oxide thickness and by using a dielectric material with
larger K0 . Of course, the dielectric material must be compatible with the process-
ing. One such material is silicon nitride (Si3N4) which can be deposited by chemi-
cal vapor deposition techniques. Unfortunately, the silicon nitride-silicon inter-
face produces a larger Qss than Si02- Si, and this nullifies the benefit derived
from the K0 = 7.5 of Si3N4. However, a compromise can be effected by growing
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1. P -well mask

2. 1st boron deposition
and diffusion -oxidation

3. P -channel source
and drain mask

4. 2nd boron deposition
and diffusion -oxidation

5. N -channel source
and drain mask

6. Phosphorus deposition
and diffusion -oxidation

7. Gate mask

8. Gate oxidation
and contact mask

9. Metalization
and metal mask

Si02
N -Si

P

P

P %7I-1 \-p-j

Si02 9,1017) -

FIGURE 6-9
CMOS fabrication sequence. (After Penney.4)
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a thin layer (2 x 10-6 cm) of Si02, and then depositing a thick enough layer
(8 x 10-6) of Si3N4 to reduce the pinhole density. This provides a two -layer die-
lectric, as, shown in Fig. 6-10, with an effective K0 larger than that of the same
thickness of Si02. Typical effective values of K0 are approximately 6.8. For
the p -channel device, this reduces the threshold voltage to about -2 V.

Exercise 6-6 A p -channel device is made by using 2 x 10-6 cm of Si02,
8 x 10-6 cm of Si3N4, and an aluminum gate over <1 11> silicon with
ND = 10". Calculate the threshold voltage.

Self -aligning Gate Structures

To overcome the capacitance problems associated with gate -drain overlap, several
techniques have been devised in which the gate -channel registration is automatic,
making unnecessary the usual error resulting from alignment tolerances. These
techniques use ion implantation, silicon -gate structures, refractory metal devices,
and thick -oxide structures.

Ion Implantation6

The ion implantation method is shown in Fig. 6-11. Standard processing techniques
are first used to diffuse source and drain regions, regrow thin oxide, and deposit
metal. However, the p diffusions are spread somewhat farther apart than the final
desired channel length. The gate metal thus falls between, but does not overlap,
these regions. A source of boron ions is used in the implantation chamber, and
these ions are accelerated to have sufficient energy to penetrate the thin oxide and
the silicon surface. Note, however, that the gate metal prevents them from pene-
trating the region below it. Thus source and drain regions now extend to the edge
of, but not under, the gate metal. Imperfect registration of gate metal with source
and drain diffusions is unimportant.

Silicon -Gate Structures'

Both overlap capacitance and threshold voltage can be improved by using a gate of
doped silicon rather than metal. The process sequence is shown in Fig. 6-12.
After the thin oxide is regrown, a layer of polycrystalline silicon is deposited over
the entire wafer by chemical vapor deposition techniques. This silicon is etched
away from all areas except that where the gate is to be located. Then windows
are opened in the oxide layer where source and drain diffusions are to take place.
A boron diffusion is now performed, and the gate silicon is also doped p -typeduring

this diffusion. Oxide is next deposited over the wafer, and windows are opened
for metal contacts. Conventional metal deposition follows.

Since the silicon gate determines where the p diffusion will not occur, no
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N -type Si

Al

- Si3N,

FIGURE 6-10
The MNOS device. (After Penney.4)

registration problem exists. The only overlap capacitance is that resulting from
lateral diffusion under the gate oxide.

EXAMPLE 61 Improvement of Threshold Voltage. To see how the threshold
voltage is improved by the silicon gate, we consider once again the p -channel
device of Example 6C, and we assume that the silicon gate has NA = 1015 cm -3.
Although the gate material is polycrystalline, we estimate its work function by

Implantation of P -channel
MOSFET with special
undersize metal mask

After ion
implantation Si02

P

Implanted
P -region extensions

P

FIGURE 6-11
Self -aligning gate made by ion implantation. (After Penney.4)
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2. P -well
mask

3. Gate oxidation

4. Polycrystalline
silicon deposition

5. Gate
mask

6. Boron deposition
-diffusion

Topological view Cross-sectional view

7. P -region oxide deposition

8. Contact
mask

9. Metallization
and metal mask C

Si02

N -Si

- 100A Poly -Si

'/Si02

Poly -Si gate

/P -doped poly -Si

P ) P

Si02

P ) P

P ) P

Poly -Si Al

N -Si

FIGURE 6-12
Self -aligning gate made by doped silicon deposition. (After Penney.4)
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assuming it to be a perfect crystal. For a p -doped silicon gate and the n -type
material of the device of Example 6C, we find

Oms 0.60V

Note that Oms is positive, whereas it was negative for an aluminum gate. For
<111> silicon in the substrate the threshold voltage is

VT = -2.5 V

It will be recalled that for an aluminum gate, VT = -3.6 V.
One more advantage results from the silicon gate. The polycrystalline silicon

can also be used for interconnections, with the restriction that such interconnections
must not cross any p regions. This restriction arises because the polycrystalline
silicon is doped by the same predeposition as the p -type regions; if it crossed
them it would mask them against the boron predeposition. Since the silicon gate
is covered by oxide before metal deposition, the silicon -gate interconnections are at
a different level than the metal.

The work -function difference 4MS does not contribute significantly to VTF;
thus this device also has VTF = - 37 V.

The disadvantage of the silicon -gate structure is that it requires several extra
processing steps, one of which is the deposition of polycrystalline silicon. ////

MOSFETs Using Refractory Metal (RMOS)8

In the silicon structure and in the ion -implanted MOSFET, the gate was deposited
before completion of the source and drain formation. In the latter case aluminum
could be used for the gate because no further high -temperature processing was
required. In the former case, use of silicon permitted high -temperature diffusions
to be performed after the gate was in place. Clearly if a metal with high enough
melting point could be found, the silicon -gate process could be used with the
deposition of the metal replacing the deposition of polycrystalline silicon. One
such metal is molybdenum. The molybdenum process also has the advantage that
it can be used for interconnection, with the same restriction applying as for the
silicon gate. It also offers the advantage of an improved threshold voltage.

Exercise 6-7 Molybdenum has a Om of approximately 4.0 V. Calculate
the threshold voltage of the device of Example 6C with a molybdenum gate.

Self -aligning Thick -Oxide Structure (SATO)9

In the SATO process, silicon nitride is used both as a diffusion mask and to locate
the gate region, as is shown in Fig. 6-13. Silicon nitride is first deposited over the
entire wafer, and windows are opened for source and drain diffusion. Next the
silicon nitride is removed everywhere but over the gate region, and a thick oxide
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n -type silicon Deposit Si3N4

n

7 Etch Si3N4 and diffuse
source and drain

Si02 St 02

Remove Si3N4 except
in gate region

Grow thick oxide

Remove Si3N4, grow
thin oxide

Open windows and
deposit metal

FIGURE 6-13
The SATO process.

is grown. The remaining nitride prevents growth over the gate region. This
nitride is then removed and thin oxide is grown. Metal is then deposited as in the
standard process. Note that because of alignment tolerances, metal will overlap
the source and drain, but where it occurs the overlap will be over thick oxide and
will thus produce negligible overlap capacitance. The only overlap on the thin
oxide is that resulting from lateral diffusion under the original silicon nitride.
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6-7 EQUIVALENT CIRCUITS FOR THE MOSFET"

In large -signal applications such as logic circuits, accurate calculation of switching
times requires that the nonlinearities of the device be taken into account. This
means that computer -aided analysis will be necessary. An equivalent circuit which
portrays the first -order device behavior is shown in Fig. 6-14; this model includes
the nonlinear gate -source and gate -drain capacitances CGS and CDS , the capaci-
tances of the source and drain diffused regions C1 and C2 , the nonlinear conductance
G Gs which is observed in saturated operation, and the ID(VD, VD) -dependent current
source given by (6-7). It does not include parasitic series source and drain and
substrate resistance. The analysis of a particular large -signal circuit can often be
simplified, at the expense of accuracy, by averaging all of the nonlinear elements
over the operating range. This technique results in a linear equivalent circuit
which can be analyzed more rapidly.

For small -signal applications the parameters of the equivalent circuit become
linear; a first -order equivalent circuit for saturated operation is shown in Fig. 6-15.
Here the elements Cs, g,, and the dependent source g,,,vg, represent the "intrinsic"
device. The distributed channel conductance and capacitance are represented in
lumped form by C, and gc; these are responsible for the intrinsic cutoff frequency
of the device. However, in most applications, extrinsic elements will usually
dominate, and C, and g, can be neglected.

The gate -drain and gate -source overlap capacitances are represented by
Co and Cgs, while the capacitance associated with the depletion charge around
source and drain diffusions is represented by C1 and C2. The conductance gas
represents the slope of the ID VD characteristics that results from the shortening
of the channel with increasing VG .

S

FIGURE 6-14
Large -signal equivalent circuit.
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FIGURE 6-15
Small -signal equivalent circuit.

PROBLEMS

6-1 An MOS capacitor has n -type silicon with ND = 10'5 and do = 1000 A. Find the
charge per unit surface area of the holes in the inversion channel if VG = -5 V.

6-2 Use the exact form for QB, and derive (6-7).
6-3 Use (6-7) to find /Ds and VDS, the saturation drain voltage and current.

6-4 A p -channel enhancement -mode MOSFET is made on <111> silicon with an alu-
minum gate. The device has

NG = 10'5 CM -3

-"0.29 V

chsts = -0.30 V

Qss
= 5 x 10" cm -2

do = 800 x 10-8 cm

Z
=10

L = 0.5 mil

Compare /Ds and VDs obtained from the square -law formulation with IDS and VDS
obtained from (6-7).

6-5 A p -channel enhancement -mode device has gate connected to drain. Find ./D( VD).

6-6 The device of Prob. 6-4 is to be used as a voltage -variable resistor. Assume that
the square -law formulation is valid, and that the drain bias current is zero. Find
the small -signal resistance r( VG) between source and drain terminals.

6-7 Two identical MOSFETs with the parameters of the device of Prob. 6-4 are used in
the circuit of Fig. P6-7, in which one MOSFET acts as a small -signal amplifier and the
other as a two -terminal small -signal load resistance. Find the dc level of the out-
put and the small -signal gain v,/v,,, . What do the results indicate about the lay-
out of MOSFETs which are to be used as load resistors when large gain is required?
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.ro .r. -MI.

FIGURE P6-7

VDD = 4IVTI

6-8 An n -channel MOSFET has OMs = 0, Qss = 0, gZ/L)Co = 100 x 10-6 A/V,
do = 10' cm. The device has threshold voltage VT = 1.42 V, and is to be operated
with VG = 3 V. Suppose processing variations cause do to change to 0.5 - 10-5 cm.
By what percentage does the saturation drain current IDS change?

6-9 The device of Prob. 6-8 with do = 10-5 cm is used in the circuit of Fig. P6-9. For
what range of gate bias voltage VG is operation in the saturated mode?

+ 10

FIGURE P6-9



.11.11111.

MOS FIELD-EFFECT TRANSISTORS 211

REFERENCES

I GROVE, A. s.: "Physics and Technology of Semiconductor Devices," chaps. 9 and 11,
John Wiley & Sons, Inc., New York, 1967.

2 CARR, W. N., and J. P. mtze: "MOS/LSI Design and Application," chaps. 1 and 2,
McGraw-Hill Book Company, New York, 1972.

3 DEAL, B. E., E. H. SNOW, and C. A. MEAD: Barrier Energies in Metal -Silicon Dioxide-
Silicon Structures, J. Phys. Chem. Solids, vol. 27, pp. 1873-1879, December, 1966.

4 PENNEY, W. M. (ed.): "MOS Integrated Circuits," chap. 3, Van Nostrand Reinhold
Company, New York, 1972.

.5 DEAL, B. E., P. J. FLEMING, and P. L. CASTRO: Electrical Properties of Vapor -deposited
Silicon Nitride and Silicon Oxide Films on Silicon, J. Electrochem. Soc., vol. 115,
p. 300, March 1968.

6 MAYER, J., L. ERIKSSON, and J. DAVIES: "Ion Implantation in Semiconductors Silicon
and Germanium," Academic Press, Inc., New York, 1970.

7 FAGGIN, F., and T. KLEIN: Silicon Gate Technology, Solid -State Electron., vol. 13,
p. 1125, 1970.

8 WAKEFIELD, R. H., E. R. WARD, and J. A. CUNNINGHAM: Another Self -aligning MOS
Process Has Interconnecting Advantages, Electronics, pp. 89-92, Jan. 3, 1972.

9 SCHMID, H.: Making LSI Circuits: A Comparison of Processing Techniques, IEEE
Trans. Manufac. Technol., pp. 19-31, December 1972.

10 HAMILTON, D. J., F. A. LINDHOLM, and A. H. MARSHAK: "Principles and Applications
of Semiconductor Device Modeling," chap. 5, Holt, Rinehart and Winston, Inc.,
New York, 1971.



".111 -
7
BIPOLAR TRANSISTORS AND DIODES

7-1 INTRODUCTION

The n -p -n bipolar transistor is the most widely used integrated device. It consumes
less space than most resistors or capacitors, and for this reason the integrated -
circuit designer attempts to design circuits which use transistors exclusively rather
than combinations of resistors and transistors. In this chapter we discuss the
behavior of the n -p -n transistor, emphasizing first -order effects. We consider first
the dc behavior, and base our analysis on an idealized one-dimensional structure.
We then investigate parasitic effects, and the relationship of device terminal
behavior to physical processes. Next we consider various nonlinear phenomena
such as high-level injection, current crowding, and base -width modulation.
Finally, we discuss p -n -p transistors and integrated diodes.

7-2 THE IDEALIZED INTRINSIC STRUCTURE

Detailed analysis of the bipolar transistor is difficult because multidimensional
effects must be considered, as must a multitude of nonlinear effects.' However,
reasonable results, at least for dc behavior, can be obtained by approximating the



.111114. IMP- ....II. - .111111/

BIPOLAR TRANSISTORS AND DIODES 213

a* j n+

I I

IJ P

n-ePi

p -substrate

(b)

FIGURE 7-1
The n -p -n transistor. (a) Cross section, showing one-dimensional idealization;
(b) symbolic representation of the four -layer structure; (c) definitions of polarites
for the four -layer model.
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device by an idealized one-dimensional structure. The cross section of the tran-
sistor is shown in Fig. 7 -la, in which the dashed lines indicate the region to be
treated as a one-dimensional structure. Symbolically, the transistor can be
represented as shown in Fig. 7-16, where the p -n -p transistor represents the parasitic
transistor made up of base, collector, and substrate.

It will be recalled that the dc behavior of a discrete three -terminal three-
layer transistor, including the nonlinearities of the junction behavior, can be
reasonably well represented by the Ebers-Moll equations,2 which relate the
terminal voltages to the terminal currents. A similar set of equations can be
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written for a general multiple -layer device, if the variables chosen are junction
voltages and junction currents rather than terminal voltages and currents. The
integrated transistor is a four -layer structure, and the set of equations relating
its junction currents to its junction voltages is called the four -layer nonlinear
mode1.3'4

In order to be precise in our discussion of the integrated transistor we must
define polarities for the junction voltages and currents. So that our model may
be specialized to three -layer devices of either n -p -n or p -n -p type, we adopt the
following convention:

I Junction voltage is the voltage of p material relative to n material.
Therefore, 4) is positive for forward -biased junctions and negative for
reverse -biased junctions.
2 Positive junction currents flow from p material to n material, that is, in
the direction current would flow if the junction were a forward -biased diode.

If this convention is always observed, it will not be necessary to change signs for
different types of transistors, or for multiple -layer structures with different order
of layers. The polarity convention is shown in the symbol of Fig. 7 -lc.

For the device represented by Fig. 7 -lc, the four -layer model equations are

[11 1= [-1 ,
13 L 0

1

0

-as/ 42(eocimkr
1 43(e9osinar

(7-1)

In (7-1) the a's are current gains for certain expliet connections of the junctions;
for example, as is the ratio /3/ -/2 for 0E = = 0. The /s's are junction satura-
tion currents; for example, Is2 is the current -/, when Cks = Os = 0 and 4)c
-mkT/q. The parameter m is an artifice used to account for certain nonlinear
phenomena, and ranges from m = 1 to m = 2.

While (7-1) provides a very convenient and systematic way of representing
the relationship between junction voltages and junction currents, it does not
directly yield the terminal behavior. This can easily be obtained with the use of
(7-1) and Kirchhoff's laws. Having adopted the above convention for junction
variables, we are at liberty to assign any polarities we wish to the terminal variables.
A particularly convenient set is shown in Fig. 7-1c. For this set, the terminal
variables are easily seen to be related to the junction variables by the following
equations:

/c
[1l

=

0
1 _00

0 -1
Is 0 0 1

VBE

VBc

1 0 0
1 0c

vsc 0 0 1 Os

1
(7-2)

(7-3)
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It is important to note that (7-1) to (7-3) can easily be specialized to represent
the three -layer transistor. I For the n -p -n transistor, there is no fourth layer; by
deleting row 3 and column 3 of the square matrices in (7-1) and (7-3), and row 4
and column 3 of the rectangular matrix in (7-2), we obtain the Ebers-Moll equa-
tions for the n -p -n transistor. Similarly for the p -n -p transistor there is no first
n -type layer; we delete row 1 and column 1 of the square and rectangular matrices
to obtain the Ebers-Moll equations for the p -n -p transistor. No sign changes are
necessary since the polarities are explicit in Fig. 7-1c.

While the four -layer model provides a very convenient means for analyzing
device terminal behavior, considerable care must be exercised in its application.
This is attributable to the fact that the equations are nonlinear in the (A's. As an
example of the troubles that can arise, consider the case where a junction current,
for example 1,, is determined by an external voltage -V and resistor R connected
to the emitter terminal. For this case the left side of (7-1) will contain a term
involving (V - cl.E)11? while the right side contains a term in e"/mkT The equations,
now become transcendental, and some means of obtaining an approximate solu-
tion is required.

Fortunately the nonlinearities in (7-1) are quite extreme, and some very
simple approximations can be used. Note that at room temperature

0.026 < mkT-
0.052

The function [e(94'i mkT 1] can be approximated to within 10 percent as follows:

For > 2.3
mkT

e(q4)/mkT) 1 ev/VmkT4) - :
For 49 < -2.3 111-(T: e("vmkT) - 1 - -1

Physically, this means that for forward -biased junctions the -1 term can usually
be neglected, and for reverse -biased junctions, the exponential term can usually
be neglected.

Further simplifications can also be made. As the sketch of Fig. 7-2 shows,
for sufficiently large forward current, very little variation of forward voltage
occurs for variations of forward current. In fact, it is easily shown by using fie
Ebers-Moll equations for a diode that a tenfold increase of current causes only
about 10 percent increase of the junction voltage. Thus in many cases the voltage
of a forward -biased junction can be considered to be approximately a constant
value VD. For silicon diodes, a reasonable choice for VD is 0.7 volt. The employ-
ment of these approximations in the use of the four -layer model is best illustrated
by an example.

EXAMPLE 7A Saturation Voltage of the Integrated Inverter. The circuit to be
considered is shown in Fig. 7-3a. It is assumed that Rc and RE are chosen so that
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FIGURE 7-2
IV characteristic for a single junction.

the transistor is saturated; that is, both collector and emitter junctions are forward -
biased. The substrate is also assumed to be grounded.

In order to determine the relationships among the various voltages, and to
aid in determining which junctions are forward -biased, it is often convenient to
replace the transistor by the symbol of Fig. 7 -lb. We are interested in calculating
the saturation voltage VcE. From Fig. 7-3b we see by inspection that VcE =
VCS= S If the transistor is saturated, VcE will be a positive voltage; this will
reverse -bias the substrate junction. We therefore make the approximation that

< -(mkrq), and that
e"simk - 1 ^- - I

Since emitter and collector junctions are forward -biased, we assume their
voltages to be approximately VD, and we can then write

Vcc VD

RD

2.1
VCC

Rc

The four -layer model with all polarities specified is shown in Fig. 7-3c.
By use of approximations (7-4) and (7-5) we have essentially assumed that

the terminal currents are independent of any variations of junction voltages; this
is a reasonable approximation if V" is of the order of several volts.

(7-4)

(7-5)
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+ Vcc+ Vcc

(a)

(c)
FIGURE 7-3
The saturating inverter. (a) The inverter circuit; (b) the circuit with n -p -n and
parasitic p -n -p; (c) the four -layer model for the transistor.

Since both emitter and collector junctions are foward-biased, we make use
of the approximation

e(loimkT) I , ego Imo -

for those junctions. The equations for the four -layer model are now written as

I B = II+ I2= (I - N)Isi e9q5EimkT + (1 - c(r)42 MI- as! -43
eqcbc/mkT

-lc = ('2 + 13) = --(xN Is, e94E/mkT+ (1 - as)Is2 eq0c/mkT
(1 - CCS1)43

(7-6)

(7-7)
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These equations can now be solved for OE and ch. Then by application of
Kirchhoff's voltage law to Fig. 7-3c, we have

VCE = - 4:1C

Substitution of the values for OE and (1)c yields

mkT
In

[1s2 (ID - cci43)(1 - as) - (1 -00(0- as0183 -Ic
YCE =

q 41 (1 - aNX(1 - ocsi)183 - + aN(IB - 43) J

Typical values for the parameters of an integrated transistor are

aN =0.99 1st = 10'6 A

= 0.20 42 = 10- I 5 A

as = 0.70 43 = 10'3 A

as/ = 0.10

If the terminal currents are microamperes or larger, we see that all terms involving
43 will be negligible, and we can approximate VcE by

mkT [1,2 (1 - ors)orN + -
Vce= -q

Isi - (1 - oNxicim (7-8)

This indicates, as we intuitively expected, that V" is a function of the ratio /d/B.
We could also ask what ratio /c//8 is required to produce a given value of VcE;

(7-8) can be rearranged to yield

IC (41142)
qe VcElmkT (1 as)

18 (1 - (isi /1.52)( I - C(N)eqVce/mkT
(7-9)

////

Using the foregoing example as a guide, we can propose a set of general procedures
to be followed in the use of the four -layer model:

I By inspecting the circuit, determine which junctions are forward -biased.
Typical voltage across a junction which is forward -biased is about 0.7 V. If
external circuit voltages are large compared with this, some of the terminal
currents can probably be considered to be circuit -limited; that is, the current
is determined essentially by the external voltages and resistances. Knowl-
edge such as this is extremely useful as it simplifies the nonlinear equations
which will have to be solved.
2 Note that if a junction is reverse -biased by several times mkT/q, the term
eqd'ina`T is negligible compared with - I and the device performance is essen-
tially independent of that junction voltage. This knowledge is useful in elim-
inating some of the variables in the problem.
3 Using Kirchhoff's current law, write the terminal currents of interest in
terms of the junction currents.
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4 Using the model equations, write the junction currents in terms of the
junction voltages.
5 Solve for the variables of interest.

Exercise 7-1 Find the substrate current for the transistor of Example 7A.

7-3 PARASITIC EFFECTS

Parasitic effects associated with integrated transistors fall into two broad categories:
active and passive. Active parasitic effects are the result of unwanted transistors
or diodes which occur because of the additional junction arising from the necessity
for isolation, or because of the proximity of several devices in a given isolation
region. These effects can be analyzed by use of the four -layer nonlinear model.
In cases where both substrate junction and adjacent junctions contribute parasitic
transistors, the three-dimensional problem can be treated as a composite of one-
dimensional problems, and each one-dimensional problem can be analyzed with
the four -layer model. An example of this is the lateral p -n -p transistor, which is
discussed later in this chapter.

Passive parasitic effects result from junction depletion -region capacitances
and from resistances which occur between the contacts and the "active" regions
of the device. They can be treated with the techniques similar to those used for
diffused resistors. When calculating parasitic resistance, one should keep in mind
that the thickness of the epitaxial material is only a few micrometers, while the
surface geometry of the transistor will be several mils in extent. Thus it is reason-
able to approximate current flow in parasitic resistances as lateral. Exact
calculation of parasitic resistance is very difficult, so one generally makes a number
of approximations in order to obtain an estimate.

Collector Resistance

If the transistor is biased in the forward active region for small -signal operation,
the parasitic collector resistance is less important than in the case where the tran-
sistor saturates. For the latter case the collector resistance contributes a voltage
drop which may be larger than the saturation voltage of the intrinsic device.

The surface layout of a single -base -stripe single -collector -stripe transistor is
shown in Fig. 7-4. It is assumed that the minimum window size and minimum
registration clearance are m, and that the emitter window is km in length. The
vertical current flow in the transistor is confined to the region directly under the
emitter, and the collector resistance is that resistance in the path between the
edge of the emitter and the collector contact. Lateral diffusion is neglected.
The path length for collector current flow is 2/77, and the average path width is

(k + 2)m + (k + 4)m
= m(k + 3)

2
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- 4911..

(k + 4)m

I. 9m + 2(x5 + m)

I
(k + 2)m

(k + 4)m + 2(x js + m)

FIGURE 7-4
Surface geometry used for calculating parasitic collector and base resistances.

Therefore the number of squares is 2m/m(k + 3) and the collector resistance is

2pscr =
k + 3

where p c is the sheet resistance of the epitaxial material.

Base Resistance

Base resistance between the base contact and the edge of the emitter can be approx-
imated in similar fashion. The path length for current flow in this case is m, while
the width is (k + 2)m. The base resistance is

Psbrb =
k + 2

where Pbs' is the sheet resistance of the base diffusion.
Neither rb nor rc includes the resistance of the contact itself, which depends

upon the impurity concentration at the surface of the silicon. It will usually be
smaller than rb and re.

Capacitances

For the calculation of capacitances we use the bottom and sidewall capacitances
employed in the calculation of diffused resistor parasitics. The emitter junction
capacitance is

CiE = Cbe3m2(k + 2) + Css(5 + k)2mxiE

and the collector capacitance is

Cie = Cbc[7ne(k + 4) + 2 xic m(22 + 2k)]
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If we now assume that the epitaxial thickness is xis, the spacing between
base diffusion window and isolation window must be xis + m and the substrate
capacitance is

Cis = C xis[m(2k + 34) + 8xis]

+ Cb,[9m2(k + 4) + 4(xis + m)2 + 2m(k +13)(xis+ m)]

EXAMPLE 7B Parasitics for a I -Mil -Geometry Device. Consider a minimum
size device in which m = 0.5 mil and k = 1. Let

P'sb = 200 cl/sq

llsc= 1250 f2/sq

xiE = 2.0 pm

xic = 3.0 pm

xis = 9.0 pm

Cbe = 0.23 pF/mil2

Cse = 0.65 pF/mil2

CbC = 0.10 pF/mil2

C = C = 0.065 pF/mil2

Using these values, we obtain

rc = 625 f2

rb= 67 II

CJE = 0.82 pF

Cic = 1.10 pF

Co = 2.45 pF

Such a large value for r, wound probably be unacceptable, even for small -signal
applications. To reduce r, we could add a buried layer, or use a double collector
stripe, or increase k. All three measures would also result in larger substrate
capacitances, the first because of an increase of C b s and the other two because of
an increase of the total area. ////

Exercise 7-2 Estimate the parasitic element values for a double -base -
stripe double -collector -stripe transistor with m = 0.5 mil and k = I.
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7-4 LARGE -SIGNAL AND SMALL -SIGNAL MODELS FOR THE
INTEGRATED TRANSISTOR

Large -Signal Models

When all parasitic elements have been calculated, large- and small -signal models
can be postulated to represent the transistor. In large -signal behavior, the four -
layer nonlinear model for the intrinsic transistor can first be modified to include
the intrinsic frequency effects as follows:

1 --6(11(1 + t12s)[11(s)
12(s) = [-aN1(1 1

+0

13(s) 0 -as1(1 + T32s) I

where )(s) is the Laplace transform of Is(e0/mkT 1), I(s) is the Laplace transform
of i(t), and s is the complex -frequency variable. Parasitic resistances and capaci-
tances can be added external to the intrinsic model.

Two observations are in order regarding the calculation of large -signal
behavior:

1 The frequency behavior of the intrinsic device is usually negligible in
comparison with parasitic effects.
2 The equations of the four -layer model are nonlinear in the variables

and i, and the parasitic capacitances are also nonlinear. The equations
which describe the device and its parasitics are too complex to be solved by
hand even for the simple four -layer model described above. A computer
solution is generally required; for computer solution other forms of model
may be more convenient than the four -layer model.

One method of analyzing large -signal behavior is to ignore the intrinsic
frequency behavior, and use piecewise-linear techniques to handle the parasitics.
As we shall see, in dealing with logic circuits this method permits one to make
hand calculations which give reasonable estimates of transient behavior.

Small -Signal Model5' 6

The well-known hybrid -n model is perhaps the most convenient means for repre-
senting the small -signal behavior of the device; it is shown in Fig. 7-5. In many
instances, the model can be simplified to a unilateral version; this simplification
and the application of the model are discussed in Chap. 9. The parameters of
the model and their dependence on operating point are summarized as follows:

rbb' = base resistance, determined primarily by geometry
and average base -region conductivity

nye = (fl + 1)r;
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FIGURE 7-5
The hybrid -7r model for small -signal behavior.

where r; -mkT aNmkT

qIE qIc

aN

1 - aN

Ic , IE = operating bias currents
Also,

Cb'c CjC = collector junction capacitance

1

Cb'e = r Cb,c CjE
re CUT

where (or = frequency of unity common -emitter current gain

Cis = substrate junction capacitance

aNgm = -
r;

1

gb'c = (11)gmrb'c

gce = = Ilgm
rce

The factor r1 arises from base -width modulation and is given by

mkT 1 dw

w dVci3
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where w is the undepleted base width and Tic B is the collector -base bias voltage.
Base -width modulation effects are discussed later in this chapter.

In the model, Cb,, includes the effects of emitter depletion -layer capacitance
as well as emitter diffusion capacitance.

Exercise 7-3 Calculate the hybrid -n parameters rt:, gm, C_ lye , C 1,,c for the
transistor of Example 7B if the bias current is 1 mA, and (or = 109 rad.

Parameter values for typical commercial devices of various geometries are
given in Table 7-1.

7-5 RELATION OF PHYSICAL PROPERTIES TO ELECTRICAL
CHARACTERISTICS

In the analysis of the behavior of the integrated transistor, we will find it convenient
to focus attention on various components of current which flow in the device.
We confine our analysis to the steady-state case, and since in most circuits the
substrate is biased so that there is no parasitic p -n -p action, we also ignore the
substrate. Each junction current is assumed to be made up of hole and electron
components 4 and I,,; these components are shown in Fig. 7-6, in which junction
current polarities have been chosen consistent with the convention adopted in
Sec. 7-2.

We are interested in calculating the current gain a, where

2N1--- 7
ic
 E

for ckc reverse -biased

The current gain can be written in terms of the various components as

lc lnE -Inc -(Inc + 11,C)
aN = =, , (7-10)

'E "nE rr ' pE InE - InC

Each of the terms on the right side of (7-10) has a meaningful interpretation.
The first term is the ratio of the emitter majority carrier current to the total emitter
current. Since the emitter majority carriers (electrons) become minority carriers
when injected into the base, the first term is a measure of the efficiency with which
minority carriers are injected into the base region. It is called the emitter efficiency
or injection efficiency y.

The second term is the ratio of minority carriers leaving the base to minority
carriers entering the base from the emitter. Since this is a measure of how effec-
tively minority carriers are transported across the base, it is called the base transport
factor T'.

Finally, the third term is the ratio of total collector current to electron
current entering the base from the collector, and is called the collector efficiency.
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FIGURE 7-6
Current components for the transistor.

For a transistor biased in the forward active region, the hole current in the collector
is negligibly small, and the collector efficiency is approximately 1. We can there-
fore write

a N 'I.', yr (7-11)

The current components in the device are controlled by the minority carrier
distributions in the various regions:

In the emitter:
dp

J p =qµppE(x)- qDp T -c,

dn
In the base: J. = qunE(x) - qD. Tx

where pp , p = hole and electron mobilities,
Dp, D = hole and electron diffusivities,

E(x) = electric field
The minority carrier distributions depend in turn upon the boundary condi-

tions applied to the regions. These boundary conditions appear at junctions,
where the minority carrier densities at the edges of the depletion regions are given
by the law of the junction:

eq0/mkT
P = Pn0
n = no eq4'imkT

(7-12)
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where pa, and no are equilibrium densities. Other boundary conditions can also
occur; for example, at a non rectifying contact

n = npo

P =Pno

in p material

in n material
(7-13)

The use of boundary conditions such as (7-12) and (7-13) generally enables
one to solve for the minority carrier distributions and hence the various minority
current components.

Electric Field in the Base Region

We consider first the case for thermal equilibrium. For this case J = 0 andJ= 0. Setting 4= 0 and solving for E(x), we obtain

E(x) =
kT-1

-dp (7-14)q p dx
where we have made use of the Einstein relation Dip = kTlq. Now for highly
extrinsic p -type material, p x N(x) where

N(x) = NA(x) - [ND(x) + NBC]

Thus we find that in equilibrium the field depends only on the impurity profile in
the base:

kT 1 dN
E(x) =

q N dx (7-15)

For nonequilibrium, if the excess majority carrier density is small compared with
the majority carrier density, we can use the approximation

kT 1 dN- (7-16)q N- dx

That is, we assume the field to be built-in, and independent of the current flow.
This simplifies the analysis considerably.

Base Transport Factor'

To calculate the base transport factor, we first solve for the minority carrier distri-
bution in the base region. In the steady state, the nonequilibrium electron
current density is

Substituting (7-16) for E, we have

doJ = q itnE + q D -
n dx

kT 1 dN doJn = winn - - + qpng N ax (7-17)
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Emitter -depletion
region

Collector -depletion
region

X

FIGURE 7 -7 -
Net impurity profile and depletion regions.

We wish to find n(x); rearranging (7-17), we obtain

do 1 dN J-
dx

+ n
N dx gD
- -= - (7-18)

,,

Equation (7-18) is a first -order linear equation; it can be solved by use of an
integrating factor of udx. The solution is

neJudx f u dxdx + C= f- e
g

where u = (1/N)(dN/dx) = d(ln N)/dx. Substituting for u, we obtain

n(x) = K11 f N dx +

We now make a very important approximation: we assume that the change
of transport current in the base region due to recombination is negligible. Then

J(x) P.-- constant A J
We also assume D to be constant.

We can now write n(x) in terms of the minority carrier current

N
1n(x) - -f N dx + - (7-19)

gD

If it is assumed that x = 0 is the base edge of the emitter depletion region, and
that the base edge of the collector depletion region is at x = w, as shown in Fig. 7-7,
we can employ the law of the junction to find n(w). For forward -active -region
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n(x)

FIGURE 7-8
Electron distribution in the base.

operations, Oc < -(mkTIg) and n(w) 0. Using this in (7-19) to evaluate C,
and rearranging the result, we find

n(x) =
- w.I 1 f N dx (7-20)

-jrg,, N x
If the emitter is forward -biased,

CgoEtmkT
n(0) = npoqepfrEinaT

N(0)
(7-21)

Inserting (7-21) in (7-20), we can now find J as a function of OE:

egoEhnkT

= -g DN (0)n po(0)
Jo N dx

1(7-22)

It is important to note that for a given WE, J. depends only on the impurity
concentration at x = 0, and the number of impurities in the base given by .17,N dx.
This latter quantity is called the Gummel number N G .

Qualitatively, we see from Fig. 7-7 that the electric field is a retarding field
for minority carriers near the emitter side of the base, and an aiding field over the
rest of the base region. The distribution of minority carriers in the base is sketched
in Fig. 7-8.

The total recombination current in the base is

J, = - q
I

[n(x)- npo(x)] dx
. WT. 0

if the lifetime T. is constant. We have assumed that this current is small compared
with J.. If we regard as the electron current collected by the collector

= in
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then the current that would have to be injected at the emitter is

JnE x -J + J,
(Note that for forward -active -region operation, J will be negative.) The base
transport factor is then

or

from which

T' ThInC =
-J

JnE min ±

T° =
1 + qtr; [n(x) - npo(x)] eh} - JT

1

w
T' 1

q
f n(x) dx-J; o (7-23)

Substituting n(x) in (7-23), we obtain

11

T' 'A..- 1 - fw [ 1 iwN(x) dx] dx" (7-24)
0 N(x'')

where 42 = D r. For the homogeneous base transistor, (7-24) becomes

w2
T' 1 -

2L2

Exercise 7-4 Calculate T' for an exponential impurity distribution in the
base.

The Emitter Efficiency

It will be recalled that although the emitter region is n -type, it was originally the
epitaxial material, which was first compensated by acceptor impurities to form the
base and then compensated again by donor impurities to form the emitter. Fur-
thermore, the impurity concentration after the final compensation is very large.
When silicon is successively compensated in this way with large impurity concen-
tration, two degrading effects result: the carrier mobility is significantly reduced
by impurity scattering effects, and the minority carrier lifetime rp is drastically
reduced. The result is that in the emitter region, the minority carrier diffusion
length L, = D 7, is of the order of only a micrometer.

With such a short diffusion length, the gradient of the minority carrier dis-
tribution is very large, and the diffusion component of hole current in the emitter
will be much larger than the drift current. This means that any electric fields in
the emitter will have negligible effect on the hole current. The conditions in the
emitter are thus

d
J p(-') -qDP

dr
-p
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411., -"IMP WM. 1111.

with

If L > LP
5
the solution for p(x1) is

from which JpE
Li,

The hole distribution is sketched in Fig. 7-9.
The hole current can also be written in terms of the emitter junction

through the use of the law of the junction:

P(0) A Po =Pno eq#Eim"

P(L) = Pno

P(x1) = Pno + (Po - Pno)e-x.11'

qDpP,

JpE =9 -EP-D Pno(0)e9#Einikr

(7-25)

(7-26)

voltage,

DP '
egokE/mkT=a (7-27)Lp -N'(0)

where N1(0) A N(x' = 0). (The minus sign arises because N(x) is negative since
the net impurity is donor type.) Now the emitter efficiency y can be calculated.
Recalling that

JnEY,
JnE pE

we substitute the expressions for JnE and J pE to obtain

1

=
1 + (DpIDLp)(1Z,N dx)I -N1(0)

For good transistors, the second term in the denominator will be small compared
with unity, and we may approximate y by

DP 1N
dxy =1 -

DLp -N'(0) f0 (7-28)

Since we want y to be as close to unity as possible, we can see that the emitter
region should be more heavily doped than the base in order that

-N'(0)> f N dx

The common -base current gain is

aN = YT'
while the common -emitter current gain is

=yT(7-29)
I - otp, 1 - yT'

If we insert numbers for representative integrated transistors, we obtain

500
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X' 4

Emitter -depletion
region

p(x')

Po _

L

Emitter contact

FIGURE 7-9
Hole distribution in the emitter.

This value is somewhat large, since measured values are typically of the order of
200. However, it should be noted that we have neglected surface effects, as well
as three-dimensional aspects. Thus (7-29) is a reasonable indication of an upper
bound for fl.

EXAMPLE 7C Estimate of the Current Gain of a Typical Transistor. Consider
a hypothetical transistor with xj, = 2.0 pm and xjc = 3.0 pm. Let the undepleted
base width be 0.5 pm. Assume that the net impurity distribution in the unde-
pleted base varies approximately linearly from 1016 cm -3 to 1015 cm -.3 and that
-N'(0) 10" cm -3. Let the hole diffusion length in the emitter be L, 1 pm
and the electron diffusion length in the base be L 10µm. Then we obtain

From these, we calculate

y x 1 - 0.00125

T' 1 - 0.00125

--=, 400 ////

Exercise 7-5 Calculate y, T', and /3 for a homogeneous base transistor
with w = 0.5 pm, ND = 1018, N3 = 1016, D 0.5, LP = 1 pm, and
L. = io pm.
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Collector -depletion region

Base
region

Collector
region

M J 

Jc

(a)

M

M = Multiplication factor

BVCDO

(b)

FIGURE 7-10
Avalanche breakdown. (a) Junction currents; (b) multiplication factor.

Breakdown Voltage

Breakdown in junctions occurs, as we saw in Chap. 4, when the maximum electric
field in the junction exceeds a critical value Ec . In terms of physical processes,
this breakdown is the result of avalanche multiplication of carriers in the depletion
region. Suppose that electrons entering the collector depletion region from the
base produce a current J as shown in Fig. 7-10. (For forward -active -region
operation, J. and J,, are negative.) This current would be the minority carrier
current transported across the base. If sufficient reverse voltage is applied to
the collector junction so that Emax Ec, these electrons will ionize silicon atoms
by impact collision, and produce a number of hole -electron pairs, say M - 1.
Now the direction of the electric field in the depletion region is such as to force
electrons into the collector region and holes back into the base region. The
electrons reaching the collector thus consist of the original electrons entering the
depletion region plus all the electrons created by ionization:

= 4 + (M - 1)4 = A" n
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while the hole current entering the base region from the collector depletion region
is

- 1)J.

The multiplication factor M is a strong function of the electric field and hence
of the applied junction voltage. It has been empirically determined that M is well
approximated by8

M
1

1 - (VcB/BficBo)°

where n 3 for silicon, and BV"0 is the collector junction breakdown voltage
with zero emitter current. Miclio is the value of the breakdown voltage obtained
from, for example, the Lawrence -Warner breakdown curves for the collector
junction. From Fig. 7-10b it is evident that as Val BV- CB0) M

It is important to note that when the transistor is operated in the forward
active region, the effect of M is to increase the collector current for a given trans-
port current J. Thus the avalanche multiplication produces an effective transport
factor which can be larger than unity.

Effect of Avalanche Multiplication on the VI Characteristics

When the transistor is connected in the common -base configuration with some
bias current 4, this current determines the level of injected electron current at the
emitter edge of the base. The transport factor determines how much of this
current reaches the collector, and M determines how large the resulting collector
current will be. The hole current resulting from avalanche multiplication flows
into the base region where it becomes majority carrier current, and ultimately base
terminal current. The effective current gain is now

ccN(M) = VcB) (7-30)

The collector characteristics appear as shown in Fig. 7-11a.
In the common -emitter configuration, base current is fixed. Now the hole

current resulting from multiplication cannot flow as base current because of the
external terminal constraint. Thus more electrons must flow in from the emitter
to neutralize these holes. It is important to note that the hole current resulting
from multiplication produces the same effect as would an equal current flowing in
the base terminal without multiplication. Therefore, as far as the collector current
is concerned, the effects of multiplication are multiplied by 13 when the transistor
is in the common -emitter orientation.

This result can be quantified as follows:

an(M)
13(M) = (7-31)

1 - an(M)

This means that /3 -> co when aN(M) -> 1, that is, when MCZN.- 1. The collector
current in the common -emitter orientation will thus become very large at a collector
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IC

Veg.

(a)

FIGURE 7-11
Effect of avalanche multiplication on transistor characteristics. (a) Common base;
(b) common emitter.

voltage much lower than Blicgo . If we assume that Vcg Vcg when significant
multiplication occurs, we can find the common -emitter breakdown voltage BVCEO
which is the voltage Vcg at which lc -0 00.

Inserting the functional behavior of M in (7-31) and setting aN[M(BI/cE0)] = 1,
we solve for BlicEo:

BVCEO = BVCB0(1- (XN)1 (7-32)

The transistor characteristics in the common -emitter orientation appear as in
Fig. 7-11b. The operating voltage for the common -emitter transistor must be
maintained below BlicE0 if the transistor is not to be destroyed by excess power
dissipation.

Equation (7-32) shows that the closer aN approaches unity, the lower is
BVCEO For devices with large fl, it is necessary to have large BV030, that is,
large junction breakdown voltage, if even a reasonable BV", is to be achieved.

EXAMPLE 7D BVCEO for a Typical Transistor. Consider the transistor of
Example 4F, for which we determined by using the Lawrence -Warner breakdown
curves that Micim 50 V. Now suppose that the same device has /1 = 200.
Then 1 -aN.-::1113N = 0.005 and

BlicE0 =Blicao(0.005)113

= 8.6 V

This device has a very small operating range in the common -emitter orientation.

////
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BVcEo
Vcs

FIGURE 7-12
Base -width modulation effects.

Base -Width Modulation

If one plots the Ic VcE characteristics for a transistor in the common -emitter orien-
tation, it is observed that even for voltages well below BI/cE0 , the curves have
considerable slope, as is shown in Fig. 7-12. Moreover, at any given VcE, the
slope increases as I B (and consequently Ic) is increased. Probably the most
important single contributor to this effect is the variation of the collector depletion
region, and hence the base width, with VcE. Detailed analysis of this effect for
integrated devices is difficult because it requires use of the actual impurity profiles.
However, we can obtain semiquantitative results, which are useful in determining
design guidelines, by analyzing the abrupt -junction homogeneous -base device.

Consider qualitatively the base region of the integrated transistor. In for-
ward -active -region operation with Vcg = 0, the collector depletion region will
have its minimum width, and for a given base current /B, the electron distribu-
tion in the base will be as shown in Fig. 7-13. Let the total number of elec-
trons in the base be QB. Then the base current is

and the collector current can be shown to be

QBIg -
In

QB
Ic = -

T,



238 BASIC INTEGRATED CIRCUIT ENGINEERING

n(x)

0

Emitter -depletion Collector -depletion
region region

X E
w Vc

xc

FIGURE 7-13
Electron distribution for fixed base current ID .

where T, is the effective minority carrier transit time, which is a function of w.
Now as Vc, is increased, the collector depletion region increases. Therefore the
electrons must redistribute themselves over a narrower base. But since /, does
not change, neither can QB. Therefore the electron density must increase at the
emitter edge of the base, and the slope must increase at the collector edge as shown
by the broken line in Fig. 7-13. Hence the collector current increases. In terms
of transit time, the transit time is reduced as w is decreased, and thus /c increases.

To find the slope of the characteristics, we need to calculate

alc alc aw
a vcE aw a vcE

But to proceed further for the integrated transistor we must know how Ic depends
on w and how w depends on V. For nonhomogeneous-base devices, the problem
is intractable. We therefore turn to the homogeneous -base device. For this case

Then

and

w2

ti 20
IB2D.

/c = = Pia

air

a vcE

(7-33)

(7-34)

(w)
(iv"= - 2/3/B dw (7-35)
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Solving (7-34) for w and substituting the result in (7-35), we obtain

a/c R3/21_ dw

a VcE v dv,E
(7-36)

Now we let the base width for Vice = 0 be wo , and the depletion width into the base
be wd. For VcE much larger than the built-in voltage Cc, we can assume

1 VcB '74:, VcE

2 Wd KV/ VcE

where K is a constant. Since w = wo -

Inserting this in (7-36), we get

From this we note that

wd, we have

dw dwd= _ =
dlicE (nice 21/ VCE

arc
aVcE

-K

A0312

L,IN/2VCE

1 For a given VcE, the slope of the curves increases with increasing I B.
2 At a given IB and VcE, transistors with larger /I will have larger dIcIdVcE.

Integrated transistors can be expected to behave qualitatively in the same
way, and dw/dVcE can be crudely estimated from the Lawrence -Warner curves.
We expect transistors with large to show more pronounced base -width modula-
tion effects than low 13 devices.

Inclusion of Base -Width Modulation Effects in the Four -Layer Model" °

For a transistor operating in the forward active region with substrate reverse -
biased, the effects of base -width modulation can be included by means of a simple
approximation. If the collector characteristics of the device are plotted, it is

observed that each member of the family is well approximated by a straight line
over a wide range of values of VcE. Moreover, if the straight-line approximation
for each member of the family is extrapolated, it is observed that all have the same
voltage intercept -VA as shown in Fig. 7-14 This voltage is called the Early
voltage and is found to be independent of temperature.

Now if junction saturation currents are assumed to be small compared with
the terminal currents, the four -layer model equations for the collector and emitter
currents in the absence of base -width modulation are

IE.aLC- = Ic (1 +fl1)

Ic = Ist(egv"inar - Dant
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lc

-VA

IC

-VA

(a)

(b)

Val

FIGURE 7-14
(a) Extrapolation of the collector characteristics; (b) idealization of the collector
characteristics.

By applying simple geometric arguments to Fig. 7-14b, we find that with
base -width modulation the equations now become

Ic = /s(eqvBE/mkr
VcE

VA

1

= +
+ lice/ VA)]
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These methods provide a simple way of including base -width modulation effects
in the four -layer model.

Space -Charge Layer Recombination

In calculating the emitter efficiency we assumed that the electron and hole currents
at the emitter edge of the base were the same as those at the emitter edge of the
depletion region. This approximation is not good at low values of forward bias
because a recombination current J rc occurs in the depletion region:

rE CC ni BEI2kT

The electron current injected into the base, however, is

JnE ni2egYBE/kT

If we assume that hole current in the emitter is negligible, then

The emitter efficiency for this case is

which can be expressed as

E = JnE JrE

JnE 1 - JrEY = -= ^4

E 1 + rEl nE JnE

=1 KieEGI2kTe-qVBEI2kT (7-37)

where K, is a constant and EG is the gap energy for silicon. Equation (7-37) shows
that y decreases at lower bias voltage; therefore we can expect /3 to decrease at
lower bias voltage. If one measures /c, the result is as shown in Fig. 7-15, which
is in agreement with 7-37." The parameter m in the four -layer -model equations
is used to account for this effect.

Qualitative Discussion of Transistor Design in Terms of Processing Variables

Several guidelines for device design can be inferred from the analyses of emitter
efficiency, transport factor, breakdown, and base -width modulation.

At first it appears that large /3 and large BVcco are not compatible require-
ments. However, note that the designer has a number of variables at his disposal.
He may choose NBC, the junction depths, and within limits, the surface concentra-
tions of the diffusions. To obtain large /3 requires y I and T' 1.

The transport factor increases as w decreases, but base -width modulation is
related to variations of w, and therefore to the way the base side of the depletion
region varies. By making N Bc low, most of the increase of depletion width with
voltage can be made to occur on the collector side. For this case small w can be
used, and acceptable base -width modulation effects will result. Therefore, large
/3 can be made reasonably compatible with small base -width modulation.
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FIGURE 7-15
Effects of recombination in the emitter
depletion region.

Slope = ---
---

-,
Slope = 1/ 2

 In VBE

The breakdown voltage BI/cE0 is directly proportional to BV",), which
depends on the relative impurity concentrations in base and collector. If NBc is
small enough, B1/030 in excess of 100 V can be achieved. For any given base
diffusion, the Lawrence -Warner breakdown field curves can be used to determine
what NBc is necessary to achieve a given BI/cao Consequently, both large /3 and
reasonable BlicE0 are compatible requirements if sufficient flexibility exists in the
selection of NBc

Use of low NBC increases the parasitic resistance of the collector, since this
resistance varies directly with NBC. This increase can be offset to some degree
by increasing the epitaxial-layer thickness, but the decrease of resistance is at the
expense of increased sidewall capacitance of the isolation junction, and increased
lateral diffusion. The surface area for a given isolation region also increases.
The collector resistance can be lowered by adding a buried -layer diffusion; note,
however, that this is done at the expense of adding extra processing steps.

For good emitter efficiency, it is desirable to have a large impurity concentra-
tion on the emitter side of the emitter depletion region, and a small Gummel
number for the base. But because of the diffusion boundary conditions, we
cannot independently select junction depth, surface concentration, and Gummel
number. If we try to achieve a low Gummel number for a given junction depth,
the surface concentration will be low, and surface inversion may result. More-
over, the depletion into the base from the collector junction will be greater with
low Gummel number, and hence base -width modulation will increase.

If we instead try to increase y by increasing the impurity concentration in
the emitter, the diffusion length in the emitter will decrease as a result of over-
compensation of the material, and y may actually decrease as a result. For many
devices, y is the limiting factor in determining /3. An acceptable compromise is to
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choose the base diffusion to minimize depletion into the base from the collector,
thus minimizing base -width modulation. Then the emitter diffusion can be
chosen so that a reasonable y is obtained. As a general rule, after all drive-ins
have been finished, the emitter surface concentration should be at least an order
of magnitude larger than the base surface concentration. The emitter surface
concentration has to be of the order of 1019 cm -3 in order to obtain ohmic con-
tacts where aluminum is used for interconnections.

7-6 HIGH-LEVEL INJECTION AND HIGH -CURRENT OPERATION

High -Level Injection

High-level injection is defined to occur when the excess majority carrier density
exceeds the equilibrium majority carrier density. In the base region of the n -p -n
transistor, this can be written as

P -Ppo> Ppo (7-38)

where p,, is the equilibrium majority carrier density. When this condition exists,
the minority density is also large, and

pin
In the integrated transistor, when high-level injection occurs, the carrier

densities are so large that the effects of the built-in field resulting from the impurity
gradient are negligible. The device then behaves approximately as a diffusion
transistor, but the diffusion coefficient is approximately twice that at low-level
injection.' This is because at high levels the drift component of current is ap-
proximately equal to the diffusion component. Thus, if one considers the total
current to behave as a diffusion current, one finds that the effective diffusion
coefficient doubles.

In the integrated transistor, high-level injection effects occur in the base
region before they occur in the emitter, because the base impurity concentration
is lower, and therefore inequality (7-38) is realized at a lower current level in the
base than in the emitter region.

The law of the junction is also modified at high-level injection conditions."
If we assume that high-level injection occurs in the base but not in the emitter, we
find that the law of the junction becomes

n = n 0(0)011 BEI 2kT in the base at x = xiE + xpE
p0(0)ell' E in the emitter at x = XiE XnE

where V BE is the applied voltage. We can write the current densities as

fp, = k,(eqvBekr - (7-39)
k2(e9v.E/2kr

1) (7-40)

At high levels, a greater percentage of the total emitter current is carried by
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Recombination in
space -charge layer

FIGURE 7-16
Decrease of 13 as a result of high-level
injection.

High-level injection

In /c

holes in the emitter region than was the case for low levels, because of the change of
the law of the junction. Therefore, the emitter efficiency

1

- 1 + UPE/LE)
(7-41)

decreases at high levels. In fact, if we assume that the base transport factor is
essentially unity, and that the common -emitter current gain is

Y

1

A13- 1 -y-1 -y
we can combine (7-39) to (7-41) to show that for high-level injection

where Inc is the collector current.
At high levels, the recombination rate increases in the base region, causing

a further degradation of /3 at high current densities. A sketch of /3 versus collector
current is shown in Fig. 7-16.

A further manifestation of high-level injection is a change of the slope of
lc versus VBE, as is shown in Fig. 7-17. Again, the parameter m is used in the
four -layer model to account for high-level injection.

The approximate current /tH at which fl begins to decrease because of high-
level injection is

W wLdb

Le 9(7-42)
where L = emitter length (surface)

W = emitter width (surface)
ab = average conductivity of base region under emitter
w = undepleted base width
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FIGURE 7-17
Effects of high-level injection on Ic vs
VBE 

EXAMPLE 7E Onset of High-level Injection for a Typical Device. Consider a
device having minimum emitter window size 0.5 x 0.5 mil, and undepleted base
width w = 0.5 pm. Let the average conductivity of the undepleted base region
be 5-b :Z1 1 U/cm.

If we assume that registration clearances are also 0.5 mil, then the surface
dimensions (neglecting lateral diffusion) of the emitter are 1.5 x 1.5 mil. The
onset of high-level injection occurs at a collector current of

7.5 mA ////

Current Crowding' a

sketch of the emitter and base regions of an integrated transistor is shown in
Fig. 7-18. Note that the base current must flow laterally under the emitter
region; this base current flows to satisfy the net majority carrier requirements in
the base region. However, because of the nonzero resistivity of the base region,
the lateral current flow produces a voltage drop vb with polarity as shown. This
voltage is of such a polarity as to reduce the forward junction voltage near the

FIGURE 7-18
Sketch of the emitter and base regions.
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center of the emitter. For a given applied voltage at the terminals, more injection
will occur near the edge of the emitter than at the center. The current is therefore
"crowded" toward the perimeter of the emitter, and the effective area of the emitter
is reduced.

From these qualitative remarks, we anticipate that crowding effects will
increase with increasing base resistivity. Since the base current increases as fl
decreases, we expect that a decrease of /3 will cause an increase of crowding effects.

If there were no current crowding effects and the base current was uniform
across the base region, the lateral drop would be

 L
Vb = le Psbw

where p:b= sheet resistance of base layer (under emitter)
1

=
Wab

Now if we let T' = base transport factor and y = emitter efficiency, we can relate
the base current to the emitter current by

and we have

le =1E0 - yT')

vb = /E(1 - YT -Lw

It can be shown that appreciable crowding effects occur when the lateral
voltage drop is 2kT/q. When this happens, of course, the base current is no longer
uniform across the base. However, it is useful to describe crowding effects in
terms of the emitter current In which would produce a drop 2kT/q if there were no
crowding effects:

L 2kT/q
IEI

W
= A I (7-43)

Note that Ix is this emitter current times the number of squares in the base region.
When appreciable crowding occurs, the effective width of the emitter is

reduced, and is given approximately by

Ix

WeffWl

Equation (7-43) also shows that the current at which crowding is significant is

W
IE 1E1 =Ix TE

If we plot Wad W versus (1Ellx)1(WIL), we obtain a plot similar to that shown
in Fig. 7-19. Since we have defined significant crowding to occur when (IEllx)I
(W/L) = 1, we see that for this current We r f ;Z.:, 0.6W.
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FIGURE 7-19
Wad W vs IE11.1W1 L.

Design for Maximum /315

Both current crowding and high-level injection cause a degradation of /3. Thus
in designing integrated devices, we would like to arrange for appreciable crowding
effects to occur at about the same current level where high-level injection effects
become significant. The maximum /3 would then be approximately the /3 we could
expect to obtain at that current. We can find this current by using Werr in the
equation for /:,,; this yields

kr
q

j 2 kr
= Lab 1- yT' q

bN/ 2/1,. (7-44)

When this condition is realized, detailed analysis shows that the effective base
resistance is reduced by crowding effects to a value

where

RB
RB(eff)= -

3

L
RB = Psb-w

Now if one must operate at currents above 1:n, to realize )5'. the transistor
geometry must be changed. This should be done by using the minimum dimension
for L, and increasing W. Since crowding causes the current to flow near the
perimeter of the emitter, the emitter perimeter, rather than the area, should be in-
creased. Space can sometimes be conserved by using an interdigitated structure
as shown in Fig. 7-20.

EXAMPLE 7F'6 Design of a Transistor for High -current Operation. We now
consider the design of a transistor for operation at 500 mA with /3,, = 50. Multi-
ple emitter stripes with operation at 500 mA with /3.. = 50. Multiple emitter
stripes with interdigitated geometry are used and it is assumed that the average
base resistivity is /56 = 0.2 sl  cm. Because of the interdigitated geometry, each
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Base diffusion

Emitter diffusion
Emitter
contact stripe

Base contact
stripe

FIGURE 7-20
Interdigitated structure.

emitter stripe sees effectively a double base stripe as shown in Fig. 7-21. For
each emitter stripe, we denote the emitter current by II. Using (7-44), we write

z= kT
,1213,= 1.3 A/cm

Next we must be sure that the voltage drop along the emitter metallization
stripe is negligible. For each emitter stripe, let L = /. Then we must have

p'sAl <0.025
1 mil

where f, ;Ai is the sheet resistance of the aluminum stripe.
For 0.5 -pm thickness of aluminum, p'sm is approximately 0.05 S2 per square.

The effective perimeter of the stripe is 2/ since crowding forces injection to occur
at the edge of the stripe. Therefore we must also satisfy the condition

/I
= 1.30 A/cm

21

Combining these, we obtain

1 < 2.21 x 10-2 cm = 8.7 mils

If we choose 1 = 8 mils, the current per stripe is then

/1 = 1.30 x 2/ = 53 mA

Ten stripes are therefore required. The layout for the transistor might appear as
shown in Fig. 7-22. ////
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and junction edge

FIGURE 7-21
Emitter and base -stripe geometry (after Burger and Donovan16).
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24

Emitter

Collector -

Base

FIGURE 7-22
Topology of the high -current transistor (after Burger and Donovan16).
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7-7 P -N -P TRANSISTORS

All of our -discussion thus far has centered on n -p -n transistors. In many circuits,
notably biasing circuits and logic circuits, it is desirable or even essential to have
available a p -n -p transistor, preferably one whose characteristics complement
those of the n -p -n device. It is difficult to achieve a complementary p -n -p structure
without adding additional processing steps, but if the designer is willing to relax
the requirement for complementary characteristics, reasonable p -n -p devices can
be made with no extra steps. We consider first the extra processing step required
for compatible p -n -p devices.

The Triple -diffused P -N -P

The triple -diffused p -n -p structure is perhaps the most obvious compatible struc-
ture. While there are many ways to make integrated -circuit p -n -p transistors
using multiple buried layers, selective epitaxial layers, and complicated addi-
tional diffusion steps, the triple -diffused p -n -p structure is a straightforward
extension of the double -diffused n -p -n structure. An additional p diffusion is
used to form the p -n -p emitter. This p -n -p is doubly isolated-once by the p -type
wafer substrate and isolation diffusions and once by the n -type epitaxial layer, so
that all triple -diffused p-n-p's in a given circuit could be placed in the same isolation
region.

The primary problem in triple -diffused fabrication is the successively higher
surface concentrations of the three diffusion steps. It is difficult to control the
phosphorus diffusion which forms the n -p -n transistor emitter because of anoma-
lous diffusion effects present with phosphorus. The second p -type diffusion must
therefore have a very heavy surface concentration; in fact it is not always possible
to get a workable structure which does not require exceeding the solid solubility
of the p diffusant. There is also a considerable problem in specifying diffusion
times and temperatures in order that the structure desired will result.

Because of all of the impurity compensation necessary for a successful
triple -diffused transistor, the lifetime of holes in the p -n -p base will be low. The
mobility will also be low both in the emitter and the base. Finally, because of the
heavy concentrations involved, the emitter efficiency of the triple -diffused device
is poor.

To alleviate many of the above problems, we might choose to lower the
concentration of the first p diffusion in order to lower the concentrations required
of successive diffusions. The difficulty inherent in the design compromise between
impurity -level reduction and p -n -p design is that a lightly doped p -type surface
will invert, producing an n -type conducting channel which shorts across the p region.
In the n -p -n transistor the inverted surface would short collector and emitter
together, while in the p -n -p it would short the base to the isolation region. There
is always the possibility for parasitic MOS transistor action, particularly in circuits
where surfaces are lightly doped or where high voltages appear on the intercon-
necting metallization. The channeling may be terminated by diffusing guard
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rings completely around all p regions. The guard rings in the triple -diffused
p -n -p -n -p -n compatible structure can easily be put down by using the p+ third
diffusion.

From the foregoing discussion it should be apparent that the triple -diffused
transistor structure has serious design and fabrication difficulties which are out of
proportion to any performance improvements gained. Triple -diffused transistors
also suffer from increased transistor size, large parasitic capacitances, and low
breakdown voltages. Thus the triple -diffused p -n -p transistor structure has limited
application for integrated circuits.

Vertical P -N -P Transistors

We have already seen that a parasitic p -n -p transistor exists between the base,
collector, and substrate of the standard n -p -n device. It is difficult to make this
p -n -p a complementary transistor, and there is the additional disadvantage that
the collector is the substrate, which will be connected to the most negative supply
voltage. This disadvantage seriously limits the applicability of the device in cir-
cuits. However, some cases exist, such as emitter followers, where a substrate
p -n -p could be employed.

The cross section of the substrate p -n -p is shown in Fig. 7-23. From inspec-
tion of this figure, several reasons can be deduced for the difficulty encountered in
producing complementary substrate p -n -p transistors. First, the base width is the
difference between the collector junction depth of the n -p -n and the substrate
junction depth. For epitaxial-layer thicknesses of 8 pm, the base width will be
approximately 6 pm. When compared with the typical base width of 0.5 pm for
n -p -n devices, this 6 pm seems intolerably large, since the transport factor depends
on the square of the base width. However, the problem is somewhat mitigated
by the fact that the epitaxial material has not been compensated, and therefore has
reasonably good lifetime and diffusion length. Diffusion lengths of the order of
30 pm can be easily achieved; because of this, values of 50 for 13 are attainable.
While this is still much lower than typical values for n -p -n devices, it is still large
enough to provide reasonable performance.

The base width of the substrate p -n -p can, of course, be reduced by using
thinner epitaxial material. However, this compromises the behavior of the
n -p -n because the collector material of the n -p -n may be completely depleted by
even low reverse collector voltages, resulting in punch -through of the collector.
At the same time, the series collector resistant -de of the n -p -n will also be increased.

The second degrading factor of the p -n -p performance arises because of the
relatively high resistivity of the collector material. We have already seen that a
typical epitaxial layer (8 pm thick, NBC = 5 x MI5 cm -3) has a sheet resistance of
1250 SI per square. The region under the p diffusion, being only 6 pm thick, has
a sheet resistance of 1660 LZ per square. Thus the lateral base resistance of the
device will be considerably larger than that of the n -p -n.

A third degrading factor of p -n -p performance results from its increased base
resistance. Current crowding will set in at much lower current levels than is the
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FIGURE 7-23
Cross section of the substrate p -n -p.

case for the n -p -n device. This means that for n -p -n and p -n -p devices of compa-
rable size, the decrease of /3 with Ic will begin to occur at much lower values of lc
for the p -n -p than for the n -p -n.

The emitter efficiency of the p -n -p is likely to be lower than the n -p -n because
the impurity level of the p diffusion has been chosen to optimize the behavior of
the n -p -n, and it will usually be lower than that required for good injection efficiency
of the p -n -p. Increase of the surface concentration of the p diffusion in order to
improve the injection efficiency of the p -n -p will result in decrease of the injection
efficiency of the n -p -n.

Finally, the parasitic collector capacitance of the p -n -p will be much larger
than that of the n -p -n because the sidewalls of the isolation diffusion cause the
collector junction of the p -n -p to have large area. The combination of large
collector capacitance and large base resistance contributes to poor high -frequency
behavior of the substrate p -n -p.

EXAMPLE 7G Onset of Current Crowding in a Typical Substrate P -N -P. Con-
sider a substrate p -n -p with 8-µm epitaxial thickness, Nec = 5 x 1015 p
diffusion junction depth of 2µm, and emitter 1.5 x 3.0 mils. If the registration
clearance is 0.5 mil, the n+ diffusion for the base contact will be 0.5 mil from the
edge of the p diffusion. The lateral base resistance which contributes to current
crowding will be that directly under the emitter. This region is 1.5 x 3.0 mils, or
0.5 square. If we assume that single -stripe geometry is used, appreciable crowd-
ing occurs at a collector current of

r-ro

(1 - YT')P'sb

(W/L)(2kT/q)

Suppose that the low current is 50; that is,

fi =
1 -yT'yT' -1yT' =50
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We have previously calculated Pb; = 1660 0 per square. Thus we find

/c = 6.26 mA

If this transistor is required to operate at a bias current of tens of milliamperes, it
will be necessary to increase the W/L ratio by an order of magnitude. This will
increase the size of the device, with a resulting increase of capacitance.

This same device has a series base resistance which does not contribute to
current crowding; this is the resistance between the n+ contact diffusion and the
edge of the emitter. It has an L/W ratio of 0.5/3.0 = 0.167, and a resistance

RB = 0.167 x 1250 = 208 n ////

Exercise 7-6 Suppose the transistor of Example 7G has a minority carrier
diffusion length Ls, = 30 pm, and that the net impurity concentration on the
p side of the emitter depletion region is 5 x 1016. Assume that the base
region is uniformly doped, and estimate the transport factor, emitter effi-
ciency, and 13 of the device.
Exercise 7-7 Compute the current level at which the onset of high-level
injection occurs for the device of Exercise 7-6.

The Lateral P -N -P17

The restriction imposed on circuit use by the substrate collector of the substrate
p -n -p can be removed by making a lateral p -n -p, whose cross section and surface
geometry are shown in Fig. 7-24. While rectangular surface geometry is shown
in Fig. 7-24, circular geometry can also be used. In this device, we rely on the
minority carriers injected from the sidewalls of the emitter to reach the collector
and provide the desired transistor action. Since the effective base width of the
device depends upon the distance between emitter and collector sidewalls, it is

desirable to have emitter and collector as close together as possible. An important
aspect of the fabrication of the device makes possible a narrow base width: both
emitter and collector are fabricated during the same diffusion cycle. This means
that no registration of masks between emitter and collector diffusions is required.
Hence the tolerance on spacing between emitter and collector is determined basi-
cally by the tolerance on control of the extent of lateral diffusion, that is, control
of the junction depth.

Note that parasitic substrate p -n -p transistors occur at emitter and collector
regions of the lateral p -n -p. Consider forward -active -region operation. For
this case the collector parasitic transistor has both junctions reverse -biased. The
emitter parasitic transistor is in the foward active region, however, and it reduces
the effective gain of the lateral device. In fact, since only the carriers emitted
from the sidewalls of the emitter contribute to lateral p -n -p action, we can see that
two guidelines should be observed in laying out the lateral p -n -p:
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FIGURE 7-24
(a) The lateral p -n -p transistor; (b) parasitic transistors associated with the
lateral device.

1 The emitter should be surrounded by the collector so that as much as
possible of the injection from the sidewalls is collected by the collector.
2 The minimum line width should be used for the emitter diffusion window,
in order to get the largest possible ratio of sidewall to bottom area, thus
minimizing as much as possible the effect of the parasitic p -n -p.

First -order Analysis of the Lateral P -N -P

From the foregoing discussion, it is clear that because of the dependence of perfor-
mance on sidewall emission, three-dimensional behavior will be important in the
lateral p -n -p. In order to obtain a tractable first -order estimate of performance,
we need to make a number of simplifying approximations. These are as follows:

/ The injection efficiency is unity.
2 As far as laterally injected carriers are concerned, we arbitrarily assume
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that only those carriers injected between the surface and a depth xic/2 have a
chance to reach the collector. The rest miss the collector and either recom-
bine or ale collected by the substrate. We assume the effective sidewall
emitter area AE for laterally injected carriers to be

AE :z- (2L + 2 W) = xic(L + W)

where L is the length of the emitter window and W is its width. The effective
parasitic emitter area Ap is assumed to be that of the surface area of the
emitter:

A, L(W + 2xic)

3 The effective base width w, for laterally injected carriers is approximately
the base width at the surface. The base width w, for other carriers is

Wv 'At', Xis- Xic

where xis is the substrate junction depth.
4 The minority carrier diffusion length in the epitaxial material is Lp.
5 Depletion regions are neglected.

Fortunately, the lateral p -n -p is a homogeneous -base device; this greatly
simplifies the analysis. The transport factor for the lateral p -n -p is

1 WI2
= 1 -

1 + w121242 2Lp2

while for the parasitic p -n -p it is

1 1

77=
1 + w212Lp2 1 +(xis- xic)2/2Lp2

If the 13 of the lateral p -n -p is defined as the ratio of collector current to base
current with both collector and substrate reverse -biased, 16 can be calculated as
follows. The collector current is given by

IE = A +
(7-45)

E Ap

The base current is made up of the recombination current of laterally and vertically
injected carriers. In most cases xis - xic > w,, and vertically injected carriers
will dominate in the recombination current. If this is the case,

(1 - T,;)/EAp/, (7-46)
AE A,,

Taking the ratio of (7-46) and (7-45), we obtain

- Ti(AEIAP)
-

_E A 1 wi2 \ 1 w2 2L 2

Ap - Lp2) + 2Lp2)
wvP2
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For most practical cases, w, 4 L, and II is then

AE 11 +242\
Apk )

Equation (7-47) shows that as far as surface geometry is concerned, /3 depends on
AE/AP, as would be intuitively expected. Using our approximations for AE and
A,,, we find that

(7-47)

AE 1 ± WIL

A,, 2+ W/xx

This ratio shows that if L > W, there is no benefit gained from further increasing
L; rather, the surface area is increased with no significant improvement of /3. In
designing a lateralp-n-p, it is clear that one should use the smallest possible value
for W, and then choose L 10W.

EXAMPLE 7H Current Gain of a Typical Lateral P -N -P. Consider a typical
base diffusion with xic = 2.0 pm and assume that xis = 8.0 gm and .4= 12 pm.
Assume further that the minimum line width is W = 6.0 pm, that w, = 3.0 gm,
and that L = 60 gm. For these values the area ratio is

AE 1.1-= - - u.h2
A,, 2 + 3

122

and 13 is /I = (0.22)(1 + 2 c:-. 2

Practical lateral p -n -p transistors have in the range 1 to 10 so our estimate,
although crude, yields at least order -of -magnitude results.

For purposes of evaluating the degradation of performance caused by the
vertical parasitic effects in the lateral p -n -p, it is instructive to calculate the 13 of a
one-dimensional transistor with the same base -region material and 3.0 -pm base
width, but with no vertical parasitic effects. Such a device would have

2L 2

WiP2
=32

This indicates that parasitic effects predominate in the lateral p -n -p. Even if W
could be reduced to 1 gm and w were reduced to 4.0 pm, Ole resulting /3 would
only increase to

122
/3 = (0.40)(1 + 2

2
=7.5

Although our figures may be in error by as much as a factor of 4, they at
least indicate that some means other than reduction of surface geometry must be
employed to improve /3. Significant improvements can be made by using a buried
layer, and by using slightly lower N Bc. The buried layer prevents minority car-
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riers in the base from being collected by the substrate, and reducing NBC increases
the base -region lifetime. By employing these measures it is possible to fabricate
lateral p -n -p transistors with /3 of the order of 50. ////

The lateral p -n -p also suffers from serious base -width modulation effects.
This is because the collector region is much more heavily doped than the base
region, with the result that most of the depletion at the collector junction occurs
on the base side of the junction. Moreover, because NBC is relatively low, the
depletion at a given voltage will be a considerable fraction of the base width.
Thus the punch -through voltage of the lateral p -n -p will be low, and the 8Icl8Vc
will be large.

EXAMPLE 71 Punch -through Voltage of a Lateral P -N -P. The calculation of
the punch -through voltage can be accomplished by using the Lawrence -Warner
curves, since the p diffusion is a gaussian profile in a constant background concen-
tration. Consider the device of Example 7H, and assume N3A = 5 x 1018 cm'.
We have seen in Chap. 4 that the built-in voltage of the collector junction for such
a case is about 0.6 V, so we assume that voltage. We also assume that the transis-
tor is operating in the forward active region; with the emitter forward -biased, the
emitter depletion region is negligible.

We need to calculate what junction voltage causes x, - xl = 3.0 pm. From
the Lawrence -Warner curves, we find that for VT = 0.6, x, - xi = 0.77 gm.
This is the case for an applied voltage of zero. By successive trials we find that
x, - x, = 3.0 inn at VT ..":1 8.6 V. This device would therefore punch through at
VCB = 8.0 V. ////

Frequency Effects

The lateral p -n -p transistor is inherently a low -cutoff -frequency device. This is,
of course, caused by the two factors which also contribute to its low current gain:
large effective base width compared with vertical n -p -n devices, and large ratio of
emitter bottom area to emitter sidewall area. The large effective base width con-
tributes a large transit time for laterally injected carriers which are able to reach
the collector. The epitaxial material under the bottom of the emitter contributes
a large volume in which minority carriers which do not contribute to collector
current must be stored.

We can make a crude estimate of the cutoff frequency of the lateral p -n -p on
a first -order basis by again making the approximation that the device consists of
two one-dimensional structures, a lateral p -n -p and a vertical p -n -p, with the
emitters electrically connected. The cutoff frequency of the device is approxi-
mately the ratio of collector current to total minority carrier charge stored in the
base region. If only the lateral transistor were present, its cutoff frequency would
be

wri -= 2
WI

where D, is the hole diffusivity.
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With the vertical transistor also present, much more charge is stored under
the emitter than between emitter and collector; in fact, the latter charge is usually
negligible in comparison with the former. The cutoff frequency, including the
effects of the vertical structure, is given by

/c 2Dp AE 1 + (ApIAE)(WIIWO

=Qp ~ wi2 AE + AP 1 + (AplAe)(wviwi)

where Qp is the total stored minority carrier charge in the base.

(7-48)

EXAMPLE 7J Calculation of col. for a Lateral P -N -P. Consider the device
which was described in Example 7H, for which we calculated # = 2. If we assume
DP = 12 x 10' m2/s, we find that the lateral structure by itself would have

(or

WD
IP = 2.66 x 108 rad

The device has an AP/AE ratio of 4.55, w 1 = 3.0 pm, and wp = 6.0 pm. Using these
values in (7-48), we obtain

or

2D
(or 0.058 = 0.155 x 108 rad

wif

fT = 2.46 x 106 Hz

For purposes of comparison we consider an experimental device which was
fabricated with circular surface geometry." It had emitter window diameter
50 pm, junction depth xic = 4.2 pm, substrate junction depth xis = 11.4 pm,
lateral base width at the surface = 6.4 pm, and diffusion length Li, = 28 pm.
A plot of measured 13 as a function of frequency is shown in Fig. 7-25, from which
it is observed that the device has a low frequency f3 = 6.2, and a cutoff frequency
fp = 0.9 x 105 Hz. Then col, 2trflfi, = 3.5 x 106, and fr = 5.6 x 105 Hz. ////

Exercise 7-8 Use Eq. (7-48) to calculate (or for the experimental transistor.
In calculating the area ratio, take into account the circular surface geometry.

Even though our analysis of the lateral p -n -p involves many approximations,
it at least can give order -of -magnitude estimates for 13 and co,. . The results
indicate that at best the lateral p -n -p can be expected to have fT of several MHz.
Therefore the device is useful in applications only where low -gain -bandwidth
product can be tolerated. If the device is part of, for example, an operational
amplifier circuit, the lateral p -n -p must be used with a gain near unity or excessive
phase shift will result even at relatively low frequencies.
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FIGURE 7-25
Measured p as a function of frequency for an experimental lateral p -n -p (after
Fossum` a).

The Composite P -N -P19

In some applications a p -n -p transistor is required in which only low -frequency
behavior is important, but a larger current gain is necessary than can be achieved
with the lateral p -n -p. If the lateral p -n -p is combined with an n -p -n transistor, as
shown in Fig. 7-26, two results are obtained for the composite device:

1 All the bias polarities for the composite device are the same as for a
p -n -p transistor.
2 The current gain of the composite device is approximately the product
of the current gains of the two transistors.

As can be seen from Fig. 7-26, for biasing purposes the current polarities at
the terminals of the composite are the same as would be the case for a p -n -p tran-
sistor. Note that for both transistors of the composite to operate in the forward
active region, it is necessary that the collector of the composite be at least VD more
negative than the base. It is easily shown that the current gain /3c of the composite
transistor is

NC = fip(1 + fin)

where and /3 are the current gains of the p -n -p and n -p -n, respectively.
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Emitter

FIGURE 7-26
The composite p -n -p transistor. Collector

The composite connection affords a means for improving the gain of the
lateral p -n -p at the expense of the increase of area required by the n -p -n. In
addition to the area disadvantage, the frequency performance of the composite
transistor is poor, being basically the same as for the p -n -p. Also, the collector
output conductance gce A arcjavc, of the composite is rather large, since

gce "=- 941 + Pp) + gen

where gcp and ge,, are the collector conductances of the p -n -p and n -p -n, respectively.
As we have already seen, gcp may be large for the p -n -p because of the excessive
base -width modulation attendant in the lateral structure.

Exercise 7-9 Show that the current gain of the composite transistor is
fic = fip(1 + fin).

Exercise 7-10 Calculate the cutoff frequency of fic , and show that the
frequency behavior of the composite transistor is dominated by that of the
lateral p -n -p.

The Field -aided Lateral P -N -P2°

The principal problems with the lateral p -n -p, as we have seen, arise from the in-
jection occurring along the bottom of the emitter. If this effect could be reduced,
the current gain could be increased. In fact, what is needed is enhanced current
crowding at the emitter, in order to force the injection to occur at the sidewalls.
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This can be accomplished, at the expense of increased area, by adding an additional
base contact and applying a bias between the two bases. The bias produces a
lateral field in the epitaxial material which causes the emitter sidewall toward the
collector to be more forward -biased than the rest of the emitter. In fact, if the
bias is large enough, the sidewall can be made to be forward -biased and the rest
of the emitter reverse -biased. Enhancements of /3 of an order of magnitude are
possible. The cross section and surface geometry are shown in Fig. 7-27.

The analysis of the field -aided lateral p -n -p clearly must include three-
dimensional effects. Computer -aided modeling techniques have been applied
to devices with circular surface geometry; the resulting calculated and measured /1
as a function of applied base voltage are shown in Fig. 7-28.21

The Multiple -collector Lateral P -N -P

The lateral p -n -p structure affords a means of obtaining current division determined
by the surface geometry. If the artwork is arranged so that the collector is
divided into several segments, these collector segments are approximately inde-
pendent of each other as long as all have the same reverse bias relative to the base
of the p -n -p. The collector current in each segment is now proportional to the
area of the segment. Thus for the two -collector structure of Fig. 7-29a, for
example, we see that

'Cl Ac
1315 Act

131BAc2
1C2 =

AC

where Ac1 and Ac2 are the respective areas of the collectors, Ac = Ac1+ Ac2, and
/3 is the current gain with both collectors connected together: /3 = + /c2)//a
Note that the ratio /c2//c1 is Ac21A"; since these areas depend on surface geometry
they can be rather precisely controlled. The precision is reduced somewhat if
the biases are different, since different depletion widths at each collector will
change the ratio slightly.

A particular application for multiple -collector devices involves the use of one
collector to provide negative feedback in order to stabilize the current gain of the
p -n -p. This is shown in Fig. 7-29b. The current gain NF A /c1/4 is now given by

(AcilAc)33
13F =

1 + (Ac21.4c)13

Correspondingly, the area ratio required for a given /3F and is

Aci firfl + fiF
AC2 # 13F

If reasonably large values of /3 can be obtained by careful processing, then /3F can
be made less dependent upon processing than /3.



262 BASIC INTEGRATED CIRCUIT ENGINEERING
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FIGURE 7-27
Field -aided lateral p -n -p.

Theoretical, neglecting
recombination in emitter -
base space -charge layer

Experimental

Theoretical, including
emitter -base space -charge
layer recombination

1.5 2.0 2.5

Via (V)

FIGURE 7-28
g vs base bias for the field -aided lateral p -n -p (after Fossum21).
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lE

(a)

'Cl

(h)

FIGURE 7-29
(a) Multiple -collector lateral p -n -p; (h) multiple -collector p -n -p using negative
feedback to stabilize p.

EXAMPLE 7K Design of a Lateral P -N -P with Stable 13F. Suppose we require
a p -n -p transistor with /3F which may be low, but must be relatively independent of
processing variations. In particular, suppose that /IF = 2 is sufficient. Assume,
for example, that processing variations yield values of 15 to 60 for /3. We therefore
design the layout so that the lateral p -n -p has two collector segments with Act/A"
= 2 x 44 = 2.46. Then we obtain

fiF =2.0
/3F = 2.21

/F = 2.36

for /3 = 15

for /3 = 30

for fin - 6°
The variation of a factor of 4 in # has produced only 18 percent variation of flF.
It should be emphasized, however, that a lateral p -n -p having a /3N as large as 15
will certainly exhibit large base -width modulation effects. If the two collector
segments are operated at significantly different bias voltages, the effective base
widths for each collector segment will be different, resulting in a change of the divi-
sion ratio of collector current between the two segments. The value of /3F then
becomes somewhat dependent upon the collector bias voltages. ////

Use of the Four -layer Model to Represent the Lateral P -N -P

In our analysis of the lateral p -n -p, we treated the problem in piecewise-one-dimen-
sional fashion, by considering the device to be basically a one-dimensional vertical
transistor combined with a one-dimensional horizontal transistor. Since we
considered only the forward active.region of operation, the regions of the device
under the collector and between collector sidewalls and isolation region were not
important. For inverse -active or saturated operation, these regions must be
taken into account. This can be done by the same piecewise-one-dimensional
method we have already employed. Since no n+ emitter diffusion is present, the
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FIGURE 7-30
Representation of the lateral p -n -p by a composite of three -layer models.

device is really a three -layer structure, and the model is as shown in Fig. 7-30.
Four one-dimensional models are involved; however, note that since only four
terminals are present, common junction voltages exist among the various models.
In the forward active region both 4c and Os are negative; the two models on the left
have both junctions reverse -biased and do not contribute to device behavior. In
the inverse active region, similar remarks apply to the two models on the right.

re.b

vb

E

g,,vve

IF

A/We
g b's

O C OS

FIGURE 7-31
Hybrid -7r model for the lateral p -n -p.
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Only for saturated operation is it necessary to consider all of the models; even
then the substrate will generally be reverse -biased, and this will simplify the
analysis.

Small -signal Behavior of the Lateral P -N -P

For small -signal operation the lateral p -n -p is operated in the forward active region,
and a modified hybrid -n model can be used to represent the device. Since both
lateral and vertical transistors are in the forward active region, the hybrid -n is a
four -terminal model, as shown in Fig. 7-31. Since the substrate is connected to a
power supply voltage, Cis and gb.s will generally appear in parallel with Cb., and
rb.e for common -emitter operation, and rb.e ' 1 Igtes.

7-8 DIODES22

It is obvious that diodes can be obtained by using any of the various junctions
which are formed as part of the standard fabrication process. However, except
for the diode made by the emitter n+ diffusion into an isolation diffusion, all diodes
will not be two -terminal devices, but will have at least three terminals. Since we
are only using two of the terminals, we have some options regarding how the
remaining terminals are connected. If we assume that the substrate is always
connected to the most negative power supply voltage, this removes one option.
With the remaining options, there are six possible ways in which diodes can be
obtained, excluding the n+ isolation diode which is not a useful option. These
six configurations are shown in Fig. 7-32; type f is made by omitting the emitter
diffusion. All have slightly different electrical characteristics. The forward
characteristics are shown in Fig. 7-33, from which it is evident that type a has the
lowest voltage and type d the highest voltage at moderate forward currents.

The diodes also have two parasitic capacitances which must be considered:
the capacitance which appears between the two terminals of interest, and the
capacitance between one terminal and the substrate. These capacitances are
shown in Fig. 7-34.

Storage time and breakdown voltage are also of interest. In Fig. 7-35 are
sketched the relative charge storage modes for each configuration.

(a) (b) (c) (d) (e) (1)

FIGURE 7-32
The six basic diode connections (after Meyer et al.22).
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FIGURE 7-33
Forward characteristics of integrated -circuit diodes. (a) 1.2 SI  cm collector,
200 SZ per square base; (b) 0.1 n  cm collector, 200 CI per square base (after
Meyer et al.22).
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(a)

(b)
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FIGURE 7-34
Diode capacitances (after Meyer, et al.").
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The choice of diode configuration clearly depends upon the circuit applica-
tion, which in turn determines the relative importance of forward voltage, capaci-
tance, storage time, and breakdown voltage. As we shall see in a later chapter,
some applications require large forward voltage and large storage time, while
others require low forward voltage and small storage time.

7-9 SCHOTTKY-BARRIER DIODES23

We have seen that regions of the epitaxial material that are to be contacted must
receive an n+ diffusion in order that the contact be ohmic rather than rectifying.
This is, of course, essential for contacts to collector regions of n -p -n transistors.
However, a metal -semiconductor contact which is rectifying rather than ohmic
can be used to advantage as a diode. Such a device is called a Schottky -barrier
diode (SBD).

Schottky -barrier diodes are fabricated in their simplest form by opening
windows in Si02 over n -type epitaxial material and sputtering platinum onto the
silicon surface. The substrate is heated to 600°C in a vacuum chamber, and the
platinum and silicon react to form Pt5Si2. Aluminum is then deposited to con-
tact the Pt5Si2 as shown in Fig. 7-36a. Diodes fabricated in this way do not have
ideal VI characteristics; the reverse breakdown is of the order of a few volts, and
the forward characteristic is not sharp. This is because the p+ -n junction formed
between Pt5Si2 and the silicon is very shallow and consequently the radius of
curvature at the edges is very small, causing very large electric fields to exist at the
edges. The high field concentration at the edges causes breakdown to occur at
low voltages, and also causes larger leakage currents than would be observed in a
planar junction.

The problems associated with these high field regions can be virtually elimi-
nated by adding a guard ring, as shown in Fig. 7-36b. Here the p+ diffused guard
ring removes the regions of small radius of curvature, and the VI characteristic
follows the ideal I = IseqvikT for eight decades of current. The breakdown
voltage is now determined by the lower of the metal -semiconductor planar break-
down or p+ -n junction breakdown with its larger radius of curvature. The
metal -semiconductor junction behaves almost like an ideal p+ -n junction, and
has typical breakdown voltages of the order of 40 V. The breakdown voltage of
the guard -ring junction depends upon the junction depth and the impurity concen-
trations in n and p+ regions, and will usually be larger than 40 V.

The guard -ring diffusion can be eliminated by applying an MOS overlay
around the Pt5Si2 as shown in Fig. 7-36c, and applying a negative bias between
silicon and overlay. This produces a depletion region in the silicon at the edges
of the Pt5Si2 and reduces the edge -field effects which caused the low breakdown
voltage. However, in order to achieve the desired effects from the MOS overlay
at reasonable bias voltages, the oxide must be thin, as was the case for the MOS
transistor.

Schottky -barrier diodes have low forward voltage and very low storage
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Si02
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n -Si Pt5Si2

Si02
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}
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. //
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FIGURE 7-36
Schottky -barrier diodes. (a) Basic structure; (b) guard -ring diffusion; (c) MOS
overlay.

time-typically less than 0.1 x 10-9 s. They are not obtained, however, without
additional processing steps, so their need in a given circuit application must be
weighed against the cost of the extra processing steps.

PROBLEMS

7-1 The transistor of Example 7B is used in an amplifier circuit in which the bias current
is /c = 2.0 mA and the load resistance is 500 Q If the transistor has a cutoff
frequency fr = 500 MHz, calculate the voltage gain and estimate the cutoff fre-
quency.

7-2 For the circuit of Fig. P7-2, use the four -layer model for each transistor and calcu-
late the current IB required to produce a given saturation voltage VCE(sat). The
substrate is grounded. Insert numerical values of Sec. 7-2 for the four -layer -
model parameters and find I for Ic = 3.5 mA.

7-3 Consider a transistor in which the impurity concentration in the emitter is kept low
enough so that the diffusion length for minority carriers is much larger than the junc-
tion depth xjE. Derive an expression for the emitter efficiency y. Compare this
with the emitter efficiency of a homogeneous -base device.
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+ Vcc

VCE1.11

FIGURE P7-2

7-4 For the substrate p -n -p of Example 7G, calculate the emitter current at which the
onset of high-level injection occurs.

7-5 Derive an expression for /3,,, of the lateral p -n -p including the effects of y.
7-6 A lateral p -n -p is made with the dimensions given in Example 7H, but the minimum

line width used is 1 pm. Assume that the emitter and collector junctions are step
junctions, and calculate the collector conductance arising from base -width modula-
tion at a collector voltage of VcE = -5 V and a current Ic = 2 mA.

7-7 For a transistor with the dimensions given in Example 7H, find what w, would have
to be used if avalanche breakdown and punch -through are to occur at the same
voltage. Calculate the fl which would result at zero volts if this w, is used.

7-8 A lateral p -n -p is made with circular surface geometry. Derive expressions for the
normal current gain 13 and the inverse current gain fl, .

7-9 Use the four -layer model to derive expressions for the forward voltage of type a
and type d diodes (Fig. 7-32). Assume a forward current of 1 mA, and insert the
parameter values of Sec. 7-2 to obtain numerical results.
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8
THERMAL EFFECTS IN INTEGRATED CIRCUITS

Two aspects of thermal effects in integrated circuits are important: the first is the
behavior of integrated devices as the chip temperature changes; the second is the
manner in which the chip temperature varies. Device behavior is determined by
the temperature dependence of certain important bulk properties of silicon. Chip
temperature is determined by the ambient temperature, the thermal properties of
the chip and its mounting, and the total power dissipated on the chip.

In this chapter we consider first the temperature dependence of such bulk
properties as mobility, intrinsic carrier density, and energy gap, and from this we
deduce the effects of temperature on device terminal behavior. This information
is used to establish electrothermal. models (ETM) for the devices. Such models
provide a convenient means of analyzing the behavior of a circuit as chip tempera-
ture varies. We then consider the effects of power dissipation, ambient tempera-
ture variations, and header mountings on chip temperature. Finally, through the
design of a temperature -stabilized substrate (TSS) system, we illustrate how device
electrical -thermal interactions can be used to control chip temperature.
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8-1 THERMAL BEHAVIOR OF SILICON BULK PROPERTIES'

Carrier Mobility

As mobile carriers move through the crystal lattice, they are scattered by collisions
with lattice atoms and with impurity atoms. This scattering effect determines the
value of the carrier mobility. As temperature increases, the collision cross section
of the atoms increases, resulting in a decrease of the mobility. One would expect
that for low impurity levels the scattering would be primarily the result of collisions
between carriers and lattice atoms. This is indeed the case: for impurity levels less
than about 1016 cm -3, lattice scattering dominates; for higher impurity levels, both
lattice and impurity scattering take place. Since both effects must be included for
most of the impurity levels of interest in integrated circuits, the analysis becomes
quite involved. It is therefore customary to approximate the mobility by.

= C'T" (8-1)

where T = temperature, °K
C' = constant
rl = parameter whose value is determined experimentally

Experimental data for mobility are given in Figs. 8-1 and 8-2.
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FIGURE 8-1
Electron drift mobility in silicon.
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FIGURE 8-2
Hole drift mobility in silicon.

If (8-1) were accurate, the slope of the curves in these figures would be
constant; however, we note from the curves that if (8-1) is to be used, n must be
considered to be a function of both impurity level and temperature. The best
procedure is to use these figures to determine the approximate value of I to use
in (8-1).

Once the mobility is determined, carrier diffusivity D can be determined from
the Einstein relation

k
D =T (8-2)

From (8-2) it can be seen that the variation of D with temperature is negligible
compared with that of p.

Conductivity

The conductivity of a semiconductor depends in general on the mobility and density
of both types of carriers. However, for all cases of interest in integrated circuits,
the material used is sufficiently extrinsic that majority carrier behavior dominates.
We may therefore write

a = giipp
a = qttnn

for p -type

for n -type
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FIGURE 8-3
Conductivity versus temperature. (a) For n -type silicon; (b) for p -type silicon.

Moreover, the majority carrier density is approximately equal to the impurity
density. If the temperature is sufficiently large that all impurities are ionized, then
the majority carrier density is independent of temperature, and the temperature
dependence of the conductivity becomes that of the mobility. Curves of conduc-
tivity versus temperature for various impurity concentrations are given in Fig. 8-3.

Intrinsic Carrier Concentration and Gap Energy

The performance of junctions, and hence diodes and transistors, depends on both
the intrinsic carrier density ni and the gap energy E9. It can be shown that

ni2 = KiT3e- Eg/kT -6 (8-3)

where K1 is a constant. The gap energy is also temperature -dependent, and is
given by

Eg= 1.205 - 0.28 x 10-3T

Thus the intrinsic carrier concentration is

ni2 = K, T3
x 10-3 1.205\

kT
(8-4)
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Lifetime

For temperatures of interest in integrated circuits, the bulk lifetime can be approxi-
mated by

t = tie- E,/kT (8-5)

where ti is a constant and E, is the recombination level energy difference. Typical
values for E, range from 0.03 to 0.12 eV for non -gold -doped material. A repre-
sentative value is 0.1.

The functional dependences we have given for various quantities involve
many approximations. Fortunately, with the exception of diffused resistors, device
performance is not critically dependent upon the values of such parameters as n and
E,. The functional forms we have given are useful in evaluating the way in which
temperature affects device performance. Where values of pi are required, they can
be obtained from the curves of Figs. 8-1 and 8-2.

8-2 ELECTROTHERMAL MODELS FOR INTEGRATED DEVICES2

Resistors

Consider a resistor made in uniformly doped material, such as the epitaxial layer.
For a resistor of length L with rectangular cross section of area A, the resistance is

L L LT"
R = = (8-6)

QA qµnA qnAC'

Now suppose the temperature varies from To to T1. Since I is a function of tem-
perature, it will also vary. The fractional variation of R, defined by

R(Ti) - R(To)
AR R(To)

is found from (8-6) to be

AR = (T 1
o -

(8-7)

where q1 and n0 are evaluated at T1 and To.
For cases where variations of the order of 100 degrees are encountered, it is

necessary to use Fig. 8-1 or 8-2 to find ryl and /0, and then calculate AR . If only a
small variation dT about some operating point To is required, we can proceed as
follows. Let R(T) be expressed in terms of a Taylor's series about the operating
temperature To:

R(T) = R(To) +
OR(To)

dT + dT2 + 
DT OT2

which can be written as

1 DR(To) - 1 1 aR(To)dT ± ...R(0= R(T0)[1 + dT +
R(To) DT 2T0 R(To) OT

] (8-8)
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Now we define SR, the temperature coefficient of'resistance at To, to be

1 8R(To)
SR A

R(To) OT

Then (8-8) becomes

-
R(T) = R(To)[1 + R dT +

1) 6 dT2 + (8-9)
2T0

For sufficiently small dT, we can make the approximation

R(T) R(T0)(1 + SR dT) (8-10)

Typical values of 0R for several resistor types are given in Table 8-1.

EXAMPLE 8A Useful Range of Eq. (8-10). Consider .a resistor with 7/ 2.0.

Suppose we are willing to accept (8-10) as long as the third term of (8-9) is no larger
than 0.1 times the second term. Then (ti - 1) dT/2T0 < 0.1, from which we find

dT <
0.2T°

1- 1

dT < 60°C
If To = 300°K (27°C), we have

For temperature variations larger than this, it would be necessary to use (8-7).

Note that SR is a function of To; Figs. 8-4 and 8-5 give measured values of
SR(To)/4(300°K) for several types of resistors. In these figures, the normalized
temperature coefficients of resistance are plotted, not the resistance itself. The
temperature coefficients are positive; and in Fig. 8-4 two curves are shown for emitter
resistors, each for different values of sheet resistance.

Table 8-1 TEMPERATURE COEFFICIENT FOR
SEVERAL TYPES OF RESISTORS

Region and Sheet resistance, f2/sg, 8R at 300°K,
type of material or concentration, cm- 3 ppm

Emitter, n

Base, p

5 1500
15 2500

100 1000
200 2500

10'5 8000
Collector, n 1016 4000

10'7 3500

Base pinch, p 8000
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FIGURE 8-4
Normalized temperature sensitivity 8 AR(27.c) for base and emitter resistors.
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FIGURE 8-5
Normalized temperature sensitivity Sa/SR(27c) for base -pinch and collector
resistors.
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Exercise 8-1 Assume that all resistors have >J = 2. A base resistor with
p; = 200 11 per square is fabricated with R = 20 Ica at 27°C. Find R at 70
and 125°C.

We now consider the effect of temperature variations on the circuit perfor-
mance of resistors. Let small -signal quantities v and i be defined by

v O V(To + dT) - V(To)

i A .1( To + d7') - l(To)

At a temperature T = To + dT,

If we make the approximation

we can write

V(T) = I(T)R(T)

R(T) R(T0)[1 + SR dT]

V(To) + v = R(To)(1 + SR dT)[l(To) + i] (8-11)

Neglecting R(To) SR dTi in comparison with other terms, and making use of the
fact that V(To) = R(T0)/(T0), we find

v = R(To)i+ R(T0)1(To) SR dT (8-12)

The second term of (8-12) is a temperature -dependent voltage whose value also
depends upon the bias current and the resistance.

An equivalent circuit such as that shown in Fig. 8-6 can be used to represent
the resistor for small -signal variations resulting from temperature variation dT.
Such an equivalent circuit is called an electrothermal model (ETM).

EXAMPLE 8B Use of the ETM. Two resistors are connected as shown in Fig.
8-7a; the resistors have values R1 and R2 at To . R1 is a base resistor and R2 a
collector resistor; they have different temperature coefficients SR, and 42. We wish
to determine the voltage variation v as a function of temperature variation dT.

First we note that the bias currents at To are Il = /R2/(R1 + R2) and 12 =
IR1i(R1 + R2). The ETMs for the resistor can now be used as shown in Fig. 8-7b.
Analyzing this circuit we obtain

IR2R2 [, °R)R21dTv
+ R2 uR R1 + R2

For 1= 1 mA, R1 = 2 k52, R2 = 1 k(1, SR, = 2.5 x 10-3/°C, 0R2 = 8 x 10-31°C,
we find:

v = 3.5 mV/°C x dT
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FIGURE 8-6
Electrothermal model for a resistor.

Exercise 8-2 A base resistor OR = 2.5 x 10-3/°C) and a collector resistor
(SR = 8.0 x 10-3/°C), each having resistance of 1 are connected in series.
A voltage of 2 V is connected to the series combination. Find the current
variation i resulting from a temperature variation dT.

Electrothermal models can be derived for other integrated devices as well as
resistors. They provide a useful means of evaluating the temperature effects in a
complex circuit; this can be done by replacing each device with its ET M and analyz-
ing the resulting network for the voltage or current variation of interest. Since the
circuit with ETMs embedded in it is an electrical network, conventional analysis
techniques can be applied to it. For very complex networks, computer -aided
analysis programs can be used.

The basic techniques which were used to derive the ETM for resistors can also
be applied to other devices. We describe the results without detailed derivation.

dT

(a) (b)

FIGURE 8-7
(a) Two dissimilar resistors and bias current; (b) use of ETMs to find voltage
variation v with temperature variation dT.
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Junction Capacitors

For nonabrupt junctions, the capacitance can be reasonably well approximated
by

Co (1 +
44d

(8-13)

where V = reverse bias
(kc = built-in voltage

r = constant, depending on impurity profile at junction
Co = zero -bias capacitance

Typically -1- > r > Capacitance variation with temperature results from varia-
tion of O'c with temperature; this variation is approximately dcYcldT = -2 mV/°C.
The temperature coefficient 2c for the capacitance can be obtained from (8-13);

it is
1 dC

dT
rV idcYc

= (/(V (M- 71T
(8-14)

The ETM for the junction capacitor is shown in Fig. 8-8; note that (8-14)

shows that to minimize capacitance variations, large reverse bias is desirable.

The Diode

For the intrinsic step junction diode, in which there are no bulk resistance effects,
it is possible to derive an expression for the temperature coefficient of the forward
voltage when the diode is biased with a current source. Integrated junctions are
much more difficult to analyze, but fortunately experimental results indicate that
for first -order temperature behavior they can be treated as step junctions. The
temperature coefficient yD for diode voltage VD can be shown to be

dVD

dT YD -2 mV/°C

approximately independent of temperature. Fig. 8-9a shows the ETM for the
diode with bias current I. In practical integrated circuits, bulk resistance is always
present; it can be included as shown in Fig. 8-9b by adding the ETM of the bulk
resistor rb. The effects of rb will differ slightly for the different diode connections.

Breakdown Voltage

The temperature coefficient yz of breakdown voltage depends upon the value of the
breakdown voltage, as is shown in Fig. 8-10, but yz is relatively independent of
temperature. For typical emitter junctions with breakdown voltage of approxi-
mately 7 V,

yze 2.3 mV/°C
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0

C(To) C(To)ilc dT

FIGURE 8-8
ETM for the junction capacitor

while for collector junctions with breakdown voltage of 40 V

)'Zc =' 35 mV/°C

The ETM for the intrinsic junction in breakdown is given in Fig. 8-11. For
practical diodes, bulk resistance effects can also be included by adding the ETM
for the bulk resistance.

The Intrinsic N -P -N Transistor

We consider here only the intrinsic transistor in the forward active region with
reverse -biased substrate junction, and we assume the effects of the substrate to be
negligible. From the four -layer model of Chap. 7 we can obtain the equations
which describe the device under these conditions:

(a)

Il = = Isi(eq#ElkT 1) - al 42

= = - eqq5ElkT
01N Isl.( 1) - 42

(b)

(8-15)

(8-16)

FIGURE 8-9
(a) ETM for the intrinsic diode; (b) ETM including bulk resistance rb .
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FIGURE 8-10
Temperature coefficient yz as a function of breakdown voltage.

For the emitter junction, it can be shown that the ETM is approximately
the same as that for a diode. The small -signal collector current can be shown to be

( o) dT
1 a $(7.0)

13(T0)1B(To) dr fi
I a/sz(no

/2(To)ie+ (8-17)
lc = fl(To) aT .42(To) ar sT

where 13 = otN/(1 - apt) and i, = [01B(T0)/OT] dT.
Let temperature coefficients e, and b be defined by

and

I 0152(T0)es-- Is2(To) OT

1 ONTO
b

f(To) OT

FIGURE 8-11
ETM for the intrinsic junction in break-
down.

d T
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FIGURE 8-12
ETM for the intrinsic transistor.

Then (8-17) can be written as

Ic = bil(To)IB(To) dT + 13(To)i B + Es Is2(To) dT (8-18)

The ETM for the transistor is then as shown in Fig. 8-12. In order to insert explicit
values for the temperature coefficients b and es, it is necessary to know on what
physical processes these depend.

It can be shown that the saturation current temperature coefficient es is

4 -n 1.205^
T kT2

where n applies to the base region; thus Es is of the order of 0.1/°C for silicon
devices. Nevertheless, 42 is usually sufficiently small that es Ise dT can be neglected
except for large values of dT.

The value for b depends upon whether injection efficiency or base transport
factor is dominant in determining the value of /1( T0). If the transport factor, that
is, base recombination, dominates, then

-(n - 1) Er
b

T k T 2
(8-19)

For this case b 8 x 10-3/°C at To = 300°K. If injection efficiency dominates,
then

Er
b -(2T

1)
+ 2kr (8-20)

which for typical devices is b 4 x 10-3/°C at To = 300°K.
If it is necessary to characterize the collector current in terms of a N , it can be

shown that the temperature coefficient

a
oI Oa N(To)

aN( To) OT
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is related to b by

C.

0.7-
.acalk,
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I 1 p
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FIGURE 8-13
Measured values of b as a function of T for two experimental transistors.

b
a =

fl(To)

Thus we see that for reasonably large /3(T0), a will often be negligible in comparison
with other temperature coefficients.

Measured values for b as a function of To are shown in Fig. 8-13 for two
experimental transistors, each biased at a collector current Ic = 1 mA. For any
given device, the dependence of b can be calculated from (8-19) or (8-20).

Extrinsic effects such as bulk resistances can easily be included in the ETM
by adding the ETMs for these effects in appropriate places.

Lateral P -N -P Transistors

As one would intuitively expect, the form of the ETM for the lateral p -n -p is the
same as for the n -p -n transistor. However, for the lateral p -n -p, the base transport
factor usually dominates the determination of /3 because of the wide base, and
therefore

Er - 1)
b

2kT2 2T

For the intrinsic transistor, we would expect b P.-- 4 x 10-3/°C. For the extrinsic
transistor it should be noted that:

I Because /3 is very low, the base current will be much larger than for the
n -p -n, so base resistance will be more important for the p -n -p.
2 Because the base of the p -n -p is the relatively lightly doped epitaxial layer,
the base resistance itself will be larger than for the n -p -n.
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FIGURE 8-14
Measured values of b for two experimental lateral devices.

These two facts indicate that it will usually be necessary to add the ETM for the
base resistance to the ETM of the intrinsic p -n -p. Moreover, we can see intuitively
that because SR and YD have opposite signs, the presence of resistance should
cause b for the p -n -p to be less than that for the n -p -n. That this is the case is
indicated by the measured values shown in Fig. 8-14 for two experimental devices
operated at bias current /c 1 mA. Curve A is for a device with /3 = 0.46 and
base width 0.80 mil, while curve B is for a device with /3 = 2.4 and base width
0.6 mil.

8-3 APPLICATION OF ELECTROTHERMAL MODELS

EXAMPLE 8C Electrothermal Analysis of a Bias Circuit. A widely used in-
tegrated bias circuit, to be discussed in detail in Chap. 9, is shown in Fig. 8-15a.
We wish to calculate the variation of I with temperature. To do this we define

i /(To + dT)- AT))

and we replace the devices in Fig. 8-15a with their ETMs; the result is shown in
Fig. 8-15b. Note that Q, is a diode -connected transistor; its emitter junction
voltage will have a temperature coefficient yD. We assume that the emitter
junction voltage of Q2 has temperature coefficient yT.

It can be shown that

/,(TD) = 1 m A / 1E2

Then rE = 26 s2 at To = 300°K. We also assume that /3 = 50, SR= 2 x 10-31°C,
and b = 6 x 10-3/°C. For these values, we calculate IR(T0) = 0.02 mA and
/3(To)/D(To)b = 6 µA/°C. The problem of finding i is now merely that of analyzing
the circuit of Fig. 8-15b using network analysis techniques.

If the two transistors are perfectly matched, as they should be if they have
the same surface geometry and the same temperature, then yD = yi and we obtain
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i= 6 x 10-6 /3 (-6 x 10-6 6.8 x 10-3/0C)
dT (8-21)

°C
+

2 + /3 k 'c R

from which we find

i
= -1.7 x 10-3

dT
1 °c 1111

+ V(4 V)

(a)

#(1.0)/1(T0)b dT

(b)

FIGURE 8-15
(a) Integrated bias circuit; (b) ETM for the bias circuit.
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VCC

(a) (b)

FIGURE 8-16
(a) Differential amplifier; (b) ETM for the differential amplifier with VIDAt = 0 =
viam 

EXAMPLE 8D Effects of Temperature Differences on the Offset Voltage of a
Differential Amplifier. Differential amplifiers such as that shown in Fig. 8-16 are
frequently employed as the input stage of operational amplifiers. Because they
are usually followed by gain stages having voltage gains of the order of 40 to 60 dB,
no offset voltages in the differential amplifier can be tolerated. This means that
the input transistors must be very well matched, and care must be taken to ensure
that they both experience the same temperature. We wish to evaluate the effects
of small temperature differences on the performance of the differential amplifier.
Such temperature differences can result from having devices which are dissipating
large amounts of power on the same chip as the differential amplifier.

We assume that a bias current I is used for the differential amplifier, as
shown. Let the temperature at Q1 be To + dTT and that at Q2 be To - dTT
Here To is the average temperature, which will be larger than the ambient tempera-
ture because power is being dissipated on the chip. Since the resistors take up
more surface area than the transistors, it may not be possible to locate them in
close proximity to the transistors; therefore the temperatures of the two resistors
may not be equal, and they may each differ from the temperatures of the transistors.
Therefore we let their temperatures be To + dTRI and To + dTR2
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We are interested in the offset voltage defined as Vora' when ViDm = 0; thus
we wish to analyze the circuit when the transistor bases are connected together. If
transistors are perfectly matched, and if resistors are perfectly matched, there is no
offset voltage if all components experience temperature To . Moreover, the emitter
currents for this case are both 1/2. The voltage we wish to calculate is vo" result-
ing from dTT, dTRI, and dTR2.

The circuit is most conveniently analyzed by focusing attention on iE, the
variation of emitter current. The ETM circuit is shown in Fig. 8-16b. Here we
have obtained the dependent sources in terms of am rather than /3, since emitter
current is the independent variable. We have neglected the dependent source
involving 1s2 , since it is assumed to be small in comparison with aN lE; the term
involving am(112)a dT has also been neglected because of the small value ofa. For
the circuit of Fig. 8-16b, we can write

and

Vopm = R 16 R(dTRi - dTR2) + 2RaN(To)iE

2yT dTT

lE = 2rE

2yr dTTql
4kTo

giVT dTT

2k To

Combining (8-22) and (8-23), we find

2aN9YT dTT1
Vorm = R -2 [SRNTRI. - dTR2) +

kTo

(8-22)

(8-23)

(8-24)

For representative values we choose R = 10 k12, Vcc = 10, 1= 1 mA, To =
300°K, aN = 0.995, and we assume that

SR = 2 X 10-3/°C YT = 2 X 10' V/°C

dTT = 0.25°C dTRI = 2.0°C dTR2 = 1.0°C

Note that this corresponds to a temperature difference of only 0.5°C between tran-
sistors and 1.0°C between resistors. Inserting these values in (8-24), we obtain

vODM = 203 mV

Of this, 10 mV is contributed by the resistor variations and 193 mV by the transistor
variations.
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This example illustrates the importance of designing the layout of a dif-
ferential amplifier so that the transistor emitters are located on isotherms, as
temperature differences of the order of a tenth of a degree can produce intolerable

offset voltages. It also indicates that placement of resistors is much less critical

than that of transistors. ////

Exercise 8-3 Suppose that all devices are matched and all are at the same
temperature. What voltage VIDM would have to be applied to produce

VODM = 203 mV ?

8-4 THE ISOTHERMAL CHIP

In Example 8D we saw a case for which small differences of the temperature of
devices caused large variations of circuit performance. In most integrated circuits,
however, temperature differences are of less importance than the actual temperature

of the devices. Such is the case when large power dissipation on the chip and large

ambient temperature variations occur. For example, circuits which must operate
over the military temperature range face large variations of ambient temperature.
If the temperature variations are sufficiently large, the component value variations
that result can alter the circuit power dissipation which, in turn, can change the
chip temperature. In poorly designed circuits, this can cause "thermal runaway"

and catastrophic failure.
How power dissipation and ambient temperature affect chip temperature is

perhaps best seen by means of an analog model in which

Current power
Voltage temperature

Conductance thermal conductance

If we assume that power dissipation is uniformly distributed over the surface of the

chip, heat flow and temperature will be one-dimensional. We can then represent
the thermal situation with the electrical analog shown in Fig. 8-17. Here Gc
represents the thermal conductance of the silicon chip, GB the thermal conductance
of the die bond, Gil the thermal conductance from the header surface to the outside
of the header, and Gs the thermal conductance from header to ambient environment.
Note that Gs will be a strong function of the means by which heat is carried away

from the header to the environment. If a heat sink is used, Gs will be larger than

for the header alone.
From the model of Fig. 8-17, we can see that

1 1 1 1= P-+-+-+-
B GHGS

Typical values for several headers are shown in Table 8-2.3
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FIGURE 8-17
Electrical analog for the isothermal chip
and header.

Table 8-2 THERMAL RESISTANCE FOR SEVERAL
INTEGRATED -CIRCUIT PACKAGES*

Test condition

Still air,
socket mounting
Still air,
soldered to
printed circuit
board
Forced air,
socket mounting
Heat sink on case,
socket mounting,
still air

TO -99
TO -100

TO -86} packTO -91
Dual in -line
plastic package

185 187 150

157 165 145

130 152 135

133

si
Gc GB GH± Gs '°C/W.
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EXAMPLE 8E Variation of a Resistance with Temperature and Power. Consider
a circuit which has a power dissipation of 1 W. We wish to calculate the maximum
change of resistance of an integrated resistor as the ambient temperature changes
from -25 to + 125°C and the power changes from 1 to 0.5 W. The circuit is
gold -bonded to a TO -99 header in free air.

From the model of Fig. 8-17, we see that the maximum change of chip
temperature is

A7;(.) = ATa + AP (-
1 +1 +1 +1

Inserting the above values, we obtain

AT.T(na,c) = 150°C + 99°C = 249°C

If the resistor had a constant temperature coefficient AR = 2 x 10-3/°C, the frac-
tional change of resistance would be

AR
= AR AT= 0.5

or a change of 50 percent.

8-5 THE TEMPERATURE -STABILIZED SUBSTRATE

It is possible to stabilize the chip temperature if one is willing to expend some
additional power for temperature control. To accomplish this, an insulator is
inserted between chip and header as shown in Fig. 8-18a. A sensor, such as a
diode, is used to detect temperature variation and convert it to electrical power.
This power is dissipated on the chip as control power. As ambient temperature
increases, the control power decreases. Such a negative -feedback system results
in a temperature -stabilized substrate (TSS).4-6

Let PH be the power dissipated by other circuits on the chip, and Pc the control
power dissipated on the chip by the sensor -heater circuit. We assume PH and Pc
to be uniformly distributed over the surface of the chip. If the thermal resistance
R; of the insulator is much larger than that of the silicon, the temperature change
from top to bottom of the chip will be negligible. The thermal resistance of the
header can also be ignored. Then the analog model for the system becomes that
shown in Fig. 8-18b. From this model, we see that

T, = (PH + Pc)R; + T, (8-25)

where Ts is the chip temperature

and Pc = K(Tf - Ts) (8-26)

where K is the transfer gain of the sensor -heater in watts per degree.
Substituting (8-26) in (8-25), we find

T =K(PH + Krred +
1 + KR;

(8-27)
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PH Sensor Pc

1

Chip

Insulator

Header

(a)

Sensor -heater

Ri

K(T.r - = pc

(b)

FIGURE 8-18
(a) Cross section of the temperature -stabilized system; (b) model for the system.

Now we can calculate the variation of T, with T.:

OT, 1

OT,,- 1 + KR,

If the sensor heater has sufficient gain that

(8-28)

KR; > 1

we see that the temperature 7', is essentially independent of T. If both power
and ambient temperature vary, the change of substrate temperature is

dT, =
aTs dp +0TTs dT,,=

1

+1KR,(R,dPH + dT)
OPH D

Thus we see that if K is sufficiently large, dT, can be made negligibly small.



THERMAL EFFECTS IN INTEGRATED CIRCUITS 295

Design of a TSS

The stabilization of the temperature is accomplished at the expense of control power
Pc . In designing a TSS we wish to minimize Pc . Qualitatively, we can see that
when Ta is maximum, Pc should be zero, and PH is then sufficient to maintain the
temperature at Ts = Tref. However, when Ta is minimum, Pc must be added so
that the temperature Ts can still be maintained at Ts = 'Tref . Clearly the maximum
Pc is required when Ta is minimum. The design procedure is therefore as follows:

1 Choose T f as large as the chip will tolerate (about 200°C). Note that
Tref must be larger than Tomas).
2 Choose R so that when Ta = Ta(m.), TS = Tref in order to make Pc = 0
for this condition. Thus

Tref = Ta(max) + PH Ri (8-29)

3 For Ta = Ta(min), Ts is still required to be Tref. Therefore

TS = Tref

= Ta(min) -4- PH Ri Pc Ri

PC
Ta(min) + [Tref -Ta(max)1PHrr ref Ta(max)1

Then the required control power Pc can be found:

P P
Ta(max) Ta(min) (8-30)C = H ,r

 ref - Ta(max)

Note that (8-30) shows that to minimize Pc, Tre f should be as large as per-
missible.

4 Design a sensor -heater to have gain K sufficiently large to produce the
required stability aTs1 aTa. From (8-28) we have

K 1) (8-31)
Ri kaT1IOTa

Substituting (8-29) in (8-31), we obtain

K= PH

Tref - Ta(max)

The system design of the TSS is now complete.

(aTs/aTa
)

1

1 (8-32)

Design of a Reference Temperature and Sensor

From the diagram of Fig. 8-18b, the system appears to have a serious drawback in
that it requires a reference temperature source Tref. However, this disadvantage
can be easily overcome by combining the functions of reference temperature and
sensor on the chip. The basic circuit is shown in Fig. 8-19, in which the equivalent
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Vcc

Heater

FIGURE 8-19
Circuit for the sensor -heater reference -temperature circuit.

reference temperature is provided by the voltage divider R, and R2 and the diode
acts as the sensor.

Since both resistors are on the chip, they have the same temperature, and V2
is therefore independent of temperature. V1, however, decreases with temperature.
By choosing the proper V2 , we can make V, = V2 at the temperature we require
for Ts . At this temperature the output of the differential amplifier will be zero,
and this will cause the heater power to be zero. The design of the circuit proceeds
as follows:

/ Choose a value for I, say 1 mA. Then

V1 = VD(I, Ta(mir)) A VD

and R = VCC -VD

2 Calculate AV, for Ts = Tfet, where Tres is the desired reference tempera-
ture. Let AT = T f Ta( ) . For a diode, AV1 yD AT. Then at
Ts = T f , let

Vls = [Ta(,,)] + eV]
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3 At Ts = Tref we want V2 = //Ls; that is,

from which

Vcc
Vis = V2 =

1 + R2/R1

R2 VCC
1

R1 V1 +

4 Choose a value for R1; calculate R2.
5 Choose Rc and 1E for the desired voltage gain in the differential amplifier.

EXAMPLE 8F First -order Design of a TSS for a Reference Temperature of 200°.
Suppose we have a system with Vcc = 10.7, and we assume VD = 0.7 at 0°C, and
y D = -2 x 10-3/0C. Suppose also that the circuits on the chip have a total dis-
sipation of 40 mW and that we wish to stabilize the chip temperature to ±0.5°C
when the ambient temperature varies from 0 to 100°C.

First we calculate Pc = Pff(100 - 0)1(200 - 100) = PH = 40 mW. Then for
this Pc, the thermal resistance of the insulator must be Ri = 100/40 mW = 2.5°C/
mW. Glass, ceramic, or other insulator can be selected with the proper thickness
to produce this R..

The stability we require indicates that 0TslaT,, = LTs/ATa = 1-100 = 10-2.
Using (8-32) we find

40 mW
99 mW/°C100°

Now we choose I = 1 mA for the sensor circuit; then R = 10 ka We cal-
culate

V = VD y D AT = 0.7 + (-2 x 10-3)200 = 0.3 V

Then V2 = 0.3 and

Arbitrarily selecting R1 = 1000 CI, we find

R2 10.7
- 1 = 35R10.3

R2 = 35 kl)

If we now select Rc = 18 ka, and choose IE = 1 mA so that the transistors do
not saturate, the voltage gain of the differential amplifier is 18 x 103/52 = 33. This
means that with a diode temperature coefficient of Yo mV/°C, the sensor gain at
the output of the differential amplifier is 33yD mV/°C. For an overall gain K =
40 mW/°C, the heater must have a transfer function 0.61 mW/mV.

For the ambient temperature range specified in this design, the required control
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power is equal to the circuit power. Our first -order design has neglected the power
dissipated in the sensor circuit; this should be taken into account since it may be
comparable to the power in the circuit being controlled. ////

8-6 LATERAL TEMPERATURE VARIATIONS

We have thus far assumed that the chip surface is isothermal; this assumption is
valid only if the power dissipation is uniform over the surface of the chip. It is
unlikely that the power dissipation will be uniform in most circuits. For chips
which are mounted directly to the header by means of gold solder or similar die
bonds, moderate power dissipations of the order of 100 mW, even though localized,
will not produce much temperature gradient at the surface of the chip. However,
we have already seen that temperature variations of a fraction of a degree are suf-
ficient to influence certain special circuits such as differential amplifiers. The
detailed analysis of steady-state temperature distribution in the chip involves the
solution of Laplace's equation in three dimensions. Because of the boundary
conditions involved, the solution is likely to he intractable for most cases, and
computer -aided analysis is necessary.'

For chips mounted on insulators as in the case of the TSS or of electrothermal
filters, temperature variations of the order of 3 degrees can occur across the surface
of the chip. For electrothermal filters, layout of the circuit is critical, and a two-
dimensional analysis in the frequency domain is required; again a computer -aided
analysis is necessary. Even for temperature -stabilized systems, the effect of these
relatively small temperature gradients at the chip surface makes the placement of
heaters and sensors critical, and a computer -aided analysis is necessary if precise
control of temperature at a particular location on the chip is required.

Power
transistor

Silicon
7 chi.

Gold film

Isothermal header, 1

All dimensions in mils

FIGURE 8-20
Hypothetical chip and mounting used to illustrate lateral temperature variations.
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Table 8-3 CALCULATED TEMPER-
ATURES T- T, PER
WATT DISSIPATION OF
THE TRANSISTOR IN
THE HYPOTHETICAL
CHIP OF FIG. 8-20

n T- T'CIW

1 1.19
2 5.18
3 0.60 silicon chip surface
4 0.072
5 0.017

6 0.19
7 0.64
8 0.10 silicon -gold interface
9 0.012

10 0.003

Some idea of the problems encountered with variations of temperature across
the chip can be obtained from the hypothetical chip shown in Fig. 8-20. This chip
is 40 x 40 mils, 5 mils thick, using a 2.5 -mil gold die bond to a header which is
assumed to be a perfect heat sink at temperature T,. A single power transistor is

with its centerline 10 mils from one edge of the chip. Because the transistor
is uniformly distributed in the y direction, the temperature distribution in the y
direction will be uniform. Temperatures at the numbered points have been com-
puted using a simple finite -difference solution of Laplace's equation in two dimen-
sions; the results are given in Table 8-3.

In high -power circuits involving localized power dissipations of several watts,
conventional die bonds to ordinary headers are not sufficient to reduce tempera-
ture gradients to an acceptable level. For example, in an amplifier with I 5-W out-
put capability, temperature variations of approximately 100°C across the chip
surface are observed. For such high -power circuits, special headers of stainless
steel with copper overlay must be used, and considerable care must be taken in the
layout of the circuit in order to minimize the effects of temperature gradients on the
circuit. In this case the designer attempts to use geometrical symmetry in order to
place critical devices along isotherms.

PROBLEMS

8-1 A diode is operated with bias current of 1 mA. Use ETMs to determine what bulk
resistance it must have if the temperature coefficient of the total voltage is zero.

8-2 A Zener diode is needed with breakdown voltage of 20 V, and temperature coefficient
as near zero as possible. It is to be obtained by putting forward -biased diodes in
series with a reverse -biased diode. How many forward -biased diodes should be
used, and what breakdown voltage should be specified for the reverse -biased diode?
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8-3 In Chap. 7, it was shown that feedback could be used in a lateral p -n -p transistor
with two collector segments in order to stabilize the /3. Suppose the p -n -p has fi = 15,
and the collector segments are chosen as in Chap. 7 to produce PI. = 2. Assume
that only intrinsic effects need be considered, and use ETMs to calculate the temper-
ature coefficient of NF .

8-4 The TSS design of Example 8F ignored the power dissipation of the sensor circuit.
Reformulate the general design equations to take into account the sensor power,
and recalculate the values for Example 8F.

8-5 Design a heater circuit to be connected to the output of the differential sensor
amplifier of Example 8F, with the required transfer function of 0.61 mW/mV.
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9
BASIC LINEAR INTEGRATED CIRCUITS

Through common usage, the term linear has come to denote the class of integrated
circuits which are not digital or switching circuits. In reality the term is mis-
leading because many of the circuits in the linear class depend heavily upon certain
device nonlinearities for their operation. An excellent example of this is the
general biasing problem, in which the nonlinearities of junctions are combined
with the matched -component property of integrated circuits to produce bias circuits
that require no capacitors and that are stable with temperature. What is really
meant by the term "linear" is that class of circuits in which the signal variables
are treated as continuous as contrasted with those circuits, such as digital circuits,
in which quantized variables are a functional requirement.

The circuit designer accustomed to discrete -component circuit design, upon
viewing the circuit diagram of an integrated operational amplifier for the first
time, is undoubtedly staggered by the large number of transistors employed and
by the complexity of the circuit. As we have previously pointed out, transistors
are no more difficult to fabricate than resistors, and the former generally require
less area. Thus the integrated -circuit designer recognizes no economic preference
for resistors; rather, the opposite is the case. The complexity of the circuit arises
from the sophisticated circuit techniques which have been developed to take
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advantage of the matched -component and approximate isothermal properties of
the integrated circuit in order to provide simultaneously stable biasing and large
gain without the use of capacitors or large resistors.

Because of the complexity of linear circuits it is important that the integrated -
circuit designer be well acquainted with certain techniques which are widely used
for biasing and gain in such circuits as operational amplifiers. In this chapter we
examine these techniques in detail.

9-1 TRANSISTOR MODELS

In Chap. 7, we made use of the four -layer nonlinear model for the transistor for
dc calculations, and showed how the frequency dependence of the device could also
be included in the model. For forward -active -region operation with reverse -
biased substrate, the model can be simplified considerably. If we assume the
effects of the substrate to be negligible, the equations for the n -p -n transistor for
direct current become -

(9-1)/c - aN 1 - 42

where the currents are defined as shown in Fig. 9 -la. Small -signal low -frequency
behavior can be obtained by taking 0/E/00E, etc., and frequency behavior can be
obtained by inserting parasitic capacitances and the frequency behavior of aN .
For design purposes, however, it is more convenient to have a progression of
models of varying complexity, each tailored to specific needs.

A Model for Biasing

In many cases the dc behavior is determined primarily by the external circuit and
the salient features of the device, and only secondarily by detailed device behavior.
For example, (9-1) shows that the collector current is basically independent of
collector voltage. We have also seen that the emitter voltage is a weak function
of the emitter current, and for even an order -of -magnitude variation of emitter
current, the emitter junction voltage is approximately VD. A model which incor-
porates these two properties is shown in Fig. 9-1b. Even in cases where the circuit
performance may depend upon detailed device behavior, it is usually worthwhile
to make use of the model of Fig. 9-1 first in order to establish approximate operating
conditions. This procedure will help the designer determine what approximations
can reasonably be used in detailed analysis. Once these approximations are made,
the analysis using (9-1) generally is simplified.

Small -Signal Models

Probably the worst way to proceed in analyzing the behavior of a small -signal
circuit is to use the most complex model available for the device. Not only does
such a procedure lead to lengthy computation, but by its complexity it also obscures
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(a)

(b)

FIGURE 9-1
(a) Definition of current polarities; (b) first -order active -region model applicable
for most bias situations.

the really important aspects of the circuit behavior. Instead, one should begin
with a highly idealized and simple model for the device. One can then focus on
important circuit behavior and obtain some idea as to reasonable approximations;
one can usually determine also what features of detailed device behavior will next
be important. The complexity of the model should then be increased to include
only those features which seem to be of first -order importance. Consistency tests
can often be made at this stage to determine whether further complexity is required.
The procedure of using a progression of models of increasing complexity is especially
important in design. Here the designer must evolve a circuit configuration to
meet certain performance specifications. He must therefore evaluate the con-
figuration in the early stages of design to determine if it must be modified in order
to meet these specifications. If a particular configuration will not meet the speci-
fications when analyzed with a highly idealized device model, it certainly cannot
meet them with a more complex and less ideal model. Before wasting consider-
able analysis time and effort on a circuit, the designer must be reasonably certain
that it has a chance of meeting the required specifications.
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A zero -order small -signal model for the transistor is shown in Fig. 9-2a; this
model incorporates only the most outstanding properties of the device. It can be
obtained from the model of Fig. 9 -lb by taking small variations of the currents
involved. Note that it is the model for what could be defined as the "ideal"
transistor.

In some cases, the small -signal behavior of the emitter junction is important
in the circuit being analyzed; this behavior can be incorporated on a low -frequency
basis as shown in Fig. 9-2b. The resistors in these models represent the dynamic
behavior of the emitter junction, and are dependent upon the bias currents:

qicgm =
mkT

= ~ = (ft + 1)r;
gm

mkT aN mkT
r; =

E qIE

These two models are equivalent, as can be seen by comparing their terminal
behavior and making use of the fact that /c//E aN . The second model of Fig.
9-2b will be recognized as a simplified form of the hybrid -it model; it is more useful
when 4, is the independent variable.

If it becomes necessary to include base resistance and base -width modulation
effects, the model of Fig. 9-2c is used. In this model the conductances g,,,, and gc,
represent the effects of base -width modulation, and are dependent upon the bias,
the impurity profile in the base, and the resistivity of the epitaxial layer. The
base resistance rbb, depends upon the geometry and the base -layer resistivity but is
at least first -order -independent of bias. As guidelines, the following approxima-
tions' can be employed for gb., and g,:

g
kt "

dwv

gb.; g,
fi

where /3 and n are evaluated at the particular bias voltage used. The factor n is

clearly a measure of the variation of the base width with collector -base voltage; it is
typically of the order of 10'. Both gb.c and vary with bias current in the
same way as does gm. Since is of the order of 102, gb, will in many cases be
negligible in comparison with gc, . If /3 is limited by emitter efficiency, as is the
case in most integrated transistors, ewill be much smaller than qgm/13.

Frequency effects may also be incorporated in a progression of models. The
intrinsic cutoff frequency of the device is represented in Fig. 9-2d by the diffusion
capacitance given by

1

Cb r;(0.



(a)

(c)

Cb..

(e)

e

e

(b)

(d)

(I)

C

FIGURE 9-2
(a) Zero -order model; (b) first -order model; (c) complete low -frequency model;
(d) first -order model including intrinsic cutoff frequency; (e) model including
parasitic capacitances; (I) model including parasitic capacitances and base -width
modulation effects.
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where co. is the alpha cutoff frequency which is approximately con the frequency
at which fi = 1. When parasitic capacitances are included, the model becomes as
shown in Fig. 9-2e where

Cb'e = Cb CjE

Cb'c C JC

The substrate capacitance Cis is shown grounded, since it is assumed that the
substrate is connected to a supply voltage.

Base -width modulation effects may be included as shown in the complete
model of Fig. 10-2f.

Exercise 9-1 Find the Thevenin equivalent at the collector -emitter ter-
minals for the model of Fig. 9-2c if the small -signal base current is zero.
What does this become if gb., 4 1/ rb.e?

Exercise 9-2 A transistor has negligible rbb.. If a load resistance RL =
1/gb., is connected between collector and emitter, what is the small -signal
low -frequency voltage gain A, = v/vbe for the model of Fig. 9-2c? How
does this differ from the result obtained with the model of Fig. 9-2b?

Miller -Effect Multiplication

Under certain circumstances gb,c and Cb,c may be magnified, and thus no longer
be negligible. This is of particular importance in the design of amplifiers with
large input impedance, and in the design of amplifiers with large bandwidth.

Consider the circuit of Fig. 9-3, which is a simple common -emitter -amplifier
circuit. If we analyze the circuit using the model of Fig. 9-2b, which includes only
the effect of the emitter junction, we find

v0 = -(gmrb'eYbRL = - Pia RL
vo

A, = -9mRL
Vb'e

Gin LA
A =ib 1-

Vb,. rb.e

To focus attention on the effect of gb,c on input conductance, we use the model of
Fig. 9-2c and neglect rbb. and g; the resulting small -signal equivalent circuit is
shown in Fig. 9-3b. We note that g,> llrb,,, and also l/rb.e if it is assumed
that GL > gb,., we find

vo "
1 + (9b,crwe)(1 + 9.RL)

Av

-flib RL

1

Gin ==64,,c(1 + 9.RD +
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(a)

cbt

(c)

go'c

(b)

FIGURE 9-3
Miller -effect multiplication. (a) Small -signal common -emitter amplifier circuit;
(b) equivalent circuit for evaluating effects of gte, on input conductance; (c) equiv-
alent circuit for evaluating effects of Ctec on bandwidth.

Note that wherever gb.c appears in these expressions it is multiplied by
the factor

1 + g,RL= 1 At,

Now let us focus attention on the effect of Clec. For this purpose we use
the equivalent circuit of Fig. 9-3c. Analysis of this circuit yields

- flIb(s)Rr.
Yds) 1 + s(Cbcrt,,,)(1 + 9m RD

A,(0) -gmRL

Yin(S) 7.11 + SCbAl g,RL)
rire

As we expected, the effect of Cie. is greatly magnified, since it appears everywhere
multiplied by the factor 1 + g,RL. This causes an increase of Yi , and a reduction
of bandwidth of V0. Of course, we have not considered the effects of Cb,, here,
but we can see intuitively that if large A(0) is used, the effects of Cb,, on Yin and the
bandwidth of Vo may be comparable to the effects of Cie,.
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9-2 BIASING CIRCUITS

In order to set the stage for the discussion of integrated biasing circuits, we first
consider the problem of obtaining a bias current source. In discrete -component
circuits this is done by using negative feedback to stabilize the emitter current of a
transistor, as shown in Fig. 9-4. Here resistors R1 and R2 provide a voltage
divider which fixes the voltage across RE, thus determining the emitter current of Q.
The collector current Ic is thus stabilized against temperature variation and varia-
tion of transistor parameters. If the circuit is to be employed as an amplifier, a
capacitor is added as shown, a load resistor RL is inserted in the collector circuit,
and the input signal is inserted through a capacitor at the base.

This circuit is not acceptable for integration for two reasons:

/ It requires two capacitors, one of which has a capacitance of several µF.
2 It uses three resistors. Moreover, to obtain maximum gain, R1 and R2
will have large values and therefore require large area.

A more appropriate circuit employs shunt -shunt feedback as shown in
Fig. 9-5. This method uses no capacitors and only two resistors, but has the
disadvantage that it does not exhibit current -source behavior. However, the
negative feedback employed ensures that the operating point will be stable with
variations of temperature and transistor parameters.

The Widlar Circuit'

A basic biasing circuit, many variations of which are widely used in integrated
circuits, was originated by R. J. Widlar and is shown in Fig. 9-6. This circuit
capitalizes on the fact that Q1 and Q2 can be made to be identical and to have the
same temperature. It also makes use of large negative feedback to stabilize the
operating point of Q1.

To analyze the circuit, we assume active -region operation, and make use of
the model of Fig. 9-1, together with knowledge that the transistors are identical.

FIGURE 9-4
Discrete -component biasing circuit.
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+ v

FIGURE 9-5
Feedback biasing circuit.

Since the transistors are identical and have the same base -emitter voltage, they must
have approximately equal collector currents. The bias current I is

=Vcc -VD

Applying Kirchhoff's current law to the base node, we find

But from the model of Fig. 9-1, we also have

FIGURE 9-6
Widlar's basic bias circuit.

R
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Combining these relations, we obtain

Ic = fl + 2 R(fl + 2)

If 13 is of the order of 50 or larger,

13(Vcc - VD)
(9-2)

IC I
This circuit, which is sometimes called a current mirror, provides a current

source whose current is relatively independent of transistor parameters. The cir-
cuit uses only one resistor.

Exercise 9-3 Suppose Q1 has twice the emitter area of Q2. Find I..
Exercise 9-4 Our analysis used the model of Fig. 9-1, which neglected Ise.
For a more exact analysis we could use the model of Eq. (9-1). Note that
since the collector voltages of Q1 and Q2 are not identical, the collector
currents will be slightly different. Use Eq. (9-1) to find Ic of Q2.

Exercise 9-5 A resistor RL < R is inserted in series with the collector of
Q2. Find /c of Q2.

Exercise 9-6 Suppose Q2 is replaced by six identical transistors connected
in parallel. Find /, of each transistor.

Small -Value Current Sources

Suppose we have a requirement in an integrated circuit to produce a small -value
current source; say 10 µA. If a supply voltage of 10 V is available, the resistance
required in the circuit of Fig. 9-6 would be

10 - 0.7
R = = 930 MI

10 x 10-6

Such a large -value resistance would occupy far too much area on the chip. How-
ever, we can modify the circuit to overcome this disadvantage.

Examining (9-1) we see that if /,2 is negligible in comparison with the collector
current, we can write

IC = a, /(e"EimkT 1) e90E/mkT (9-3)

This indicates that the collector current is a strong function of the emitter voltage.
If we can slightly unbalance the emitter voltages of the two transistors, we can
cause a large difference between collector currents to occur. This is done by
inserting a resistance in the emitter circuit of Q2 as shown in Fig. 9-7. To obtain
a first -order analysis of the circuit we assume a, -.1 (13 oo). Then lc, =
(Vcc - VD)/R. From (9-3) we see that

IC2 = e(qImkT)(4>E2- s,E1)

Ict
(9-4)
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FIGURE 9-7
The small -value current source.

But the resistor RE causes

Thus we find

+ Vcc

0E2- 0E1= -IE2RE"'' -IC2 RE

RE =
mkT IciIn -r
(PC2 1C2

(9-5)

EXAMPLE 9A Design of a 10-µA Current Source. If we require a 10-yA
current source, and a supply voltage of 10 V is available, we might choose 1 mA
as a value of I which will lead to a reasonable value for R. Then Ici = 1 mA,
R = 9.3 kit, and if m = 1 we calculate

0.026 10-3
.--- 12 kr/

E = 10-5 in 10-s

Although the circuit uses two resistors, note that the total resistance (which would
determine the area) is 21.3 la), while the single -resistor circuit required 930 Ica

////

Exercise 9-7 Do not assume aN -01, and calculate RE for the circuit of
Fig. 9-7.
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Vcc

IC

VCC

( Q.

FIGURE 9-8
Multiple current sources.

Multiple -Current Sources

It often occurs that several stages in an amplifier require a certain ratio between the
bias currents.

Since direct coupling is used to avoid the necessity for capacitors, it is also
required that these ratios be stable with temperature in order to provide bias
stability for the entire amplifier. The circuit of Fig. 9-6 can be expanded to per-
form this function, as shown in Fig. 9-8. Since all transistors have the same base
voltage, they must all have identical collector currents tc . By inspection of Fig. 9-8,
we see that

131

Ic = (9-6)
p + n + 1

If several different values of current are required, they can be obtained by inserting
resistors in the emitter circuits of the appropriate transistors.

Exercise 9-8 Currents of 1, 2, and 3 mA are required in an integrated circuit.
If Vcc = 10.7, show how these currents can be obtained with four transistors,
and calculate the value of all resistors.

We have thus far only discussed the use of n -p -n transistors for current
sources. It is obvious that if currents of the opposite polarity are required, p -n -p
transistors can be used. However, it should be noted from (9-6) that if # is not
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+ Vcc

FIGURE 9-9
Improved feedback to better balance Ic
and I.

IC

large, or if n increases, the current becomes more influenced by variations of /3.
This will be particularly a problem with lateral p -n -p transistors, which inherently
have low 18. It can also be a problem with n -p -n transistors where precise balance
of two currents is required.

By adding another transistor in the feedback path of the circuit of Fig. 9-6,
we can make the current less dependent on This is shown in Fig. 9-9. For this
circuit

2/P
1 = ±

fl + I

Since Ie = 131,, we find
1130 + 1)

Ie
=

fl(/3 + 1) + 2

Even for moderate values of /3, le and I will be well balanced.

Exercise 9-9 The feedback technique of Fig. 9-9 is applied to the circuit of
Fig. 9-8. Calculate the ratio 411.

Output Conductance of Current Sources

When a current source is required in a circuit it is often also necessary that the
incremental conductance dIcIdV of the current source be very small. Since the
output conductance of the current source arises from the collector conductance
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gb., of the transistor, we can find the output conductance by using the circuit of
Fig. 9-10a. The transistors are replaced by the model of Fig. 9-2c, and rbb. is
assumed to be negligible. To analyze the circuit we must first determine rb.e
and

and

9. 
Since it is known that /c r.-, 4 ,--t, I for both transistors, we can write

qI
gm= mkT

If we assume /3 >> 1, and g,> gb.c, we find

and
Combining these results we obtain

/3 flmkT
g, ql

9b.cv ,:f, dV -
gm

dIc = dV(gb,c + gce) + gmv

dlc
-2gb'c + gcedV

If the output conductance is too large for the application at hand, as it may
be for values of I of several milliamperes, one can increase land add a resistor RE
in the emitter circuit of Q2. This provides negative feedback which decreases the
output conductance. The values of I and RE can be chosen so that the required /c

An alternative is to provide the necessary feedback in a different manner by
using an additional transistor in the circuit as shown in Fig. 9-11.3 Note the
similarities and differences between this circuit and that of Fig. 9-9.

Exercise 9-10 Find the dc current /c for the circuit of Fig. 9-11.

The VD Multiplier Circuit4

We have centered our discussion of biasing primarily on current sources. Some
circuits, such as class AB output stages of operational amplifiers, also require
stabilized bias voltage sources. Perhaps the most convenient method of obtaining
such a voltage source is to use a forward -biased diode, or diode -connected tran-
sistor. We have seen that the forward voltage is approximately 0.7 V, and that it
changes only slightly with current. The model of Fig. 9-2c can easily be used to
show that the small -signal conductance of the diode -connected transistor is

ql
g --;.: g, =

mkT

which can be made large enough for most purposes by using moderate values of I.
If voltages larger than VD are required, several diodes can be connected in series.
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Vcc

(al

d c

g_v IL Eft .+ dV

(b)

FIGURE 9-10
(a) Circuit for calculating the output conductance of the current source; (b) small -
signal equivalent circuit.

Unfortunately this forces the designer to accept voltages which are integral mul-

tiples of V,.
An alternative to the use of multiple diodes is the feedback circuit of Fig.

9-12, called a VD multiplier circuit. The basic performance of this circuit can best
be understood by making use of the model of Fig. 9-1 and assuming that /3 is very

large. If 13 is very large, negligible base current will flow, but the base voltage will
still be VD. If negligible base current flows, then

and we have

R2
V VD

R, + R2

V = VD{1 + R11
R2
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FIGURE 9-11
Circuit for reduced output conductance
of the current source.

By properly selecting R, and R2 we can thus choose any multiple of VD we wish.
In practice the current source I would be replaced by either a resistor and supply
voltage or a p -n -p current source.

Exercise 9-11 Do not assume ig to be very large, and calculate V.

Exercise 9-12 Use electrothermal models to show that the temperature
coefficient of V is yD[1 + (RI/R2)].

The VD multiplier circuit can be fabricated in integrated form in a very small
space by making use of pinch resistors.5 Both resistors are connected to the
transistor base, so both can be fabricated as extensions of the base region. The
transistor is laid out with elongated base region on both sides of the emitter, as
shown in Fig. 9-13. Emitter diffusions are performed over both elongated regions,
as well as in the normal emitter location. Metal is applied to short one end of the
elongated base to the collector and to connect the other end of the base to the
emitter. The elongated regions under the emitter diffusion form pinch resistors;
since the voltage obtained depends on the ratio of these resistors, the desired
voltage can be obtained by choosing an appropriate ratio of the lengths of the
elongated regions.

The Saturated Transistor

Voltages less than VD can be obtained by using the circuit of Fig. 9-14a in which the
transistor is allowed to partially saturate. This circuit takes advantage of the
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FIGURE 9-12
The VD multiplier circuit.

Metal

Metal

p -base diffusion

n' emitter diffusion

FIGURE 9-13
Layout of the VD multiplier circuit.
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,111.11I n

(a) (b)

FIGURE 9-14
The partially saturated transistor. (a) Circuit; (b) layout.

fact that until the collector -base junction is forward -biased by about 0.5 V the collec-
tor current is 1c = /MB; that is, the transistor behaves as though it were in the for-
ward active region. The collector current for the transistor in Fig. 9-14 is easily
seen to be

while the output voltage is

PI= N =
11 1I

V = VD - R VD -IR

This simplified analysis gives reasonable results for

0.2 < V < VD

Note that if I is of the order of a milliampere, R will be only a few hundred ohms;
it can usually be fabricated by slightly elongating the base region, as shown in
Fig. 9-14b.

Level -shifting Stages

In amplifiers of several stages, the dc level of the output of each stage is not the
same as that of the input of the stage. For n -p -n stages, the base is more positive
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Vi,

+ Va

(a)

+ Vcc

(b)

FIGURE 9-15
Level shifting (a) with resistor and current source, and (b) with VD multiplier
circuit.

than the emitter, and the collector is more positive than the base, in order to ensure
operation in the forward active region. In some applications this is of no con-
sequence, but in others, such as operational amplifiers used as voltage followers,
it is necessary that the output of the amplifiers be at the same level as the input.
This means that at some point in the circuit, means must be provided to shift the
dc level so that input and output voltages are compatible. Depending upon the
particular circuit, the amount of level shifting required varies from V, to several
volts.

In some cases, the required level shift can be obtained simply by adding
several diodes in series between the output of one stage and the input of the next,
and providing appropriate bias current to ensure that the diodes are forward -
biased. For larger voltages, the circuit of Fig. 9-1 5a can be used. Here an emitter
follower is used to isolate the output of the gain stage from loading effects of the
next stage. Level shifting is provided by the resistor R and the bias current source
I. Proper design can ensure that the output voltage depends on the ratio of
resistors and is therefore independent of temperature.

This type of level shifting is simple, and has the advantage of providing
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current gain. Its principal disadvantage is that its output resistance is approxi-
mately R; the bandwidth will be low because of the input capacitance of the next
stage. An improvement of the circuit can be made by using a VD multiplier in
place of R, as is shown in Fig. 9-15b. This produces the desired level shift at a
much lower output resistance.

If a voltage of 2 VD or 3 VD is required, cascaded emitter followers can provide
both current gain and the required level shift.

9-3 SIMPLE GAIN STAGES

If a transistor is to be used for gain purposes, not only must it be biased with
stable collector current, but means must also be provided for injecting the input
signal and for obtaining an output signal. We can arrange for the latter by in-
cluding a load resistor in the collector of Q2 in our two -transistor bias circuit, but
the injection of the input signal is more complicated.

If we assume for the moment that the input is a current source, and connect it
to the base as shown in Fig. 9-16a, we note that most of the input current will
flow through the diode -connected transistor, and will not contribute to the gain of
the circuit. In fact, it is easily shown that the small -signal base current of Q2 is
approximately is/fl and the transimpedance of the circuit is vo/is = -RL. The
value of RL is, of course, limited to

R < VCC -VD
L I

If the original bias circuit is modified as shown in Fig. 9-16b, this shunting
effect can be virtually eliminated. Note that for dc bias conditions, both transistors
have identical resistors in their base circuits, and both resistors are connected to the
same point. Both Q, and Q2 have the same base current and therefore the same
collector current Ic. Now, however, the adverse shunting effect on the base of
Q2 is only that of R1. Thus by choosing R, > rb,, we can ensure that almost
all is appears as base current for Q2 . The transimpedance of the circuit is

vo -RJR,
is R1 + ri,,,

EXAMPLE 9B Design of a Gain Stage. To design the circuit, we begin by noting
that if 13 is very large, the base bias current of each transistor will be very small
and the voltage across R1 will be negligible. Therefore Q1 will be operating with
Vc, ,:.: VD, and with Ic P.', I. Now for maximum dynamic range of the output, we
want Q2 to operate midway between saturation and cutoff, that is, with lic2 =
(Vcc + VD)/2. Since /c = I, we therefore choose

R
AL =
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VCC

(a) (b)

FIGURE 9-16
(a) Input signal applied to current source transistor; (b) modification of the
circuit to improve the gain.

Next we calculate rt,,, = 13mkTIql, and select

R, > rbe (9-7)
The design is now complete. We note that if (9-7) is satisfied, the transimpedance
will be given by

vo -13R
is 2

For typical numbers, we assume that licc = 10.7, I = 1 mA, and m = I.
Then R .--:. 10 k0 and RL = 5 kfl. With I = 1 mA we have rb, = 2.6 kn. Note
that the input resistance seen by is is approximately rbe in parallel with RI. The
transimpedance of the amplifier is -0.5 x 106. ////

Exercise 9-13 Find the input resistance of the circuit of Fig. 9-16b; show
that for large # it becomes Rlrbe/(rb.e + R1). Assume RL 4 1/g,

If the input resistance is not large enough for the application at hand, it can
be increased by adding a resistance RE of several hundred ohms in the emitter
circuit of Q2 . To maintain stable bias /c = I, an identical resistor must be added
in the emitter circuit of Q1. Note also that the value of R, must be increased so
that

RI > rwe + (13 + 1)RE
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Improving the Gain -Bandwidth Product

In the circuit of Fig. 9-16b, the collector capacitance of Q2 is multiplied by Miller
effect and therefore has the same effect on the output as would a capacitor of value
Cjc(1 + g,RL) connected directly across the output terminals.As was pointed
out in Sec. 9-1, Miller multiplication of the capacitance severely limits the band-
width of the circuit. The bandwidth of the circuit can be increased by reducing
RL and/or g,, but this is done at the expense of gain. What is required is some
way to obtain the current gain of Q2 but to simultaneously use a low effective load
resistance. This is done by using a cascode connection, the circuit for which is
shown in Fig. 9-17a without bias circuits.

Transistor Q1 is connected in the common -emitter configuration, but its
effective load resistance is the emitter -base input resistance of Q2, which is 1/g,2
Because of the low value of 1/9.2, the voltage gain of Q1 is approximately unity
and its Miller multiplication factor is unity. However, the current gain of Q1 is fi.
The current gain of Q2 is OLB/ 1, but the Miller multiplication factor is also unity.
Thus the overall voltage gain is the same as would be obtained with Q1 having a
load resistance RL , while the bandwidth resulting from Ci,,c is 11C6,,Ry. For
small values of RL the intrinsic bandwidth 1/coT must also be taken into account.

Exercise 9-14 Suppose Q1 and Q2 each have collector current I. Show
that the voltage gain for the cascode circuit is g,RL.

EXAMPLE 9C The Fairchild µA701 Cascode Circuit. The Fairchild µA701 pro-
vides an illustration of the practical application of both the cascode circuit and the
biasing techniques we have previously described; it is shown in Fig. 9-17b. In
analyzing the circuit we consider first the bias conditions. It will be noted that Q,
and Q2 form a bias combination like that of Fig. 9-16b, in which the collector current
of Q2 is stabilized. Resistors R1 and R2 determine the bias current. Note that
in Fig. 9-17b, emitter resistors R4 and R6 have been added to increase the input
resistance of the circuit.

If we assume /3 to be large, we can easily determine the bias conditions, since
base currents will be negligible. The collector current /ci is

10 -VD
'Cl = = 0.75 mA = IC2

Then VE1 = VE2 = 0.18 V, and VB3 = 3.9 V, making VE3 = 3.2 V. With a collec-
tor current /c2 = 0.75 mA, the current IC3 will also be 0.75 mA; this will produce
Vc3 = 8.5 V. Transistor Q4 is simply an emitter follower to provide low output
resistance, and its emitter junction voltage lowers the output voltage to V54 = 7.8 V,
producing an emitter bias current 154 = 2.6 mA. All bias currents and voltages
have now been determined.
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vi

(a)

+10

(b)

FIGURE 9-17
(a) The basic cascode circuit; (b) the Fairchild µA701 integrated cascode
amplifier.

The midband gain of the circuit can now be calculated by replacing the
critical transistors with their small -signal models. Note that Q, serves only for
biasing purposes and can be ignored for small -signal calculations. We can also
assume the voltage gain of Q4 to be unity. The essential parts of the circuit are
shown in Fig. 9-18. Note that we have used a T model for Q3 because emitter
current is the independent variable, and we have also used a T model for Q2 because
of the presence of R.. For all transistors we assume rbb, to be negligible. From
the bias conditions above, we have 1E2 x 1E3= 0.75 mA, so for both Q2 and Q3

_3_14
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FIGURE 9-18
Small -signal equivalent circuit for the
cascode amplifier.

The small -signal voltage gain of the amplifier is easily seen to be

vo -oc,2R7 -2 kf2A A = = 7
"- v1 R6 + lig, 284

The input resistance is

R5(R6 + 1/g,)(# + 1)Rin=
R5 + (R6 + lign,)(fl + 1)

which for 13 = 100 is

Rh, = 7.4 la/

This assumes rve to be negligible. To find the output resistance we can include
the model for the emitter follower Q4 ; the result is, for # = 100,

[R7/(fl + 1) + 1/9,64]/28
Rout = - 52.9 (2

R71(3 + 1) + R8 + 1/g,4
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We can also calculate the Miller multiplication factor for Q2. Note that
the effective load resistance for Q2 is

R1 II R2 1

Rgeff)-
13

+
gm

61 S2

And the voltage gain of Q2 is

- RL(eff) -0.215
v2 R6 + Ilg,

Since the Miller multiplication factor is 1 - A,2, we have

1 - Av2 = 1.215

The bandwidth of Q2 will thus be determined by the intrinsic bandwidth of the
transistor rather than by parasitics.

The Common -collector Common -base Circuit

An amplifier which is quite similar to the cascode circuit is the common-collector
common -base circuit shown, without bias elements, in Fig. 9-19a. As was the
case for the cascode circuit, the first stage of this amplifier has approximately unity
gain, and therefore no Miller multiplication effects. It produces a current gain

+ 1, however, and while the second stage has only a current gain aN , the second
stage produces a voltage gain. As was the case in the cascode circuit, the second
stage is a common -base stage and thus has no Miller multiplication effects.

The voltage gain of this circuit is almost identical to that of the cascodecircuit,

but in this case the biasing is much simpler. It can easily be arranged so that both
transistors have the same bias current. This has been done in the Fairchild µA703
circuit which is shown in Fig. 9-19c. This circuit is designed for RF-IF amplifier
applications and is intended primarily for use with transformer input and output.
Here Q3 is the common -collector transistor and Q4 is the common -base stage.
The other transistors are merely for biasing purposes; note that Q2 and Q5 form a
bias current source in which the current is determined by R2 . An additional offset
voltage is provided by Q1, in order that Q5 not be saturated. If transformer
coupling is used at the input, then

and with the emitter offset voltages of Q, and Q2

The collector voltage of Q5 is then

while its base voltage is

VB1 = VB3

VB1 = 2VD

Vc5 = 2 VD -VD = VD

VB5 = VD

Thus we see that Q5 is operating with zero collector -base voltage



326 BASIC INTEGRATED CIRCUIT ENGINEERING

(a)

+12

V1

(c)

FIGURE 9-19
(a) Common -collector common -base circuit; (b) small -signal equivalent circuit;
(c) the I.LA703 amplifier.



BASIC LINEAR INTEGRATED CIRCUITS 327

If Q3 and Q4 are matched, they will have equal emitter currents since their

base -emitter voltages are equal. Thus they have equal values of gm, and the
equivalent circuit is as shown ir, Fig. 9-19b, in which RL is the transformed value

of R..
For a 12-V supply and the values shown in Fig. 9-19c, I, = 4.08 mA and g.=

79 x 10-3 U. The gain of the circuit is then

g,
A= -v, = - R, =40 x 10-3 RL

v 2

9-4 DIFFERENTIAL AMPLIFIERS67

Many applications, such as biomedical instrumentation, require the amplification
of very -low-level signals in the presence of noise which is many times larger than

the signals. Often this noise is produced external to the signal source and is there-
fore a common -mode signal, appearing equally at both terminals of the device at
which measurements are being made. What is required therefore is a circuit which
will amplify voltage differences, and reject common voltages. Such a circuit is
called a differential amplifier; the basic differential amplifier is shown in Fig. 9-20a.
Transistors Q, and Q2 with resistors Rc form the differential amplifier; RE serves

to provide bias current.

First -order Analysis

For a first -order analysis, we assume:

1 Identical transistors
2 rbb. 0

3 aN 1

4 Matched resistors Rc

If these assumptions are met, the small -signal equivalent circuit becomes that
shown in Fig. 9-20b. Note that because the transistors are identical, their emitter
bias currents are equal, as are their gm's. In Fig. 9-20b we have used a T -model
representation for the transistor since emitter current is the independent variable.

Because we wish to examine differential -mode and common -mode properties
of the circuit, we define differential- and common -mode voltages as

ViDm
2

V1 - V2

V1 + V2
V,CM

2

(9-8)

(9-9)
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VC

VCC

(a) (b)

FIGURE 9-20
(a) Basic differential -amplifier circuit; (b) small -signal equivalent circuit.

We can now express v1 and v2 in terms of differential- and common -mode com-
ponents by solving (9-8) and (9-9) for v1 and v2:

V1 = Vim( ViEm

V2 = ViEm -V iDm

(9-10)

(9-11)
These are shown pictorially in Fig. 9-20b.

Consider first the differential -mode case, with vicm = 0. Note that with
vicm = 0, v.= 0 because of symmetry; we can now work with only halfthe circuit
since Ve is a virtual ground and RE has no effect on the circuit. Let vci for this
case be

We see by inspection that
VC1 A VODM

VODM = - v ak' g, Rc

and we can define a differential -mode gain ADM as

VODM
ADM A

ViDm
= -g, R c (9-12)
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riCA4

FIGURE 9-21
Equivalent circuit for common -mode calculations.

Next consider the common -mode case, for which vow = 0. The equivalent
circuit is redrawn in Fig. 9-21, in which we note that no current flows in the connec-
tion between the two 2RE resistors. This connection may thus be broken for
purposes of analysis, and once again we have only to analyze half the circuit.

Let vEi for this case be

and define a common -mode gain ACM as

Since

we obtain

ACM

vci A VOCM

vocm

ViCM

vicm
ie=

2RE+ llg,

A - -gmfic (9-13)
CM 1 + 2g,,, RE

A figure of merit for differeritial-amplifier performance is the discrimination
ratio D, defined as

DA ADM

Acm
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This is a measure of how well the circuit rejects common -mode signals and amplifies
differential -mode signals; clearly a large D is desirable. Using (9-12) and (9-13),
we find

D =1 + 2g, RE (9-14)

As far as D is concerned, (9-14) shows that it is desirable to have RE and g, as large
as possible. Since g,= qI/2mkT, we wish to operate with as large a bias current
as possible.

In analyzing the differential mode of operation, we saw that RE does not
influence the differential -mode gain; its only function is to provide bias current
for the circuit. What is more desirable is to have a current source for bias; this
provides the necessary current, but with very large effective RE. Such a circuit is
shown in Fig. 9-22. Here the current -source circuit of Fig. 9-6 is employed for
bias current; since its incremental resistance is very high, large D is obtained. Note
also that the dc collector voltage of the differential -amplifier transistors depends
upon the ratio Rc/RE rather than the absolute values of the resistors.

Exercise 9-15 The circuit of Fig. 9-22 has Vcc = 10.7, R = 10 kQ,
Rc = 5 M. Calculate D. Assume n =

EXAMPLE 9D Gain Limitations of the Differential Amplifier. Although use of a
current source makes possible D oo, the differential -mode gain can still be limited
by the common -mode signal amplitude. Consider a circuit in which the bias
current is provided by a perfect current source of value I. Let the maximum value
of the common -mode signal be vicm(na,c) = Vicm , and assume that the common -
mode voltage is much larger than the differential -mode voltage. Now if the circuit
is to perform as a differential amplifier, the transistors must not saturate even when
vicm = Vicm . For a common -mode input, the current source ensures that the
collector voltages vc, and vc2 will not change, but the base voltage is increasing.
Thus the resistors Rc must be chosen so that

But R, and I also determine ADm:

Rcl
Vcc

2
(9-15)

ql
ADM__ -gmRc= - 2mkTRc (9-16)

If the maximum value of Rc is chosen from (9-15) and inserted in (9-16), we find the
maximum ADM to be

A DM(max) = mkT/q
-(VCC ViCM)

(9-17)
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+ Vcc

- Vcc

FIGURE 9-22
Current -source bias to improve D.

Most commercial differential amplifiers have supply voltages of 15 V or less.
If the maximum common -mode input voltage is 10 V, the gain is limited to less than
200 for a single stage.

Differential Input Resistance

The differential input resistance Rum is defined as

(VI V2) 2vipm
Rip/4

Ib

We can easily calculate ib by recalling that for differential -mode signals the emitter
node of the circuit is a virtual ground. Thus

Ib =

Since gm depends on I, we find

V ipm

rb.e

V iDM gmo
/3

4/3mkT
RiDM = (9-18)

qI
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This analysis has neglected g and gb.c. In most practical cases the former
is negligible; however, the latter may not be. Usually gb.c. 411R6 for this case we
obtain, by using the model of Fig. 9-2c,

2
RiDm "At (9-19)

gmlf3 + gb,c(1- ADM)

Both gm and g b,c vary directly with bias current; (9-19) shows that it is desir-
able to have I as small as possible in order to obtain large RiDm

EXAMPLE 9E Input Resistance of a Typical Stage. Consider a circuit with
= 52 µA, Rc = 50 ki2,m = 1, g=10 -5,I3 = 100. For this caseg, = 26 x 10-6/

26 x 10-3 = 1 x 10-3. Then ADM -gmRc= -50. If gb.c at this current is
1 x 10-7, we obtain

2 2 x 106
RiDM = 10-5+51 x 10-7 15.1

= 133 1(0

Differential Amplifier with Emitter -Follower Input

Even for low bias currents, the input resistance of the differential amplifier may not
be sufficiently large for some applications. The input resistance can be increased
by using emitter -follower inputs as shown in Fig. 9-23a. To calculate the gain and
input resistance, we first find the bias currents. The emitter current of Q2 is 1/2,
and thus 1132 =1/2(13 + 1). We obtain

ql
gm2 - 2mkT

qI ql
gml.=

2(13 + 1)mkT 2/3mkT

The equivalent circuit for the calculation of ADM is shown in Fig. 9-24a. Note
that g,2 = /3g,1 and that rb,e2 = /3/g,2 . Thus we see that rb,e2 = l/gmi; then

and

vb2
2

ViDm

9m2 -RC
ADM =

2

The use of emitter followers in this manner has reduced ADM by a factor of 2.
To calculate the input resistance, we use the circuit of Fig. 9-24b, noting that

gb'c1igb'c2 = gmligm2 and gm2 = i3gml 

RiDM
1 1

gml gml + gb.c113(1 - 2A DM)] 1

gb'cl

Analyzing the circuit, we find

2
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"Cr

(a)

(b)

FIGURE 9-23
(a) Emitter -follower inputs; (b) separate bias sources for the emitter followers.
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-+M114-w

(b)

FIGURE 9-24
Equivalent circuits for (a) calculating ADM; (b) calculating RIDM.
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The gain can be improved by increasing g,i ; this can be accomplished by providing
separate current sources for the emitter followers, as shown in Fig. 9-23b. Nowg g,2, and

However, gleci  gb.,2, and Rum is now

Rom
2

-AD,,, ge, 9M2 Rc

1 1

1

gb'c2 + + IR n
,

.Y1,12 vtec2.- - ADM)

Sometimes the input transistors have their collectors in common with the
differential transistors, forming Darlington pairs. This should not be done,
because Miller -effect multiplication of Cfc occurs, with the result that the input
impedance of the Darlington connection is little larger than that of the two -transistor
differential amplifier.

We have seen that in order to get large Rum it is necessary to use small I
in the two -transistor circuit; this small I results in small g,,,. Since (9-17) shows
that the maximum obtainable gain depends only on V" and Vicm , we see that what
must be done to obtain both maximum gain and large RiDm is to use (9-18) to choose
I small enough to produce the desired Rum, use (9-17) to calculate ADmonax),
and insert I and Almon.) in (9-16) to calculate the required R. Note that as
Rum increases, so does Rc for a given ADm(m.). Since the differential -mode out-
put resistance is Rolm = 2Rc for Rc 1/gce, we see that although the gain is not
reduced by increasing Rum, both the area required and the output resistance are
increased. This disadvantage can be offset by using emitter -follower output
transistors.

EXAMPLE 9F First -order Design of a Differential Amplifier with Large Rum
and Low RoDM . Consider a case for which Vcc = +12 and V" = 2 V. Suppose
we require Rim( 1 Mfg, Rolm as low as possible, and maximum gain. We
assume for first -order design that gb.c is negligible and that /3 = 100. The circuit
to be used is that shown in Fig. 9-25.' If gb., is negligible, the input resistance is

and since

we find

and

The bias current required is thus

1 /3
Rum

gmi 9m2

1E2 141 ^7: - -
13 2/3

9m2 9m113

4fl2Rum -
gm 2

I mkT mkT 4P2= - g,2 = -7:0 1 MA
2 q 9 Raw
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+12

-12

FIGURE 9-25
Differential amplifier with large Ripm and low Ropm

To find the maximum gain, we note that when the input is Vicm , the base
voltage of Q2 is Vicm - VD. In order to provide some voltage margin for dif-
ferential voltages, we design the circuit so that the collector -base voltage of Q2 is
never less than VD when the input is Vicm . Then the maximum gain of the differen-
tial pair is

q(VCC ViCM)
A DM(max) = mkT

(9-20)

Note, however, that the overall gain of the amplifier is half this value because no
separate bias currents are used for the input emitter followers. Thus we have for
the amplifier

-q(Vcc - Vicm)
-ADM - 192

2mkT

The value of Rc required is obtained from (9-15) to be

Rc = 10 Icf2

Since we have already constructed a bias current source to supply 2 mA to the dif-
ferential -amplifier transistors, we add two additional transistors Q, and Q5 to
provide bias current for the emitter followers. Since their bias current is not
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critical, the use of 2 mA for each enables us to obtain these bias currents without the
use of additional resistors. The output resistance is now

Rc
RODM = 2F 1

+ 226 12
g,3

To obtain the bias current I = 2 mA, we require

Vcc - VD=
5.65 IcSI

It is interesting to compare this design with that of a two -transistor differential
amplifier having the same gain and RiDm . For negligible th,,c, we see that

and thus we require

2/3
RiDm = -

gm

2-
= 5.2 µA

With this value of 1/2, gn, is 2 x 10-4. To obtain a gain of 192, the value of Rc
required is now

Rc = 96 x 104 = 960 1(12

and the output resistance is

Ropm = 1.92 MD

To obtain the bias current of 10.4 µA, a small -value current source would have to be
designed.

It is important to note that with the two -transistor circuit and this value
of gain, gb.c would not be negligible. If = 10-7, the Miller -effect multiplica-
tion causes RiDm = 94 1c12, while for the circuit of Example 9F we still obtain
Rum 1 MO.

Super -gain Transistors'

In our discussion of input resistance, we have focused attention on the small -signal
differential -mode input resistance. In many applications, the input bias current
is equally important. A straightforward method of reducing the offset current is to
use a small emitter bias current in the differential amplifier and then add emitter -
follower input transistors. The base current of the emitter followers can in this
way be made very low, but at a considerable sacrifice of the gain of the differential
amplifier.

Most integrated -circuit manufacturers have a so-called super -gain or super -fl
processing sequence in which an extra emitter diffusion is added. This is used to
produce transistors whose base width is less than 0.1 µm in thermal equilibrium.
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+ Vcc

FIGURE 9-26
Cascode differential amplifier using super -gain input transistors Q, and Q2.

By using this extra diffusion and exercising careful process control so that surface
effects do not degrade device performance, it is possible to produce transistors with
/I in excess of 2000. With such a large /3, even for moderate emitter bias currents
the input base current of super -gain transistors in a differential amplifier is of the
order of 1 nA. Thus it is in principle possible to obtain reasonable gain with low
input bias current.

Special circuit techniques must be employed in the use of super -gain tran-
sistors. Because their base width is so small, punch -through occurs at collector-
base voltages of the order of 1 V. Moreover, base -width modulation effects are
extreme, and care must therefore be taken to avoid Miller -effect multiplication of
gb,c lest the small -signal input resistance be unacceptably low. It is therefore
necessary that the super -gain transistors be operated with approximately zero col-
lector -base bias voltage, and also with low voltage gain. While this appears con-
trary to the objective of reasonable gain with low offset current, these objections
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can be overcome by combining super -gain transistors with ordinary transistors.
A circuit which accomplishes this is the differential cascode amplifier of Fig. 9-26.
Transistors Q1 and Q2 are super -gain transistors forming a differential amplifier,
and Q3 and Q4 perform, for differential -mode signals, as common -base stages.
Diodes D1 and D2 are diode -connected transistors used to provide offset voltage
so that the collector -base voltage of Q1 and Q2 is zero. Current IE is obtained
from a small -value current -source bias circuit using n -p -n transistors, while I is
obtained from a p -n -p small -value current -source circuit. If the emitter currents
of Q1 and Q2 are held to 1 µA or less, the base bias current is less than 1 nA.

Since the load resistance for Q1 and Q2 is lign the voltage gain of Q1 and
Q2 is approximately unity, and no severe Miller multiplication results. Reason-
able gain can be obtained by making Rc sufficiently large.

9-5 ACTIVE LOADS'
The limitation imposed upon maximum differential -mode gain by power supply
and common -mode input voltages arose because the small -signal load resistance
and the collector bias resistor were in fact the same resistor. Ideally, we would
like to use a large small -signal load resistance and a small bias resistor. This is, of
course, what is accomplished by transformer coupling. However, transformers
are impractical for many applications. What is required, therefore, is a nonlinear
resistor which can be operated at a point such that its small -signal resistance dildI
is much larger than its voltage -current ratio V/I.

The collector circuit of another transistor can be used to provide such a non-
linear resistor. This is particularly convenient for a differential amplifier in which
the output can be single -ended. The circuit is shown in Fig. 9-27a; here Q4

provides the nonlinear resistance for the collector of Q2 , and Q3 provides bias.
The combination Q3 and Q4 is called an active load. In order that neither Q4 nor
Q2 saturate, it is necessary that the collector currents be almost perfectly balanced;
this is accomplished by using the p -n -p version of the biasing circuit of Fig. 9-6.
Now if vh, = 0, and if Q1 and Q2 are matched, /c, = 42. If Q3 and Q4 are
matched, /C4 x /0, ; thus /c4 /C2. The match between /C4 and /c2 can be
improved if the p -n -p version of the circuit of Fig. 9-9 is used.

The differential -amplifier circuit is no longer symmetrical; note that the
load resistance seen by Q1 is the diode -connected Q3 while that seen by Q2 is the
collector circuit of Q4. Moreover, there is a signal path from Q1 through Q3

and Q4 to the output as well as from Q, through Q2 to the output. Since the
small -signal resistance presented by Q3 will be very low, the circuit is similar to a
common -collector common -base amplifier, with Q1 functioning approximately as
the common -collector stage and Q2 as the common -base stage.

To analyze the circuit we assume that Q3 and Q4 are matched, and that Q1
and Q2 are matched. Then all emitter bias currents will be approximately the
same and all four transistors will have g, qI/2mkT. We form the small -signal
equivalent circuit by replacing each transistor with its small -signal model; for
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+ Vcc

(a)

(b)

FIGURE 9-27
(a) Differential amplifier ((21,Q2) with active load transistors (Q3,Q4); (b) ap-
proximate small -signal equivalent circuit.
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simplicity the effects of 9b c are assumed to be negligible in comparison with g.
Note that since Q3 is connected as a diode, its equivalent circuit is simply a con-
ductance gm . Since Q1 and Q2 are matched, a = gce2; however,ace4 may differ
from gc and gee2 since Q4 is a p -n -p transistor. To simplify the analysis, we
assume that 13 of Q4 is large enough that rt,,e4> 1/g, and therefore rb.e4 can be
neglected. We also assume rbb to be negligible for all transistors and /3 of Q1 and
Q2 to be very large. The small -signal equivalent circuit is shown in Fig. 9-27b.

Analyzing the equivalent circuit, we find the voltage gain Au to be

Avow 29m + g be4
(9-21)v,

g  2 (2 +96'14)+ 2 g e 4 (1 +
9. 9.

The input resistance is

and the output resistance is

If gb,e4 < gm, we see that

Ro

9v(2 + 96'4) + 2g4(1 + 9e'14)

9. g.

R, rve, + rbe2

296'142+
gm

A
9 ce2 + 9 ce4

Ro - A vlg m

gm

(9-22)

(9-23)

EXAMPLE 9G Comparison of Differential Amplifiers with Active and Passive
Loads. Consider a differential -amplifier circuit in which Vcc = +12, employing
transistors with /3 = 100, gb,c = 10-7. Let the maximum common -mode input
voltage be Vi = 2 V and the bias current be I = 52 µA. If an ordinary two -
transistor differential amplifier with current -source bias is used, the following
results are obtained:

10
-A Dm(max)=

0.026=
384

gm = 10-3

Rc = 384

2 2

RiDM 10-3 + 385 x 10-7 4.85 x 10-5 = 41.2 kQ

Ro" 768 kQ
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If a differential amplifier with active load is now used with the same bias
current, and if we assume that g4 g2 = 10-4 gni, we find

Au -A., 5,000

Ri la)
Ro 5 M

These results are somewhat high, owing to neglect of gb.c . ////

Note that the larger gain and input resistance of the circuit using the active
load are obtained at the expense of increased output resistance. Therefore, in
order to realize the large gain it would be necessary that any circuit connected to
the output of the amplifier have very large input resistance. Biasing must also
be given careful consideration so that the bias current of the stage connected to the
output does not cause saturation of one of the output transistors.

It should be emphasized that no resistors other than those needed for the
bias current source are necessary in the circuit with active load; consequently this
circuit would require much less area than its two -transistor counterpart.

9-6 GILBERT'S GAIN CELL"

In all the circuits we have discussed thus far, we have been concerned primarily
with voltage gain. We consider now a circuit which provides current gain and which
is quite similar to the differential amplifier. The basic circuit is shown in Fig. 9-28a;
here IE and IB are provided by some means such as the bias current circuit of
Fig. 9-6, and i is a small -signal input current. Because of the symmetry of the
circuit we note that, as was the case for the differential amplifier, the small -signal
voltage ve is zero if all transistors are matched. We need therefore to analyze only
the half circuit, the small -signal equivalent circuit for which is shown in Fig. 9-28b.
Here it is assumed that a -> 1; that is, 13 is very large. Since the transistors are
matched, and Q1 and Q3 have identical bias current /E/2, 9,i = g,3

It is also assumed that proper biasing in the collector circuits is employed so
that all transistors are operating in the forward active region. Then the collector
bias current I will be

IE
I = Ig -

2

We can easily calculate the small -signal current is from the equivalent circuit
of Fig. 9-28b. For simplicity we assume that 13 is large enough that

9m2 -
Then ie2 -i
and v = -

gm2
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(a)

g_3v

(b)

FIGURE 9-28
(a) Gilbert's gain cell; (b) small -signal equivalent half circuit.
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from which we obtain

Ai A gmt= 1 + = 1 + IE (9-24)- LI Bgm2

Equation (9-24) indicates that the gain can be chosen by selecting the proper ratio
/E//B. No resistors are used in the gain cell; the only resistors required are those
for the bias circuits. Furthermore, the gain can be changed by varying either or
both bias currents.

Exercise 9-16 Derive an expression for ic/i in terms of I, and I. Do not
assume a -4 1, and do not neglect g0.//3.

Gain cells can be cascoded and resistors can be added to the last stage to
produce an output voltage proportional to the small -signal current ic. The small -
signal input current i, as well as the bias current 4, can be obtained very con-
veniently from a differential amplifier. A circuit with input differential amplifier,
two cascoded gain cells, and output load resistors is shown in Fig. 9-29. In this
case it has been assumed that the common -mode input voltage ViEm = 0; base bias
voltages V1 and V2 have been obtained by using forward -biased diodes. With the
circuit shown, the collector -base bias voltage of Q1, Q2 Q3 , and Q6 is VD; if
ViEm > VD, then either more diodes or a resistor must be added in series with DI
and D2 to prevent saturation of Q1 and Q3.

The current gain of gain cell 1 is

while that of gain cell 2 is

But since IB2 %Z-% IBi /Ei/2, we find

The current gain of the cascoded cell is

Ail = I + IE1

LIBi

1E2Ai2 = 1 ±
242

1E2Al2=1+
241+ .1E1

Ai
IL

= Ail Aiz = (1 l )(1 1E2 (9-25)
2.1B1 Z1B1+ .1E1

The output voltage VODM for half the circuit is

while the input small -signal current i is simply
VODM = iERc= AiiRc

= ViDMgml

Thus the differential -mode voltage gain of the amplifier is

ViDMg1E1

mkT

VODM AiRcgID,

ADM_ viDm mkT
(9-26)
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+ VCC

FIGURE 9-29
Cascode of two gain cells driven by a differential amplifier and having load
resistors R. .
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It will be recalled that in obtaining the expressions for Ail and Al2, we have
assumed that g,2 > g,4//3 and g,7> 9,8/fl. If /Ei > 2181 and 1E2> 2182, this
assumption will not be valid and more accurate expressions for An and Ail must
be used.

It is particularly important to note that the voltage gain of the differential
amplifier and of the first gain cell will be very small, owing to the small effective
load resistance presented by the following stage. Therefore, Miller multiplication
effects will be negligible in these stages, and the bandwidth of the circuit will be
determined by the second gain cell with load resistors Rc .

Exercise 9-17 Suppose it is desired that no transistor have a collector -base
voltage less than VD. If the common -mode input voltage is Vwm , what
is V1 ?

Exercise 9-18 For the circumstances of Exercise '9-17, find the maximum
value of Rc in terms of Vcc, VicM, and the bias currents.

Exercise 9-19 For the circumstances of Exercise 9-17, what is the maximum
possible ADM if 1E2 = 21E1, 1E1= 201E1, and Vcc = 12 V?

9-7 MULTIPLIERS11'12

Many applications require circuits which can perform analog multiplication, that
is, produce an output signal which is proportional to the product of two input
signals. This generally requires that the circuit have some parameter which can
be made to vary with one of the input signals. The differential amplifier seems to
be a likely candidate for such an application since the g, of the transistors can be
conveniently varied by varying the emitter current. Consider the circuit of Fig.
9-30a; if we focus attention only on the small -signal variations of collector current
in Q1 and use the model of Fig. 9-2b, we can write

q IE ie
ici = gm VIDM = mkT 2aN 2a,)ViDM

or lcl = 9m0ViDM leViDm (9-27)
2N mkT

where gm° = q1,12mkTaN. The second term of (9-27) is the product term we are
seeking. Thus we see that in principle the differential -amplifier circuit can perform
multiplication. For practical applications, however, the circuit suffers from two
major disadvantages:

1 Dynamic range and distortion The model of Fig. 9-2b applies only for
small signals, that is, for ie < /E. If this inequality is not met, other terms
will appear in (9-27) as a result of the nonlinearities of the emitter junctions.
This can be seen by examining the large -signal transfer characteristic /ci
versus ViDm of Fig. 9-30b. This transfer characteristic is reasonably linear



BASIC LINEAR INTEGRATED CIRCUITS 347

rtDM

(a)

(b)

i DM

FIGURE 9-30
(a) Differential amplther as a small -signal multiplier; (b) dc transfer characteristic
for the differential amplifier.

in the vicinity of /c, = a,4/2; it is quite nonlinear as /c, approaches aNIE.
2 Unwanted signals Note that even if ie = 0, the first term of (9-27) is a
differential -mode signal. An ideal multiplier would produce zero output
signal when either of the input variables is zero. Thus even though no non-
linearities are present, undesired signals appear when the simple differential
amplifier is used as a multiplier.
The dynamic range limitation can be overcome by adding input diode -

connected transistors and using an input current signal instead of an input voltage
signal. These modifications are shown in Fig. 9-31. Here the input signals are
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7-7

FIGURE 9-31
Use of input diodes to improve the dynamic range of the multiplier.

x/B and (I - x)/B. If transistors Q3 and Q4 are identical to Q1 and Q2 the non-
linearities of the emitter junctions of Q3 and Q4 will exactly compensate those of
Q, and Q2 . This can be demonstrated as follows. From (9-I) the current -voltage
relationship for the emitter junction is

I = Isi(e"ElmkT 1)

where / is the forward current and OE is the junction voltage. (Is2 is assumed to
be negligible.) For the circuit of Fig. 9-31, we can thus write, for large 13,

mkT
In

xi, mkT
In

aIE mkT
In

(1 - x)IB mkT (1 - a)I,
+ In = 0 (9.28)

q 4, q 4, q Ist q 1st

This reduces to, simply,
a=x

Therefore the collector currents are
IC1 = C(N XIE

IC2 = ap,(1 - x)IE

These apply for 0 5_ x 1. The dynamic range of the circuit is therefore quite
large. Multiplication can be performed by allowing /, to vary with a second signal.

Two differential -amplifier circuits with a single pair of input diodes can be
cross -coupled as shown in Fig. 9-32 to produce a four -quadrant multiplier circuit.
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FIGURE 9-32
The four -quadrant multiplier.



350 BASIC INTEGRATED CIRCUIT ENGINEERING

Here bias currents /B/2 and /E/2 have been supplied at the inputs in order to permit
bipolar input signals x'/B/2 and yiE12 to be used. The values of x' and y' can
thus be in the range

-1 x' 1

-1 1

without nonlinearities being encountered in the multiplier circuit. The collector
currents are as shown in Fig. 9-32, and the output voltage Ku, is easily found to
be

V, = R/E x'y' (9-29)

Thus we see that the input is a true product with no unwanted terms. Since x'
and y' can be either positive or negative and (9-29) produces the correct sign, four -

quadrant multiplier operation is realized by the circuit.

Exercise 9-20 Show that the collector currents of the transistors in the
four -quadrant multiplier are as given in Fig. 9-32, and that K is given by
(9-29).

PROBLEMS

9-1 A transistor with negligible rbb. is used as a common -emitter amplifier with load
resistance RL . Use the model of Fig. 9-2e and find the ratio of collector voltage
to base current.

9-2 Suppose it is desired to obtain a small bias current 1. Find the resistor values
which should be used to consume the smallest total area if the small -value current -

source circuit of Fig. 9-7 is to be used.
9-3 Investigate the behavior of the circuit of Fig. P9-3 to determine under what circum-

stances the approximation Ic /(R1/R2) is reasonable. Assume large 13.
9-4 Investigate the multiple small -value current -source circuit of Fig. P9-4 to determine

under what circumstances the approximation /1/12 R2/R1 is reasonable. Assume
large 6.

9-5 The circuit of Fig. P9-5 can be used to obtain a large -value current source from
a smaller current. Calculate the value of R required to produce /c = 10 mA if
I = 1 mA. Assume large 6.

9-6 In the circuit of Fig. P9-5, note that as R co, Ic 6I, and the circuit is then very
sensitive to changes of P. Investigate the sensitivity of Ic to variations of )8; in
particular, find the maximum ratio /c// that can be allowed if a variation of f3
from 50 to 400 is to produce no more than a 10 percent variation of I.

9-7 For the circuit of Fig. P9-5, use electrothermal models and find alc2I0T.
9-8 Calculate the ouput conductance e/c2/a VC2 of the circuit of Fig. 9-7.
9-9 Find the output conductance alwav of the circuit of Fig. 9-11.

9-10 Find V for the VD multiplier circuit of Fig. 9-12 if the current source I is replaced
by a resistor R connected to a positive supply voltage Vcc

9-11 Find the output conductance of the circuit of Fig. 9-12.
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FIGURE P9-3

FIGURE P9-4
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FIGURE P9-5

- ;ICC

FIGURE P9-12
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(a) (b)

FIGURE P9-15

9-12 The circuit of Fig. P9-12 is a p -n -p multiple current source using a composite
p -n -p in the feedback loop to improve the performance. Qs and Q2 are lateral
p -n -p transistors. All collectors of Qs have equal area, and each has the same
area as the collector of Q2. Q2 has /3 = 1. Find /c2 and le2.

9-13 Use the four -layer model to determine for the circuit of Fig. 9-14 under what
circumstances the approximation V a: VD - IR is reasonable.

9-14 Lay out a VD multiplier circuit using pinch resistors to produce an output voltage
V = 2.5 VD . Assume 0.5 -mil geometry.

9-15 Use electrothermal models to investigate the temperature behavior of the circuit
of Fig. P9 -15a: compare it with that of Fig. P9 -15b. Assume large P.

9-16 Do not assume large /3, and calculate lc and 1 for the circuit of Fig. 9-16b.
9-17 Find the input resistance of the circuit of Fig. 9-16b.
9-18 Find the differential -mode input resistance of a differential amplifier with Darling-

ton -connected input transistors.
9-19 Derive Eq. (9-21).
9-20 Design a three -stage amplifier, common -collector to common -base to common -

collector, using biasing similar to that of Fig. 9-16b. Power supply voltage is +10,
11= 100, and all transistors are to operate at 1-mA bias current. Give the values
of all dc voltages.

9-21 In the circuit of Fig. P9-21, is is a small -signal current source. All n -p -n transistors
have /3 = 100, all p -n -p transistors have fi = 10. Find vo/is R., .
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10
INTEGRATED OPERATIONAL AMPLIFIERS

One of the most widely used integrated -circuit building blocks is the operational
amplifier,' a circuit with large gain used principally with externally applied feed-
back to perform such functions as stable gain, integration, and filtering. The
ideal operational amplifier is a voltage -controlled voltage source as shown in
Fig. 10-1a. It has the following characteristics:

1 Large gain (K-. co)
2 Zero output voltage when v. - vb = 0
3 Zero input current
4 Zero output resistance
5 No frequency dependence
6 No temperature dependence
7 No distortion (large dynamic range)

Most practical operational amplifiers attempt to approach this ideal per-
formance by employing the general structure shown in Fig. 10-1b. A differential
input stage is used, and in some cases this is followed by an additional stage of
gain. Because the transistors must operate in the forward active region, a bias
offset exists between the input and the output of the gain stages. A level -shifting
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0

Input
diff. amp.

(c)

Level shift
and gain

stages

(b)

V0

Output
stage

FIGURE 10-1
(a) Ideal operational amplifier; (b) general structure of practical operational
amplifiers.

circuit is generally employed to shift the bias level so that the output will be zero
for zero input voltage. Since low bias current is generally used in the input stage
in order to produce large input resistance, the gain stages are seldom capable of
supplying the signal current required at the output. Therefore an output stage is
added which has little voltage gain but which provides low output resistance and
large -signal current capability. Monolithic operational amplifiers have been
designed with as much as 15-W output capability.2

In this chapter we examine some representative techniques which have been
developed for realizing input and output stages. To focus attention on the basic
concepts involved, we confine our analysis to first -order consideration of bias and
low -frequency small -signal behavior. We then describe a novel current-differenc-
ing operational amplifier. Finally, we consider frequency behavior of typical
operational -amplifier configurations.

10-1 CONVENTIONAL DIFFERENTIAL INPUT STAGES

In Chap. 9, we saw that the small -signal voltage gain of a single differential stage
is limited to several hundred if conventional load resistors are used. In this case
it is necessary to employ more than one stage in order to obtain the gains in excess
of 103 required for operational amplifiers. Although the input stage may be a
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differential stage, the ouput of the operational amplifier is usually single -ended,
and some sort of differential -to -single -end conversion must be employed at some
stage in the amplifier.

The Motorola MC 1530, an early operational amplifier, is shown in Fig.
10-2a; the input stages are shown in Fig. 10-2b. A modified current source Q5
with diodes for temperature compensation provides emitter bias current for the
first stage. To analyze the performance of the circuit, we first calculate the bias
currents. Assuming the diode voltage to be VD --t,' 0.75 and )3 to be large, we find

Then

With this bias current

VB= -5.1 V

V, -V, + 9l= = 1.43 mA
RE1

g = g ,n2 = 27.7 x 10-3Z3

FIGURE 10-2
(a) The MC 1530 operational amplifier.
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FIGURE 10-2
(b) Input stages of the MC 1530.
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The collector voltage Vc1 is

Vci -9 - (3.0 k0 x 0.89 mA) = 3.4 V

With this Vci, the bias current for the second stage is then

Vci -VD
= 1.76 mAE2 =

From this we find

VC2 = 9 - (3 Id/ x 0.86 mA) = 6.4 V

The small -signal gain of the two stages can now be determined. As far as
collector currents are concerned, both stages are symmetrical, so we can calculate
i by considering the half circuits for each differential stage. We use the small -
signal model of Fig. 9-2b; the small -signal equivalent circuit is shown in Fig. 10-3.
It is assumed for concreteness that $ = 100.

Since the bias currents are all known, we can find g,2 and g, , as well as
rb.e2 and

g,2 = 27.7 x 10-3

rb'e2
1--= 3600

gm2

g,4 = 33 x 10-3

r,e, fi- - 2940 0

Note that the collector load resistance RL2 must be taken into account in calculat-
ing the gain of the first stage:

The second -stage gain is

Therefore the overall gain vo/v,,, is

V4 -gm2
Vin/2 gb,e4 G L2

= -61

Vo

= gm4 R L4 = -100
V4

vo 6100= -= 3050
v,,, 2

In this case the differential -to -single conversion has been accomplished
simply by taking the signal from only one collector of the second stage. This
procedure has two disadvantages:
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FIGURE 10-3
Small -signal equivalent circuit for the MC 1530 input stages.

I The gain is only half that which would be obtained if a differential output
were used.
2 The output signal contains not only a differential component but also a
common -mode component.

Here the second disadvantage is unimportant because the first stage has current -

source bias and therefore little common -mode signal will be applied to the second
stage.

The input resistance can also be calculated from the circuit of Fig. 10-3; it is

RiDM = 2rb'e2 = 7200 n

We can make a consistency check on the applicability of the model used in Fig.

10-3, at least as far as input resistance is concerned. If gb, is included in the
model, it will appear at the input multiplied by am2, Ma1 , GL2). For gb,
10-7, this contribution will be negligible in comparison with rb,2, so the model is
valid.

Exercise 10-1 If emitter followers are added at the input of the first stage,
calculate the gain and the input resistance.

Common -mode Feedback

Although the input stage of the MC 1530 uses Q5 as a bias current source to reduce
the common -mode gain of the amplifier, finite values of rb and rce of Q5 will lead

to a nonzero common -mode gain. For the MC 1530, the common -mode rejection
ratio is -75 dB, which is adequate for many applications. In cases where larger
common -mode rejection is required, the two -stage differential amplifier can be
modified slightly to provide negative feedback of the common -mode signal, thereby
further improving the common -mode rejection ratio. Such a technique is em-
ployed in the MC 1533, the input stages for which are shown in Fig. 10-4.

Transistors Q3 and Q4 are emitter followers, Q1 and Q2 form the input
differential amplifier, and Q5 and Q6 are the second stage of gain. Differential-
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+15

Input

20 kit 20 kit

(Q5 V,

7.5 kit

6

2

Q4

Q7
8 9

R1

15 kit 51.3 kit 15 1(12

3 6.8 kit

28 kit

R2 8.5 kit

-15

o Output

FIGURE 10-4
Input stages of the MC 1533.
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to -single -end conversion is performed in the same way as in the MC 1530. The

small -signal voltage ve appearing at the emitters of Q5 and Q6 is proportional to
the common -mode input signal and of opposite polarity to it. This common -
mode voltage ve is converted to a current signal by voltage divider R, and R2, and

current -source transistors Q7, Q8, and Q9. The result is negative feedback of a
common -mode current to the differential amplifier and emitter followers. This
feedback causes a reduction of the common -mode collector signal current of

Qi and Q2, and an increase of the common -mode input resistance of the amplifier.
The MC 1533 has a common -mode rejection ratio of -100 dB.

Exercise 10-2 Calculate the bias currents for the circuit of Fig. 10-4.

10-2 A NOVEL DIFFERENTIAL -TO -SINGLE -END CONVERSION
CIRCUIT

Differential -to -single -end conversion is accomplished without a factor -of -2 degra-
dation of gain in the pA702, another early operational amplifier. Although the
pA702 has been superseded by other later designs, we describe its input stage
because it is the precursor of the active load, a technique widely used in most
later -generation amplifiers. The circuit is shown in Fig. 10-5; to analyze it we
first calculate the bias currents. It is assumed that $ is large and base bias currents
are negligible.

The bias current IE, can be found by noting that

VE6 ` VE5

1E5 2.4 Id/

ITEI 480

10 -VD
1E5 2880

Thus we obtain /El = 0.65 mA

and 'Cl = Ic2 = 0.32 mA .

Now since both Q3 and Q4 must operate in the forward active region, their
base voltages are each VD. If the base currents are negligible, then

Vc3 = VD + IC, R, = 1.39 V

Therefore

But

This means that /3 must be

Then the collector current Ic3 is

10 - Vc3
= 1.07 mA

R3

1C3 =13 - (ici + 1C2) = 0.43 mA
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+10

Em

-10

FIGURE 10-5
Input stage of the [LA702.
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Now Q3 and Q4 are identical transistors and have identical circuits connected to
their bases; therefore they must have identical collector currents. Thus

104 = Ic3 = 0.43 mA

and Vc4 = 10 - Ic4 R4 = 6.6 V

To analyze the small -signal behavior we use the zero -order model of Fig.
9-2a for Q3 and Q4 , and the first -order model of Fig. 9-2b for Q1 and Q2, as shown
in Fig. 10-6. The small -signal base current 1b3 is

while

Solving for vc3 we obtain

ib3 = gm vi - vc3 G1

flib3

vc3 + G2 + G3

vc3 = gmviRi
(1 + 16)Gi + G2 + G3

Since vc3 is known, we can easily find ib4:

vc3 R1
ib4 =R2 gmV 2 =gm vi

R2
-I- gm V2

With R1 = R2 this becomes
1b4 = gmv, + gm v2

Note that the base current ib4 is the sum of the small -signal collector currents of
Q1 and Q2. Thus there will be no loss of a factor of 2 in converting from the
differential -stage Q1 and Q2 to the single -stage Q4. Since v1 = v2 = v1./2, we
have

1b4 = 29mv1 = g Vin
The output voltage is

V0 = 1344. R4 = figmvin R4

For the bias current previously calculated,

If /3 = 100, the gain is

-Vo
yin

The input resistance is

g,= 12 x 10-3

= 12 x 10-3 x 100 x 8 x 103 = 9,840

= 2rb,ei = 16.3 IcS2RIOM rb'el rb'e2

Exercise 10-3 Calculate the voltage gain vci/vi and determine whether
neglecting rb., in the calculation of RIDM was justified.
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FIGURE 10-6
Small -signal equivalent circuit for the input stage of the µA702.

10-3 INPUT STAGE WITH ACTIVE LOAD

We saw in Chap. 9 that the gain of a differential amplifier can be made very large
through the use of an active load circuit. Such a circuit is employed in the µA741
high-performance operational amplifier.3 The input stage is shown in Fig. 10-7b.
The functional behavior of the circuit as far as small signals are concerned is as
follows. Transistors Q7, Q8, Q9, Q10 form a differential amplifier in which Q,
and Q8 operate in the common -collector mode and Q9 and Q10 in the common -base
mode. In this respect, the differential amplifier is similar to a modified cascode
circuit. An active load is formed by Q11, Q12, and Q13 , and the output is taken
from the collectors of Q10 and Q12 as shown. All of the other transistors are used
for biasing purposes. The p -n -p transistors in the circuit are all lateral p -n -p devices
with # of approximately 4, while the n -p -n transistors are all high -fl devices.

To analyze the circuit we consider first the biasing. Transistors Q4 and Q3
form a small -value current source which derives its bias current from R1. Q1 and Q2
form a bias current source for use in other parts of the circuit. Feedback stabiliza-
tion of the bias current of the differential -amplifier stage is provided by the bias
current source comprising Q5 and Q6. To see this, we focus attention on the
emitter bias currents 1E7 and 1E8 in the differential amplifier. If the differential
input voltage is zero, /E7 = 1E8. We assume that ap, -+ 1 for the n -p -n transistors,
and /3 of the p -n -p transistors is /3,, . The current /6 is given by

.16 = 21E7
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+ Y(15)

- V(15)

FIGURE 10-7
(b)Input stage of the /2 A7 41 , using an active load circuit.

Since Q5 and Q6 are identical, they have equal collector currents. Then

We also note that

and that

Solving for /, we obtain

16 = 1c5 + 2185 =1c5(21 +
Pp

21E7
110-

13 p + 1

1c4 = ICS + 110 = ICS + 21E7

flp + 1

, /c4(fip2 + 3)3 + 2)
/E7 2 P2(61, + 2fir, + 2)
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In the pA741, IC4 has been chosen to be 27.5 µA. For Sp = 4, this yields

1E7 = 15 pA

while for fip CO we obtain

1 E7 13.8 µA

Thus we see that the operating current of Q7, Q8, Q9 , and Q10 is well stabilized
against variations of 13p.

For 1E7 = 15 µA and flp = 4, we have

/c 9 = /c = 1 2 = 12.8µA

Resistors R3 and R5 are provided so that an offsetadjustment can be made exter-
nally to compensate for differences in transistor characteristics which would result
in 0 ILA°. This is done by connecting a potentiometer between the emitters
of Q11 and Q12 with the wiper connector to - V. Resistor R4 is used to provide
emitter bias current for Q13 .

The small -signal analysis is quite complicated owing to the complexity of the
circuit; in order to obtain an estimate of the voltage gain we therefore make
many approximations at the outset. We ignore R3 R4, and R5, and we neglect
r8,e of all transistors and g of all transistors except Q10 and Q12. The approxi-
mate small -signal equivalent circuit is shown in Fig. 10-8.

If we assume that the effect ofg,, on the emitter current of Q10 is negligible,
then

and we can easily find i e7:

= + re, + re8 + re10

and since all four differential -amplifier transistors have equal emitter bias cur-
rents, we have

e8 = lel° = ie7 = le9

v,,,

Analyzing the Q13 , Q combination, we find

Since gm,, = gm, 2 , we also find

Then if i x i,,, we obtain

yin vinql E7
je7 = =

4re7 4kT

V

gmll

apie9

gm I 2 V = Ipie9

Zap - v, ap
vo =

g ce10 + gce12 2re7(9ce10 g cell)
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FIGURE 10-8
Approximate small -signal equivalent circuit for the input stage.

If 9ceto and a c el 2 are approximately 10-5/re7, we finally obtain, with ap z 0.8,

The input resistance is

vow -2x105- x 105
vin

Rin ^ 4re7($ + 1) 657 IcS2
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10-4 INPUT STAGES WITH LOW INPUT BIAS CURRENT

Use of Super -gain Transistors4

We saw in Chap. 9 that the input resistance can be increased and the input bias
current decreased by using super -gain transistors at the input of the differential
stage. It will also be recalled that special circuit design is required in order to
prevent punch -through of the super -gain transistors. In the Motorola MC 1556
amplifier, super -gain n -p -n transistors are used as emitter followers, and p -n -p
transistors are employed in the differential amplifier. The use of complementary -
type transistors in this manner provides the required protection for the super -
gain devices.

The circuit of the MC 1556 is shown in Fig. 10-9a, and the basic input circuit
is shown in Fig. 10-9b. Transistors Q1 and Q2 form a bias current source which
supplies current to the differential -amplifier transistors Q8 and Q9. Super -gain
transistors Q6 and Q7 are emitter -follower input transistors; their collectors are
connected in such a way as to make the collector -emitter voltage slightly larger
than VD, so the collector -base junction is only slightly reverse -biased. An active
load circuit quite similar to that of the µA741 is formed by Q10, Q11, and Q12; offset
adjustments are made in the same manner as in the pA741.

Because complementary transistors Q6 and Q8, as well as Q7 and Q9, are
used, some provision must be made to provide bias current for the emitter of Q6
and base of Q8 , and for the emitter of Q7 and base of Q9. This is done by means
of the small -value current source comprising Q3, Q4, and Q5.

To calculate the bias currents, we first calculate Il :

2 V -2 V,
11 = = 0.5 mA

R1 + R2

If we now assume that Q1 and Q2 have sufficiently large /3 that base currents can
be neglected, and if we use an analysis similar to that given in Chap. 9 for the
small -value current source, we find

23.9= 0.126 mA

The currents 14 and 15 are found in a similar manner,

14=I5 0.01911 = 9.5 pA

It is now a simple matter to calculate 16 and 17. If we assume Q8 and Q9 to have
# = 10, we find

16 =17 = 59 µA

while = = 4 µA

If the super -gain transistors have /3 = 1000, the input bias current is 4 nA.
To analyze the small -signal behavior on a first -order basis we must make

many approximations, as was the case for the pA741. We assume g" to be
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+V(15)

Input

FIGURE 10-9
(b) Input stage for the MC 1556.

negligible for all transistors, and we neglect g, for all except Q9 and Q-12. The
approximate small -signal equivalent circuit is shown in Fig. 10-10. Making
approximations similar to those used in analyzing the pA74I, we also ignore the
effects of the collector currents of Q, and Q, on i" and ie9 , and we assume g, has
negligible effect on ie9 . With the previously calculated bias currents, we determine

re8 = re9 = 433 SI

r, = 415 f2
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Then

FIGURE 10-10
Small -signal equivalent circuit for the MC 1556 input stage.

via

.(rD + R4 + R6 + re8 reap)

via

5.78 x 103

where via is the differential input voltage.
Using an analysis similar to that of Sec. 10-3, we find the output voltage to be

-2apie8
V0

gce9 gce12
from which we find the gain to be

v0

(gce9 gce12) 5.78 x 103
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If we assume a,ce12 '1"-; gce9 "111 1O-5 gm122 we have

-vo = 0.136 x 105
yIn

Exercise 10-4 Calculate the bias currents /2 , I4 , /5 .

Bias Cancellations -7

In applications where integrated circuits are subjected to radiation, a degradation
of material properties occurs which manifests itself as a reduction of transistor /3
and an increase of junction leakage current. In an operational amplifier, the
input stage would be adversely affected, since both effects would cause an increase
of the input bias current. To compensate for this increase of input bias current,
or to reduce the input bias current in general, positive feedback can be used
to supply the base current of the input stage; such a technique is called bias
cancellation.

To evolve a bias -cancellation circuit, we make use of the fact that integrated
n -p -n transistors having the same geometry will have equal base currents if their
collector currents are equal, and that the bias circuits of Chap. 9 can be used to
produce a current mirror. The basic circuit is shown in Fig. 10-11a; here Q, and
Q5 form a differential amplifier with cascode load transistors Q2 and Q6 . Diodes
D1, D2, D, are used to provide an offset voltage, and Q3 and Q4 form a current
mirror, as do Q7 and Q8 . If the base current of Q, is IB, then

and

The current mirror produces a current

file

'B2 + 1

fil3,1E
1.C4

(11 + 1)(2 + 13p)

where /3p is the p -n -p transistor current gain. The input current is then

/in = B{1 IJp fl 1

+ 1)(2 +

The current mirror emitters are all connected to V,, which is a common -
mode point. With three diodes used for offset,

The base voltage of Q2 is

= VE + 3 VD

V1
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(b)

+ Vcc

(c) (d)

FIGURE 10-11
(a) Bias cancellation in an input stage; (b) use of a two -collector p -n -p current
mirror; (c) the improved current mirror using p -n -p transistors; (d) implementa-
tion of the improved current mirror.

while the collector voltage of Q1 is

V, -2 V,

The base voltage of Q1 is VE + VD, so the collector -base voltage of Q, is

V, -2 VD - (VE ± VD) = 0

It is not necessary that two separate transistors be used for the current mirror;
a single multiple -collector device can be used, as shown in Fig. 10-1 lb. The input



INTEGRATED OPERATIONAL AMPLIFIERS 377

current can be further reduced by improving the current mirror, as shown in Fig.
10-11c; this can be implemented with a multiple -collector transistor, as shown in
Fig. 10-11d. For the circuits of Fig. 10-11c and d it is necessary to add another
diode to make

V1 = VE + 4 VD

Operational amplifiers with input stages using the bias -cancellation schemes
of Fig. 10-11d have input bias currents of the order of 3 nA.

While the above analysis has been carried out only for bias currents, it
applies on a first -order basis to small -signal currents as well. Thus the input
resistance of the amplifier is markedly increased by the bias -cancellation circuits.

Although bias cancellation can improve the input bias and input resistance,
we do not wish to leave the impression that it is a panacea for all input stages. It
has two principal disadvantages:

/ The input noise current is increased.
2 For a given )6 mismatch, the input offset current is increased. In many
applications input offset current is more important than input bias current.

10-5 OUTPUT STAGES

The principal functions of the output stage are to provide low output resistance
and large load current capability. Usually output stages have voltage gains less
than 10. In cases where large output currents are required, class B or class AB
output stages are used to conserve bias power. In such cases, complementary
output transistors are usually used so that output currents of either polarity can
be accommodated. If large output current is not required, class A operation can
be used, and negative feedback can be employed to reduce the output resistance.

The MC 1530

An output stage with negative feedback is used in the MC 1530; the circuit diagram
is shown in Fig. 10-12. An emitter -follower input transistor Q6 is used to drive
the level -shift resistor R1. Transistors Q7 and Q8 form a bias current source
whose current I is used to produce the level -shift voltage across R1. Transistors
Q10 and Q11 provide a bias current source for emitter -follower Q1 , while Q9

functions as a common -emitter amplifier. Feedback is provided by Rf
The circuit is designed so that Vc, 0. For this case

Vc9 = V0 + VD = VD

If we assume that the base current of Q1 2 is negligible, then /2 = /c9 I. There-
fore R2 is chosen to produce the desired value of 4 :

V -VD
R2

-
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+ V(+9)

301(11

FIGURE 10-12
Output and level -shift stages of the MC 1530.

Note that VB9 = -V + 2 VD. Then

-VD ± V -2 VD V - 2 VD
IB9 = I +

R1

But IB9 -
/1

/3 + 1

Thus we see that I, R1, and RJ. must be chosen so that

V- VD + V -3 VD V - 2VD

R20
I +

+ 1) R1 R

Rf

For the values shown in Fig. 10-12,

and

It = 1.66 mA

I = 2.4 mA

To analyze the small -signal behavior, we assume that the voltage gain of Q6
is unity, and we use a zero -order model for transistors Q9 and Q12 and a first -order
model for Q10 and Q. The small -signal equivalent circuit is shown in Fig.
10-13.
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and

lieu

0 V0

FIGURE 10-13
Small -signal equivalent circuit for MC 1530 output stage.

Since Q10 , Q9 and Q have the same bias current,

gm9 = gml0 = gml1

gm 1 0

1

rb'ell

Therefore ie9 gmlOV 9m11V

and v' 2v

Since ie9 = (/3 + 1)i', we can write

(/3 + 1)[(vi - 2v)G1 (v0 - 2v)Gf] = gm" v (10-1)

If we assume ary 1, at the collector of Q9 we have

v0 G2 + ie9 =
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At the emitter of Q12

ie12g,11+ (vo - 2v)Gf (10-2)
Since

je12 = -(/3 + 1) ib and 1e9 =g,,0 v = g,v

Equation (10-2) becomes

+ 1)(vo G2 + gni10 = 9m10 V + (v0 - 2U)Gf (10-3)

Eliminating v from (10-3) and (10-1), we obtain the following relation between
vo and vin:

[Gf (13 + 1)G2 (/3 + 1)Gf
vo vg,(fl + 2) -2G1n"[g, + 2(/ + 1)(Gf + GO]

v1,(I3 + 1)G1
(10-4)=

g, + 2(/ + 1)(Gf + G1)

The first term on the left side of (10-4) will be small in comparison with the
second term; the gain vo/vin then becomes

For the values shown in Fig. 10-12, we obtain

vo -G1
Vin ~ G f R1

vo -30 kit -
vin 6 la/ 5

The output resistance is found by analysis of the circuit of Fig. 10-13 to be

Rf
R `^-1 2 + 2/3 + fl2

Exercise 10-5 Repeat the analysis of Fig. 10-13 for vo/v1, but make the
following simplifying approximations at the outset:

v' 4 yin

vi 4 vo
Show that this leads to

vo G1 [(fi + 1)2 ± + 1)] - RI
vn, G f[(13 + 1)2 + (13 + 1) + 1.1 G2(/3+ -

Output Stage of the µA741

The pA741 amplifier uses an output stage in which complementary emitter -follower
transistors are biased for class AB operation; the circuit is shown in Fig. 10-14.
Here Q18 and Q19 function only as overload protection for the circuit; if the output
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+V (+15)

-V (-15)
FIGURE 10-14
Output stage of the pA741 amplifier.

is shorted to either of the supply voltages, current in either R8 or R10 will become
large enough to turn on Q18 or Q19 , which will in turn cause base current of
Q16 or Q13 to be reduced, thereby limiting the output current. Under normal
operating conditions, Q18 and Q19 are cut off.

Class AB operation of Q16 and Q17 is provided by Q15 , which functions as a
VD multiplier. If both Q16 and Q17 were operating class A, the voltage between
their bases would be approximately 2 VD. However, the voltage provided by
Q15 is

VCE15 = VD( 1. + = 1.6 VD
R,

This voltage produces only a small emitter bias current in Q16 and Q17; yet it is
sufficient to eliminate the crossover distortion that would result from class B
operation.
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Transistors Q13 and Q14 form a Darlington -connected common -emitter
amplifier, and Q1 acts both as a bias current source and as a small -signal load for
the Darlington stage. The base of Q13 is connected to the collector of Q12 in
the input stage.

The µA741 has internal compensation in order to obviate the need for external
capacitors. This is accomplished by using a 30-pF capacitor on the chip, and
connecting it as shown in Fig. 10-14. The capacitance is multiplied by the Miller
effect resulting from the gain of the Darlington stage. In this way the gain roll -
off can be made to begin at about 10 Hz and continue at 20 dB per decade; thus
the 0 -dB point occurs at about 1 MHz, ensuring that the amplifier will be stable
under closed -loop conditions.

The input resistance of this output stage is of interest, since the output
stage acts as a load on the input stage. Since the latter uses an active load, its
output resistance is large and the loading effects of Q13 become important in the
determination of the gain. To calculate the input resistance, we must first calcu-
late the bias currents for the Darlington stage. The collector current of Q1, the
bias current source, is

Icl
2 V 2 VD

= 0.73 mA=

Since this is also the collector current of Q14 , the base current of Q14 is

mA
1E14 =033 7 = 7.3 PA for f3 = 100

The emitter current of Q13 is then

1E13 = 414+

and since VB14 + V P.,' VD, we find

VE/14 ±

R11

413 = 22.5 pA

Then g,14 = 28.1 x 10'
and

If we neglect gb'cl 3 the input resistance is

g3 = 0.87 x 10-3

+ flRin °A.' 13(- -) = 470 kit
9mI3 9m14

Note that gbci 3 will be multiplied by Miller effect, and therefore the neglect of
gb.,13 is probably a poor approximation.

The maximum output current capability of the amplifier can be estimated by
noting that Q18 will turn on when the voltage across R8 is approximately VD.
This will occur at

VD
lout(max) = 30 mA

R8
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Input o
from Q12

+V

-v

+V

FIGURE 10-15
Output stage of the MC 1556.

Output Stage of the MC 1556

The output stage of the MC 1556 is quite similar to that of the /IA741; the circuit
is shown in Fig. 10-15. Basically, the circuit employs complementary emitter -
follower output transistors Q14 and Q15 , biased for class AB operation. These
are driven by Q18 and Q17 , which, for small signals, function as a Darlington
stage. Bias current and small -signal load are provided by Q13.

The output emitter follower Q15 is driven by emitter follower Q16 to provide
increased current gain, since the /3 of the substrate p -n -p transistors will not be as
large as that of the n -p -n devices. However, this also means that a base -to -base
bias voltage larger than 2 VD is necessary to ensure class AB operation for Q14
and Q15. Note that for class A operation the voltage between the bases of Q14
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and Q16 would be 3 VD; thus for class AB operation a voltage slightly less than this
is required. In the circuit of Fig. 10-15, this is done by using Q19 and D3 to pro-
vide 2 VD, and using Q20 to provide an additional voltage slightly less than VD.
This is accomplished by using R12 as shown; since the collector of Q20 is not
directly connected to its base, Q20 will saturate, causing VcE20 < VD.

Short-circuit protection is provided by D1, D2, and Q21.

10-6 A CURRENT-DIFFERENCING OPERATIONAL AMPLIFIER'
Most of the operational amplifiers we have thus far described are generally termed
high-performance amplifiers and have the following salient properties:

1 Large gain (&105, or 100 dB)
2 High input resistance
3 Low input bias current
4 DC output level 0 for zero differential input voltage
5 Two supply voltages
6 Large output current capability

There are many applications in which such high performance is not a requisite,
but in which other factors such as low cost and single -supply operation are of
prime importance. The MC 3401P makes use of a very simple circuit configura-
tion, making possible the fabrication of four identical amplifiers on a single chip.
Since all four amplifiers are on the same chip, a single biasing circuit on the chip
suffices. Only one power supply voltage is required. An example of an applica-
tion for which this device is ideal is an active RC filter which may require four
operational amplifiers, but in which high-performance amplifiers are not required.
A single MC 3401P provides all of the amplifiers required for this application.

The basic amplifier circuit is shown in Fig. 10-16a; all of the voltage gain in
the amplifier is provided by a single common -emitter stage Q1. Bias current
sources are used for /, and /2 , and the current source 11 also serves as a small -
signal load for Q1. To prevent an external load from reducing the gain, an emitter
follower Q4 is used at the output. Base current for Q, is the difference between
an external current and a current /;2 derived from an external current by a
bias current source comprising Q2 and Q3 . The currents /, and /2 are provided
by the common bias circuit in the chip; currents /in, and /in2 must be supplied by
external resistors. The output voltage level is determined by the difference
411 - /412

Fig. 10-16b shows the complete circuit of one amplifier, together with the
bias circuit which supplies current for all four amplifiers. Transistors Q6 and Q7
provide bias current, with Q6 functioning also as the load for Q1. To ensure
large voltage gain, an additional emitter follower Q5 is inserted between Q, and
the current source Q6; this helps to further isolate Q1 from any output load.

In order to make all bias currents independent of supply voltage variations,
forward junction voltages are used to set the voltage drops across current -deter-
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Vcc

(b)

FIGURE 110-16
(a) Basic circuit of the MC 3401P; (b) bias circuit and one amplifier.

mining resistors R2 and R1. A current I, is established by R3 to forward -bias
D,, D2, and D3; this produces a voltage VD across R2 and across R,. Thus the
bias currents are

VD
IC9 = 11 = -R = 0.2 mA

2

VD[2 =- -= 1.3 mA
R 1
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Diode -connected transistors Q11 and Q12 provide base bias for current -source
transistors Q6 and Q7, as well as for similar transistors in the other three amplifiers
on the chip.

Figure 10-17 shows how external resistors are used to establish the bias
currents and /;2 in a typical inverting -amplifier application. Using this
circuit, together with that of Fig. 10-16b, we find

and

At the output,

Then the collector current of Q1 is

But /ci must also be given by

4,1 = (V0 - VD)GI

/1.2 = (Vcc - VD)GB

IEa = Ii n i + Iz

- 44/0 + 1)
13,,+1

ICI = Iin2)

Combining these relations and solving for V0 , we find

/IA + 1) - I2/(f, + 1)(fi + 1) + VD/3(Gf - GB) + VCCPGB
itGf

For the values of I, and /2 calculated above, if G1 and GB are both larger than
10-6 U, this expression reduces to

GB RI
V0 Vcc -= VCC

G R

To bias the amplifier for maximum dynamic range, Rf and RB would be chosen
so that

thus producing

RB =2121

Vcc
Vo

2

The input resistance of the amplifier itself is rather low, particularly at the
noninverting input. However, since it is a current -differential amplifier, input
voltages are converted to input currents by external series resistors. Thus the
input resistance seen by the input signals is determined by these external resistors,
which can be of the order of 1 MO. In the circuit of Fig. 10-17, the voltage gain
is

RI

R1
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FIGURE 10-17
Typical inverting -amplifier application.

If Rf and R1 are each chosen to be 1 MQ, and RBis 2 MCI, the gain is -1 and the
input resistance is 1 MO.

External frequency compensation is not required for the MC 3401P, as this
is provided internally by C. The open -loop voltage gain is approximately 65 dB,
and C causes roll -off to start at 1 kHz and continue at 20 dB per decade, producing
a unity -gain frequency of about 5 MHz.

Exercise 10-6 Show that the small -signal voltage gain of the circuit of
Fig. 10-17 is approximately -(Rf/R1).

10-7 FREQUENCY BEHAVIOR OF OPERATIONAL AMPLIFIERS

Compensation'

Operational amplifiers are seldom used in an open -loop circuit configuration;
rather, large amounts of feedback are used in order to obtain precise performance.
The amplifier must therefore be stable in the closed -loop condition; the most
stringent stability requirements occur when the amplifier is connected as a unity -
gain voltage follower. For unconditional stability it is necessary that the open -
loop phase shift be less than 180° at the frequency at which the open -loop gain is
unity, or 0 dB. In a typical uncompensated amplifier, excess phase resulting from
the use of more than one stage of gain, as well as from devices such as lateral p -n -p
transistors, causes the phase shift to be greater than 180° at the unity -gain fre-
quency, and it is necessary to add means for compensation. In early amplifiers
this was done by using external components, but in more advanced designs it is
done on the chip.

To see how compensation can be accomplished, we consider the circuit of
Fig. 10-18; here the current source represents the input stage of the amplifier
with active load, and the gain block represents the remaining stages. The capacitor
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v.,

g.i.),,,

FIGURE 10-18
Equivalent circuit for the analysis of
compensation.

C is added for compensation. If we assume for the moment that the gain block
has no bandwidth limitations and has zero input current, that is, is an ideal inte-
grator, we find

Vo,(s)
= gm/SC

Vin(s)
The gain will be unity at a frequency

gmcol = -
C

and the rate of change of gain with frequency will be 20 dB per decade. Now
suppose that excess phase in A begins to appear, from whatever causes, at a fre-
quency coo. If C is chosen large enough so that the overall open -loop gain is
unity at a frequency below co1, the amplifier will be stable under closed -loop condi-
tions. Thus it is required that

That is,

wi < Coo

C > g.
Coo

EXAMPLE 10A Calculation of the Open -loop Gain Corner Frequency. For
large values of open -loop gain, the compensated gain will fall at 20 dB per decade
for several decades before reaching 0 dB. If the zero -frequency gain is known
we can easily find the -3 -dB corner frequency of the open -loop compensated
amplifier. Consider a case such as the pA741, in which the gain is 105 and a
30-pF compensating capacitor is used. We have already found the bias current of
the input transistors to be 13 µA. Since a common -collector common -base input
stage is used with an active load, the effective g, for the input stage is

ai. C9gm =
2kT

The compensated unity -gain frequency is then

q/c9
wi = -

2kTC
8.3 x 106 rad/s = 1.33 MHz
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Since the amplifier has a gain of 100 dB, the -3 -dB corner frequency must
occur approximately 5 decades below col, that is, at 13.3 Hz. This indicates that
properly compensated high -gain amplifiers will have very low open -loop corner
frequencies. ////

Slew -rate Limitations

In discussing compensation, we have considered only small -signal behavior. We
now show that the requirement for compensation also degrades the large -signal
performance as a result of nonlinear behavior of the input stage. If we consider a
simple differential input stage with active load, and if we represent the remainder
of the amplifier by a gain block with compensating capacitor, as shown in Fig.
I0 -19a, we see that the rate of change of the output voltage is

dvo

dt C

The current iI will be maximum when Q2 cuts off, for which case

= /0

dvo 4
dt C

and

If a sinusoidal input is applied, producing an output V sin wt, the maximum ampli-
tude VP of the output before distortion occurs is thus

4V=
P WC

Conversely, if an amplifier has a maximum peak rated output voltage VP , the
maximum frequency at which an undistorted sinusoidal output can be obtained
with peak voltage VP is

jo
maxZTC

VP C

The frequency f, is sometimes called the full -power bandwidth of the amplifier.
Suppose that the amplifier is connected as a unity -gain voltage follower,

and that a step function of large magnitude is applied to the input. Q2 will cut
off, and the amplifier will act as an integrator, producting a ramp output whose
slope S is

dvo Io
S

dt C

as shown in Fig. 10-19b. S is called the slew rate of the amplifier; it is clearly
related to the maximum sinusoidal output amplitude by

V
=S
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V

V0

(a)

Slope S = 10/C

(b)

FIGURE 10-19
(a) Typical input stage followed by compensated amplifier; (b) response of
voltage follower to input step function of amplitude V.

EXAMPLE 10B Slew Rate of the pA741. For the pA741 amplifier, the input -

stage bias current is 16 µA for each transistor, making 4 = 32 pA. With C = 30
pF, we find

Sg..' 1 X 10 = 1 Wits

Slew rates of 1 Vita are typical for amplifiers of the same general structure as the
µA741. ////

Improving the Slew Rate'

It appears at first glance that the slew rate can be increased by increasing I.
This is not the case, because g, also depends directly on 4; increasing J increases

Mal
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(b)

FIGURE 10-20
(a) Use of emitter degeneration resistors to improve slew rate; (b) cross -coupled
input stage with fast slew rate (after Hearn10).

g,, causing larger open -loop gain with a consequent requirement for larger C

to ensure stability. The slew rate remains the same.
A straightforward method of increasing slew rate is to increase to and

decrease the gain; this can be done by using emitter degeneration resistors in
the input stage, as shown in Fig. 10-20a. Even greater improvement can be made
by arranging the circuit so that the current available for charging C during large -
signal operation is different from the bias current for the input stage. This is
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done by operating the input transistors class AB and cross -coupling the input
stage, as shown in Fig. 10-20b. Here /4 is set at about 1 mA, and /3 , R1, and R2
are closed to produce about 50-µA collector current /2 in Q7 and Q8 . For small
signals, the cross -coupling produces an effective transconductance for the circuit
of

gm =
2

R1-1- R2 + kT/q12

For large signals, if Q7 cuts off, for example, the emitter current of QE is deter-
mined not by the bias current but by the input signal and R1 and R2. In this
mode of operation, d/o/dvin is easily seen to be 1/(RI + R2). The dynamic range
of the input stage is therefore considerably increased by this technique. Typical
slew rates for an operational amplifier using an input stage of this type are of the
order of 30 Vila, more than an order of magnitude greater than that of a conven-
tional stage.

Exercise 10-7 Calculate the value of RE required for emitter degeneration
in the 0.741 to double the slew rate.

PROBLEMS

10-1 Use the model of Fig. 9-2b for Q3 and Q4 in the circuit of Fig. 10-6 and calculate
the voltage gain.

10-2 Use electrothermal models to find the temperature coefficient of the current 1E1

in the circuit of Fig. 10-2.
10-3 Calculate the common -mode rejection ratio of the MC 1533.
10-4 Calculate the input bias current for the circuit of Fig. 10-11d.
10-5 Calculate the output resistance of the MC 1530, using the circuit of Fig. 10-13.

Do this first by using the approximations suggested in Exercise 10-4.
10-6 Take into account a...b.,13 of ,..(11 13 in Fig. 10-14, and calculate Rh, of the output stage

of the p.A741.
10-7 Show that the small -signal voltage gain of the circuit of Fig. 10-17 is approximately

-(RfIR,.).
10-8 Design an input stage of the type shown in Fig. 10-20b with R1 + R2 = kTiq12 

Calculate the slew rate if C = 30 pF.
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11
APPLICATIONS EMPLOYING LINEAR
INTEGRATED CIRCUITS

11-1 MICROPOWER CIRCUITS'

In some applications, it is essential that the power consumption of electronic
circuits be very low, on the order of tens of microwatts. Two examples of such
applications are implantable circuits for biomedical telemetry, and telemetry
circuits for space probes. In such circuits, power supply voltages of 1 to 2 V at
current drains of 10 to 100 µA are common. With these current levels, large-

value resistors must be used to develop voltages of the order of 1 V. We saw in
Chap. 4 that large values of sheet resistance can be obtained by using pinch -resistor
techniques, thus permitting large -value resistors to be realized with relatively small
surface areas. In micropower circuits nearly all resistors used are either base -
pinch resistors or collector -pinch resistors.2 Some processing modifications can
also be made for micropower circuits. Since currents are very small, series collec-
tor resistance in the transistors is of little importance, and epitaxial material of
several ohm -centimeter resistivity can be used. With the low voltages encoun-
tered, the epitaxial-layer thickness can be reduced to about 5 µm without danger
of punch -through to the substrate; the combination of high resistivity and thin
material produces a high value of sheet resistance for collector resistors and
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collector -pinch resistors. Moreover, the base width of the n -p -n transistors can
be decreased without danger of punch -through; this reduction leads to improved
# for the transistors and also increased sheet resistance for the base -pinch resistors.

Exercise 11-1 Calculate the sheet resistance of collector resistors if an
epitaxial layer is used having thickness 5µm and impurity concentration
5 x 10" cm -3. Neglect depletion regions.

Biasing

A circuit which can be used for biasing in micropower circuits is shown in Fig.
11-1. Here Q2, Q3, and Q4 form a current source similar to that of Fig. 9-9. A
similar p -n -p current source is formed by Q5, Q6, and Q7 , except that Q7 is

designed to have twice the emitter and collector area of Q6. Therefore the
current 4 will be

4 = 2/

If we assume for the moment that Q1 is not present we can analyze the com-
bination of Q2, Q3, Q4, and R as a small -value current source supplied by a bias
current 11. With R in the emitter of Q4, we have

Since 4.2 4 = 2/, we obtain

mkT IC2
IR = VBE2 -V BE4 = In -

IR
mkT

In 2

For the low currents generally encountered in micropower circuits, m will have a
value of approximately 2. For a given current I, the resistor value is

R =mkT In 2
gl

For I= 10 µA, R= 3.6 ka
Other transistors can now be connected to Q6 and Q4 as shown; the collector

currents of Qg and Q9 will be I, while those of Q10 and Q11 will be 2/.
Transistor Q1 together with R1 and the three diodes are added to provide a

" starting" circuit. The thermally generated currents in Q2, Q4, Q6, and Q,
can be sufficiently low that negligible I is produced when the voltage Vcc is applied
to the circuit. Therefore R1 is added so that emitter current will flow in Q1,
producing a collector current in Q4. Once this current is established, operation
becomes self-sustaining; for the self-sustaining condition VCE2 x 2V. If 10 is
chosen to be only a few microamps, the voltage Vs is somewhat less than 3 VD and
Q1 is almost cut off when the self-sustaining condition is reached.
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Inpor ano-

+ vcc

A Micropower Gain Cell'

FIGURE 11-1
A micropower biasing circuit.

A micropower self -biasing gain cell is shown in Fig. 11-2a; note its similarity to
the circuit of Fig. 9-16b. Transistors Qi and Q2 provide gain, while Q3 and Q4
are diode -connected and are used to establish stable biasing. The bias current is
set by RI, and the output voltage is developed across R2.

A first -order small -signal low -frequency model for the circuit is shown in
Fig. 11-2b. To determine the element values, we first note that the emitter current
of Q3 is also the base current of Q1, and the emitter current of Q4 is the base
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lig., V,

(b)

Vcc

lig.4 V2

Igow2V2

0 +

O

VQ

FIGURE 11-2
(a) A self -biasing micropower gain cell; (b) first -order small -signal equivalent
circuit.

current of Q2. If all transistors are identical, Q, and Q2 will have identical
collector currents with value

Vcc VCEIIc

Since very low currents are used, 17,, will be less than 2 VD .

With the currents as described above,

The voltage gain of the cell is then

R1

gm I gm2
g m3 = = g m4 =

(fl ± 1) (I3 + 1)

A = figna2 R2
=

V v.; 3g,,,1 + 2G1(13 + 1)
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Typical values for the circuit are ficc = 1.35, R1 = R2 = 1.5 Mf2, A,, = 32 dB, and
power dissipation = 1.1 µW.

Exercise 11-2 Derive Eq. (11-1).

11-2 HIGH -POWER CIRCUITS4,5

In the operational -amplifier circuits described in Chap. 10, output current capa-
bilities of the order of 10 mA were common. With these current levels, no special
precautions were necessary in device design, and because the resulting maximum
power dissipations were of the order of 200 mW, no significant thermal gradients
were produced on the chip. The designer needed only observe some simple
layout rules such as not locating input transistors near output devices.

In power operational amplifiers where peak power of the order of 15 W is
encountered, device design, circuit design, and thermal gradients must all be con-
sidered. The µA791 amplifier, shown in Fig. 11-3, provides an excellent illustration
of these aspects. As can be seen from the block diagram of Fig. 11-4, the circuit
contains two gain stages and an output stage, and in addition includes provisions
for load current limiting and thermal overload protection.

Referring to Fig. 11-3, we see that the structure of the first and second stages
is quite similar to the µA741 circuit. Emitter -follower input transistors drive
p -n -p transistors having an active load consisting of Q6, Q7, and Q5. Bias
current sources are provided by Q8, Q9, and Q10 . The second gain stage is
provided by emitter follower Q13 and common -emitter transistor Q14. Note
that the circuit connected to the collector of Q6 is almost identical to that connected
to Q7; this helps to balance the collector currents. Collector bias current for
QI4 is provided by p -n -p current source Q11, which is in turn coupled to Q10 .

Level shifting at the output of Q14 is accomplished by emitter follower Q17
with R15 . The current established in R7 for the n -p -n current source also flows
in p -n -p current source Q12 , and is used to bias the output stage.

Voltage biasing for the output stage is provided by Q25 and VD multiplier
Q24; the total voltage across Q24 and Q25 is 2.7 VD. Load current limiting is
provided by Q26 and Q27 . The output stage uses no p -n -p transistors except for
current limiting; its operation can best be understood by considering the simplified
circuit of Fig. 11-5a. To analyze the bias conditions for the circuit we make the
following assumptions :

1 The zero -signal output voltage is approximately zero.
2 The diode D2 is not conducting.
3 Base currents IB29 and 1528 are negligibly small.

With these assumptions, the bias currents can easily be estimated. The current /3
is

13 -
V2 - 2VD

R11
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O

Input
O

0
Offset

0
Adjust

V+

Input
stage o. Second

stage
Output
Stage

1

Thermal
shutdown

circuit

0 o
Compensation

while the emitter current of Q is

and the collector current of Q30 is

From Fig. 11-3, I, is easily found to be

Current
limiter

V-

RamtestJ

Load

FIGURE 11-4
Block diagram of the µA791.

2V2 -2 VD
R7

This is also the collector current of Q16 . The bias current /2 is

/2 P-.% /3

We can check the consistency of assumption (2) as follows. The base volt-
age of Q29 is 2 VD, so the cathode of D2 is at - 0.7 VD; this forward bias of D2 will
be insufficient to produce significant current in D2 . The bias currents IE and /c
will be somewhat larger than calculated above owing to the presence of R12 , which
was neglected in the simplified analysis.

The simplified analysis shows that the output stage is biased for class AB
operation, with just sufficient bias current in the output transistors to prevent
crossover distortion. To see how the circuit functions when a signal is applied,
we return to Fig. 11-3, and imagine a positive -going signal applied to the base of
Q17; this causes an increase of current in R15, with a consequent decrease of /2
in Fig. 11-5. 1B28 now increases, causing a large collector current to flow in Q30.

IEzI3

Ic It

= 2.86 mA
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+v2

FIGURE 11-5
(a) Simplified output stage; (b) use of an external resistor for current limiting.

The diode is now forward -biased and v becomes negative; Q29 is cut off, as is Q31.
Thus for negative excursions of the output voltage, Q30 supplies the load current.

If a negative -going signal is applied to the base of Q17 , the current /2 increases,
causing Q28 to tend to cut off. Collector current k in Q30 is reduced, D2 is cut
off, and 1B29 increases. This produces a large emitter current in Q31; for positive
excursions of the output voltage, Q31 supplies the load current.

Current limiting is provided by connecting an external resistor as shown in
Fig. 11-56. Referring to Fig. 11-3, we see that if overload current flows during
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the negative output excursion a positive voltage will be developed between current
sense terminal and output terminal. When the load current is too large, this
voltage will turn on Q27 , which will cause current to flow into current mirror Q22
and Q23 . This in turn reduces the base current of Q28 and hence the collector
current of Q30 . If the output excursion is positive, excessive current produces a
negative voltage between current sense and output terminals, causing Q26 to turn
on. The base current of Q29, and hence the emitter current of Q31, is thus re-
duced to limit the load current.

The thermal shutdown provision operates as follows. Zener diode D1,
Q18 , and voltage divider R8 and R9 provide a base voltage for Q19 which is
almost temperature -independent. As the temperature increases, the base -emitter
voltages of both Q19 and Q20 decrease, causing an increase of base current in Q20
and Q21. The collector current of Q20 reduces the base current of Q29 and the
collector current of Q21 reduces the base current of Q28; thus the output transistors
tend to be cut off.

In the layout of a power circuit, the usual method employed is to make the
layout as symmetrical as possible as far as power devices are concerned in order
to make isotherms easy to locate. Critical components such as input transistors
can be placed on isotherms to avoid thermal feedback effects. In cases where
there are several power devices, it would be necessary to increase the chip area
significantly in order to make the layout symmetrical. This was avoided in the
µA791 by performing a careful thermal analysis of the chip to determine where
the power devices should be located in order to reduce thermal feedback effects to
an acceptable level. The result is sketched in Fig. 11-6a; note that five power
devices are involved. The two output transistors, which must be capable of
15-W dissipation, each require an area 36 x 18 mils; the total chip size is 100 x 70
mils.

We have seen in Chap. 7 that special attention must be given to the design of
high -current transistors in order to reduce the effects of current crowding and high-
level injection. If large power is involved, thermal effects must also be taken into
account. In order to obtain acceptable device characteristics, a number of emitter
"fingers" are used, and provisions are made for so-called "ballasting" resistors
in each finger in order to equalize currents and prevent hot spots from occurring.
In the µA791, the thermal analysis was used to determine that 12 i2 was required
at each emitter site in order to maintain neighboring site currents within 10 percent
of each other. The emitter layout is also designed so that an effective pinch resis-
tor 12 occurs in areas adjacent to the base contact; this helps to confine emitter
injection to the periphery of the emitter region adjacent to the base contacts. The
µA791 has the following characteristics:

Open -loop gain: 50,000
Input offset voltage: 3 mV
Input bias current: 100 nA
Power supply rejection ratio: 50 µV/V
Maximum output current: 1.2 A
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Power diode (1 W)

DOD4
Critical transistor Predriver transistors

( I W)pairs

(a)

Emitter contact

n+ resistors RE

Base contact

.7-- Collector contact

- Phosphorous sinker

- Buried layer

(6)

Output power
transistors

FIGURE 11-6
(a) Location of power devices to minimize thermal feedback; (b) structure of
the output transistors.

Maximum power dissipation: 15 W
Maximum operating voltage: ±22 V
Unity -gain bandwidth: 750 kHz
Zero -signal current: 10 mA
Open -loop output resistance: 2 f)
Chip size: 100 x 70 mils

11-3 COMPARATORS

Comparators are used to detect when an input signal has reached a predetermined
reference level. An ideal comparator would have zero output for yin< V, and
maximum output for v1, Z Vf , as shown in Fig. 11-7a. A high -gain operational
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0
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(b)
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FIGURE 11-7
(a) The ideal comparator; (b) block diagram of the Kuijk comparator.

amplifier can be used as a comparator by connecting one input to Vf ; in fact,
nonregenerative comparators are very similar to operational amplifiers. In
contrast to normal operational -amplifier applications, comparators are usually
operated open -loop; since fast response time is required in a comparator, the
bandwidth of the comparator is generally greater than that of an ordinary opera-
tional amplifier. A comparator circuit designed by Kuijk6 employs some of the
techniques we have described in previous chapters, and in addition makes use of
a novel method for obtaining wide -band gain. The comparator employs an
input differential amplifier, several succeeding gain stages, level shift, and an
output stage, as shown by the block diagram of Fig. 11-76.

The input stage is shown in Fig. 11-8; for convenience we discuss only one
side. Transistor Q1 functions as half of a differential amplifier; diode -connected
Q7 prevents breakdown of the emitter junction of Q1 when large negative
input voltage is applied to the base of Q1. Base current cancellation of the
type described in Chap. 10 is provided by Q2, Q4, Q3, and Q5; Q6 is cascode-
connected to provide the load for Q1. A load resistor is used for Q6.



-"NW' Air .111. - ... 111111111.- MM. 111.."

APPLICATIONS EMPLOYING LINEAR INTEGRATED CIRCUITS 405

-v
FIGURE 11-8
The input stage.

Since the comparator will only be operated open -loop, the closed -loop gain
and phase margin requirements for operational amplifiers do not apply, and overall
compensation is not required. This means that the excess phase problems atten-
dant with several gain stages will not be important; what is required is good band-
width. A novel "zig-zag" method is used for succeeding differential gain stages;
the basic scheme is shown in Fig. 11-9. Here stage 1 bias current is used also for
stage 3, and stage 2 bias current is used for stage 4. All stages are direct -coupled;
although only four stages are shown in Fig. 11-9, it is easily seen that any number
can be used, depending only upon the power supply voltage available.

In order to maintain operation in the active region, the collector -base voltage
of each transistor must always be greater than 0. Referring to Fig. 11-9, we
suppose that the input signal is large enough to cause 03 to almost cut off. Then
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- VCC

-I- Vcc

+ VCC

---
-Kr

FIGURE 11-9
Zig-zag gain stages.
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i;3 0, and since this condition will also cause Q4 to cut off, we have ic4r:::I.
Then

vc4 = Vcc -IR
VC3= VCC - VD

Vcb4 = VC4 VC3

Therefore if vcb, Z 0, we see that

IR VD

We can easily calculate the maximum differential voltage gain that can be
obtained from each stage.

ADM = g,R

ADM(max) = gm Rmax

VD
=9m 7

qI VD
= 2kT I

qVD
=

2kT

14

With small -value load resistors, the bandwidth of each stage will be large. Measure-
ments for a five -stage zig-zag amplifier show a unity -gain frequency of 124 MHz.

Exercise 11-3 Suppose that the input voltage of the first stage has + 7-V
reference. If the power supply voltage is +14, what is the maximum voltage
gain that could be obtained from a zig-zag scheme?

Since the dc bias level at the output of the nth stage is Vcc - VD, some
means of level shifting is necessary in order to couple into the output stage. This
is accomplished by using a p -n -p differential stage as shown in Fig. 11-10. Here
the p -n -p transistors are used as a common -base differential amplifier in order that
their frequency response not degrade the amplifier performance; the level -shift
stage is also zig-zag-connected. The p -n -p transistors are bypassed at high fre-
quency by 5-pF capacitors C.

The output stage is shown in Fig. 11-11. Transistors Qg and Q9 act as
differential amplifiers, and Q11, Q12,and Q13 are used as a current mirror. An
output voltage reference level is provided by VB, and the load resistor for the differ-
ential stage is Ro . Offset voltage is provided by Q14 so that the dc level of v.., is
the same as VB. Differential to single -ended output conversion is provided by
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+ Vcc

R

Stage 2

0 0

VCC

FIGURE 11-10
Level shifting.

the way in which Ro is connected. It is interesting to note that the current mirror
in this case is not being used as an active load, since no signal current flows in it.

The comparator has the following performance:

Input bias current: 0.4 mA
Input offset current: <0.3 mA
Input offset voltage: <3 mV
Sensitivity: 0.3 mV for full output swing
Common -mode voltage range: +9.5 to -12.5
Maximum differential input voltage: 25
Speed: delay, 40 ns; rise time, 65 ns; fall time, 40 ns
Common -mode rejection ratio: 100 dB
Supply current: 5.8 mA
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+ Va.

VCC

FIGURE II -l1
Output stage.

114 RC ACTIVE FILTERS

It is difficult to fabricate frequency -selective amplifiers in monolithic form because
of the lack of conveniently fabricated inductors of reasonable quality. For
frequencies in the range of tens of MHz, the methods described in Chap. 4 can be
used to make spiral inductors with deposited ferrite, if the designer is willing to
use the extra proces' ing steps required. For lower frequencies, the large values of
inductance and capacitance required make monolithic fabrication nearly impos-
sible, even with extra processing steps. It then becomes necessary to use off -the -
chip components. Since capacitors of high quality are more easily and cheaply
obtained than inductors, techniques have been developed for using monolithic
gain blocks with discrete capacitors and resistors to produce frequency -selective
circuits. Many of these techniques involve Wien -bridge circuits, Sallen-Key
networks,' or twin -T networks.' These methods have two principal disadvantages:

/ Their performance is highly sensitive to variations of active -device gain
and passive component values.
2 In some cases they can become unstable.
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One RC -active method which appears to be superior is the state -variable synthesis
method,9 in which integrated operational amplifiers are used as integrators and
gain blocks. A circuit of this type which can produce both bandpass and notch
functions is shown in Fig. 11-12a. Amplifiers 1 and 2 function as integrators,
amplifier 3 serves as a unity -gain inverting amplifier, and amplifier 4 is a summing
amplifier. If we assume that the amplifiers are ideal infinite -gain operational am-
plifiers, we can easily see that bandpass and notch functions are performed. Let
s be the complex -frequency variable; then

and

V4(s) = - V3(s)

V3(s) = - V2(s) ---

-V2(s)(Gi + 3C) = GV4(s) + G2 V1(s)

Eliminating V4(s) and V3(s) from the above equations, we can solve for the transfer
function V2(s)/V1(s) to obtain

V2(s) -(G2/C)s
V1(s) [s2 + (GlIC)s + (G/C)2]

This transfer function has a pair of complex poles if G > G1/2, and can therefore
provide the bandpass function. The center frequency coc, is

G 1

COo = =C RC
and for a narrow -band filter the Q is

G R1
Q= R

A notch is obtained by adding v2 to the input signal; this produces an output
v5 with transfer function V5(s)/V1(s) given by

VA(s) -G2 [s2 + (G/C)2]

V1(s) G3 [s2 + (GlIC)s + (G/C)2]

This transfer function has the same poles as V2(s)/V1(s), but it also has zeros on
the imaginary axis at

G

jc° = I i -C
There a notch will be produced at co = (G/C) = coo .

It can be shown that by using four operational amplifiers, two of which are
connected as integrators, one can realize a general second -order transfer function

as + bs + c
491 = ds + es + f

By proper choice of element values, the various coefficients can be selected to
produce low-pass, high-pass, bandpass, or notch functions. For example, if
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FIGURE 11-12
(a) Basic state -variable circuit for bandpass and notch transfer functions;
(b) realization of the circuit with MC 3401P amplifiers.
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a =c = 0, a bandpass function results; if b = 0, a = d, c = f, a notch is obtained;
if a = b = 0, a low-pass filter is obtained; and if b = c = 0, a high-pass filter results.

Although the circuit of Fig. 11-12a seems somewhat complex, requiring as it
does four amplifiers, two capacitors, and a number of resistors, it will be recalled
that in Chap. 10 we described a monolithic chip with four operational amplifiers:
the MC 3401P. This chip is ideally suited to state -variable synthesis applications,
and the filter of Fig. 11-12a can be realized with the four amplifiers of the
MC 3401P, as shown in Fig. 11-126.1° For the element values shown, the
center frequency is fo ....z.: 500 Hz, the Q is 4.8, and the bandpass gain is 1.

In using the MC 3401P in such an application as this, we must be concerned
not only with realizing the proper transfer function but also with ensuring the
proper bias conditions. Fortunately this is easily done, since dc negative feedback
is used around the first three amplifiers. It will be recalled that the MC 3401P
amplifiers are current-differencing amplifiers; because of the negative feedback
we can find the bias conditions by assuming that the two input currents are
approximately equal for each amplifier. For amplifier 2, we can write

V2 VCC

62 la/ 120 Ica

from which we obtain

For amplifier 1,

from which we find

Finally, for amplifier 3,

or

Therefore

V2 = 0.515 Vcc

V4 V2 VCC

=62 Id/
+

300 kit 1001d/

V4 = 0.515 V"

V4
+

V3 , VCC

100 kit 100 1(0 100 kit

V4 + V3 = VCC

V3 = 0.485 licc

The summing amplifier 4 is not part of the closed loop of amplifiers 1, 2, and
3, but it has local feedback applied and we can write

V5 V2 VCC

300 kit
+

300 kit 300 Id/

from which we obtain
V5 = 0.485 Vcc

All bias voltages are now determined and we see that the dc output voltage for
each stage is approximately VccI2, indicating that each amplifier is biased for
maximum dynamic range.
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11-5 VERY -LOW -FREQUENCY FILTERS

The RC -active method described in the preceding section is useful for frequencies
from the audio range to about 1 MHz; for lower frequencies the capacitor values
become quite large. For frequencies from less than 1 Hz to well into the audio
range it is possible to make use of thermal effects in silicon and thereby avoid
entirely the use of capacitors or inductors. Moreover, since only transistors and
resistors are needed, and since there are no stringent requirements on their charac-
teristics, they can be made with the standard fabrication process. A complete
filter of this type, called an electrothermal filter or ETC filter, can be monolithic,
with no external components required.

For simplicity, we describe only low-pass filters. The basic structure of the
essential filter elements is shown in Fig. 11-13a.11' 12 Heater and sensor transistors
are diffused into the chip in the usual manner; although only the heaters and
sensors are shown in Fig. 11-13a, other components can also be placed on the chip
if care is given to their location. After the chips have been scribed and separated,
they are mounted on insulators as shown.

The heaters H1 and H2 are differentially driven by transistors Q1 and Q2 as
shown in Fig. 11-13b, and the electrical input signal is converted to a heat signal
by power dissipation in the collector junctions of the heaters. The temperature
is sensed differentially by the emitter junctions of sensor transistors S1 and S2 ;
these are connected as a differential amplifier. Thus the sensor output is the differ-
ence between emitter junction voltages (caused by the temperature difference)
multiplied by the gain of the differential amplifier. Use of differentially connected
heaters and sensors minimizes the dependence of circuit performance on ambient
temperature variations. It is important to note that there are no electrical connec-
tions between heaters and sensors; only thermal coupling exists.

The distributed thermal resistance and thermal capacitance of the silicon
chip act as a low-pass filter to the heat signals; indeed, one can make a direct
analogy between the electrothermal structure and a distributed RC structure, in
which current corresponds to power (heat flow) and voltage to temperature.

That the circuit produces a low-pass filter can be seen from Fig. 11-14a; in
this case the chip size was 75 x 25 mils and the cutoff frequency co,,, is about
10 Hz. As the chip is made smaller, the cutoff frequency increases. Fig. 11-14b
shows response curves for various relationships between the distances L1 and L2 ;
each curve in Fig. 11-14b is normalized to its zero -frequency value.

Other components, such as transistors to provide additional gain, can be
included on the chip if they are located properly. If the gain stages are differen-
tially connected they can be placed on isotherms and will be uninfluenced by thermal
signals. Nondifferential circuits can be located along the chip centerline since
this is a line of zero thermal signals.

More complex filters can be synthesized in ETC form, and high-pass, band-
pass, and notch filters can also be realized. Figure 11-15 shows a particular filter
response which was synthesized without the use of feedback by using three heaters
each with a different weighting factor. Analysis shows that for simple, low-pass
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FIGURE 11-13
(a) Basic ETC low-pass filter structure; (b) realization of differentially connected
heaters and sensors; (c) distributed RC transmission line analog for the ETC filter.



- Ar 41111.

-10a

0

OC

-20

-30
E 0

- -90

-180
01

- - - Experimental
Theoretical

1

(a)

I
I

10 100

Frequency (Hz)

01 1 10 100

Frequency ratio (w/coco)

(b)

FIGURE 11-14
(a) Calculated and measured response curves for the low-pass ETC filter;
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filters realized in ETC form the limitations on cutoff frequency are approximately
0.03 Hz to 100 kHz. In order to reach the upper limit it is necessary to employ
a fabrication process such as Isoplanar II.

11-6 USE OF OPERATIONAL AMPLIFIERS FOR TESTING
OPERATIONAL AMPLIFIERS

The most common application of the operational amplifier is as the gain element
in a negative -feedback loop; we have seen examples of this in Chap. 10. Figure
11-16a shows an operational amplifier used to provide stable negative gain; the
gain of this configuration is

V2 =
VI

- R2
R1

This can be easily seen by making use of the "virtual ground" principle as follows.
If the amplifier has a large gain (typically 105), for any reasonable output voltage
the differential input voltage must be nearly zero. When negative feedback is
used around the amplifier, as in Fig. 11-16a, point A is therefore maintained at
approximately zero volts relative to point B. Since negligible input current can
flow in the amplifier, the currents in R1 and R2 must have the same magnitude.
The output voltage of the amplifier assumes the value required to cause this current
balance to occur. Point A is thus a virtual ground.

EXAMPLE 11A Gain of a Follower. Consider the positive -gain follower circuit
of Fig. 11-16b. The positive input to the amplifier is held at v1 by the input.
Following the virtual ground principle, the negative input, point A, must also be
at v1. Thus the voltage across /21 must be

v1
il = RI

Since the amplifier input impedance is large compared to other circuit resistances,
il :::: i2 . Thus

from which

V2 = i1R2 + ilfll

_ vi(Ri + R2)
R1

V2 R2 + RI
VI R1 IN
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R2

(a) (b)

FIGURE 11-16
(a) Negative -gain configuration; (b) positive -gain, or "follower," configuration.

The virtual -ground principle is useful in analyzing a nonideal operational
amplifier; a model for such an amplifier, including the most important dc nonideal
aspects, is shown in Fig. 11-17. Here:

Vro = input offset voltage
1113+,11B_ = input bias currents

Rin= input resistance
Rout = output resistance
Avs= open -loop voltage gain

Since V10 is often of the order of several millivolts, 11B is several nano -
amperes, and Ays is of the order of 106, direct measurement of these nonideal
parameters is extremely difficult.

FIGURE 11-17
Model for a nonideal operational amplifier.
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Amplifier under test has VI0
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FIGURE 11-18
(a) Circuit for measuring V10; (b) circuit for measuring A vs

50 lcf)

Device under test

FIGURE 11-19
Circuit for measuring IIB.
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A simple circuit for determination of operational -amplifier offset voltage
is shown in Fig. 11-18a. Since the loop has overall negative feedback, the input
of A, must be at zero volts, ignoring offset in A,. The input voltage of the device
under test must then be V10 (the internal offset voltage plus zero for the internal
ideal amplifier). It now follows that

V'0II= To- =12

Finally, Vou,--= (50 k42)/2 + V w

50,000

50
V10+ V10 = 1001Vm

Measurement of V., in volts is therefore equal to V,0 in millivolts.

Exercise 11-4 Compute the error due to
IIB+,_ = 0.5 itA

Ays = 50,000

R.1= 5 Q
Bin= 1 MQ

V10 = 5.0 mV

for both operational amplifiers.

A similar circuit for determination of A vs is given in Fig. 11-18b. With
switch S open, I/0, is 1000V,0, just as with the circuit of Fig. 11-18a. With
switch S closed, the negative input to A1 is still zero volts, and the output of the
device under test is +10 V. The voltage of point A must therefore be:

10

A PS

Thus Voutis(ciosed) = 1000( V10 + 101Ays)

V outis(aosed) - VoutIS(open)= 1001- V
10

(v10 10+

10,010

Therefore

and

VA = V IO

AVS =

A vs
10,010

Vout/S(closed) Vout/S(open)

Exercise 11-5 Compute the errors in the measurement of A y s if both ampli-
fiers have the parameters of Exercise 11-4.

Exercise 11-6 Compute the input currents IIB_ IIB+ and input offset
current 110 = - IIB_ by comparing circuit performance with S, and
S2 in all possible positions in Fig. 11-19.
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11-7 DIGITAL -TO -ANALOG CONVERSION

Conversion of binary digital information to analog form is carried out by a digital -
to -analog converter. Consider a typical binary digital word:

1 0 1 1 0 1
In decimal format this becomes:

1 x 32+0x 16 +lx 8+1x 4+0x 2+1x1= 45
Digital -to -analog converters contain the weighting factors (2, 4, 8, 16, ...) which
can be summed or not depending upon the state of the input digit.

Weighting factors can be either voltages or currents. In this discussion,
currents will be used because of the ease of summing currents without offset
problems in bipolar transistor circuits. The fundamental block diagram of a
simple digital -to -analog converter is shown in Fig. 11-20a, where

/out = Ai x 32/ + 242 x 16/ + A 3 x 8/ + 
and A, = 1 or 0 depending on the state of the ith digit

Creation of the current weighting factors can be carried out several ways.
Two common methods are resistor weighting and R -2R ladders; a weighted resistor
circuit is shown in Fig. 11-20b. The ratio of resistor values determines the ratio
of currents for the same voltage applied across all resistors. This circuit has the
advantage of being able to reproduce any weighting scheme, but requires large
ratios of resistor values.

The R -2R ladder circuit is shown in Fig. 11-20c. The R -2R ladder is limited
in the current ratios it can reproduce, but has a maximum resistor ratio of 2 : 1,
thus simplifying the resistor fabrication problem.

Exercise 11-7 Verify the current ratios of the R -2R ladder of Fig. 11-20c
by reducing the circuit to series and parallel resistances beginning at the
right-hand end.

Both current weighting circuits require that all resistors be terminated at
identical voltages. In addition, a current drive circuit is required to produce the
total ladder current.

Termination Circuit

The termination circuit for the current weighting resistor ladder should have the
following three circuit properties:

1 Low termination impedance to avoid producing series error resistance in
the weighting circuit.
2 A fixed terminating voltage determined by an external bias voltage.
3 Unity current gain to the current from the current weighting network.

A block diagram is shown in Fig. 11-21a.
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FIGURE 11-20
(a) Basic current weighter; (b) resistance current weighter; (c) R -2R current
weighter.
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Vb,

1/

To current weighting network

Vt..

(c)

(b)

FIGURE 11-21
(a) Block diagram of terminator; (b) terminator using operational amplifier;
(c) terminator in which negligible current flows at the output of the amplifier.

The properties required by the termination circuit are precisely those of a
high -gain negative -feedback system having a virtual ground point. The circuit
of Fig. 11-21b shows an operational -amplifier feedback loop where the current
I flows from the amplifier output. In order to make the output current available
for summation, the feedback resistor must be replaced by a feedback transistor as
shown in Fig. 11-21c.

Exercise 11-8 Given that transistor /I = 50 and that the termination circuit
must add an error of no more than 1/8 of the least significant bit, compare
the use of a single -feedback transistor, a two -transistor Darlington, and a
three -transistor Darlington in the circuit of Fig. 11-21c for 6-, 8-, and 10 -bit
digital -to -analog converters.
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FIGURE 11-22
(a) Simplified terminator; (b) emitter -coupled current switch; (c) switch using
a diode.

Rather than using a complete operational amplifier in the terminating
circuit, a simpler circuit has been devised, with a single n -p -n transistor and a
p -n -p current source, as shown in Fig. 11-22a. The switching function can most
easily be carried out using a differential switch similar to an emitter -coupled logic
gate, as shown in Fig. 11-22b. The base current in Q, represents an error. To
eliminate the error, Q2 is converted to a diode, as shown in Fig. 11-22c. Note
that this circuit responds to negative logic. The total digital -to -analog circuit
using an R -2R ladder now appears as shown in Fig. 11-23.
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+V

Vb... 0

A,
0

A2
0

FIGURE 11-23
Two sections of a digital -to -analog converter using an R -2R ladder.

Current Drive Circuit

The current drive circuit serves to translate a reference voltage into a reference
current which is then used to drive the ladder network. In addition, it must
perform a level translation from the grounded reference to a negative voltage to
which current can flow from the ladder network.

Here again, a virtual -ground node in a negative -feedback loop is useful. A
system to generate the reference current is shown in Fig. 11-24a. Since point A
is maintained at zero volts, being the virtual ground, the reference voltage Vf
appears across the reference resistor Rf to produce reference current Ira = V fl
Rref. . In the circuit of Fig. 11-24a, a feedback resistor is used to close the loop;
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FIGURE 11-24
(a) Reference circuit with amplifier; (b) use of transistors in the feedback loop;
(c) simplified amplifier in a reference circuit.
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however, a current -source transistor can be used as well. Recall, from the biasing
discussion, that an identical transistor Q2 can be slaved to the feedback transistor
Q1 to generate the ladder drive current.

The amplifier circuit should combine both the gain needed to close the loop
and the driver -end level translation. A simple circuit to accomplish these two
objectives is the input stage from the pA741 circuit discussed earlier. The com-
plete circuit is shown in Fig. 11-24c. The complete digital -to -analog circuit,
including current weighting ladder, terminating circuits, and bias and current
drive circuit, is shown in Fig. 11-25.

11-8 VOLTAGE REGULATORS"' 14

A voltage regulator can be thought of as a negative -feedback amplifier having
very low output resistance, in which the input is a reference voltage and the output
is the desired regulated voltage; supply voltage for the amplifier is provided by the
unregulated voltage. Regulators usually employ the general structure shown in

MSB
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source
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Unregulated
input

Series pass transistor L

vou,

Vref

(a)

Reference voltage

RT

(b)

FIGURE 11-26
(a) Basic regulator structure; (b) Thevenin equivalent.

the block diagram of Fig. 11-26a, in which a fraction of the regulated output is
compared with a reference voltage Vref . The difference is amplified by the
voltage -controlled current source with transconductance gain G; the output of this
amplifier is used as base current for the series pass transistor Q. In Fig. 11-26b is
shown the Thevenin equivalent for the regulator; the voltage VT is easily calcu-
lated by assuming IL to be zero in Fig. 11-26a.

VT =(13+ 1)1 AR R2) = (I3 + 1)(R1 + R2)G(Vref
VT

RIR, + R2j
Solving for VT we obtain

If G is large, this becomes

Then

VT,c,'".
1 + G(0 ± 1)/21

Gliref(R1 + R2)(13 + 1)

VT
Vref(R1 + R2)

R1

To find RT, we let V., = 0 and calculate IL:

IL = + 1) Vref

VT (R, + R2)/ Ri

L G(13+1)
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It will be noted that for the structure of Fig. 11-26a, the reference voltage
must be chosen to be less than the desired regulated output voltage and less than
the unregulated input. A series combination of a Zener diode and forward -
biased diodes can be used to obtain a reference voltage with nearly zero temper-
ature coefficient; however, it will be recalled that the breakdown voltage of the
emitter junction is approximately 7 V. For output voltages less than this, some
other scheme must be used for the reference voltage.

The so-called band -gap reference method provides a reference voltage propor-
tional to VG0, the band -gap voltage of silicon, which is 1.23 V. This method is
best understood by first recalling that the temperature coefficient of the emitter -
base voltage is negative and has a value of 2 mV/°C. If two transistors are
operated with different emitter current densities, the difference between their
emitter -base voltages is

E V BE =
kT-In -

J2

This voltage difference is seen to have a positive temperature coefficient for
fixed J1 and J2 . By combining the positive temperature coefficient of A VBE with

'the negative temperature coefficient of V BE, one can achieve a low -voltage reference
with nearly zero temperature coefficient.

The basic circuit for the reference voltage is shown in Fig. 11-27a. Here Q,
and Q2 are connected as a small -value current source, with the collector current
of Q1 set at about 10 times that of Q2 A VBE is

T lc
A VBE =

k-
In

g

and this voltage appears across R3 . If we assume the base current of Q3 to be
negligible, we can write the voltage across R2 as

R2
V2 =R AV BE

3

if a of Q2 is assumed to be unity. The reference voltage is then

R
Vref = V BE + - BE (11-2)

R2

The temperature behavior of V BE can be shown to be given by

Ic
VBE = VG(1 ) y-T0+ VBE0 ±

nkT
In

To
+

kT
In (11-3)

where VG = band -gap voltage
T = temperature, °K
Ic = collector current at T

Ico = collector current at To
V BEO = base -emitter voltage at T0

n = factor depending on processing methods, having a typical value of
1.5
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The last two terms of (11-3) are small in comparison with the first two; neglecting
them and inserting (11-3) in (11-2), we obtain

T T R2 kT Icl
Vf = VG 1 - -) + VBEG -( + - - In -

To R3 q Ice
(11-4)

TO

If we now set OVfleT = 0, we find
Ici

VG = VBEG
R2 kTo- In --
Rs q Ice

(11-5)

The base -emitter voltage VBE0 depends upon the emitter current of Q3; in the
circuit of Fig. 11-27a the supply current I and the resistors R1, R2, and R3 can be
chosen so that (11-5) is satisfied. The reference voltage is then

Vref = VG

A band -gap reference of this type is used in the National LM 109 voltage
regulator, a simplified circuit for which is shown in Fig. 11-27b. Here a series
combination of diodes is used to raise the output voltage to the desired level.
The negative temperature coefficients of Q8, Q5, Q4, and Q3 are balanced by the
positive temperature coefficient of the iVBE of Q6 and Q7 multiplied by R3/R4.

If we assume that Q8, Q5, Q4, and Q3 all have the same VBE, we see that the
output voltage is

R
Vow= 4 VBE VBE

R3

For zero temperature coefficient of Ii. the resistors R2, R3, and R4, and the
current in the diode -connected transistors, would be chosen so that

R3 kTo IC6

RaVG = VBE0 m
g Ac7

In the circuit of Fig. 11-27b, negative feedback is used to maintain this current
constant as the load current varies. The output of Q8 is applied to the base of
vertical p -n -p Q9, whose output is applied to the Darlington combination Q2 and
Q1. Series -pass transistor Q1 is connected to the output. To see qualitatively
how regulation occurs, suppose that a load is applied which tends to reduce V.,.
This would lower the emitter voltage of Q5 which would in turn cause a reduction
of VBE8. The collector current of Q8 would then decrease, causing more of the
bias current /0 to be diverted into the base of Q2; amplification of the base current
by Q2 and Q1 would then tend to raise the output voltage to its correct value.

PROBLEMS

11-/ A micropower circuit is to be fabricated in an epitaxial layer of thickness 5µm
with 10 a  cm resistivity. The substrate resistivity is 10 SI  cm, and the base
diffusion has junction depth 3.0 psn and surface concentration 10'7 cm -3. Take
into account depletion regions and calculate the sheet resistance of collector pinch
resistors.
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!AM. 11!

11-2 For the base diffusion of Prob. 11-1, calculate the minimum epitaxial thickness
that could be used without collector punch -through to the substrate if the power
supply voltage in the circuit is 2.0 V.

11-3 In the circuit of Fig. 11-2a, if R1 = R2 = 1 MC), and if the collector bias current in
each of Qi and Q2 is 0.5 µA, calculate the voltage gain.

11-4 In the circuit of Fig. 11-5a do not assume ling -'11 0 and /829 k: 0; calculate h
and /E.

11-5 In the circuit of Fig. 11-8, if the emitter current of Qi is 0.6 mA, calculate the input
current of the input stage. Assume p= 5 for p -n -p transistors and 13 = 100 for
n -p -n transistors. Calculate the differential -mode voltage gain of the circuit if
600-I load resistors are used.

11-6 Calculate the gain and output resistance of the output stage of Fig. 11-11.
11-7 For the circuit of Fig. 11-126 let the amplifiers have a finite transimpedance K, and

calculate the transfer functions V2(s)/K(s) and V5(s)/111(s).
11-8 For an electrothermal filter with L1 = 0, derive the transfer function [Tsi(s) -

Ts2(s)llIPHI(s)2PH2(s)].
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12
BASIC SATURATING LOGIC CIRCUITS

12-1 DC BEHAVIOR OF THE SATURATING INVERTER

Several basic bipolar integrated logic circuit families employ a saturating inverter
as an integral part of the circuit. It is this inverter which provides the current
gain, the logical inversion property enabling the implementation of the NAND or
NOR logic function, and the well -determined output voltage when the inverter is
saturated. Since the inverter is such a basic part of saturating logic circuits, we
first consider some of its general properties.

The Saturated Case

Consider the basic inverter circuit of Fig. 12-1 in which we have shown the
parasitic substrate p -n -p transistor to emphasize the importance of the substrate.
To determine the saturation voltage OcE(sat) for the intrinsic transistor with no bulk
resistances, we can make use of the four -layer nonlinear model of Chap. 7. If we
define the transistor to be just -saturated when cbc = 0, we see that for this case the
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+ Vic

FIGURE 12-1
The basic saturating inverter.

parasitic p -n -p has zero emitter -base voltage, and the effect of the p -n -p will be
negligible. The emitter -base voltage is

and

VBE (I) E "44' VD

(1) CE(sat) =WE

For these conditions the currents are related by

ic fiN ie

If the base current is increased while /c is held fixed, doCE(sat) will decrease because
the collector junction becomes forward -biased. Note that the effective current
gain of the inverter is now less than /3N. In fact, we have already calculated the
effective current gain /rN = /c//,, sometimes called the circuit # or the forced 13,
in Chap. 7 and noted that /PN decreases as Occsat) is decreased. This means that
more base drive must be supplied to produce a lower Y' CE(sat) for a given I. . The
result obtained in Chap. 7 is

ceN(/.1/42)eg#"(sat)finkT - (1 - as)
N= (1 + al) + (Isi/I32)(1 - aN)eocE(..olnaT

(12-1)

In addition to the junction voltages of the intrinsic transistor, there is a voltage
resulting from the bulk collector resistance rcoao: thus the total saturation voltage is

VCE(sat) = (I) CE(sat) + IC r C(sat)

EXAMPLE 12A Base Drive for a Typical Case. Suppose a circuit requires a
saturating inverter with V c E(Sat) < 0.300 V with /c = 2.0 mA. The integrated -
circuit transistor has

L -025 aN = 0.98 al = 0.10
Is 2

= 0.80 rc(sat) = - 100 12
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Note that the contribution from rc(sat) alone is 200 mV; thus it is necessary that
OCE(sa0 < 100 mV. Inserting the above values in (12-1), we find

/3,x11
For /c = 2 mA, we therefore require

ID 0.182 mA

In this case the effective current gain of the transistor is only 11, while the actual
active -region current gain is /3,,, = 49.

This example shows that logic circuits which require low VcE0,0 will have
low effective overall current gain.. It also emphasizes the importance of using a
buried -layer diffusion for saturating inverters, in order that the Icrc(sat) term be
kept as small as possible. If rc(sat, decreases to 75 CI, then for VcE(sat) = 0.300, we
have

/3'x31
while if rc(sa,) increases to 125 f2, we obtain

131,,, x 1.72

The Cutoff Case

Integrated logic circuits nearly always use only a single power supply voltage;
therefore an inverter is seldom truly cut off since negative base -emitter voltage
cannot usually be applied. Fortunately, because of the exponential nature of the
emitter -base junction characteristic, a reduction of the base -emitter voltage of
several hundred millivolts is sufficient to cause a reduction of the collector current
by several orders of magnitude. Thus the transistor can be effectively cut off by
reducing the forward voltage of the emitter junction.

To quantify this statement, we can use the four -layer model to calculate the
collector current when the transistor is in the forward active region. If the collec-
tor current is always larger than 4, or 43, we obtain

Isi(ekEimia - 1)

Now in the saturating inverter with a load resistor Rc and with Vcc > VD, the
collector current changes very little as operation changes from just -saturated (the
edge of the forward active region) to fully saturated; let this current be 'Cl . Let
the collector current when the transistor is designated cut off be /c(off). If the
voltages are OE, and (/),(off) for these two cases, we have

ceptisi(eq4'ElimkT - 1)

and /c(oif) ciNIsi(e0E(orr)/mkT

Taking the ratio and solving for (PE(off) , we obtain

mkT
41E(off) = 0E1 - In

/
(12-2)

golf)

Since the junction currents can be very small, we should be conservative and
use the asymptotic value m = 2 (see Fig. 7-15).
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EXAMPLE 12B Base -emitter Voltage for a Typical Case. Suppose that the
saturating inverter of Example 12A with /ci = 2 mA must be cut off so that the
collector current is less than 0.1 percent of /0. Then /c(oif) = 2 µA, and the junc-
tion voltage at this current is

mkT
41E(oro= 0E1 - 1000

= OEI - 360 mV

To estimate 0E(off) we recall that 4E1 will be approximately VD; thus

0E(off) 340 mV

We would therefore design for 0E(off) < 340 mV to ensure cutoff.

12-2 TRANSIENT BEHAVIOR OF THE INVERTER

The transient analysis of even a very simple logic circuit is quite difficult, for the
following reasons:

I The driving waveforms are not simple.
2 Since the inputs come from logic circuits and the outputs drive other
logic circuits, nonlinearities exist in both source and load circuits.
3 Since large -signal behavior is involved as the inverter operation moves
from cutoff to saturation and vice versa, nonlinearities of junctions and
junction capacitances must be taken into account.

As a result, if an accurate analysis of a simple logic circuit is required, use of a com-
puter is advisable; for a complex circuit it is mandatory. Large-scale computer
analysis programs which take into account the nonlinearities encountered are
available.

For an understanding of circuit behavior, an accurate, detailed analysis is not
required; in fact it is generally not desired, for the details often obscure the salient
relationship between the important aspects of the transient behavior and the circuit
and device parameters. For this purpose one does not require the detailed wave -
shapes, but rather an estimate of such important aspects as delay time, rise and fall
times, and storage times. To obtain such an estimate, we use the following guide-
lines for our analysis.

1 A fairly general inverter circuit is considered; the results can then be
adapted to any of the saturating logic families by use of proper values for the
parameters.
2 Driving waveforms are idealized so that they can be approximated by
step functions.
3 Nonlinear capacitors are replaced by linear capacitors whose values are
the averages of the nonlinearities over the voltage excursions present.
4 Piecewise-linear methods of analysis are employed.
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5 Junction nonlinearities are replaced by ideal diodes, and first -order models
are used for the transistor.
6 First -order system approximations are used wherever possible in order to
simplify the analysis.

The circuit to be analyzed is shown in Fig. 12-2a. In this circuit, RB and v
represent the Thevenin equivalent of the driving circuit, and RL and Vi, the Thevenin
equivalent of the load circuit. Both these equivalents may have to be piecewise-
linear approximations of the actual source and load, depending upon the particular
logic circuit. C1 is the emitter junction capacitance, together with any additional
capacitance between base and ground resulting from the particular circuit con-
figuration; C2 is the collector junction capacitance plus additional circuit capaci-
tance between collector and base; and C3 is the substrate capacitance plus any
circuit capacitance between collector and ground.

The idealized output waveform is shown in Fig. 12-2b. It is assumed that
a turn -on signal is applied at t = 0; the delay time tD is the time elapsed until the
output begins to change, and the transient time t' is the time from the end of the
delay until the transistor enters the saturation region. (For actual waveforms, no
clear-cut demarcation exists as in the idealized waveforms. Therefore it is often
more desirable to define the delay as the time required to reach the 50 percent point
of the excursion, while the transient can be defined as the time required for a 90 to
10 percent excursion.)

When a turnoff signal is applied, a storage time is elapses before the transistor
enters the active region; this is followed by a transient time of t" for 90 percent of
the excursion to be completed. The total turn -on time is

while the total turnoff time is

The average propagation delay can be defined as

ton = tp +

toff = is t"

iv
ton + toll- 2

It is important to note that during the times tD, t', and tw, the transient be-
havior will probably be determined primarily by parasitic capacitances rather than
by the intrinsic frequency limitations of the transistor. Most integrated transistors
have sufficiently high cutoff frequencies that parasitics are dominant. This is
not the case in the saturation region, however, since here there is very little change
of voltage and hence very little capacitive current. Thus the storage time is will
be determined basically by device performance.

The Delay Time tD

To calculate the delay time tD we assume the driving waveform v to be a step func-
tion between the limits V1 and V2 as shown in Fig. 12-3a; it is necessary that V1 be
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+vcc

(a)

(b)

toff

FIGURE 12-2
(a) The general inverter circuit; (b) idealized output waveform.

4E(off) or less. The first -order model for the transistor is shown in Fig. 12-3b; note
that until t = to, vB <VD and iB = 0. Thus the equivalent circuit for the inverter
is as shown in Fig. 12-3c. This is a second -order circuit; however, it becomes
first -order under two asymptotic conditions: RT - and RT -- 00. The case
RT --0 0 will overestimate tD, and we therefore use it as an approximation. For this
case the time constant T is

T = Ra(Ci + C2)
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V2

V

Vl-

(a)

RB
C2

(c)

t

B

= RcIIRL

VT

FIGURE 12-3
(a) Input waveform; (b) first -order transistor model; (c) inverter equivalent
circuit.

We next write an expression for vB(t), and set

Solving for t, we obtain
V130 = VD

iD = T in
-V2

VD -V2
(12-3)

EXAMPLE 12C Calculation of the Delay Time. Consider a case for which
RB = 4 1(0, C, = C2 = 3 pF, and input voltage limits are V, = 1/0/2 and V2 = 61/0.
For this case T = 24 x 10-9 s. Inserting the values given in (12.3), we obtain

1D= Tin -5.55 = 2.3 x 10-9 s
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Exercise 12-1 Derive Eq. (12-3).

The Transient Time t'

When the base voltage has reached VD, the diode D1 in the model of Fig. 12-3b
becomes forward -biased and no further change of vB occurs. The transistor is in
the forward active region and the equivalent circuit is shown in Fig. 12-4a. To
simplify the circuit, we note that no current flows in C1, but that C2 is multiplied
by Miller effect as far as vc is concerned. We also form the Thevenin equivalent
of Vcc, Rci, VL , and RL to obtain VT and RT; the resulting equivalent circuit is
shown in Fig. 12-4b. In accordance with the approximation that parasitic capaci-
tances dominate the transient behavior, no frequency dependence is associated with
the dependent source.

Since this is a first -order circuit, we can easily solve for the time t' elapsed as
vc changes from VT to VD; the result is

= RT C' In fiNIB RT
VD -VT + 13N I g RT

fiN(12T1 R g)(V2 - VD)
= RTC' In (12-4)

VT) + /IN(RT/RD)(V, - VD)

If the load circuit changes during the excursion of vc , then piecewise-linear
methods must be used, and the problem must be treated as a composite of several
parts in which VT and RT take on different values in each part.

EXAMPLE 12D Calculation of t'. Consider a hypothetical case for which

C, = C2 = 3 pF C3 = 10 pF

RT = 2 kf2 VT = 6VD flisr = 49

V2 = 6V D Rg = 4 ki)

We first calculate C' = C3 + C2(PN + 1) = 160 pF. Then we obtain RTC' =
320 x 10-9 s and

24.5
t' = 320 x 10-9 In = 13.3 x 10-9s

Since this is the same device as was used in Example 12C, we can use the
result of that example to calculate the total turn on time t.n

t = t' + tD = 15.6 x 10-9s ////

Exercise 12-2 Derive Eq. (12-4).
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c,

V2 VDIs =

+ Vcc

+ VT

C3jr

RL

IVL

(a)

(b)

0 Vc

FIGURE 12-4
(a) Circuit for the calculation of t'; (b) equivalent circuit.
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The Storage Time is

When the transistor is saturated, excess minority carrier charge is stored in the
base and collector regions. In order for the transistor to reenter the forward active
region, this charge must be removed. If a turnoff signal is applied to the base as
shown in Fig. 12-5a, the base current is reduced to approximately zero if V3 rt% VD.
The excess base charge in this case is removed principally by recombination.

To obtain a first -order estimate of the storage time, we use the transistor
model of Fig. 12-5b, in which 1/cos is the time constant associated with the removal
of excess base charge. Since negligible voltage changes occur at the transistor
terminals during saturation, the parasitic capacitances have no effect, and the
intrinsic device dominates the behavior. The equivalent circuit for the inverter is
shown in Fig. 12-5c. We wish to calculate the time is elapsed until the diode current
iD is zero. At this time the transistor enters the forward active region.

The circuit of Fig. 12-5c is a first -order system with step -function excitation;
we can therefore write the current iD as

i0(t) = iD(co) + [iD(0) - idoo)1e-`"r

where iD(0) is the initial value and idoo) is the virtual final value. Once these two
constants are evaluated, we can set iD(ts) = 0 and solve for is . By inspection of
the circuit we see that

and that

I

N.:D(0)I 3 (V2 VD) VT VD

D(00)
RB RT

R B RT

13N(1/3 VD) VT VD

Note that if the transistor is to enter the forward active region, V3 must be small
enough that

id co) < 0

Using these values and setting iD(ts) = 0, we obtain

1 fiN(V2 - 173)/Reis = in
VD)/RT - $41/3 - VD)/RB

(12-5)

EXAMPLE 12E Calculation of ts . Consider the same device which was used in
Example 12D and let

cos = 5 x 107 R D = 41d1 R = 2 kf2 V2 = 61/, V3 = VD

For these values we obtain

ts = 20 x 10-9 ln 24.5 64 x 10-9s
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Vz

v ( t)

V3

(a)

IP.

(b)

E

FIGURE 12-5
(a) Turnoff input waveform; (b) model for the transistor in saturation; (c) equiv-
alent circuit for the inverter during t,.

The value of ws chosen is typical of devices with fT = 500 MHz and NN = 50.
Note that for the value of V3 used, the base current is zero during the storage time
interval. This example clearly illustrates that logic circuits which employ a satu-
rating inverter can be expected to exhibit long storage times. To reduce the storage
time it is necessary to provide some means for producing reverse base current
during the storage time interval. tit/
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Exercise 12-3 Derive Eq. (12-5).

Exercise 12-4 How much improvement in storage time is obtained if
V3 = VD/2?

The Transient Time t"

When, after Is , operation enters the forward active region, we again assume that
parasitic effects are dominant and that the effects of intrinsic cutoff frequency are
negligible. Two cases will be considered here: the case for which V3 = VD and the
case for which V3 < VD. In the former, the base current applied by the driving
circuit is zero, and operation asymptotically approaches the cutoff condition. In
the latter, the driving circuit causes reverse base current to flow and operation
reaches the cutoff condition at approximately the same time that vc reaches VT .

The equivalent circuit for V3 = VD is shown in Fig. 12-6a. At the end of the
storage time interval, vc = VD. After that, vc is given by

VT)e-t1RT(C3+C2(PN+ I)]

If we define t" to be the time required to complete 90 percent of the total excursion,
then

Dc( r ) = Vr -0 . 1( vi- - VD)

Solving for r" we obtain

t" = 2.3RT[C3 + CaN + 1)] (12-6)

If V3 < VD, we must first calculate the time t" elapsed until i, = 0. Note
that the initial value of i E is

and the virtual final value is

When iE = 0, r is

VT -VD
i E(0)

V3 -VD
RT RB

i E(CO)
(V3 - VD)(11N ± 1)

RB

r = R C' In (VT - VD)I RT - PIV(V3 - VD)I RB
T

-(V3 - VD)(PN + 1)1 R B

where C' = C3 + C 2(P 1,1 + I).
The collector voltage at this time is approximately VT

(12-7)

EXAMPLE 12-F Calculation of t". We again consider the case for which:

f3N = 49 VT = 6VD RB = 4 Icf2 RT = 2 Id/
CI = C2 = 3 pF C3 = 10 pF
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V3

V3

VT

VT

FIGURE 12-6
(a) Equivalent circuit for V3 = VD; (b) equivalent circuit for V3 < VD; (c) equiv-
alent circuit for cutoff operation.
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If V3 = VD, we find

t"= 2.3 x 320 x 10-9 = 736 x 10-9 s
If V3 = VDI2, we obtain

34.5
t" 320 10-91n-25 = 103 x 10-9 s= x

The total turnoff time is then

toff = + t"= 167 x 10-9s

Although our transient analysis of the saturating inverter is crude because of
the many simplifying approximations involved, it can be expected to yield order -of -
magnitude results. Moreover, it indicates that the average propagation delay of
the inverter is dominated by the turnoff effects unless significant reverse base drive
or a nonlinear load is provided. Thus logic circuits using saturating inverters in
which no provision is made for reverse base drive or nonlinear load can be expected
to be slow.

12-3 LOGIC OPERATIONS'

Logic systems generally deal with binary variables and binary functions, that is,
variables and functions which can have only two possible values. The most
common logic operations performed with binary variables are complement, or NOT,
AND, OR, NAND, NOR; these operations are defined in Table 12-1, in which
X,, X2, X3 , etc., are binary variables which may have the values 1 or 0. The
function F is a binary function of the binary variables; that is, F may also have
only the values 1 or 0. Although Table 12-1 shows the above operations for
only three variables, it is clear that the definitions can be extended to n variables.

Table 12-1 DEFINITION OF LOGIC OPERATIONS

Operation Expression Definition

Complement ,V= complement of X X= 0 when X= 1
or NOT X= 1 when X= 0
AND F= XI X2 X3 F= I for X1, X2, X3 all I

or F= XI  X2  X3 F= 0 otherwise
OR F= Xi+ X2+ X3 F= 0 for Xi, X2 , X3 all 0

F= 1 otherwise
NAND F= XI X2 X3 F= 0 for X1, X2, X3 all I

F= I otherwise
NOR F= Xi+ X2+ X3 F= 1 for XI, X2 X3 all 0

F= 0 otherwise
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Since binary variables and functions have only two possible values, for a
function involving n variables there are only 2" possible combinations of these
variables. A binary function can thus be specified by tabulating the value of the
function for each combination of variables. Such a specification is called a truth
table; truth tables for AND, OR, NAND, and NOR functions of two variables
are given in Table 12-2.

Exercise 12-5 Make up truth tables for AND, OR, NAND, NOR for
three binary variables.

Logic functions involving AND, OR, complement, etc., can be manipulated
according to the rules of Boolean algebra. Briefly, Boolean algebra has the
same associative, distributive, and commutative properties as ordinary algebra.
Thus, for example, the function

F = (X1 + X 2)(X + X2)

can also be written

F=X1X1 +X1X2 + Xi X2 X2 /2

But by using the definition of the AND operation, we see that

X, X, =0 and X2 /2 =0

The function F is therefore

F = X, X2 -F Xi X2

This particular function is called the EXCLUSIVE OR function.
Table 12-1 defines the complement of the variable X; a function F also has a

complement. To find the complement of a function in terms of the variables and
their complements, we use DeMorgan's theorem:

Given a function F(X1, X2, X3, ..., +, ), the complement is F =
F(Xl, 12 X31 n , +)

Table 12-2

Xi X2

TRUTH TABLES FOR
FUNCTIONS OF TWO

X1X2 Xl + X2

SEVERAL
VARIABLES

X2X2 X1 + X2

0 0 0 0 1 1

0 1 0 1 1 0
I 0 0 1 1 0
I I 1 1 0 0
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EXAMPLE 12G Complement of the Function F= X,X2 + 12X1. To find the
complement replace all variables by their complements, all AND operations by
OR, and all OR operations by AND. We then obtain

F = (X, + x2)(12 + = 1c1X2 + x2 X2 + x211 + X1X1 = xi x2 + X2X1

Exercise 12-6 Make up a truth table for F = X,X2 + X211.
Exercise 12-7 Use DeMorgan's theorem and the properties of Boolean
algebra to express the function F = (X, + X2)(X1X2) in a different way.

Our discussion thus far has dealt with binary variables only as abstract
quantities. In a logic system, these variables are represented by electrical quanti-
ties, the most common being voltage. Two voltage levels are selected, v1 represent-
ing the binary value 1 and vo the binary value 0. This representation is defined as
positive logic if v, > vo , and negative logic if vo > v1; in this book we shall usually
deal with positive logic. In addition to v1 and vo , a third quantity is often of interest
in characterizing logic circuits; it is the logic swing vi, defined by

v,A I v, - vo I

In the design of logic systems, the actual logic circuits themselves do not have
to be known, provided the functions they realize are known, and provided it is
known that all circuits are electrically compatible, that is, v1 and vo are the same
for all circuits. The logic circuits can be represented symbolically, as shown in
Fig. 12-7a, and the logic system can be drawn as the interconnection of the proper
symbols. The function F = X,X 2 + X2 1(1, for example, can be represented as
shown in Fig. 12-7b.

We have thus far discussed logic functions which involve the operations
AND, OR, and NOT. It can be shown that any logic function can also be realized
with only the NAND operation, or with only the NOR operation. This result
has great significance in terms of logic circuit design, because it means that, in prin-
ciple, for any logic system only one type of logic circuit need be designed. Such a
situation is ideally suited to the large -volume mass -production aspects of integrated-
circuit fabrication. Moreover, in terms of circuit design, it means that if only
one type of circuit is used, what is driving the inputs and what the outputs must
drive are always known; only the number of inputs and the number of circuits con-
nected to the output are dependent upon the particular logic function being realized.
Also, if only one type of circuit is used, the output levels must be compatible with
the input levels. It is therefore convenient to characterize the circuit performance
in terms of the number m of inputs it can accept and the number n of identical
circuits which it can drive at its output. The number m is called the fan -in num-
ber, and n the fan -out number. Clearly a logic circuit must be designed so that it
has m and n of 2 or greater; otherwise it will be of no use in a logic system.
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AND NAND

OR

(a)

(6)

NOR

FIGURE 12-7
(a) Symbolic representation of logic circuit; (b) the function F= x1R 2 ± x2ii.

EXAMPLE 12H Realization of a Logic Function by Only NOR Circuits. To see
how a single type of logic circuit can be used, we consider the implementation of the
NOT and the AND operations by NOR circuits. The NOT operation is easily
obtained by using a two -input NOR circuit and connecting the inputs together as
shown in Fig. 12-8a. To implement F = XI X2 we use 3 two -input NOR circuits
as shown in Fig. 12-8b. ////

x

FIGURE 12-8
(a) Use of a NOR circuit to perform NOT; (b) use of NOR circuits to per-
form AND.
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m = fan -in number n = fan -out number

FIGURE 12-9
Method of characterizing gate performance.

Exercise 12-8 Show how NOR can be implemented with only NAND
circuits.

Exercise 12-9 Show how the function F = XIX2 + X2 X1 can be imple-
mented (a) with NOR circuits and (b) with NAND circuits.

Since all logic circuits, or gates, in a system can be of the same type, it is con-
venient for circuit design and for measurement of performance to focus attention
on a test gate whose inputs are supplied by m drive gates and whose output is
connected to n load gates. This is shown in Fig. 12-9.

12-4 DIODE -TRANSISTOR LOGIC (DTL)2

Perhaps the most straightforward way to obtain a NAND circuit is to use a diode -
resistor AND gate followed by a saturating inverter. If all the electrical compati-
bility requirements can be satisfied, such a circuit would perform the NAND
operation. This method is shown in block -diagram form in Fig. 12-10a, and is
called diode -transistor logic, or DTL. The basic circuit configuration is shown in
Fig. 12-10b. Diodes DI, D2, D3, ..., D,,, form the diode -resistor AND gate.
The output of this gate is connected to the saturating inverter Q2 by two diodes
D01 and D02 whose only function is to provide offset voltage to ensure compati-
bility between the output of the diode -resistor gate and the base input of Q2 .

Case 1 All drive -gate inverters are cut off. For this case, all of the input diodes
will be reverse -biased, and D01 and D02 will be forward -biased. If RL is sufficiently
small, 1B will be large enough to saturate Q2 , and the output will be

VC2 = VCE(sat)
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X1

x,
X3

VCC

Drive gates

D ode -resistor
AND gate

(a

VCC

Test gate

Inverter
X, X, X,

n

Load gates

VCC

(b)

FIGURE 12-10
(a) Block diagram of DTL; (b) basic DTL circuit.

For this condition note that all inputs are V. Thus in this case we have

Note that VA = 3VD, so it is necessary that

V1 = VCC

VO = VCE(sat)

Vcc > 3VD

Case 2 Q, is saturated. For this case vc, = licgs.,), and VA = VcE(sat)± VD. If
D01, D02 , and Q2 all have identical emitter junctions, they will all have equal
voltages, and

VA
VB = -

3

But as we saw in our analysis of the saturating inverter, a base -emitter voltage of
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VD/3 is insufficient to produce any collector current, so Q2 is effectively cut off and
VC2 = For this case we thus have

VO = VCE(sat)

V1 = VCC

Thus the input and output are compatible for both cases, and the circuit functions
properly as a NAND circuit.

It is important to note that even if Q1 is only just -saturated, vA = 2VD and
vB = VD. This may be a sufficiently low vB to keep Q2 cut off.

The logic swing for the circuit is

Design Considerations

If we assume Q2 to be saturated, then

Vcc - 3 VD
IB =

RL

and lc= Vcc - VCE(sat) +n[Vcc -VD - VCE(sat)]
Rc RL

Since Q2 can be operated just -saturated,

v 1 = VCC VCE(sat)

and the base current required is

VCE(sat) = VD

IC
IB =

Plq

Note that the transistor /3N, and not the forced /3'N, can be used because the tran-
sistor is just -saturated. Combining these results we obtain

RL 114 Vcc - 3V) - n( Vcc - 2VD)
(12-8)

RC Vcc VD

If it is known that the circuit drives only identical gates, then RC is not really
necessary, since collector current can flow through the RL of each of the n out-
puts. If we let RC oo in (12-8) we can solve for n, which will be the maximum
fan -out number that could be expected from this circuit. The result is

/3N( Vcc -3 VD)nmax-
Vcc - 2VD

Equation (12-8) is not sufficient to determine RL and RC; for this other
criteria must be involved. As RL and RC are made smaller, parasitic capacitances
can be charged and discharged faster, but the power consumed by the circuit in-
creases. Thus one needs to invoke some constraints regarding speed of operation



gRI "RI

BASIC SATURATING LOGIC CIRCUITS 453

or power dissipation in order to complete the design. Note that as the fan -out
number is increased, the parasitic capacitance at the output increases. It is there-
fore unlikely that a practical circuit will have a fan -out capability approaching
nmax, since speed requirements will usually limit n to a much lower value. It is
generally true for saturating logic circuits that speed, rather than dc considerations,
determines

Power Dissipation

The maximum power dissipation in the gate occurs when Q2 is saturated. It is
given by

VCC(VCC 3 VD) (VCC VO)VCC
PD(max) - RL Rc

Layout Considerations

For the input diodes, we need fast recovery time and low capacitance to the sub-
strate since the substrate capacitance is connected to node A of the diode cluster.
We therefore choose type a diodes (collector -base short).

The offset diodes should have low substrate capacitance but their storage time
is not critical; in fact, long storage time is desirable. Type d diodes (collector
open) are used. If space is at a premium and speed is not a primary concern, one
type b diode and one type a diode could be used, since a single isolation region
would suffice for the two. All the input diodes can share a common isolation
region since they have common collectors. The number of isolation regions
required is then

Resistors: 1

Input diodes: 1

Q2: 1

Offset diodes: 2

Total: 5

Since the input diodes all have common collectors and collector -base shorts,
they can actually be the emitters of a multiple -emitter transistor with collector -
base short, as shown in Fig. 12-11a. Parasitic capacitances for the circuit are
shown in Fig. 12-1 lb. Once the layout dimensions are known, the values for the
capacitors can be calculated and the circuit can be reduced to approximately the
form shown in Fig. 12-2a. The transient analysis of Sec. 12-2 can then be used to
estimate the various times involved.

Modifications of the Basic DTL Circuit

The speed of the DTL circuit can be increased by decreasing RL and Rc to provide
more current to charge parasitic capacitances and more base drive for the inverter.
As RL is decreased, of course, the drive current required from the drive gates is also
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(a)

(b)

FIGURE 12-11
(a) Multiple -emitter input transistor; (b) parasitic capacitances.



BASIC SATURATING LOGIC CIRCUITS 455

increased. This disadvantage can be overcome by taking advantage of the fact
that D01 is a diode -connected transistor. If D01 is used as a transistor in which the
emitter junction provides the required offset, increased base current for the inverter
can be obtained without an increase of the required current from the drive gates.
This is accomplished in the MC 961 circuit, as shown in Fig. 12-12a. Here the
emitter junction of QD provides the necessary offset voltage. When all inputs are
in the high state, causing all input diodes to be reverse -biased, QD is in the forward
active region and the current I, is

/ = (l/aN)(Vcc -3 VD) Vc c - 31in (12-9)E RI [1 + (1//3N)(1 + R2/R1)] RI

If any input is low, QD is cut off, and the maximum current the drive gate must
absorb is

ID =
± R2

Thus we see that the effective RL as far as base drive is concerned is RL = R1,

while the effective RL seen by the drive gates is RL = R1 + R2. The resistor R3 is
added to ensure better cutoff of Q2 .

When a large fan -out number is employed, the parasitic capacitive loading
effects on the inverter become large and the turnoff speed is drastically reduced.
If Rc is reduced to provide more current for the parasitic capacitances, the power
dissipation becomes prohibitive. What is needed is a nonlinear load resistor which
would provide large current for turnoff, but would have no current when the inver-
ter is saturated. This is done in the MC 932 circuit as shown in Fig. 12-12b.

Diode D02 is used as transistor Q3 with its emitter junction providing the
required offset voltage. Its collector drives emitter follower Q,. When all inputs
are in the high state, QD and Q3 are both on, and Q3 saturates, as does Q2 . Resis-
tors R6 and R7 produce sufficient voltage at the emitter of Q4 to keep Q4 cut off.
Thus the effective collector resistor for Q2 is

Rc = R6 + R7

VCC VD - Vcgsat)

The only increase of power dissipation results from R,.

Now when any input changes to the low state, QD, Q3, and Q2 all are cut
off, but Q4 is on. A large transient current is now available at the output to
charge the capacitance; but when the output rises to Vcc , Q4 is again cut off.
Thus Q4 is only on during the turnoff transient. This use of a transistor to provide
large transient current is called an active pull-up technique.

In the circuit of Fig. 12-12b, R3 is purposely made small in order to provide
significant reverse base current to reduce the storage time of Q2 . To ensure cut-
off of Q3 , R4 is added.

Typical values for power dissipation and average propagation delay for the
MC 932 are 43 mW and 35 ns, respectively.

Exercise 12-10 Derive Eq. (12-9).
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Vcc(+ 5)

1.6 Id) Vcc( + 5)

2 ILO

Vcc( + 5)

(a)

(b)

FIGURE 12-12
(a) The MC 961 DTL circuit; (b) the MC 932 circuit with active pull-up.
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12-5 TRANSISTOR -TRANSISTOR LOGIC (TTL)

Perhaps the most popular saturating logic circuit is transistor -transistor logic
(TTL) because of its high speed and low power dissipation. The basic TTL circuit
is easily evolved from the DTL circuit using a multiple -emitter input transistor as
shown in Fig. 12-13a. In the DTL circuit, the offset diodes adversely affect the
transient performance because they contribute parasitic capacitance and they pre-
vent reverse base drive from flowing in the inverter to reduce storage time. Inspect-
ing the circuit of Fig. 12-13a, we see that an offset voltage is available which is not
being used. If the collector -base short is removed from QD, and if QD can be made
to saturate, the forward -biased collector junction would itself provide an offset
voltage VD. This would eliminate one diode. Let us now remove the other diode
as well, and see if the circuit will function properly as a logic circuit with compatible
input and output. The basic TTL circuit which results is shown in Fig. 12-13b.

Case 1 One or more inputs are in the low state. If one or more drive -gate inverters
are saturated with vc, = VCE(sat), the emitter of Q2 connected to that inverter will
be forward -biased. This will result in a base current

IB = VCC VCE(sat)- VD
RB

which will tend to make a collector current 183 flow. But note that because the
collector of Q2 is connected to the base of Q3,43 cannot be negative since the base
current of Q3 would have to be reverse base current. Therefore 153 must be either
approximately zero or positive. If it is zero, Q3 must be cut off. To see if this is
possible, we investigate the voltages in the circuit. If IB3 = 0, then Q2 is heavily
saturated, with its collector junction forward -biased by approximately VD. Then
VB3 is given by

V83 = VCE(sat) + VD -VD = VCE(sat)

But if Q, is saturated to make Vc50.0 sufficiently less than VD, Q3 will be cut off.
It is important to note that Q, cannot be operated in the just -saturated con-

dition; if it were, vB3 would be VD, which would cause Q3 to turn on rather than be
cut off. Thus the TTL gate must be designed to provide sufficient base drive to the
inverter to ensure a low VCE(sat) . The logic 0 state is v, = VCE(sat)

Case 2 All inverters are cut off With all inverters cut off, we assume that all
emitters of Q2 are reverse -biased. Now the collector junction of Q2 will be
forward -biased, as will the emitter junction of Q3 . Then v83 = V, and v52 = 2V, .
It is important to note that Q2 is now operating in the inverse -active region. This
means that

and

1B3 = IBO

IB = VCC V82 VCC 2V,

RB RB
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vcc
IL

Load gates

FIGURE 12-13
(a) DTL circuit with multiple -emitter input transistor; (b) the basic TTL circuit.

where /3/ is the inverse active region 13 of Q2. Note that, in contrast to DTL,
when the emitters of Q2 are all reverse -biased their currents are not zero. Rather,
since Q2 is in the inverse active region, a current /E will flow in each emitter, in the
direction shown in Fig. 12-13b. If there are m inputs, the current in each is given by

I E = IB fl vcc -2 vD)Iii
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This means that Rc must be chosen small enough that

Vcc - niERc z 2vD

in order to ensure that the emitters of Q2 are in fact reverse -biased. The logic 1
voltage thus depends upon Rc and n and is given by

Vcc > v1 > 2I15

It is important to note that for both cases 1 and 2 the collector junction of
Q2 is forward -biased. This means that storage time of Q2 is not a consideration.
It also means that during transient conditions when one or more inputs change
from v1 to v0, reverse base current can flow from Q3 through Q2 to the drive gate.
This will materially reduce the storage time of Q3.

Effects of the Parasitic P -N -P

We have already seen how to include the effects of the parasitic p -n -p in the analysis
of the inverter. In the TTL gate, the input transistor has a parasitic p -n -p which
must also be taken into account; this is shown in Fig. 12-14. In the DTL circuit,

had negligible effect because its emitter junction was shorted. This is not the
case in the TTL circuit; note that the emitter of Qp is now forward -biased, and its
collector is reverse -biased, and it is thus in the forward active region. Some of
the current 1B is now diverted through Qp to the substrate, thus reducing /53.

We can find /53 by using the four -layer model for Q2 . First we consider all
emitters to have the same effect as a single emitter and we assume it to be reverse -
biased. Then in the four -layer model

41(6,0E/mkT 1)
sl

Next we see that the substrate junction voltage is 0, = - Vg3 r4:: -VD, and therefore
43(eosimkT 1) -43

Using these results in the four -layer -model equations, we get

/2 + /3 = 1g3 = am + (1 - Cig)).c - 43(1 - as,)

+ /2 = IB = -41(1 -aN) + (1 - 01,)2c + °est 43

where Ac = 42(e"cimkT
1)

AE ueq4ElmkT 1)

Next we assume that 1B3 and /5 are much larger than 41 and 43, and terms in-
volving I, and 1,3 are neglected. Solving for 1B3, we obtain

1B3 18(131 + 1)(1 - as)

Thus we see that /1,3 is reduced by a factor 1 - as from the value it would have in
the discrete circuit. Since typical integrated devices have very low /3/ but sig-
nificant as, 1B3 will generally be less than I.
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4- V"

FIGURE 12-14
Parasitic p -n -p transistors in the basic
TTL gate.

DC Fan -out of TTL

+ Vcc

With the information now at hand, we can calculate the dc fan -out of the basic TTL
gate by considering the two conditions of the inverter transistor Q3 . When Q3 is
saturated, its collector current is

1C3 = [VCC VCE(sat)IGC

currents /L will be largest when each of the n -load gates has only the
emitter connected to Q3 in the low state. Then

L [Vcc -Vc B(sat) - VAG B

The bias current I B is

IB = (VCC 2 VD)G B

From our preceding analysis, the base current for the inverter is

1133 = B(I 3 I ± 1)(1 - as)

Now for the inverter to saturate with vc3 = VC E(sat), it is required that

/c3 = N I B3

where X, is the forced ig obtained from (12-1). Combining these results, we find

n =
/3N(fl, + 1)(1 - as)(Vcc - 2VD) - [V" - Vcgsai)](Gc/GD)

(12-10)
Vcc -VC E(sat) VD

When Q3 is cut off, the criterion to be imposed is that all of the n emitters
connected to Q3 must be reverse -biased. Now the worst condition will be when
each of the n -load gates has all of its input emitters reverse -biased. For this case,
the current in each emitter is

(VccIL 2VD)GB PI-



BASIC SATURATING LOGIC CIRCUITS 461

It is therefore required that

(Vcc - 2VD)Gc = /, GB(Vcc - 2VD)

Gc n
Or = - 131

GB -m
Inserting this result in (12-10), we obtain

/3;,(1 + /31)(1 - as)(Vcc - 2VD)n =
[V"- VcE(sao- VD] + [0311/10(Vcc - VcE(u0)]

(12-11)

EXAMPLE 121 Calculation of n. To obtain some idea of the dc fan -out, we
consider a device with aN = 0.98, al = 0.1, as = 0.8, rc(sat) = 100 a We assume
that licE(sat) = 0.3 is necessary to cut off Q3 , and that m = 4, V" = 7VD. With
these values, we find

n = 2.1

This low value of n arises because of the relatively low value used for Vc B(sat) , which
ed to /3N = 11 as we saw in Sec. 12-1. Note that n depends directly on 13'N, so we
expect that a significant increase in n would result if we could slightly increase
VCE(sat) Since small changes of Vc B(sat) cause large changes of /3N, we need to
investigate the detailed behavior of vB3 when Q3 is cut off. This can easily be done
with the four -layer model. In particular, we need to know the collector -emitter
voltage of Q2 when Q3 is cut off, since

V B3 = VC E(sat) 4'CE2

The conditions for the analysis are:

1 The current 1B3 0.
2 The substrate is reverse -biased.
3 1B flows into the base of Q2.

The four -layer -model equations now become

/1 + 12 = - 1B = (1 - 21042+ (1 - 11)AC2 + 151153

12 + I3 = 0 = - aN AE2 + (1 -CIS)AC2 43(1 - an)

We next assume that both junctions are sufficiently forward -biased that
A z Is eq4'1"' and we neglect the terms involving 153. Then we find

bCE2 - - -mkT 1 -
Isl cient

Inserting 42//5, = 4 and as = 0.8 in (12-12), we obtain

OCE2 = 53 mV
The negative sign indicates that the collector junction is forward -biased slightly
more than the emitter junction. For the values we have used, then, we can safely
assume that

V B3 VC E(sat)

(12-12)
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Drive gate Test gates

FIGURE 12-15
Load -distribution problems in a TTL gate.

Example 121 indicates the importance of making transistors with low rctsao.
It will be recalled that for Vc Eoat) = 0.3, in our example /crcoat) was 0.2, making

CE(sat) = 0.1. It was this low value of ab C E(sal) which led to the low value for YN
and the resulting low n. We found in Sec. 12-1 that if rcoat) is reduced to 75 f2,

= 31 is obtained for Vc3(sao = 0.3, leading to n = 6.

Load Distribution Problems

Unfortunately, the output of the saturated inverter in the TTL gate is not com-
pletely independent of the load conditions on the drive gate. To see this we refer
to Fig. 12-15, which shows a number of gates connected to the output of a single
drive gate. We are interested in the case for which Q1 is cut off. For this case,
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FIGURE 12-16
TTL parasitics.

all the Q3 should be saturated and the Q2 should be in the inverse active region.
Suppose also that the emitter -base voltage of the Q2n is close to zero. Note that
in a logic system the gates designated "test gates" in Fig. 12-15 will probably be on
different chips, and the Q3 may not be identical. Suppose, for example, that vB31
is larger than all the other vB3 . Then Q21 is the closest of the Q2 to saturation.
As n is increased, Q21 will saturate first. Since its emitter is then forward -biased,
some of the current IB will be diverted into the emitter, and IB31 will be reduced.
It is easily seen that the largest base current will flow to the inverter with lowest
vB. This is known as current hogging. When the current I B31 is reduced, for
example, licE(sa,) of Q31 will increase. Since the design of the TTL gate depends
critically on Vmsno, current hogging can be an important problem. What is
needed to alleviate the problem is either a smaller Rc, or a nonlinear resistor to
prevent vc, from being dependent upon n. Note that this problem did not arise
with DTL circuits because there is no current flow in the input diodes when the
inputs are in the high state. Thus the drive gate is effectively decoupled from the
test gates in DTL.

TTL Layout

The basic TTL circuit requires only three isolation regions: one for resistors, one
for Q2, and one for Q3 . Parasitics are shown in Fig. 12-16; once the layout is
completed and the dimensions are known, the values of the capacitances can be
calculated.
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12-6 MODIFICATION OF THE BASIC TTL CIRCUIT
The basic TTL circuit can be modified to incorporate an active pull-up transistor;
this is done in the MC 500 TTL circuit shown in Fig. 12-17. In this circuit Q4
serves to drive the active pull-up Q5 . When Q3 is on, Q4 is saturated and vc4 is
between VD and 2VD . Diode D ensures that for these conditions no emitter current
flows in the active pull-up Q5. When Q3 is cut off, Q 4 is also off, and R1 pro-
vides base current to turn on Q5 . For this case Q5 can now supply a large emitter
current with very little change of the output voltage. As long as V" is chosen
large enough, the current -hogging problem will be negligible.

The approximate logic voltages are easily determined. When Q3 is saturated,
the output is in the logic 0 state, and

VO = VCE(sat)

When Q3 is cut off, the output rises until Q5 saturates. The output is then in the
logic 1 state; if fiN is large the voltage v1 is

v1 Vcc -2 VD
and v1 is approximately independent of load current.

Note that the use of Q4 has introduced an additional offset voltage, and when
Q3 is on,

v82 = 3V D
For Q2 to be in the inverse active region for this case, it is necessary that

Vcc > V112 + 2VD = 5VD

since the inputs are driven by identical gates whose inverters are cut off. The mini-
mum logic swing is then

VI = VI - V0 = 3VD - VCE(sat)

Use of Q4 makes the circuit less dependent upon VCE(sat) because of the
additional offset introduced by Q4. However, note that with Q4 in the circuit,
there is no longer a possibility for the drive gates to cause reverse base drive from
Q3 through Q2 . In order to keep the storage time low, R2 is inserted to provide
some reverse base current.

To see what VCE(sat) is required for this circuit, we note that when Q3 is
off, V B4 VCE(sat) The collector current of Q4 is then

1C4 ":' Is eq°E4InikT
and 4 E4 is given by

4) E4 = VCE(sat) - 1C4 R2

If the collector current is not to exceed some value 1c4(m..), the following
relationship must obtain:

mkT Ica(max)
VCE(sat) 15 R2 1C4(max) +- In

9 .4
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Vcc( + 5)

VC3

FIGURE 12-17
The MC 500 TTL circuit.

EXAMPLE 12J Calculation of VcE(sat). For the circuit of Fig. 12-17, suppose
that we do not allow the drop across R1 due to /c4 to exceed 0.13 V when Q3 is
cut off. Then

IC4( max ) = 0.1 mA

Let /, = 10-10, and R2 = 1 kn. Then

VCE(sat) 0.1 + 0.0261n 106

= 0.460 V

While VcE(sao in this circuit is not critical as far as the cutoff of Q3 is concerned,
it must be low to keep Q4 cut off. ////

Exercise 12-11
is VD.

Exercise 12-12
=0.1.

Calculate vot when Q3 is cut off if V ccsat) of the drive gates

Calculate the approximate value of /B3 when Q3 is on if
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FIGURE 12-18
The MC 505 AND -OR -INVERT circuit.
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Exercise 12-13 Show that when Q3 is saturated the collector current of Q5

is negligible.

Exercise 12-14 A capacitive load C = 1000 pF is connected to the output
of the MC 500 circuit. When one input of the circuit changes from v1 to
vo , find dvc3/dt if fip, = 50 and storage time and parasitics are negligible.

In the TTL circuit, large transient currents flow in the ground lead and the
inputs when changes of state occur. Any parasitic inductance in the leads can give
rise to overshoot, which could result in false output from the gate. To prevent
negative overshoot at the inputs, diodes D1, D2, D3, and D4 are added as clamps.

The MC 500 has a fan -out capability n = 15, average propagation delay of
10 ns, and power dissipation of 15 mW.

Other Logic Operations

While all logic functions can be implemented with only the NAND operation, it is
often convenient to have other operations available in order to reduce the number
of gates required and the power dissipation. The TTL circuit is easily modified
to perform the AND -OR -INVERT operation; this is accomplished by the MC 505
circuit shown in Fig. 12-18. In this circuit the AND operation is performed by the
emitters of Q2 and Q6 . The OR operation is performed by Q4 and Q7, since
either or both of these turning on will cause Q3 to saturate. At the same time,
Q6 and Q, provide offset voltage in the base circuit of Q3 , and also control the
active pull-up Q5 .

Increasing the Speed of the TTL Gate

The speed of the TTL circuit can be increased by providing increased reverse base
drive for the saturating inverter and much larger active pull-up current capability.
This is accomplished in the MC 2103 circuit by reducing the value ofR2 and adding
an additional emitter follower to drive the active pull-up transistor, as shown in
Fig. 12-19. Here Q6 functions as the additional emitter follower. The value of
R2 has been reduced by 40 percent, as has R1, so that the requirement on VcE(sat)

is still the same, but the reverse base drive for Q3 is increased. Note that it is not
necessary that Q6 be completely cut off when Q3 is saturated, nor is a diode required
in the collector circuit of Q3 in order to ensure cutoff of Q5. With Q4 saturated,
R4 will cause Q6 to be slightly on, and the base -emitter voltage of Q5 will be

VBE5 = VD - [VD + VCE(sat)1= -VCE(sat)

and Q 5 is cut off.
The MC 2103 has a propagation delay of 6.0 ns and a power dissipation of

22 mW.
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FIGURE 12-19
The MC 2103 TTL circuit.

12-7 RESISTOR -TRANSISTOR LOGIC (RTL)

One of the simplest forms of integrated logic circuits is resistor -transistor logic
(RTL), the circuit for which is shown in Fig. 12-20. This circuit performs the NOR
operation : if any of them inputs is in the high state, the transistor connected to that
input saturates and the output is low; while if all inputs are low, all m gate transistors
are cut off and the output is high. To see how the fan -out number and the resis-
tances RB and Rc are related, we consider two cases.

Case 1 All Q, are cut off This can only occur if the QD connected to each input
is saturated with output voltage VcBoat). Note that there are no offset diodes in
this circuit, so VCE(sat) must be chosen small enough to ensure cutoff of the Q,;
this will require some particular forced /3 to be used. Let this be Xv .

The output of the test gate with all transistors cut off is easily seen to be

(Vcc - VD)(R Din)
VCI = VD ± Rc + RDIn

= DI

Note that the logic 1 voltage depends on n.
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VCC

=

Drive gate 1 Test gate

Case 2 QD is cut off and Q1 is saturated. Now

VCC

Load gates

FIGURE 12-20
Resistor -transistor logic circuit.

V Cl = VCE(sat) = vo

If we assume that QD is connected to a total of n gates, then for this case vc, = v1.
The base current /B1 is given by

The collector current of Q1 for this case is

(1/n)(Vcc - VD)
IB1=

Rc + RBIn

'Cl - Rc

If the transistor is to have vc, = VCE(sat), the collector and base currents must be
related by

VCC - VCE(sat)

'Cl = 13'N IBI
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Combining the results of the two cases, we obtain
77RD n(Vcc - VD) - n[Vcc - VCE(sat)]

(12-13)
Rc Vcc - VCE(sat)

The above analysis assumes that all transistors are identical and have identical
base voltages when saturated. Since the load transistors QL may be on different
chips, they will not necessarily be identical; thus a current -hogging situation similar
to that encountered in TTL exists. Suppose that the maximum base -voltage varia-
tion among transistors is ± A VB; the worst situation will be when one of the QL
has largest base voltage and all others have smallest base voltage. Let vBLI =
VBL + AVB and UBL2, UBL3,  , DBL. = VBL - AVB. Then QL, will have the
smallest base current. The decrease of /Bid is easily found to be

-AVB[RB + 2Rc(n - 1)]
AIBL1 = (12-14)

RB(RB + nRc)

Now to be sure that Q" saturates, it//is necessary that

eld + Mer..1)PN' = ICL1

OT fl,N(VCC
-.VD

Ai ) VCC - VCE(sat) (12-15)
nRc + RB imi - Rc

Inserting (12-14) in (12-15) and rearranging, we can solve for RB/Rc; the
result is

RB - VD + AVB)

Rc 2[Vcc - VCE(sat)]

4A VB(2n - 2)/3'N1+ [1 [Irm( Vcc -VD -A VB) ni 2
VCC - VCE(sat)

Vcc - VCE(sat) 2

(12-16)

Exercise 12-15 Derive Eqs. (12-14) and (12-16). If RB = 0 = A VD , what is
the maximum fan -out that can be obtained?

It should be noted that any reverse base drive for the saturating inverter must
flow through RB. As RB is increased, the effects of A VB during saturation become
less important, but the reverse base current during turnoff is also decreased.

RTL Layout

The layout of the RTL circuit is very simple, owing to the particular configuration
of the transistors. Since all collectors are connected together, all gate transistors
can be placed in a single isolation region; both resistors can be put in a second
region, making a total of two isolation regions. Typical values for Rc and RB are
640 and 450 II, respectively. With such small -value resistors, little space will be
consumed by the circuit.
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VCC

FIGURE 12-21
RTL parasitics.

Parasitic capacitances for the RTL circuit are shown in Fig. 12-21. With the
values given above for Rc and RB, and with V" = 3.0, the circuit has a propagation
delay of 12 ns and a power dissipation of 19 mW.

Exercise 12-16 By making use of both base and epitaxial resistors, show how
the RTL gate could be laid out in a single isolation region.

12-8 MERGED TRANSISTOR LOGIC (MTL)3

The logic circuits we have thus far described are fabricated having various combina-
tions of number of inputs and number of gates per chip. For example, the MC 408
is a quad two -input TTL and NAND gate. To implement a particular logic func-
tion, one selects the necessary integrated circuits and interconnects them on a
printed circuit board. If the logic system is quite complex, many packages will
be required. The obvious disadvantages of this procedure for large systems are:

/ The total cost of the packages may be high.
2 The cost of assembling the system on the printed circuit board may be
high.
3 The interconnections on the printed circuit board contribute parasitics
which degrade performance.
4 There will probably be a significant number of unused inputs, since stan-
dard packages are being used for a special-purpose function. This means
that one is paying for considerable capability that is unused.
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To circumventcircumvent these disadvantages, it is clearly desirable to realize more complex
functions on a single chip. Instead of fabricating individual gates and flip-flops,
the next level of sophistication is to implement system building blocks such as shift
registers, decoders, etc., on a chip. But such large-scale integration (LSI) requires

1 Increase of the density of elements on a chip
2 Increase of chip size
3 Simplification of the processing to achieve the increased yield required by
increased chip size
4 Simplification of the basic circuits to reduce the complexity of the metal-
lization interconnections on the chip

It will quickly be realized that a major contributor to both the size of a
circuit and the complexity of the processing is the isolation problem. If a circuit
could be designed which required no isolation regions, the area consumed by isola-
tion diffusions (a significant amount) would be available for other devices. Further-
more, not only would the isolation diffusion be unnecessary, but with no isolation
junction there would be no need for an epitaxial layer or for buried layers. The
parasitic substrate capacitance would not exist, so circuit performance would be
improved. A circuit which required no isolation regions would of necessity be a
rather simple circuit, and therefore the space required and the complexity of the
interconnections would be low.

Merged transistor logic (MTL), also known as Integrated Injection Logic
(I2L), possesses all of the above properties. No isolation is used, so the fabrica-
tion requires only four masks. The circuit is quite similar to RTL, except that no
base resistors are used, and the gate transistors are operated in the inverted con-
nection. The basic cross section and circuit diagram for a two -input MTL NOR
gate are shown in Fig. 12-22.

Since all emitters are connected together in the circuit, a common n region
can be used for them. An n+ diffusion is used for the emitters, and an n -type
substrate is used. The normal p diffusion is performed for base regions, and an n
diffusion is used for the collectors; thus the collectors are at the surface, in contrast
to the ordinary four -layer n -p -n. To avoid the need for resistors, lateral p -n -p
transistors are used as current sources to supply base current. As Fig. 12-22a
shows, the lateral p -n -p and the n -p -n transistors are merged, since they share com-
mon p regions; the base regions pi and p3 of the n -p -n transistors are also the
collectors of the p -n -p transistor whose emitter is pi. (Although the regions are
separately numbered, it is clear that all n regions except n, are fabricated with a
single diffusion and all p regions are fabricated with a single diffusion.) It is im-
portant to note that since the collectors are at the surface, multiple collectors can
be made for the n -p -n transistors; this is not possible with the four -layer n -p -n as it is
conventionally employed. This property makes possible the implementation of the
NOT operation as well as the NOR, as is shown in Fig. 12-22b. Emitter current
/0 for all the p -n -p transistors on the chip can be obtained by connecting all the
p -n -p emitters together and supplying them through a single resistor connected to a
positive supply voltage.
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FIGURE 12-22
(a) Cross section of an MTL gate; (b) circuit diagram.

A two -input MTL gate with drive and load gates is shown in Fig. 12-23.
The logic voltages v, and vc, can easily be determined as follows.

Case 1 Q,), is cut off. If QD, is cut off, I flows into the base of Q, and Q, satu-
rates. Note that in this condition the collector current /c, is the sum of all the p -n -p
collector currents in the load gate transistors QL:

Ici= n1
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FIGURE 12-23
MTL gate with drive and load gates.

If both QD1 and QD2 are cut off, Q1 and Q2 both saturate and share this current
equally. The output voltage is

VCI = VCE(sat) = V0

It is clear that VCE(sat) must be sufficiently low that all the QL are cut off; thus we
expect that overdrive for Q1 and Q2 will be necessary.

Case 2 Both QD1 and QD2 are saturated. Now Q1 and Q2 are cut off and

vci '7=s VD = vt

while the logic swing is

vl = VD VCE(sat)

A current -hogging problem exists in this case. Note that no base resistors are
present to isolate the QL from one another. However, since all QL are on the same
chip the only variation of the VBL arises from the fact that the QL may each have
different fan -out numbers and therefore different collector currents.

To see how serious the current -hogging problem is, we use the four -layer
model, omitting the layer corresponding to the substrate; the resulting equations
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are the Ebers-Moll equations for the transistors. It is to be emphasized, however,
that /, = - /E and /2 = /E for the transistor used in the inverted connection, as in
the MTL circuit. We solve for OE to obtain

mkT IB c(1 - an)
(Pc = Inq (1 - CC 1)1s2

where OE is the base -to -ground voltage. Since aN is nearly unity, OE is a weak
function of I. . This indicates that current hogging is not a serious problem.

The forced 13 necessary to reduce the saturation voltage to 66r EC(sa t ) is

PN =i

C44211s1)eq#EC(`")/MkT - 1

(1 - CiN) + (1 - CCI)(Is211s1)6114)EC(st)/mkT

Since there are no resistors involved in the circuit, the fan -out is easily calculated.
The base current of Q1, for example, is

and the collector current is

To ensure saturation it is necessary that

from which we obtain

I B1 -I

IC1 = nl

'Cl = NNIB1

n = fiN

Since fl,,' is always somewhat less than fi, , this appears to severely limit the fan -out
capability of the circuit. However, mitigating circumstances exist. Since no
epitaxial layer is involved, and since breakdown voltage is not a consideration, the
n -type substrate can be much more heavily doped than in the epitaxial case. This
will have two effects. First, the injection efficiency from the substrate into the
base will increase, making al larger. Second, the bulk resistance in the substrate
will be very low owing to the heavy doping and the thickness of the substrate com-
pared with the usual epitaxial-layer thickness. Therefore rC(sat) will be much
lower than for the conventional epitaxial transistor; this means that for a given
VEC(sat) a larger OEE(s,), and consequently a larger /FA,, can be used.

Parasitics for the MTL gate are very low, involving only the collector -base
and emitter -base junction capacitances of Q1 and Q2 . Typical propagation delays
are 12 ns for a gate with a power dissipation of 100 µW. A single gate circuit occu-
pies only 16 mils2 with 0.30 -mil lines, 0.15 -mil spacing, and 0.20 x 0.20 mil contact
windows.

Although the logic swing for the gate of Fig. 12-23 is small, MTL circuits can
be made compatible with TTL circuits by connecting the output of the gate to a
resistor and 5-V power supply.
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12-9 TERMINAL CHARACTERIZATION OF LOGIC CIRCUITS4

Our discussion thus far has dealt with the details of operation of several logic cir-
cuits. For purposes of measurement and for system design and specification, it is
convenient to develop a method of characterization which involves only the ter-
minal behavior. This is done in terms of the input-output voltage transfer charac-
teristic. To obtain some feeling for the transfer characteristic, we consider the
simple RTL gate with a single transistor, as shown in Fig. 12-24a. The collector
current as a function of vh, is plotted in Fig. 12-24b with the load line corresponding
to Rc. Figure 12-24c shows the RTL inverter driving a single load gate; this
load gate now causes the load line for the inverter to be nonlinear, as shown in
Fig. 12-24d. When v,,, is high, v.., is low and Q2 is cut off; no current flows in its
base circuit and the slope of the load line is determined by Rc. As v0, rises, Q2
turns on and base current flows to it; now the slope of the load line is determined by
R5 and Rc in parallel. Figure 12-24d can now be used to construct a plot of v..,
versus v10; this is the transfer characteristic shown in Fig. 12-24e.

Properties of Transfer Characteristics

It will be noted that the circuit of Fig. 12-24c is an inverting circuit; this is mani-
fested in the transfer characteristic by the negative slope. Note also that the slope
of the transfer characteristic is dvoutldvir, which is the gain of the circuit. One can
see by inspection of Fig. 12-24e that this transfer characteristic has two points at
which the gain is -1.

In our discussion of transfer characteristics, we make the following assump-
tions:

1 The logic circuit output is approximately a dependent voltage source; that
is, the output voltage is independent of the output current.
2 The transfer characteristic is obtained using one input, with all other in-
puts connected to vo for a NOR gate, or to v1 for a NAND gate.

The first approximation is valid for circuits having an active pull-up, but poor for
such circuits as RTL.

The operating points of a logic circuit can be determined from the transfer
characteristic by making use of the constraint that the voltages v1 and vc, must be
the same for both input and output; that is, input and output levels must be com-
patible. Consider a general logic circuit which may be either inverting or non -
inverting, having a transfer characteristic v.,,, =f(vi.). Now form the inverse
function v, = 9(vout)- (To do this graphically, one merely interchanges the axes
on the transfer -function plot.) It is assumed that f(v,,,) and g(v..,) are single-
valued.

Next consider the functions f(v) and g(v); since g(v) is obtained from f(v)
by interchanging horizontal and vertical axes of the transfer characteristic, we see
that g(v) can be written as

g(v) = f[f(v)]
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FIGURE 12-24
(a) RTL inverter; (h) 1),w versus 1c; (c) RTL inverter driving one load gate;
(d) vo. versus /c; (e) transfer characteristic vout versus l'in 
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FIGURE 12-25
(a) Two identical logic circuits connected in cascade; (b) f(v,) and g(v.,) for
the connection of (a), showing the operating points.

Note that g(v) could also be obtained by rotating f(v) about the 45° line, which is
also the unity -gain locus.

Next we let two identical circuits be connected as shown in Fig. 12-25a; the
circuit used can be either inverting or noninverting. Since we have constrained
input and output levels to be compatible, the following condition must obtain:

When yin is either v, or v0, va must equal vin .

This restriction has important consequences as far as f(v) and g(v) are con-
cerned. Note that

vout = f(vi n)

and since both circuits are identical

v = f(v out)
It is also true that

vin = 9(vout)
and since it is required for compatibility that va = yin , we have

g(vout) =fivout)
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Now let us plot f(vu,) and g(vou,) on the same set of axes as shown in Fig. 12-25b.

Then the possible operating points are the values of v., at which the two curves
intersect; these are at vo , v1, and a third point which occurs on the 45° line because
of the quadrantal symmetry existing between f and g. This third point is not a per-
mitted operating point because it requires yin to differ from both v1 and vo; that is,

it is not one of the two logic voltages.
Note that in the above procedure for obtaining the operating points, nothing

was postulated about any part off being approximately horizontal. Most prac-
tical transfer characteristics, however, have two regions which are nearly horizontal,
as is the case in Fig. 12-24e. For such a case, it is not necessary to replot the entire
transfer characteristic to obtain the operating points; inspection shows that they
will lie at the intersections of f(vin) with the lines v, = v0.(0.) and yin = Vout(hi)

Threshold Point

Next we replot von, = f(vin) and draw a line between the operating points v., =
and v., = vo as shown in Fig. 12-26a; this line will have a slope of -1 for an invert-

ing gate and + 1 for a noninverting gate. This fact is a result of the way g(v) was
obtained from f(v). Consider the inverting case. The slope of the line is

f(vi)- -f(vo)s=
V1 - vo

But since v1 and vo are the operating points,

f(v1) = vo and f(vo) = vI

Thus s =
VO V. =
v, - vo

The threshold point is defined as the third intersection of this line with f(v,u), and

is denoted v,, as shown in Fig. 12-26a.

Transition Width

As was previously noted, there are two points at which the slope of the transfer
characteristic is -1; these are denoted vu, and vuo . The transition width v,, of
the transfer characteristic is defined as the change in input voltage required to change
the output from vu, to vo:

vu, A I - vin(vuo) I

Since yin = g(vout) this can also be written as

vu, = Ig(v,) - g(v uo) I

For transfer characteristics with nearly horizontal sections, v, is a measure of the
large -signal voltage gain of the circuit, since it essentially represents the minimum
input voltage change required to cause the output to change from one logic state to
the other.
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FIGURE 12-26
(a) Definition of various points of the transfer characteristic; (b) noise per-
formance.
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Noise Margin

The noise margin NM of the circuit is defined as the input voltage change required
to cause the output to change from an operating point to the nearest unity -gain
point. Note that the noise margins for the input in the 0 and 1 states may be dif-
ferent, depending upon the shape of the transfer characteristic. The notation used
is

NM° = noise margin with the input at vo

NM' = noise margin with the input at v1

From Fig. 12-26b these are seen to be

NM° = Ivin(vo) - vin(vi)1 = Ig(vpi) - 9(v1)I
NM' = Ivin(vo) - vin(vpo)I = I9(v0) 9(1)001

The noise margin is a measure of how much the input can deviate from the
operating point before further input changes are amplified by the circuit.

Noise Sensitivity

Noise sensitivity NS is the input voltage change required to cause the output voltage
to change from an operating point to the threshold point. Again, noise sensitivity
for yin = v1 may differ from that for vin = v0 . The notation used is

NS° = noise sensitivity with yin = v0

NS' = noise sensitivity with yin =

From Fig. 12-26b the noise sensitivities are seen to be

NS° = I vin(vt) - vin(vi)I = Ig(vt) - g(vi)I
NS1 = I vin(vo) - vir,(vd1 = 1.9(v0)- 9(vt)i

If vi = (v1 + v0)/2, NS° = NS'. For this case the noise sensitivity is a measure of
how much change of input voltage can occur before it is no longer possible to cor-
rectly determine the output logic state.

Noise Immunity

The noise immunity NI is defined as the ratio of noise sensitivity to logic swing:

NI° =NS°
vi

NP =NS'
vI

Since noise in logic circuits is usually proportional to the logic swing, noise im-
munity is often a better criterion for evaluating noise performance than is noise
sensitivity.
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12-10 COMPARISON OF SATURATING LOGIC CIRCUITS

The noise performance described in the previous section is based on the transfer
characteristic. Unfortunately, it is difficult to calculate the unity -gain points and
the threshold point analytically, and for a given circuit, recourse must generally be
made to measurement. However, comparison of the speed -power properties of
saturating logic circuits can be made by using the data available in the manufac-
turers' specifications.

As we saw earlier in this chapter, the propagation delay of a circuit can often
be reduced by adding active pull-up transistors, by providing more reverse base
drive, etc. All of these measures, however, increase the power dissipation of the
circuit. Thus a useful figure of merit for a logic circuit is the product of power and
average propagation delay. Table 12-3 gives the fan -out, power, propagation
delay, and power -delay product for the various circuits discussed in this chapter.

Table 12-3 SPEED AND POWER CHARACTERISTICS FOR VARIOUS
SATURATING LOGIC CIRCUITS

Circuit n PD(ma I) 9 MW i D , ns P D(max) ID 9 PJ

MC 932, DTL 25 43 35 1500
MC 500, TTL 15 15 10 150
MC 2103, TTL 11 22 6 132
MC 505, AND -OR -INVERT 15 20 12 240
MC 903, RTL 5 19 12 233
MTL, NOR 15 0.1 12 1.2

PROBLEMS

12-1 In the calculation of t", do not assume that when in = 0 the collector voltage is
VT. Do a two-part analysis in which vc(t") is calculated and used as the initial
condition for the second part. Calculate the total t".

12-2 What logic operations do TTL and RTL perform if negative logic is used rather
than positive logic? What does the MC 505 perform for negative logic?

12-3 Calculate the substrate current of the multiple -emitter transistor of Fig. 12-14.
12-4 A possible DTL NOR circuit is shown in Fig. P12-4. Find v1 and vo , and discuss

the operation of the circuit.
12-5 The circuit for the MC 660 is shown in Fig. P12-5. Find v1 and vo .

12-6 Lay out an RTL gate with RB = 640 n and Rc = 450 a Use 0.5 -mil geometry,
estimate the parasitic capacitances, and estimate the times to, t', 1., and t".

12-7 Suggest a circuit for performing AND -OR -INVERT in a DTL-type structure.
What v1 and vo would your circuit have?

12-8 A noninverting logic circuit is to be used in a logic system. If it has transfer
characteristic A in Fig. P12-8, find the operating points. Repeat for transfer
characteristic B.

12-9 A logic circuit has the piecewise-linear transfer characteristic shown in Fig.
P12-9. Define and calculate the noise margins.
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FIGURE P12-4

+15

+ Vcc

+15

FIGURE P12-5



484 BASIC INTEGRATED CIRCUIT ENGINEERING

111111111111MramillIUM
111111171111WIEM
111.0111111=MEM 111nomgriilmmoNth INNENINNEN= MIMEImommiNNEME

FIGURE P12-8

FIGURE P12-9

12-10 Using the transistor model of Fig. 12-3b, calculate and sketch the transfer charac-
teristic of an RTL gate with Rig = 640 f2 and /2c = 450 a

12-11 A two -input MTL gate is fabricated using 0.5 -mil geometry. Estimate the
parasitic capacitances and the times tp and t'.
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In logic circuits employing a saturating inverter, storage time accounts for a con-
siderable portion of the propagation delay. This storage time results from the
excess minority carrier charge that is stored in the transistor during saturated
operation. As forward base drive is increased, for a fixed level of collector current
the forward bias of the collector junction increases. This causes the minority
carrier charge in both the base and collector regions to increase substantially above
the charge which would be required to maintain the same collector current were
the transistor in the active region.

In Fig. 13-1 are sketched the approximate minority carrier charge distribu-
tions for an idealized one-dimensional transistor. If the transistor is just -saturated,
that is, 1.13 = IcifiN, a minority carrier charge Q is stored in the base as shown in
Fig. 13-1a. Now if the base current is increased, the collector junction becomes
forward -biased. Little change occurs in the collector current, but a large amount
of excess charge is stored in both base and collector regions as shown in Fig. 13-1b.
In an integrated transistor, the collector region is much larger in extent than the base
region, and the impurity level in the collector is relatively low. Consequently the
total excess charge stored in the collector region may considerably exceed that in
the base region.
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+ Vcc

Depletion layers

Base Collector

(a)

(b)

FIGURE 13-1
(a) Stored minority carrier charge for just -saturated operation (18 = 1c1130;
(b) excess charge (shaded areas) for IB > IclfiN 

To turn off the transistor, it is necessary to remove all of the excess charge
before the transistor can enter the forward active region of operation. If the base
current is made zero, removal of the charge will occur by recombination; if reverse
base current is applied, charge can be removed by the reverse base current. The
amount of excess charge stored is a nonlinear function of the forward bias of the
collector junction, and does not become significant until the collector junction
voltage is several hundred millivolts. Forward voltages of this magnitude occur,
as we have seen, when large enough base current is used that the forced )3 is sig-
nificantly less than ION.

If a saturating inverter is to be used, one of the following measures must be
taken if storage time is to be reduced.

1 The circuit must be designed for ITN x PN. This means that V c E(s, 0 will
be large. Moreover, it will not be possible to maintain QN z 13, if varia-
tions of 13, occur.
2 Reverse base drive comparable in magnitude to the forward base current
must be applied in order to remove the excess charge rapidly.
3 The circuit configuration must be modified to prevent saturation of the
transistor.
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Option 2 is undesirable since it is usually inconvenient to apply reverse base drive
in a logic circuit. We now consider modifications of the basic inverter circuit to
prevent saturation.

13-1 THE FEEDBACK CLAMP CIRCUIT

The simplest modification of the circuit is to employ diodes as shown in Fig. 13-2a
to prevent forward bias of the collector junction) If both D1 and D2 have a for-
ward voltage VD, the collector -base voltage will be zero, and the transistor is just -
saturated. For this condition,

IC = 13N IB

Applying Kirchhoff's current law to collector and base terminals, we can also
write

and

Combining these relations, we obtain

and

+ Vcc

(a)

lc = IL+ ID

IB = Iin - ID

Ic = (IL lin)OtAr

_IL+Iin
NN + 1

Vcc

VCE(sat)

FIGURE 13-2
(a) Feedback clamp circuit to prevent saturation; (b) Schottky -barrier diode
clamp.
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FIGURE 13-3 0
1 2 3 4Typical performance for an inverter with

SBD clamp (after Tarui et a1.2). I mA

Thus we see that as the input current /, is increased, most of Ii,, flows through D2
to the collector rather than through DI to the base. DI serves only to provide an
offset voltage.

Unfortunately, D2 will have excess minority carrier charge storage, and will
cause a storage time problem even though the transistor does not saturate. Some
improvement over the saturating inverter can be obtained by choosing a type a
diode configuration.

A Schottky -barrier diode (SBD) can be used to advantage in the feedback
clamp circuit.2' 3 Since minority carriers are not stored in the SBD, it has neg-
ligible storage time; furthermore the forward voltage of the SBD is typically 300 to
400 mV less than that of a silicon p -n junction diode. Therefore the offset diode
Di can be omitted. The collector junction is now forward -biased, but the forward
bias is sufficiently small that negligible excess charge is stored in the transistor.
Elimination of the offset diode has the further advantage that VcE(sat) is now con-
siderably less than VD. Typical performance for an inverter with SBD clamp is
shown in Fig. 13-3.
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111MIMISMEMIM
p -substrate

SBD metal

FIGURE 13-4
Cross section of the inverter with SBD clamp.

With the omission of the offset diode, the inverter with SBD clamp is easily
fabricated, as is shown in the cross section of Fig. 13-4. Two collector contact
windows are used, but the n+ contact diffusion is employed at only one. At the
other window, the metal for the SBD is first deposited to form the SBD in the
collector region. Metallization is then applied to connect the SBD to the base
contact; thus the increase of surface area resulting from the SBD is very small.

Feedback clamp circuits can be used not only to prevent storage time prob-
lems arising from saturation, but also to reduce delays caused by parasitic capaci-
tances at the base of the transistor.' If the transistor operation must change from
saturation to cutoff, the change of base voltage is several hundred millivolts, and
turn -on or turnoff delays result partly from the parasitic capacitance having to be
charged and discharged by this amount. If two SBDs are employed, as shown in
Fig. 13-5, well -determined collector voltages can be maintained without the tran-
sistor being cut off.

VCE

FIGURE 13-5
Shunt -feedback Schottky -clamped in-
verter.
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If /in > /LON, SBD, is forward -biased and the inverter is saturated with
VCE 400 mV, as discussed before. Now if ./in < /r,83,, SBD, is reverse -biased,
but SBD2 is forward -biased. If a change Mo, causes SBD, to reverse -bias and
SBD2 to forward -bias, the corresponding change of ' is

AIB=
NN + 1

Ai; n

This change of IB will be accompanied by a change of VBE of only a few millivolts.
At the output, VCE is determined by the forward voltage of the SBDs and the

emitter junction voltage. Let Vas be the forward SBD voltage; the emitter junction
voltage is VBE VD. For 'in > /LON, we obtain

while for /in < /LON

VEEP:, VD - r.ti 400 mV

VEE Vas %Z.', 1100 mV

The voltage swing at the base of the transistor is typically less than 50 mV; thus
delays caused by parasitics at this point are minimized.

13-2 USE OF A TRANSISTOR TO CONTROL SATURATIONS

While the use of SBDs provides a very effective means of controlling saturation of
the inverter, it requires extra processing steps. If SBDs are being used elsewhere
in the circuit, then the extra processing steps are already being employed. In lieu
of SBDs it is possible to use a standard n -p -n bipolar transistor to control satura-
tion of the inverter, thus making the nonsaturating circuit completely compatible
with the standard process. This is done as shown in Fig. 13-6.

In this circuit, Ro is several hundred ohms and v4 is about 100 mV more posi-
tive than vB . During the turn -on transient of Q,, the emitter of Q0 is reverse-
biased, and the only effect of Q0 results from the small parasitic capacitance it
introduces in the base circuit of Qi. As long as VCE is larger than about 200 mV,
little current flows in Q0 . Now as VcE begins to fall below 200 mV, Q0 begins to
turn on, and it applies negative feedback to the base of Q1, thus preventing further
saturation. If we define m to be the ratio of injected collector current of Q1 without
Q0 to injected collector current with Q0, it can be shown that the storage time is
given approximately by

1

ts [
1-+

(oN corm(1 -ar)] 12

where co, is the alpha cutoff frequency in the normal mode of operation and cor is
the alpha cutoff frequency in the inverted mode. Typically m is of the order of
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Vcc

FIGURE 13-6
Use of a bipolar transistor to control
saturation of the inverter.

50, and the storage time of the inverter is reduced by a factor of 20 from that
without Q0.

When this method of saturation control is used with TTL, the circuit can be
modified slightly, as shown in Fig 13-7a. Here the base voltage for Q0 is obtained
by the voltage divider R1 and R2. Since Q0 and Q2 have common -collector con -

(a)

Ri

b2

e,

e2

e3

bo

e0

bo

C

(b)

FIGURE 13-7
(a) Saturation control of a TTL circuit; (b) layout of Qo, Q2, Ri, R2 (after
Wiedmann5).
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FIGURE 13-8
Turn -on and turnoff delays for the circuit of Fig. 13-7 (after Wiedmann5).

nections, both can be placed in a single isolation region. Resistors R1 and R2 can
be obtained by extending the base diffusion of Q2 , as shown in Fig. 13-7b. Total
turn -on and turnoff delays for the TTL circuit are shown in Fig. 13-8. Note
that tar in Fig. 13-8 includes both storage time and turnoff transient. Since a
reduction of t3 by a factor of about 20 has been accomplished, most of toff is
due to turnoff transient. This could be reduced by use of an active pull-up
transistor.

13-3 EMITTER -COUPLED LOGIC (ECL)6

If saturation of an inverter is to be prevented without the use of clamp circuits, some
means must be made available to accurately control the collector -base voltage.
Clearly a common -emitter configuration in which base current is the independent
variable cannot be used, because variations of /3N , which can be quite large, will
cause variations of the collector current, and hence the collector voltage. Although
the circuit may be designed not to saturate for one value of 13N, the variations nor-
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(al (h)

VBB

rc2

(c)

INIORC2

FIGURE 13-9
(a) Differential amplifier with multiple inputs; (b) equivalent circuit with first -
order transistor models; (c) transfer characteristics.

mally encountered in /3N are sure to produce saturation. What is required is some
way to control the emitter current. The collector current is aN iE, and variations
of aN will be at most 2 percent.

Consider the differential amplifier of Fig. 13-9a with one input connected to
a supply voltage - VBB and with multiple transistors, each having an input, forming
the other half of the differential amplifier. We analyze first the case with only a
single transistor on the left side, and we use a first -order model to represent the
transistors, as shown in Fig. 13-9b. Let us first plot the transfer characteristics
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VC1(Vin) and vc2(v,). When yin' is large and negative, the emitter junction of Q1 is
reverse -biased, and all of the current 4 flows in the emitter of Q. . The voltage vE
is

while

and

VE = -VBB - VD

Vci =

VC2 = -aNtoRc2

Now when v,,, = - VBB the base voltages of Q1 and QB are equal, and the two
transistors each have emitter current 4/2. For this case

vci

VC2

aN IO AC1

2

CCN Jiro Rc2

2

As vir, becomes slightly more positive than - Vgg , the emitter diode of QB becomes
reverse -biased, and all of lo flows in the emitter of Q1. Now we have

vci = - al, /0 Rci

VC2 = 0

As yin is made more positive, no change in Vc2 occurs since QB is cut off. No
change in vc occurs until yin = vc,, at which point the collector junction of Q,
becomes forward -biased, that is, Q1 saturates. Note that saturation occurs not
because the collector voltage decreases but because the base voltage increases.
Saturation clearly occurs when

Vin = VC1 = 10 RC1

Further increases of vin are accompanied by equal increases of vci, as is shown in
Fig. 13-9c.

An important aspect of the transfer characteristics of Fig. 13-9c is that as
long as

Vin < -CCN to Rc,

both vc, and vc2 depend on IN, not /3, . We have therefore achieved the objective
of making the -collector voltage relatively independent of transistor parameter
variations. Note also that the circuit has both an inverting and a noninverting
transfer characteristic available.

Now if we consider the multiple input transistors, we see that if all but one of
the inputs is low, the transistors with low inputs will be cut off and the circuit be-
haves as described above. If more than one input is high and all high inputs are at
the same voltage, the emitters of those transistors equally share the current I.
But since all collectors are connected together, the current in Rc, is still aN 10; the
transfer characteristics do not change for multiple input transistors.
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Next we investigate the possibility of using the circuit to perform logic opera-
tions. We impose the following restrictions:

1 For high-speed operation, the circuit is to be constrained so that the
transistors never have a collector -base voltage less than zero; that is, they
never saturate.
2 For logic system use, the input and output levels must be compatible;
that is, v, must have the same value at input and output, as must vo .

Let vc,(v,,,) =f1(v11) and vc2(vin) =f2(v1n). From the analysis of Chap. 12,
we know that if input and output are to be compatible, the operating points must be
those values of vi which produce

and

 fi(vi,J = gi(vci)

f2(v1d = g2(vc2)

This means that the operating points are the intersections off(v,)withf(vin)rotated
about the unity -gain line. Inspection of Fig. 13-9c shows that for vc, the inter-
sections occur only along that part of the transfer characteristic which is coincident
with the unity -gain line, that is, with Q, saturated. Similarly, for vc2 there is only
a single intersection, which occurs for vir, = 0. We therefore conclude that in its
present form the circuit cannot meet the compatibility requirements necessary for
performing logic.

In order to make the circuit suitable for compatible logic operation, it is
necessary that the transfer characteristics be translated vertically in the vc versus vin
plane. This is done by adding an offset voltage to the outputs, as shown in Fig.
13-10a. Here the emitter followers perform two functions: first, they provide an
offset of VD with their emitter junctions; second, they provide current gain so that
the voltages vc, and vc2 are isolated from any loads connected to the outputs.

If any input or combination of inputs is high, v(ou,), will be low. If all inputs
are low, v(o,), will be high. Therefore if compatibility of input and output levels
obtains, you,), represents the NOR operation. Similar reasoning shows that
V(out)2 represents the OR operation. It is noteworthy that both OR and NOR
operations are obtained from this circuit without unduly increasing its complexity.

A surprising amount of information can be obtained about the operation
and design of the circuit by using the first -order transistor models employed in
Fig. 13-106. We first assume that the emitter junctions of the emitter followers
are always forward -biased, and the offset voltage thus provided is V,. We invoke
the following requirements for the design.

1 When any input is vo , the transistor connected to that input is cut off.
2 When any input is v,, the transistor connected to that input is at the edge
of the saturation region; that is, the collector -base voltage is zero.
3 Input and output levels must be compatible.

We now calculate v, and vo subject to the above constraints.
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Vow I 0 0 VouI2

(NOR) (OR)

R

VEE

0-Q3 Q2 O-

VEE

VBB

(a)

v,

V0

- Vgg

(b)

FIGURE 13-10
(a) ECL NOR -OR circuit with emitter followers providing offset; (b) relative
voltages for the circuit.

Case 1 All inputs are vo. If all inputs are vo, all input transistors are cut off.
Then

and

vcj = 0

V(out)I = -VD

Now if the circuit is to perform the NOR operation, when all inputs are vo the out-
put must be v1. Therefore

vI = -VD (13-1)

Case 2 Any input or combination of inputs is v1. If v, = v1 and the transistors
are at the edge of saturation, then

and

vet = vt

= vI - VD

Since the NOR operation is being performed, when v, = v1, v",, must be vc, .

Thus we have

V0 = -VD (13-2)
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Combining (13-1) and (13-2), we find

The logic swing is

vo = -2 VD

VI = !VI - Vol = VD

We can easily see what relationship must exist among the supply voltage
V8B, the bias current, and the resistors Rc1 and RC2.
must be given by

Note that the logic swing

vI = CCN to RE1

If vout)2 is to be compatible with vt, the logic swing must also be

Vi = CLN Io Rc2

and thus Rci = Rc2

'This is only true when a bias current source is used, as in Fig. 13-9a.
When all inputs are vo , in order for all input transistors to be cut off,

For this case, QB is on, and

or

If any input is v1, v, is

For Q8 to be cut off,

or

VE < Vin -VD = Ul - VD = -2VD

- VBE = VE + VD

- VBB -2VD

V E = yin - VD = -VD

Combining the results for the two cases, we have

A convenient choice is

- V88 < V E + VD

- VBB < VD

-2 VD < -V BB < -VD (13.3)

vi + vo 3
-VBB=

2 - 2 VD

The relative voltages in the circuit are shown in Fig. 13-10b.
It should be noted that the configuration of the ECL circuit is such that the

current in the ground lead is constant, regardless of the state of the inputs and out-
puts. This means that noise generated by the change of state of the inputs and out-
puts will be much less severe in ECL than in, for example, TTL.
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Use of an Emitter Bias Resistor

The current source Io can be obtained by using a bias current -source circuit like that
described in Chap. 9, or simply by using a resistor RE connected between vE and

VEE This has several effects on the behavior of the circuit:

1 The transfer characteristic vc, versus vh, is slightly altered.
2 Because the current in RE changes as the input changes from v0 to v1, in
order for the NOR and OR outputs to be compatible it is necessary that
Rc, and RC2 have unequal values.
3 The power supply and ground currents will no longer be constant as vi
changes from v0 to v1.

To establish the bias current 4, we select RE so that the current in RE is Io
when QB is on and all other transistors are off. Then

VEE -VBB -VDRE =

The logic swing at the OR output is

I0

V IOR = CCN IO RC2 = IPAVEE - VBB - VD)
RE

Note that v,0 depends on a ratio of resistors rather than absolute resistor values.
Now when Q1 is on and QB is off, if v, = v1 the current in RE is

4 =

and the logic swing at the NOR output is

v1 - VD + VEE

RE

VEE 2 VD

RE

RC2

RC1

RE

For compatibility v,,D, = v/011; this will also ensure compatibility of both v1 and
v0 on NOR and OR sides. Combining the above results we find

VINOR = CCN(VEE 2VD)

RC2 VEE 2VD

RC1 VEE VBB -VD

If - VBB = (v1 + v0)/2 = -117D, we obtain

RC2 VEE - 2VD
(13-4)

Rci VEE -2VD
When yin is just slightly more positive than -VBB, QB is cut off and the

collector current of Q1 is

Icl =
CC N(V E E VD - VBB)

RE
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Vci

vu

With current source

/ Slope = - Rc1

Ra

RC

FIGURE 13-11
Transfer characteristics with to replaced by Rs

As yin increases so does vE, and the current in RE increases correspondingly; thus
the transfer characteristic has slope - (Rci/RE), as shown in Fig. 13-11. Satura-
tion of Q1 occurs when vin = v1.

The change Al of the power supply current is, if we ignore R0,

Al - (v1 -VD ± VEE)-

is,//if

-VD + VEE)

for the case for which

VD

2RE

RE

vl + V0

2

ECL Design Considerations

In the design of the ECL circuit, dc fan -out and fan -in are not determining factors.
This is easily seen by considering the circuit of Fig. 13-10a. The base current of
Q1 is 4(1 - aN); if n ECL circuits are connected to the output of a test gate, the
load current is n10(1 - aN). But change of current in Rc, or Rc2 caused by this
load is only

AIR = n10(1 - aN)(1 - aN)

If AIR 0.01aN /0, negligible change of vci or vc2 will result from this load; thus
n can be as large as

0.01I3Nn=
1 - aN



500 BASIC INTEGRATED CIRCUIT ENGINEERING

For /41 = 100, n = 100 is the maximum fan -out. The parasitic capacitance of the
load gates is far more important in determining the fan -out. In order to obtain
high-speed operation, the fan -out must be much lower than the dc limit; typical
maximum fan -out is n = 15.

Our simple transistor model used in the analysis of the circuit does not include
anything which limits the fan -in. As was the case for fan -out, parasitic capacitances
become the determining factor; a typical value is m = 12.

Our first -order analysis has indicated that the logic swing is determined by a
ratio of resistors, and that the logic voltages are determined by power supply voltages
and diode offset voltages. Clearly we do not have sufficient information to design
the circuit on the basis of logic voltages, fan -out, and fan -in; either speed con-
siderations or power -dissipation limitations or both must be invoked as well.
Speed considerations are dealt with later in this chapter by means of transient
analysis; power dissipation can easily be calculated.

L

T

3oon

2.55 Id)

2kf2

;- .2
MC306 MC304

7

FIGURE 13-12
MC 306 three -input ECL gate with MC 304 bias driver.
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In practical circuits the logic swing is not made exactly VD . Note that the
value of vo is not critical as long as vo < (v1 - VD); this will always ensure that the
NOR -side transistors are cut off when the input is vo . It is common practice to
use vo slightly less than v1 -VD in order to allow for variations of v1 and vo with
temperature. When this is done, Rc2/Rci will differ slightly from that given in
(13-4). The MC 306 three -input ECL gate is shown in Fig. 13-12, together with
the MC 304 bias driver. Logic and supply voltages are

v1 = -0.750
vo = -1.55
vi = 0.800

VBB = - 1.15

VEE - -5.20
The bias driver uses two diodes in a voltage divider to produce a temperature

coefficient for VBB that maintains equal noise margins on OR and NOR outputs
as temperature varies.

13-4 NONLINEAR ANALYSIS OF THE ECL CIRCUIT
While the analysis with the first -order transistor model yields considerable informa-
tion regarding logic levels, it does not suffice for the determination of noise margin,
transition width, etc., because these depend on the detailed nature of the transfer
characteristic. For this a nonlinear analysis is necessary. Fortunately, since
the transistors do not saturate, the substrate p -n -p transistors are always cut off,
and contribute only parasitic capacitance. If we assume 43 to be negligible, the
four -layer -model equations become the Ebers-Moll equations for the three -layer
device:

rid -
I-C C I Isl(eq46E/mkT

1 .1,2(eq4'cimkT 1)

For the transistor with reverse -biased collector, these become

IE = Isi(egit'ENkT - + cerls2

-Ic= -OLN 1(eq#EimkT 1) - is2
If we are only interested in the transfer characteristic in regions where Ic - Ise

q0E/mkTand e 1, we can make the approximation
egoEmaT IEaN Isi

Now for simplicity, consider the case where a current source is used to obtain
lo, and where only a single input transistor is on, as shown in Fig. 13-13a. We
assume that the emitter followers have zero base current, and contribute only an
offset voltage VD. From the circuit of Fig. 13-13, we note that

4) El = in VE

(I)E2 = -VBB VE
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(a)

(b)

-

d

FIGURE 13-13
(a) Circuit used in nonlinear analysis; (b) transfer characteristics I' versus v'.
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Then the emitter currents are

IEI = IsiegvIn-vE)ImkT

1E2 = 41eq(-VBB-vE)linkT

and these are related to the bias current by

Ip = 1E1 + 1E2

Taking the ratio of emitter currents, we obtain

1E1 = eq(vin+Yg8)1mkT

1E2

from which

10 = 1E1[1 + e-q(vini-Vaa)linkTi
= 1E2[1 + edBvin+VDB)InekT]

The collector currents are now easily obtained:

'Cl = CcN E =
1

1 + e- (q van + V pa)InskT

(XN 10
IC2 = 1E2 = 1 + eg(vin+vmoimkT

In (13-5) and (13-6) note that:

1 When vin = -VBB, /-c = IC2 = aN loll
2 Odd -function symmetry exists about vin = - VBB 

To take advantage of the symmetry, we define new variables

I0
(13-5)

(13-6)

CXN 10- 2
A -Im

v' A vin + VBB

In terms of these variables, the transfer function is now as shown in Fig. 13-13b; it
can easily be expressed analytically as

21 1 - e(-qv.)ImkT qv
I = 'Cl - I - = Im tanh (13-7)

''' 1 + e -9(v
I

m
= Im

1 + e"iv.)ImkT 2mkT

While the transfer characteristic we seek is actually v., versus vin, it can be
obtained from (13-7) by recalling that

ec.ut = (13-8)

and v' = //in + VBB

It is not necessary to carry this out, however, since we can obtain most of the in-
formation we need from (13-7).
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Unity -gain, Points and Transition Width

To calculate the unity -gain points, we note that

- RC18IC1 alci av'
-=Rc, - - - Ravin ov,r, DI' av' av,,,

Using the expression for I', we obtain

avow

av,,,
qv'Rci. r

2mkTsech2 2mkT

Now the unity -gain points are those values of v' for which = -1. Let
these be designated vµ . Then we have

RctI,(q12mkT)1 -
cosh2 (qv'1,12mkT)

Solving for vµ, we obtain the two unity -gain points vµ1 and v'o:

The transition width v:, is

2mkT ,_1 PN Rci= - v;40 = cosh
4mkT

(13-9)

4mkT cosh _1 Rci= 1 - I =
4mkT

This can be expressed in terms of the logic swing vi by noting that v, = otN 1012,1;
inserting this in (13-10) we obtain

Now we make the approximation that

qv: qv,
cosh

4mkT 4mkT

qv, 1

cosh
4mkT- 2 eq'/4mkT

Then v'
2mkT

In
v,?

q mkT
(13-11)

This relationship illustrates the important fact that, because v, depends essentially
only on junction offset voltage and not on resistors or voltages in the circuit, the
transition width is independent of circuit parameters. At 300°K, the transition
width is

v' = 178 mV

This means that a change of v,,, from yin = - VBB - 89.5 mV to v, = VBB + 89.5
mV suffices to cause the output to change from one unity -gain point to the other.
(Recall that the unity -gain points are not the operating points.)
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Noise Immunity

Because of the symmetry of the transfer characteristic, it can be shown that the
threshold point occurs at v' = 0. The symmetry also means that NI° = NP A
NI, and that

NI = -2 = 0.311

Noise Margin

Again because of the symmetry of the transfer characteristic, NM° = NAVA NM
and

vi vi v, V,NM = - - v' = - = - -= 0.311
2 2 2 2 2

Effects of Fan -in on the Transfer Characteristic

The preceding analysis assumed that only one input transistor is involved in the
determination of the transfer characteristic. If m, input transistors have identical
base voltages, they will each share the current on the input side of the gate, and
each will have a lower base -emitter voltage than would a single transistor. This
fact will slightly alter the transfer characteristic, since now the effective IE, is

LEI
= islegvin-nE)/mkT

which leads to
mi

1E1
= A..9(van+ V BB)/mkT

1E2

As a result, the input voltage which produces the threshold voltage is now less than
VBB, and is given by

Vin = VBB
mkT

In m, (13-12)

Exercise 13-1 Show that the input threshold voltage is given by (13-12).

13-5 FIRST -ORDER TRANSIENT ANALYSIS OF ECL

ECL Layout

Referring to Fig. 13-12, we can easily determine the number of isolation regions
required for the ECL circuit. All resistors can be placed in a single isolation region,
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- VE1

FIGURE 13-14
ECL parasitics.

and since the emitter followers also have their collectors connected to the most
positive supply voltage, these transistors can also share the resistor isolation region.
All input transistors have collectors connected together and can share a single isola-
tion region. A separate region is required for the OR -side transistor. The isola-
tion regions required are

Resistors and emitter followers: 1

Input transistors: 1

OR -side transistor: 1

Total: 3

If the bias driver is to be fabricated on the same chip, its resistors and emitter fol-
lower can share the isolation region with those of the ECL circuit, but two separate
regions are required for the diodes.

The parasitic capacitances accompanying the circuit are shown in Fig. 13-14.
Here all resistors are represented by pi -section lumped models, with half the total
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m

VEE

FIGURE 13-15
Equivalent circuit for ECL parasitics.

capacitance attached to each end.. In the analysis of transient behavior, we linearize
all capacitances by using appropriate average values. Combining capacitances
where appropriate, we obtain the equivalent circuit of Fig. 13-15. The capaci-
tances in the equivalent circuit are

= C3 + C1+ C5 ±c,

C7
Ci,= Ca + C2 + 2C5 +

13N

Ce = Cs + C6

In the first -order analysis of ECL, it was noted that RE, Rc1, and 12(.2 must
be chosen to give the speed -power compromise desired by the designer. The
speed of operation depends on the resistor values used, and the parasitic capaci-
tances in the circuit. Because the parasitic capacitances of the resistors depend upon
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the resistor area, the design of the circuit for a particular power -delay -time product
requires an iterative procedure which is best implemented by computer. For our
purposes, we therefore select reasonable values for the resistors, calculate the
capacitances, and use a first -order analysis to estimate the transient behavior. The
following values are chosen:

Rc1 = 250 0
.12c2 = 280 0
RE =1k0
Ro = 1.5 ki2

VEE = 5.2 V
VBB = 1.15 V

A base diffusion sheet resistance of 200 0 per square is assumed. Resistors
Rcl, Rc2 , and RE are 1 mil wide while Ro is 0.5 mil wide. The capacitance values
are

CB.: 0.8 pF
C1 0.3 pF
C7 0.7 pF

C5 ":.% 2.0 pF

C6 1.0 pF

For an epitaxial-layer thickness of 12 pm, the substrate capacitance C1 is approx-
imately 4.4 pF. However, since no transistors saturate, the parasitic substrate
p -n -p transistors are always cut off. Therefore it is not necessary to use a thick
epitaxial layer to reduce the current gain of the substrate p -n -p transistors. If a
5 -pm epitaxial layer is used, C1 is reduced to approximately 3.2 pF.

For our analysis, we consider only a three -input ECL gate; note that since
QB is in an isolation region by itself, its substrate capacitance will be slightly larger
than C3/3:

tions :

C4 pF

In order to obtain a tractable analysis, we make the following approxima-

1 Parasitic effects dominate transient behavior.
2 Emitter -follower transistors are never cut off.
3 The input transistors do not enter the forward active region of operation
until the emitter -base voltage is approximately VD.
4 When the transistor is in the forward active region, the emitter -base volt-
age is approximately constant and equal to VD.

The circuit to be analyzed for turn -on time is shown in Fig. 13-16. We denote by
nD the fan -out of the drive gate, by m1 the number of input transistors in the test



NONSATURATING LOGIC CIRCUITS 509

Drive gate

- 'EE

Test gate Load gates

FIGURE 13-16
Equivalent circuit for transient analysis.

gate, and by nT the fan -out of the test gate. From the above approximations it is
clear that the turn -on of Q1 will be made up of two distinct parts:

I A delay as Q1 changes its operation from cutoff to the forward active
region
2 A turn -on transient as the collector voltage of Q1 changes while Q1 is in
the forward active region

Turn -on Delay tot

The equivalent circuit which applies during the turn -on delay is shown in Fig.
13-17a. Since Q, is in the forward active region during the turn -on delay, little
change of the emitter voltage occurs. Therefore CE can be neglected and C6 can
be assumed to be connected to ground. There will also be little change of cc, until
Q1 enters the forward active region of operation ; therefore C5 can be assumed to be in
parallel with C6. Finally, with the emitter followers always in the active region,
R, will have negligible effect in comparison with Ro. By making use of these
approximations we have reduced the equivalent circuit to a first -order network.
Focusing attention on the base of Q1, we see that the time constant is

RcITi = Ca
)6t./

where Cn = Ca + (n0 + m1)(C5 + C6)
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- VEE

Drive gates

I

nD

ci

Cs

141

-C- 6

-I-

Test gate
(a)

(b)

- VEE

1
I

nT

I Load gates

FIGURE 13-17
(a) Equivalent circuit for turn -on delay; (b) equivalent circuit for turn -on
transient.

The initial and final values of vb, are known from the dc analysis we have
already performed. Since vbi is connected to the output of the drive gate, the initial
value is vo , and the final value is v1. It will be recalled that the circuit was designed
so that VBB is the average of v, and vo ; when vb, = VBB both Q, and QB have equal
emitter -base voltages and the value is approximately VD. We may therefore con-
sider Q, to enter the active region when vb, -1::', VBB. The approximate expression
for vbl(t) during the turn -on delay is

vbi(t) = vi + (vo - vi)e-tir'
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The turn -on delay is found by setting vb,(t = VBB:

1D1 = r1 In 2

For the capacitance values previously calculated and for m = 3, nD = 15, /3/,, = 50,
we obtain

tp, 1.2 ns

Turn -on Transient t'

For tractability of analysis, we make the approximation that once Q1 enters the
forward active region of operation, QB quickly cuts off and has no further in-
fluence on the behavior of the circuit. During the ensuing transient, the equivalent
circuit is as shown in Fig. 13-17b; here CE = C8 + mC6 . Approximating the
circuit of Fig. 13-176 by a first -order network and focusing attention on vm, we
find the time constant to be

where

R C'C I

fiN

1113C

RS
16.N Ca + a

E
-T-nD C5 (i

PN RE

For the values previously used, we obtain
1.7 ns

The transient time of the output voltage of the drive gate is
t' 2.2r' = 3.7 ns

Fall Time of the Output

It will be noted that the transier t time of the output of the drive gate is also the
rise time of the emitter voltage of Q1 and QB. The fall time of the collector voltage
vc, and hence the output voltage you depends upon both the rise time of the
emitter voltage and the collector circuit of Q1. The circuit can no longer be
reduced to a first -order equivalent circuit. For simplicity, however, we treat the
collector circuit separately, and then combine the results of emitter and collector
circuits to obtain an estimate of the fall time. The collector of Q1 has in parallel
with Rc, an equivalent capacitance C" consisting of all parasitic capacitances of the

load gates reflected through the emitter follower. Thus

C" C + nT(CS + C6)

fiN

We combine the effects of the collector circuit and the rise of the emitter voltage by

using Elmore's method, which yields the fall time t 11:

t f12 (2.2v')2 + (2.2f)2

where r" = RciC" ~ 1.05 ns
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For the values previously calculated, we find

t 4 4 ns

The turn -on time for the collector voltage of Q1 is

ton = tfl= 5.6 ns

Turnoff Transient toff

The turnoff time for the collector voltage of Q1 is the same as the rise time for the
output voltage of Qin, since all gates are assumed to be identical. Thus we have

toff = t1 = 4.9 ns

If we define the average propagation delay tD by

tD =

we obtain for the ECL circuit we have analyzed

ton + toff

2

tD5.2ns
The geometry we have used in laying out the circuit is rather large, and it would be
possible to reduce the size of the circuit by using I -mil -wide lines for RE, Rc1, and
Rc2, and 0.25 -mil lines for Ro . The size of the transistors could also be reduced,
and the corresponding decrease of all parasitic capacitances would lead to a reduc-
tion of the average propagation delay. It should be borne in mind, however, that a
great many simplifying approximations were made in the transient analysis, which
is at best crude. It is interesting to note, however, that the results of the analysis
agree reasonably well with the values specified for the MC 1007 ECL circuit. This
circuit uses Ro = 290 Q, RE = 1.18 kQ, VEE = 5.2, Vo, = 1.175, and has an aver-
age propagation delay of 9 ns, with a fan -out of 15. With a fan -out of 1, the
average propagation delay of the MC 1007 circuit is 4 ns.

PROBLEMS

13-1 In the circuits of Fig. P13-1, the current II is made zero at t = 0. Calculate the
time elapsed until the collector voltage begins to change.

13-2 Construct the transfer characteristic for the circuit of Fig. 13-10a; use this to find
the operating points v, and vo .

13-3 The emitter -follower outputs of the ECL gates are replaced by Darlington pairs.
Find vi and vo

13-4 Design an ECL circuit using a resistor RE instead of a current source, and impose
the restriction that the collector junction of the input transistors is never reverse-
biased by less than 100 mV. Calculate v1 and vo.

13-5 Design an ECL circuit with a logic swing greater than 6 V, without adding extra
processing steps. (Hint: Use the breakdown of an emitter junction.)
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VcC +Vcc

Rc

O

FIGURE P13-1

13-6 Plot the transfer characteristic obtained from a nonlinear analysis of ECL; use it
to graphically determine the operating points.

13-7 Calculate and plot the input resistance of the ECL gate for vo < vin 5 v1.
13-8 Use electrothermal models to calculate the temperature coefficient of VBB in the

bias driver.
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BASIC MOS LOGIC CIRCUITS

The MOSFET plays an important role in integrated logic circuits, particularly in
large-scale integration (LSI). This is because the MOSFET can be made with
very small geometry, and therefore large device densities can be realized. Process-
ing technology has advanced to a degree that makes possible high -yield production
of LSI chips containing thousands of devices. The combination of high -density
circuits and high -yield production has been responsible for the emergence of such
diverse items as large-scale random-access memories, READ -only memories,
sophisticated but low-cost electronic calculators, and electronic wristwatches.

The inverter circuit is always a basic part of logic circuits, as we saw in
Chap. 12. In this chapter we consider inverter circuits of several types, and we
investigate the use of the inverter in static and dynamic logic circuits.

14-1 MOS INVERTERS"

Before we begin a detailed consideration of the inverter, we first review the static
characteristics of the MOSFET, and we focus attention on enhancement -mode
devices. It will be recalled from Chap 6 that p -channel enhancement -mode devices
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Substrate

p -channel

S Subs. D

Substrate

n -channel

G

I

ITT
S Subs. D

FIGURE 14-1
p -channel and n -channel enhancement -mode MOSFETs.

are made by starting with n -type material, while n -channel devices are made by
starting with p -type material, as shown in Fig 14-1. If we define polarities as
shown in Fig. 14-2a, the idealized IV characteristics for the MOSFET will be as
shown in Fig. 14-2b. It is important to note that all voltages are measured relative
to the source; in the curves of Fig. 14-2b, VT is the threshold voltage derived in
Chap. 6. For the polarities shown in Fig. 14-2a, VT will be positive for both
n -channel and p -channel enhancement -mode devices. The important aspects of
device behavior can be summarized as follows:

/ No inversion channel forms unless VG > VT; therefore /, is zero for all
VG _VT.
2 For VG > VT, an inversion channel extends between source and drain
for all VD such that VG - VD> VT . For these voltages the device behaves,
between source and drain terminals, as a nonlinear resistor, and /D is given by

D21
ID = µ Z Co - VT)

2 j
(14-1)

where p = majority carrier mobility

Co
do

do = gate oxide thickness
Z = channel width
L = channel length

This region of operation is called the nonsaturated or triode region.

Ko eo
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p -channel

ID
(a)

Non -saturation .-)- Saturation

/Ds = kV,

(b)

n -channel

VG VT - 10

VG -VT = 8

VG -VT = 6

VG VT -4

VG VT 2

(VG - VT) = 0
VG

FIGURE 14-2
(a) Definition of polarities for MOSFETs; (b) IV characteristics.

3 If VG> VT, but VD is large enough that VG - VD VT, an inversion
channel will form, but it will not extend all the way to the drain diffusion.
The channel current is now independent of VD, and is given by

/G=µ-Z 2o k.v G- VT)2 (14-2)L
For this condition, called saturation, one may think of the inversion channel
as being pinched -off at the drain end. For any given VG, the drain voltage
VDS at which saturation occurs is that for which

or

VG - VDS = VT

VDS = VG -VT (14-3)

and the drain current IDS at the edge of saturation is

IDS = 12

Z Co
- (VG - VT)2 (14-4)L 2
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+ VDD

Driver

Load

_V 1:00 + V06 + VDD

I LoadLoad

Driver Driver

(c)

FIGURE 14-3
(a) Diffused resistor load; (b) saturated MOSFET load; (c) nonsaturated
MOSFET load.
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Therefore the locus of the saturation line in the ID - VD plane is

Z Co 2
IDS = 1.1 LT VD (14-5)

4 There is negligible dc gate current for both saturated and nonsaturated
operation.

An inverter circuit can be formed by using a MOSFET with a diffused -
resistor load, as shown in Fig. 14-3a. However, it will be recalled that to keep
the area of the MOSFET small, Z and L will be small, with typical Z/L ratios being
about 10. Typical values of drain current will be tens of microamperes. For
values of VDD of 5 to 15 V, it can be seen that large -value resistors would be re-
quired; this fact nullifies the advantages gained from the small geometry and high
density of the active devices. Therefore, diffused resistors Are not used, but rather
an active device is used as a load. The load device can be operated in the satu-
rated mode, as shown in Fig. 14-3b, or in the nonsaturated mode, as shown in
Fig. 14-3c; in the latter case it is necessary that

VGG VT VDD

to ensure nonsaturated operation. The circuit of Fig. 14-3b has the advantage
that only a single power supply is required; however, it should be noted that in
the circuit of Fig. 14-3c no dc current flows in the VGG supply. As we shall later
see, for a given VDD the logic swing is larger for the circuit of Fig. 14-3c.

14-2 THE INVERTER WITH SATURATED LOAD

When the MOSFET is operated with gate connected to drain,

VG = VD

and we see that there can be no inversion at the drain end of the channel. More-
over, no drain current can flow unless VD > VT . Stated another way, for very
small values of ID there will be an offset of VT between source and drain. For all
VD > VT , drain current will flow, and the device will be in the saturated mode.

The drain current for VG = VD is sketched superimposed on the /D VD
characteristics in Fig. I4 -4a. When the device is used as a load, the gate-source
voltage is VG = VDD Vat, and the /D v, characteristic is as shown in Fig.
14-4b. It is convenient to define a conduction parameter kL for the load device as

kL,L pL(ZLILL)CoL
2

The drain current can be written in terms of this parameter as

ID = L(VG -V T)2
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VDD + VDD

I =
:( c,+,

(a)

(b)

v.,

FIGURE 14-4
(a) IDVD characteristic for the case V6 = VD; (b) lvv, characteristic for the
load device.

for a saturated device; for the circuit of Fig. 14-4b the drain current becomes

= k L(VDD "'out TiV2

When the driver transistor is included in the inverter circuit, the character-
istic of Fig. 14-4b becomes a load line for the driver; the result is shown in Fig.
14-5. Since the source -substrate voltage is different for driver and load devices,
the threshold voltages will be slightly different, as was discussed in Sec. 6-4. How-

ever, for simplicity we assume equal threshold voltages for load and driver
transistors. Since both devices are made with the same oxide thickness and with
the same substrate material, they will have equal mobility and equal Co; therefore
the conduction parameters for load and driver devices differ only if the Z/L ratios
differ. In Fig. 14-5, the drain current is not normalized to the conduction factor.
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aVa&
'1111MA, Increasing kL

/474 '1%%,

VDD VT

+ VDD

VDD
Day

FIGURE 14-5
Load lines of load transistor on /Dv. characteristic of the driver transistor.

It can be seen qualitatively that as kL increases, the inverter performance is de-
graded because the output voltage when the driver is on is increased, thus reducing
the logic swing. We shall later see that the ratio of conduction factors of the driver
and load devices is important in determining the minimum output voltage; this
ratio is

ki,
IIR A

For typical inverters, PR is of the order of 25. The surface geometry for the invert-
er is shown in Fig. 14-6; it will be noted that to achieve high PR, the channel of
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FIGURE 14-6
Layout of the inverter.

the load resistor must be long and narrow and that of the driver short and wide.
It is interesting to calculate the PR which would be obtained for two devices whose
channels use the same amount of surface area. If we assume that the minimum
line width is used for ZL and LD, so that LD = ZL, PR is given by

ZDLL ZDLLfiR = ---,. -
La L1_,D 1_,D2

But for both areas to be equal, ZDLD = ZLLL, from which we find

P 2R = (z7D,D)-

Inverter Transfer Function

Since the inverter is to be used in logic circuits, we are interested in its transfer
function

Bout(Vin)
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To obtain the transfer function, we first note qualitatively several important facts:
I Drain currents are equal in driver and load.
2 As the drain current becomes very small, it can be seen from Fig. 14-5
that regardless of the value of PR,vontVDD VT . That v.., does not
reach the supply voltage is a consequence of the offset occurring in the
ID VD characteristic of the load transistor, as previously discussed.
3 For small vin, both devices operate in the saturation region.
4 For good inverter performance, when vli, is large the driver should oper-
ate in the nonsaturated region.

The transfer function can be obtained quantitatively by equating drain
currents and solving for vout(vin). For the load transistor,

VG = VDD Vont= VD
and ID = ICL(VDD - ;flit - VT)2

while for the driver, when it is saturated,

and

Combining (14-6) and (14-7), we obtain

icp
v.ut = - (v, - VT) + (VDD - VT)

Equation (14-8) applies only for vin VT, since that restriction was implicit in
(14-7). As long as both devices are saturated, (14-8) shows that the transfer
function is linear; its slope is

VG =vin

VD=vout

ID = k D(V in - VT)2

(14-6)

1/2

- 1/2
=dVout

4
= - 1/2

dvii, k R

It is interesting to note that for equal-area devices, as previously discussed

dvout

dvin LD

As yin is further increased, the load transistor remains saturated but the driver
enters the nonsaturated region; this occurs when

that is, when

Inserting this in (14-8) and solving, we find

and

VD = VG -VT

vow= vin- VT

VDD -VT
yin = VT

+

VDD VT
Vout = 1 + 010112

(14-9)

(14-10)
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FIGURE 14-7
Inverter transfer function (after Penney et al.1).

For all vin larger than that given by (14-9) the driver is nonsaturated and its
drain current is given by

ID = kr) [2( - VT) VD -VD2)

= lq,[2(v - t - vout2]

Combining (14-11) and (14-6), we obtain

vo2(1 + PR) - vout_ [2V + 2/3R(vin - VT)] + VH2 = 0 (14-12)

where VH A VDD - VT .
Equation (14-12) can be solved for vo,(vin); the transfer function is plotted in
Fig. 14-7.

Exercise 14-1 Derive Eq. (14-9).

Exercise 14-2 Solve Eq. (14-12) and obtain vout(vir,) for the case where the
driver is not saturated.
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Slope = -5
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FIGURE 14-8
(a) Inverter circuit for Example 14A; (b) transfer function and operating points.

Operating Points

The operating points can be determined by assuming the test inverter to be driven
by an identical inverter. When the input signal is small, the drive transistor of
the test inverter is cut off, and the output voltage is

vout = VDD -VT (14-13)

This will be the case for any input voltage as long as the restriction yin < VT holds.
When the input voltage of the test inverter is VDD - VT, the drive transistor

is assumed to be nonsaturated; the output voltage is then obtained by substituting
Vin = VDD -VT in (14-12) and solving for v.., . The result is the second operating
point. An alternate method for finding operating points graphically is to plot
Vou t(Vin) and vin(vt) on the same set of axes as discussed in Chap. 12; the inter-
sections are then the operating points.

EXAMPLE 14A Calculation of Operating Points. Suppose an inverter is
fabricated with n -channel enhancement -mode devices having VT = 2 V, and
PR = 25. The supply voltage is VDD = 7 V. The circuit is shown in Fig. 14-8a.
If it is assumed that positive logic is used, the logic 1 voltage is

v1 = VH = VDD -VT = 5 V
To find the zero -state voltage vo , we let vi = 5 in (14-12):

26v,2 - 160v, + 25 = 0
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Solving for vout we obtain

tiout = 0.16 V vo

The logic swing is

vi= iv vol = 4.84 V

The operating points are shown in Fig. 14-8b; the slope of the transfer character-
istic in the linear region is -(W' /2 = - 5. ////

Unity -gain Points and Noise Margin

The idealized transfer characteristic has no unity -gain point when both devices are
saturated. When the driver is nonsaturated, the unity -gain point can be found by
solving (14-12) for yin , taking dviniclvou setting this result equal to -1, and solving
for v., and yin. The noise margin NM was defined in Chap. 12 as the input
voltage change required to cause the output voltage to change from an operating
point to the nearest unity -gain point. Since the noise margins may differ for the
two operating points, the notation used is

NM° = noise margin with input at vc,

NM' = noise margin with input at vl

Because the inverter has no unity -gain point when v1 is low, we define the noise
margin for this case as the input voltage difference between the operating point
and the point at which the output voltage begins to change.

EXAMPLE 14B Calculation of Noise Margins. We consider again the inverter
with the values of Example 14A. For that case, (14-12) becomes

v =
vt2 + 3.46v,,, + 0.96

(14-14)1,1

1.93v,
from which we find

dvin

dvout

Setting dvinldvout= -1 and solving for vou we obtain

Inserting this result in (14-14), we get

We next calculate

From Fig. 14-8b we see that

0.50
= 0.521

Vout2

v., = 1.04 V

vin= 2.83 V

NM1 = 5 - 2.83 = 2.17 V

NM° = 2 - 0.16 = 1.84V
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VGG VDD

Load characteristic
VGG- VTR VDD

FIGURE 14-9
The inverter with nonsaturated load.

14-3 THE INVERTER WITH NONSATURATED LOAD

If two supply voltages VGG and VDD are used as shown in Fig. 14-9 the load tran-
sistor can be made to operate always in the nonsaturation region, provided that

VGG VDD > VT

This configuration has the advantage that for vin = 0, v.ut = VDD since there is no
offset in the load transistor characteristic; this means that for a given VDD, the
logic swing will be larger for the nonsaturated load inverter than for the saturated
load inverter. Because the use of a second supply voltage introduces another
variable, the analysis becomes rather cumbersome. For simplicity we consider
the specific case for which

The current in the load is

ID = k L[2(VGG

= k L[2(VDD

For small vir, -VT the driver

VGG -2 VT = VDD

-Vout- VT)(VDD Vout) (VDD - V out)2]

- pout + VT)(VDD Vout) (VDD Vout)2]

is saturated and its current is

We now make a change of variables

(14-15)

ID = kD(Vin VT)2 (14-16)

Vout A VDD Vout

:Vin -Vin-yin - VT

t
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Substituting these in (14-15) and (14-16) and combining the results, we obtain

2
vout + 2 VT vLt fiR v:2 =0

from which we find

VOut = - VT 4- (VT2 + flit V;n2)I /2

The unity -gain point occurs where dvc,',/c/v; = 1; occurs for

vin = VT[PROR 1)]-1/2

The input voltage for this case is

(14-17)

(14-18)

Via = VT + VT[PROR 1A-1/2 CZ VT (14-19)

As vin VDD, the driver becomes nonsaturated and the driver current is

ID = kD[2(Vin VT)(vout) vout21

Combining (14-20) and (14-15), we get

v;12 + 2 VT v.). t = fiR [2v;.( VDD - - (VDD - t)2]

(14-20)

(14-21)

Equation (14-21) can be solved for vo,(vir,) and from the solution the second unity -
gain point can be determined. The operating points and noise margins can be
determined by procedures similar to those used for the saturated load inverter.

The shape of the transfer characteristic for the unsaturated load will be similar
to that for the saturated load, except that the logic swing of the former will be
approximately V7- larger than that of the latter.

14-4 THE INVERTER WITH DEPLETION -MODE LOAD

The larger logic swing of the nonsaturated load inverter can be obtained without
the use of an extra supply voltage if a depletion -mode MOSFET is used as a load.
The depletion -mode device has an inversion channel with VG = 0, and its IV
characteristics are as shown in Fig. 14-10. Here the pinchoff voltage VT is the
gate -source voltage required to pinch off the inversion channel; its sign will be
opposite that of the threshold voltage. The inversion channel will pinch off at the
drain end when VD = VDS, where

VDS = VG -VT

The drain current /as for this drain voltage is

IDs = k[2(VDS VOVDS VDS21

Thus the locus of the saturation drain current in the ID VD plane is

/Ds = k VD'
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Vp

Imo/ID8 = k(Vg - 4VD VT)

Non -saturation Saturation

VG =0

VG = VT

10 VG

VD

FIGURE 1410
The depletion -mode MOSFET.

It will be noted that if gate and drain are connected together, the inversion
channel cannot pinch off at the drain; for this connection the device is always
operating in the nonsaturated mode. Its current is

ID = k[2(V D -V T)VD -V D2]

= k(V D2 2 V DV T) (14-22)

The depletion -mode device can be used as a load; its IV characteristic is as
shown in Fig. 14-11. It is important to note that extra processing steps are re-
quired if depletion devices are to be used. For example, if both enhancement and
depletion p -channel devices are to be used in an inverter, the net impurity concen-
tration at the surface of the n material will have to be lower for the depletion
device than for the enhancement device, unless different gate metals are being
used. This is usually accomplished by using ion implantation for the channel of
one type of device. Ion implantation enables the close control of the impurity
concentration; such control is essential if reasonable tolerances are to be maintained
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VDD

V2 DD- 2 v0, VT

D

VDD

lip lID

VDD
Vou

FIGURE 14-11
IV characteristic of the depletion device as a load.

on threshold and pinchoff voltages. Since the two types of devices have different
impurity concentrations in their channels, the pinchoff voltage and threshold
voltage will not necessarily have the same magnitude.

EXAMPLE 14C Calculation of the Depletion -load IV Characteristic. Consider
an n -channel depletion -mode device with a pinchoff voltage VT = -3.0 V. The
D vont characteristic for this device with gate and drain connected is

/D = k[vout2 - v,,, 2 V DD - 2V T) + V DD(V DD - 2VT)]

= 14vout2 2vout(VDD + 3) + VDD(VDD + 6)]

Transfer Characteristic

The transfer characteristic for the inverter with depletion load is calculated in the
same manner as for the other inverters, except that it is now necessary to distinguish
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between the threshold voltage of the driver and the pinchoff voltage of the load.
For the load device,

IL = kL[2( VG - VTL)VD - VD2]

= L[2(VDD - vow - VTL)(VDD - pout) - (VDD - vo,)2] (14-23)

while for the driver in saturation

Changing variables to
/, = kdvin - VTD)2 (14-24)

pout = VDD you t

and vin = v, - VTD

we combine (14-23) and (14-24) and solve to obtain
vL2)1/2-pout- VTL ± (VTL2

When the driver becomes nonsaturated,
(14-25)

ID = D[2(V -VT D)(V out) - vontzl (14-26)

The transfer function in this region is again found by combining (14-26) and
(14-23). As can be seen from the above results, its shape will be similar to that of
the nonsaturated load inverter.

14-5 THE COMPLEMENTARY INVERTER (CMOS)

In the inverter circuits we have thus far discussed, both transistors were either
p -channel or n -channel devices. Early MOS logic circuits were of the p -channel
enhancement -mode type, because p -channel devices were most easily fabricated.
As the processing technology developed, such processes as ion implantation and
silicon -gate technology made possible high -yield production of n -channel devices,
and of both enhancement- and depletion -mode devices on the same chip. Further
advances have made possible the fabrication of low -threshold n -channel and
p -channel enhancement -mode devices on the same chip. With such complemen-
tary devices available, it is possible to design logic circuits in which the dc power
dissipation is zero; power is dissipated only when switching occurs. Comple-
mentary MOS logic circuits are designated CMOS or COS/MOS circuits.

In order to fabricate both n- and p -channel devices on the same chip, some
means must be provided for isolation; this is done by using an n -type substrate
and providing a p -type diffusion for the n -channel devices, as shown in Fig. I4 -12a.
The p -channel device is to be used as a load, with n substrate and source connected
to VDD; in this configuration it has the IV characteristic shown in Fig. 14-12b.
The inverter is formed by connecting the p -channel load device and the n -channel
driver as shown in Fig. 14-13a. To verify inverter operation, we see that with
v, = 0, the n -channel device is cut off, and ID = 0. But the gate voltage for the
p -channel load is V, = VDD,: if VDD > VT L , the p -channel load will have an inver-
sion channel. With ID = 0, the output will be v., = + VDD 
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n -channel p -channel
device device

n -substrate

+ VD
ID

(a)

Saturation i Non -saturation

=0

(6)

Vin = VDD - VTL
DD

FIGURE 14-12
(a) Cross section of the CMOS chip; (b) IV characteristic of the p -channel
device used as a load.

If v,,, = + VDD, the load device is cut off, and ID = 0, but if VDD > VTD the
driver has an inversion channel. With ID = 0, the output will be vu, = 0. The
input and output voltages are seen to be compatible, and the circuit performs
logic inversion. For positive logic, v, = VDD and v0 = 0. Since ID = 0 both for
vout = vi and v, = v0 , no dc power is dissipated in either state.

Transfer Characteristic

To calculate the transfer characteristic, we assume for simplicity that

VTL = VTD = VT

For small vli, , the driver is cut off and the load is nonsaturated. As v1 increases,
no ID flows until vh, = VT, so there will be no change of v and vu, = VDD 
For v11, slightly larger than VT , ID begins to flow, the load is nonsaturated, and the
driver is saturated. The output voltage begins to decrease. As vi continues to
increase, ID increases because VG for the driver is increasing; however, VGp for the
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Low -state
operating point

VDD

n -channel device, = 0
p -channel device, vk, = + VDD

(b)

VDD

S I

G D

G D

(a)

n -channel device, yen = + VDD

p -channel device
vk, = 0

High -state
/ operating point

v,

FIGURE 14-13
(a) The CMOS inverter; (b) n -channel and p -channel IV characteristics.

load is decreasing and the load saturates. At this point both devices are saturated;
if the devices were ideal, dvout/dvin would be infinite.

The salient features of the transfer characteristic are shown in Fig. 14-14;
the output voltages at which saturation of either device occurs are easily determined
as follows. The load device will become saturated when

that is, for

which yields

VD, = VD. - VT

VDD Vont = VDD Vin VT

vout Yin = VT (14-27)
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ve

1

VDD

(a)

(b)

/+
VD.

FIGURE 14-14
(a) Definition of polarities for the CMOS inverter; (b) transfer characteristic
for VTL= VTD, kL = kD
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The driver will be saturated if

or

If both devices are saturated, the drain current is
vont= vin -- VT

ID = kL(VGp - VT)2

= ICAVDD Vin - VT)2But

the drain current must also be

ID = ICD(VGp - VT)2

= k D(i7 in - VT)2 (14-30)

If we assume for simplicity that the devices are truly complementary, then kL = kD;
combining (14-29) and (14-30) we obtain

If kD, the result is

yin=
2

VDn =VGn -VT
(14-28)

VDD

1+ N/iR 1+ N/iR
We can now substitute (14-31) in (14-27) and (14-28) to obtain the output

voltages at which each device saturates; the results are

(14-29)

(14-31)

VDD VT(1 -.s/R)
yin =

when the load saturates, and

V2D
Upu, = + VT

vout =
VDD

2
-VT

(14-32)

when the driver saturates.
When the input voltage reaches VDD - VT, VGp < VT and no inversion chan-

nel exists in the load. The drain current is zero and no further change of the
output voltage can occur.

Exercise 14-3 Derive Eq. (14-32).

Exercise 14-4 Find the two values of v., for which load and driver saturate
if kL kD.

The transfer characteristic is symmetrical about yin = VDD/2 for kL = kD A k,
so it is necessary only to consider the case for which the load is nonsaturated and
the driver is saturated. For the driver,

/D = k(VG. -
= k(vin - VT)2 (14-33)
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and for the load

ID= k[2(1/61,- VT)(VDp)- (VDP)21

= k[2(VDD- vin - VT)( VDD- vow) (VDD Vout)2]

Combining (14-33) and (14-34) and solving, we obtain

(14-34)

Vout = yin + VT + [(yin + VT)2 VDD2 2vin VDD -2VDDVT (yin - V7)21112

(14-35)

The unity -gain point can be found from (14-35) in the usual manner by
setting dv.,ldvin = -1 and solving for t,1 and vin:

VT 3 VDD=
n 4 8

EXAMPLE 14D Calculation of Noise Margin. Consider a CMOS inverter
with VDD = 5, VT = 1.0, and kL = k]). From (14-35), the transfer characteristic
is given by

vou, = 1 + yin + (15 - 6vii1/2

The unity -gain point occurs at

15 -vin -
6

= 2.13

The noise margin is therefore seen to be

NM° 2.13 V

By symmetry, NM' 2.13 V.

14-6 POWER DISSIPATION

We have already seen that the dc power dissipation of the CMOS inverter is zero.
For the other inverter configurations, however, maximum ID flows when the driver
transistor has maximum VG. For this condition, the driver drain voltage is nearly
zero, but the load has maximum VD, and therefore maximum power dissipation.
The power dissipation for this case is easily calculated.

Inverter with Saturated Load

For the inverter with saturated load, the conditions are:

1 Load transistor saturated
2 vo, ^ 0
3 Vin = VDD VT
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For the load transistor, VG = VD 'AI VDD. The drain current is

and the power is

ID P21 kaVDD VT)2

P = VDDID = kL VDD(VDD - V02

Inverter with Nonsaturated Load

For this inverter, the conditions are:

1 Load transistor nonsaturated
2 v.., P.:: 0

3 v in = VDD

For the load transistor, VG = VG G and VD = VDD The drain current is

and the power is

ID :v' L[2(VGG - VAVDD) - VDD2]

P = VDDID = k LVDD2[2(VGG - VT) - VDD1

Inverter with Depletion Load

For this case, the conditions are:

1 Load transistor nonsaturated
2 vow 0
3 yin VDD

The load transistor has VG = VDD and VD VDD, and the drain current is

ID = k 112(VDD - VT)VDD - VDD2]

P = ID VDD = k L( VDD3 -2 VT VDD 2 )

14-7 INVERTER TRANSIENT RESPONSE

and the power is

In MOS logic circuits, inverters will be driving other MOS transistors, and the
output current will be almost entirely capacitive, as shown in Fig. 14-15. If it is
assumed that the input driving waveform is a step function, the turn -on and turnoff
times can be calculated by solving the nonlinear differential equations which apply
during each interval. Detailed solutions for the transient times are given in the
literature. For our purposes, however, the detailed solution is too cumbersome.
We wish to obtain only an estimate of the times; we do not require the details of
the waveforms. To obtain an estimate we make many approximations at the
outset, and we use an "average current" method. The method is illustrated by
two examples.
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VDD VT

VDD

i(OFF)

1---
100N)

DWI

VDD VT

tOFF
tON

t

FIGURE 14-15
Saturated -load inverter driving a capacitance.

The Inverter with Saturated Load

To estimate to,F and tON for the circuit of Fig. 14-15, we make the following approxi-
mations:

1 When the output is in the high state, the voltages are v., = VDD - VT =
VD and vi. 0.
2 When the output is in the low state, the voltages are v.., 0 and vi. VH .
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Next we calculate the average capacitor currents which flow as the output changes
from low state to high state, and vice versa. These currents are

vir
.0oFF)(vou) dvout

ic(OFF) A SO for vin = 0 (14-36)
dvout

and

A ro'H iccomfrout) dvout
ic(oN) fv. for vin = VH (14-37)

3o dvout

We then use these average currents to estimate loFF and toN as follows:

CVH

4(OFF)
tOFF

tON r
lc(ON)

Consider first the case for which the input changes from high state to low
state, causing the output to change from 0 to VH . For t > 0, the driver will be
cut off, and the current ic(OFF) consists entirely of the load transistor drain current.
Since the load transistor is always saturated, the current /c(OFF) is easily found to be

1 VH

4(OFF) =
J

.1,(11 HD -V out - V r)2 dvout
V H 0

1 VH- kL( VH - v0u1)2= dvout
VH 0

L 2

3 H

The estimate of tOFF is then

CVH

(14-38)

CVH 3C
tOFF r (14-39)

ic(OFF) kL VH

Next consider the case for which the input changes from 0 to VH. The
driver is now turned on; it will be saturated until v.., drops to VH - VT, after
which it will remain nonsaturated. The average driver drain current is

pHi-vr kD(VH - VT)2 dvout+ VT)vout - v.,,t9dvout
dvoutHv

22 2
kD(VH VT)-(-

3 3 VH
(14-40)

The average capacitor current during turn -on is

4(0N) = <4> - <4>
where <IL> is the average load transistor drain current; note that <IL> is given
by (14-38). Combining (14-38) and (14-40), we obtain

tON
3CVE N2 V211 (14-41)i--c7 + THH
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Reasoning intuitively, we see that because k, is usually much less than k, ,
much less average capacitor current is available during tOFF than during 'ON;
therefore we expect the former to be larger.

EXAMPLE 14E Calculation of toN and tOFF . Consider an inverter with VDD = 7,
VT = 2, /3, = 25. For this case VH = 5 and V, -VT = 3. The times are

to, 0.728

tOFF 0.60 -
k L

The ratio tOFF/toN is

tOFF = 0.824f3
tON

The CMOS Inverter

The CMOS inverter driving a capacitor is shown in Fig. 14-16. If both transistors
have identical VT and k,, tON and 'OFF will be identical since only one device is
conducting current during each interval. If we consider to, , the p -channel tran-
sistor is cut off, and the n -channel transistor is saturated until vc,, drops to VDD -
VT , after which it remains nonsaturated. The average capacitor current is

Sri" VT kD(VDD VT)2 dv,, + j(1,),DD-177, ICD[2( V DD - VT)Dout - Dout2] dvo,
ic(ON) = DD PDD dvout

VDD

The turn -on time is then estimated by

(VDD - Vr) 1-

VDDk D

3CVDD2
tON =

KDkr
f (14-42)

DD VT)2(2VDD VT)

EXAMPLE 14F Calculation of toN . If we consider the devices to have VT = 2
as in Example 14E, and if we choose VDD = 5 so that the CMOS inverter will have
approximately the same logic swing as that of Example 14E, we find

tON = 0.695 -I,
D

If the supply voltage is increased to VDD = 10, we obtain

to, = 0.169
D
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FIGURE 14-16
CMOS inverter driving a capacitance.

tON

V.t
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EXAMPLE 14G Calculation of toN Using the Exact Solution. When the tran-
sistor is in the nonsaturated region, the nonlinear differential equation to be
solved is

C dv..,
= k[2(VD, - VT)v.., - v..12]

dt

Rearranging terms and using a partial fraction expansion, we can rewrite this as

-dvout dv..,

C
2(V - VT) -k dt =

v., 2(VDD- VT)

Integrating and solving for the time t, elapsed as v.., changes from VDD - VT to
0.1VDD, we find

In
1.9 VDD -VT

=
2k( VDD - VT) 0.1 VDD

The total 0 to 90 percent turn -on time is t, plus the time elapsed as v0, changes
from VDD to VDD - VT, that is, the time t, during which the transistor is in the
saturated region. This latter time is

tO = k(VDD -V T)2

CVT

and the total turn -on time is
VDD -VT 1.9 VDD -2

toN = to 4" ti = VT + In
ick V DD r T.%2 2 0.1 VDD

For VDD = 5 and VT = 2, we obtain

toN = 0.622

while for VDD = 10 and VT = 2, we find

toN = 0.201

These results, when compared with those of Example 14F, indicate that the average
current method gives a reasonable estimate for toN . /8/

CMOS Inverter Power

Although the dc power dissipation of the CMOS inverter is zero, the transient
power is not. For a capacitive output load, the energy stored in the capacitor
during each half cycle of the input is CVDD2/2. The energy stored in the capacitor
during one complete cycle divided by the period of the input is the average power
dissipated in the inverter:

P = CVDD2f

where f is the input frequency.
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14-8 LOGIC CIRCUITS4

Protection

MOS inverters and logic circuits are highly susceptible to damage from static
charge. Because the device area is so small, the gate capacitance is very small,
with the result that a small static charge produces a large voltage. The breakdown
voltage of the thin gate oxide is of the order of 40 V. If sufficient static charge is
present to develop a voltage in excess of the breakdown voltage, the thin oxide
can rupture and cause a gate -channel short, destroying the usefulness of the
device. Mere handling of the circuits during packing and unpacking for shipment
can generate sufficient static charge to destroy the devices, as can voltage transients
occurring during operation. In order to avoid this problem, some form of pro-
tective circuit is included on the chip. An example of this is the use of a
protection diode on all gates which are connected to signal input pads on the chip,
as shown in Fig. 14-17a. For CMOS circuits, protectiOn diodes can easily be
fabricated by using the p diffusion for n -channel devices, the n -channel source
diffusion, and the p -channel source diffusion, as shown in Fig. 14-17b. If the
gate voltage rises due to some undesired transient, the diode becomes forward -
biased when the gate voltage reaches VDD, and prevents further increase of the
gate voltage. The diode is designed to have a breakdown voltage of about 30 V;
this limits negative gate voltages to a maximum magnitude of VDD - 30.

Static Logic Circuits

Static logic circuits of NAND and NOR type can easily be implemented by modi-
fying the basic inverter to allow more than a single input. We illustrate the method
with the n -channel inverter with saturated load; extension of the methods to p -chan-
nel inverters and other types of load is obvious.

If additional driver transistors are added in series, as shown in Fig. 14-18a,
no drain current can flow unless all drivers have their gates at the high -state voltage,
which is VDD - VT for the saturated load inverter. If any gate is at the low -state
voltage, that device will be cut off, preventing the flow of drain current; the output
will therefore be high. When all gates are high, all driver transistors are on;
drain current flows, causing the output to be low. We see that the circuit performs
the NAND operation for positive logic and the NOR operation for negative logic.

In our earlier discussion of the inverter using two devices of the same channel
type, we saw that it was necessary to maintain a PR of about 25 in order to have a
reasonable transfer characteristic with an acceptable low -state output voltage.
In the circuit of Fig. 14-18a, it is clear that if the same driver transistors are used
as in the inverter, the low -state output voltage with n series driver transistors will
be approximately n times that of the inverter. If the inverter driver has a conduc-
tion factor k, it will be necessary for each series driver of the logic circuit to have
a conduction factor nkD in order to keep the low -state voltage of the circuit the
same as that for the inverter, that is, to maintain the same effective /IR for the logic
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p -channel sources
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VDD
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Diffusion used for n -channel MOSFETS

(b)

FIGURE 14-17
(a) CMOS inverter with input protection diode; (b) fabrication of the protec-
tion diode.

circuit as for the inverter. Since there are n series drivers each with conduction
factor nkD, the channel area of the drivers is n2 times the channel area of the
inverter driver.

If drivers are added in parallel with the inverter driver, each with its own
input, as shown in Fig. 14-18b, any one driver in the on condition will cause the
output to be low. Only if all inputs are low will the output be high. The circuit
therefore performs the NOR operation for positive logic and the NAND operation
for negative logic. Note that for this circuit each driver transistor need only have
the same k, as the original inverter driver for the circuit to have the same effective
13R as the inverter.
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FIGURE 14-18
(a) Use of series driver transistors to perform NAND for positive logic and
NOR for negative logic. (b) Use of parallel driver transistors to perform NOR
for positive logic and NAND for negative logic. (c) Combination of series and
parallel driver transistors.
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The basic inverter circuit can be modified to perform more complex functions
by using both series and parallel drivers; an example is shown in Fig. 14-18c.

Exercise 14-5 Suppose that a fabrication process has minimum line width
W. Compare the total channel area of the circuit of Fig. 14-18a with that
of Fig. 14-18b if both circuits are to have an effective PR = 25.

Exercise 14-6 What logic operation is performed by the circuit of Fig.
14-18c for positive logic? What is performed for negative logic?

Exercise 14-7 For the circumstances of Exercise 14-5, what is the total
channel area of the circuit of Fig. 14-18c?

The basic CMOS inverter can also be modified to perform logic operations.5
Since both driver and "load" transistors must be supplied with gate signals, it is
necessary that additional transistors always be added in pairs. In the circuit of
Fig. 14-19a, if X1 is high and X2 is low, Q1 is on, and the gate voltage of Q4 is of
the proper value to turn Q4 on. However, Q3 is off; since Q3 and Q4 are in series,
no drain current flows in either. Therefore the output is low. The output can
be high only if both X1 and X2 are low; then Q3 and Q4 are both on. Although
Q3 and Q4 are in series, no dc drain current flows in them when they are on, so it
is not necessary to increase their conduction factors, as was required in all -p -
channel or all -n -channel circuits. All devices can have the same kr, as those of
the basic inverter. The MC 14001AL quad two -input NOR circuit is shown in
Fig. 14-19b.

The NAND operation is performed by the circuit of Fig. 14-20a; again it is
necessary that each input connect to both n- and p -channel devices. If X1 is high
and X2 is low, Q3 is off but Q4 is on and the output is high. Q1 also has sufficient
gate voltage to turn it on, but it is prevented from turning on since it is n series
with Q2 , which is off. The output can be low only if both Q1 and Q2 are on; for
this condition Q3 and Q4 are both off. The circuit therefore performs the NAND
operation. A quad two -input NAND circuit, the MC 14011AL, is shown in
Fig. 14-20b.

More complex operations can be performed by combinations of transistors;
from the above it can be seen that when n -channel devices are used in series, each
must have its gate connected to the gate of a parallel -connected p -channel device,
and vice versa. An example of a more complex circuit is the MC 14507AL
EXCLUSIVE -OR circuit shown in Fig. 14-21.

The AND -OR -INVERT operation is performed by, the circuit of Fig. 14-22.
This circuit is formed by connecting an inverter with two complementary pair
transistors, all of which are contained in the MC 14007AL.

Exercise 14-8 Verify that the circuit of Fig. 14-21 performs the operation
Y= AB + BA.
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The MC 14507AL EXCLUSIVE -OR circuit.
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FIGURE 14-23
(a) Basic transmission circuit; (b) modified circuit for low resistance.

With CMOS circuits it is possible to fabricate a transmission circuit, useful in
both digital and analog applications. The basic transmission circuit is shown in
Fig. 14-23a, together with its symbol. This circuit performs a function similar
to that of the well-known diode bridge. If VG, = Vss and V62 = VDD, both
transistors are on. The input voltage v11, (which must be between Vss and VDD)
is then connected to the output through the parallel on resistance of the channels
of the two transistors. As v, approaches VDD, the n -channel device cuts off but
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the p -channel device remains nonsaturated; as vi,, approaches Vss, the p -channel
device cuts off but the n -channel device remains nonsaturated. Therefore there
is always a nonsaturated transistor between input and output. Moreover, no
offset voltage exists when the output current is zero.

If V 61= VDD and V 62 = Vss both transistors are off, and the resistance
between v1, and vo,,, is of the order of 109 O.

A modified transmission circuit with low on -resistance is shown in Fig.
14-236. When I/ 6iis low and VG2 is high, the circuit is enabled; as vin increases,
Q1 is driven toward the saturation mode, with a corresponding decrease of its
source -drain conductance. But this effect is offset by coupling the input through
Q3 to the substrate of Q1, forcing the substrate to act as a second gate. The
increase of yin at the substrate of Q1 causes an increase of the channel conductance
of Q1. When Val is high and V 62 is low, Q3 is cut off, as are Q1 and Q2. It is
possible to make use of the n -channel device substrate in a CMOS circuit because
this substrate is a p diffusion into the n -type wafer. Therefore each n -channel
substrate is isolated from every other device. The substrate of the p -channel
device cannot be used in this manner because the n wafer is the substrate for all
p -channel devices.

Dynamic Logic

We have seen that static logic circuits which use devices having a single channel
type have two disadvantages:

1 The dc power dissipation is not zero.
2 Load and driver devices must have different conduction factors.

Both disadvantages can be overcome by using a ratioless dynamic circuit in
which timing signals function as power supplies, and equal conduction factors are
used. A 1 -bit delay circuit of this type is shown in Fig. 14-24a; although p -channel
devices are used in this example, the same methods apply to n -channel devices.
The timing diagram is shown in Fig. 14-24b. If yin goes from high to low state
at t = 0, when the 0, clock is low, Q1, Q2 and Q3 turn on and drive C1 low. This
causes C2 to be driven low also. Q4, Q5, and Q6 are off because the 4)2 clock
is off. The 4,1 clock turns off before the cb2 clock turns on, so the information
regarding the state of vh, is stored on C1 and C2 . When the 42 clock appears,
Q4, Q5, and Q6 turn on; this drives C2 and C3 high and also drives v.., high.
Thus v0, is the complement of yin , delayed by 1 -bit time. When the 4)2 clock
turns off, the output remains high since Q5 and Q6 are cut off and C4 retains its
charge.

The use of two clock phases permits the input voltage to change without
destroying the information at the output, since input information changes with the
(fii clock but the change is not coupled to the output circuit until the 4)2 clock
appears. All capacitors in the circuit are not lumped capacitors but rather
are the capacitances of the MOS transistors.
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(a) One -bit -time -delay ratioless two-phase circuit; (b) timing diagram (after
Penney et al.').
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FIGURE 14-25
Two-phase ratioless AND -OR -INVERT circuit.

More complex logic operations can be performed by adding more transistors
to the ratioless configuration; for example, an AND -OR -INVERT circuit for
negative logic is shown in Fig. 14-25. Here the input information is sampled by
the (/) clock; the output is then available at the end of the ck clock period. It
would be transferred to the next circuit by a clock of different phase.

PROBLEMS

14-1 Show that the inverter of Fig. 14-3b with pR = 1 is of little value. Do this by
calculating the operating points and the logic swing.

14-2 If the inverter of Example 14A is operated with VDD = 12, calculate the operating
points and the noise margin.

14-3 Calculate the operating points, unity -gain points, and noise margins for an
n -channel inverter with nonsaturated load if VDD = 5, VT = 2, VGG = 9, fir{ = 25.

14-4 Calculate the operating points, unity -gain points, and noise margins for an n -
channel depletion -load inverter with VTD = 2.0, VTL = -2.0, VDD = 5, PR= 25.
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14-5 A CMOS inverter has complementary transistors with VT = 1.0. If PR = 1 and
VDD = 15, calculate the transfer characteristic, the unity -gain points, and the
noise margin.

14-6 A CMOS inverter has /3R = 5, VTL = 2.0 V, and VTD = 1.0 V. Calculate the
transfer characteristic, the unity -gain points, and the noise margins.

14-7 Estimate toN and t.orT for the nonsaturated load inverter and the depletion -load
inverter. Assume VDD = 5, VT = 2 for both cases. Repeat for VDD = 10.

14-8 Lay out the circuits of Fig. 14-18 for PR = 25, and minimum line width and spacing
of 0.2 mil. Assume 0.2 -mil registration clearances.

14-9 For the circuit of Fig. 14-18a, suppose that the series driver transistors all have the
same 10, as the original inverter driver. Assume that the bottom two transistors
have high inputs. Find the transfer function vo,,,(v,) where vi is the gate voltage
of the top transistor.
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15
APPLICATIONS OF DIGITAL INTEGRATED

CIRCUITS

In the preceding three chapters, we saw how circuits can be designed to perform
various logic functions. In this chapter we consider briefly and qualitatively some
representative applications of these circuits. We begin with ways of forming
more complex logic functions by the wired -function method, and we then consider
adders, flip-flops, shift registers, and memories.

15-1 WIRED LOGIC FUNCTIONS

In Chaps. 12 through 14 we dealt with the design of individual logic circuits such
as NAND, NOR, AND -OR -INVERT, etc., and we described some commercially
available circuit packages. Some of these packages contained several circuits on
one chip, such as a quad two -input NOR, etc. It seldom occurs that the user of
integrated circuits is also the designer of the circuits themselves; the user is there-
fore forced to accept available packages and build his system from them. The
effectiveness of certain logic circuits can sometimes be increased by wiring together
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VCC VCC

FIGURE 15-1
Simple DTL circuits with outputs wired together.

their outputs. Consider, for example, the DTL circuits shown in Fig. 15-1. Here
the output Y can be 1 only if both Q1 and Q2 are cut off; that is,

Y = X1 X2 X3 X4 X5 X6

For this circuit, wiring the outputs together has the effect of extending the number
of inputs of a single gate. No aectrical problems occur in this case.

Care must be used in employing the wired -function method, because electrical
problems arise for certain circuits. Consider, for example, the case of Fig. 15-2a,
in which two DTL gates with active pull-up have their outputs wired together.
Suppose A', = X2 = X3 = 1, but X4 = 0. Q1 will be saturated, and Q2 Q3 and
Q4 will be cut off. However, with Q1 saturated, the emitter of active pull-up Q5
is forward -biased. A large current will therefore flow in Q5; this is not a transient
current but a static current which can be large enough to cause several unwanted
effects. It may cause Q1 to unsaturate, giving an erroneous output, and it may
cause destruction of some devices. Even if no devices are destroyed, the increased
power supply current may cause a malfunction. Therefore, wiring of outputs
should not be used if active pull-up devices are present.

In certain MOS circuits, wiring of outputs must also be avoided. Consider
the CMOS circuit of Fig. 15-2b, in which two inverters have outputs wired together.
Suppose X1 = 0 and X2 = 1; then Q2 and Q3 are off, but Q1 and Q4 are on. A
large current will now flow between Q1 and Q4. In general, CMOS circuit
outputs cannot be wired together because in each circuit there is always one output
transistor on, regardless of the state of the logic. This disadvantage can be over-
come by use of the transmission gate, as shown in Fig. 15-2c; here the inverter can
be disconnected from its load by applying the disable signal D, which causes the
transmission gate to cut off. Circuits using the transmission gate in this manner
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(a) Wiring of outputs of circuits with active pull-up is not permitted; (b) CMOS
outputs cannot be wired together because large currents flow; (c) use of a trans-
mission gate with a CMOS circuit.



APPLICATIONS OF DIGITAL INTEGRATED CIRCUITS 557

are called three -state logic circuits, since the transmission gate effectively provides
a third state.'

Exercise 15-1 A DTL circuit with no active pull-up performs AND -OR -

INVERT with each AND having three inputs. Its output is wired to the
output of a standard three -input DTL NAND circuit having no active pull-up.
What logic function is obtained at the output?

Exercise 15-2 Can ECL gates have their outputs wired together? If so,
what function is obtained where the OR output of a three -input gate is
wired to the NOR output of another three -input gate?

15-2 ADDERS

A basic building block for the arithmetic unit of a digital computer is the adder.
We consider for simplicity only the serial adder, which performs addition in much
the same manner as a human does, except binary rather than decimal numbers
are used. To add two numbers, the least significant digits are added, producing
a sum and a carry. The next digits are added, and their sum is added to the
previous carry, producing another sum and carry. This sequence is continued
until all digits have been added. Clearly there are three inputs: the digit A from
the first number, the digit B from the second number, and the carry C from the
previous sum. The outputs are the sum Qs and the carry Qc. Logic for the
adder can be written in several forms; one form is

Qc = AB + (A + B)C
Qs = Qc(A + B + C) + ABC

In Chap. 14, we saw how various static logic functions could be formed with
MOS devices. The sum and carry functions above for the adder can be performed
with MOS devices; the logic diagram is shown in Fig. 15-3a. Implementation of
the adder with n -channel enhancement -mode drivers and n -channel enhancement -

mode saturated load transistors is shown in Fig. 15-3b; here for simplicity the
substrate connections are not shown.2 The number shown with each transistor is
the Z/L ratio. This particular circuit uses 18 transistors and does not require
the complement of any of the input variables.

Exercise 15-3 Make up a truth table for an adder with inputs A, B, carry
C, sum Qs, and output carry Qc. Show that the circuit of Fig. 15-3b
performs addition.

The adder can also be implemented with a combination of NAND, AND,
and EXCLUSIVE -OR gates. This is done in the MC 4326F TTL circuit by using
the logic diagram shown in Fig. 15-4a. The circuit diagram is shown in Fig.
15-4b. This circuit provides an illustration of the use of AND -OR -INVERT
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FIGURE 15-3
(a) Adder logic diagram; (b) adder circuit using n -channel drivers with n -channel
saturated load transistors (after Carr and Mize).
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circuitry, as well as the operations mentioned above; logic signals are also obtained
from intermediate points in the TTL circuits. Q1, Q2, and Q3 provide a two -
output inverter for Cin , while Q4, Q5, Q6, and Q7 perform inversion and then
AND of A and B. The OR -INVERT function is performed by Q12 through Q16 .

EXCLUSIVE -OR is performed by Qg and Q9, and by Q10 and Q11; and Q17
through Q20 form an inverter with active pull-up, using techniques common to
MC 3100 series TTL circuits.

Exercise 15-4 Using the logic diagram of Fig. 15-4a, write the equation for
Q. and Co,,, .

15-3 FLIP-FLOPS

Flip-flops are basic 1 -bit binary memory circuits; they are formed by cross -cou-
pling appropriate logic circuits so that positive feedback exists betwen output and
input. This positive feedback causes the circuit to "latch" in a particular state
until a sufficiently strong forcing function is applied to cause a change of states.
The use of two NOR circuits to form a flip-flop is shown in Fig. 15-5a; imple-
mentation of the circuit with n -channel enhancement -mode drivers and n -channel
saturated load MOS transistors is shown in Fig. 15-5b. This particular flip-flop
is called a set -reset or RS flip-flop. If R is 1, Q changes to 1; it can only be changed
to 0 if S is 1. If both R and S change to 0, Q remains in its former state. The
RS flip-flop has the disadvantage that /he output is undetermined if both R and S
are 1; for this case the state of Q will be determined by noise, circuit unbalances,
etc. The RS flip-flop can also be made in CMOS form as shown in Fig. 15-5c.

Exercise 15-5 For the circuit of Fig. 15-5b, verify that if R and S are both 0,
when R changes to 1 Q becomes 1 and remains 1 when R changes to 0.

Exercise 15-6 Repeat Exercise 15-5 for the circuit of Fig. 15-5c.

Other types of flip-flops can be made by incorporating logic circuits in the
feedback paths. The toggle, or T, flip-flop is so arranged as to change its state
each time a trigger pulse T appears. This flip-flop can be formed from AND and
NOR gates, as shown in Fig. 15-6a; the circuit of Fig. 15-6b shows a T flip-flop
using n -channel drivers with n -channel saturated load devices.

The problem of undetermined outputs for the case R = 1 and S = 1 in the
RS flip-flop can be overcome by self -gating the flip-flop in such a way that the
change of state occurs when both inputs are 1; that is, the circuit functions as an
RS flip-flop except for R = S = 1, when it performs as a T flip-flop. Such a flip-
flop is called a JK flip-flop, and its logic inputs are designated J and K instead of
R and S. The MC 14027 circuit is a CMOS dual flip-flop which has provisions
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FIGURE 15-5
(a) Basic RS flip-flop made from two NOR gates; (b) RS flip-flop using n -channel
drivers with saturated n -channel load transistors; (c) CMOS RS flip-flop (after
Carr and Mize2).
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FIGURE 15-6
(a) Basic toggle flip-flop using AND and NOR gates; (b) Tflip-flop using n -channel
MOS driver transistors with saturated load transistors (after Carr and Mize2).

for J, K, R, S, and clock inputs; thus it can be operated as a clocked JK or clocked
RS flip-flop. The logic diagram is shown in Fig. 15-7a, and the circuit is shown in
Fig. 15-7b. Note the use of the CMOS transmission gates, labeled TG in Fig.
15-7a.

Master -slave Flip-flops3

In high-speed clocked logic systems, timing problems can arise in the triggering of
flip-flops. This is because logic functions may change state so rapidly that the
logic controlling a flip-flop actually changes state while the clock pulse is still
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FIGURE 15-7
(a) Logic diagram of a CMOS JK flip-flop; (b) circuit diagram of the MC 14027.

present. This would cause the flip-flop to try to change state more than once
during each clock pulse. In discrete -component circuits, capacitors can be used
to provide the delays required to ensure that this does not happen. In integrated
circuits, a master -slave arrangement, which is really two sequenced flip-flops, is
used to prevent more than one change of state from occurring during each clock
pulse. A basic master -slave RS flip-flop logic diagram is shown in Fig. 15-8a;
the timing diagram is shown in Fig. 15-8b. Suppose that initially Q and A are 0,
as are R and S. Let S change to 1; at the appearance of the clock pulse, the master
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FIGURE 15-8
(a) Basic RS master -slave flip-flop; (b) timing diagram.

changes state and A becomes 1. No change occurs in the state of the slave since
C is 0. When C is removed, no change of the master occurs, but now C is 1 so
the slave changes state and Q is 1. Note that the only outputs from the flip-flop
are the slave outputs Q and Q. In a logic network, the R and S signals would be
formed from functions involving only slave outputs. Therefore, although the
master units will change state at the appearance of the clock, the R and S inputs
cannot change until the clock returns to 0. By this time the information in the
master has been transferred into the slave, so a change of R and S is now unimpor-
tant. It is obvious that the master -slave flip-flop is really a two-phase flip-flop;
by phase -sequencing the transfer of information one avoids the ambiguity occur-
ring in a single-phase flip-flop.
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FIGURE 15-9
(a) Realization of the D flip-flop with an RS flip-flop and an inverter; (b) the
MC 1022 master -slave D flip-flop.

Although we have illustrated the master -slave principle with the RS flip-flop,
other types can be implemented. A delay, or D, flip-flop is one in which the Q
output follows a single input by 1 -bit time delay. Such a flip-flop can be realized
from an RS flip-flop as shown in Fig. 15-9a. The MC 1022 is a type D flip-flop
made from ECL-type gates; the circuit is shown in Fig. 15-9b. This circuit has
provisions for two D inputs as well as two R and two S inputs, permitting use of
the flip-flop in either the RS or D mode. The cross -coupled portions comprising
master and slave units are easily identified in the circuit diagram.

Master -slave flip-flops can, of course, be realized with MOS circuits; the
logic diagram for a type D flip-flop using CMOS circuits is shown in Fig. 15-10.



566 BASIC INTEGRATED CIRCUIT ENGINEERING

Set
0

Data
0

Master Slave

CL

TG 1

Reset
0

CL

GI

CL
TG2

CL
TG3

G2

CL

CL

FG3)0

CL

CL

>

TG4

>

I
Transmission gate

g

In

"0" (G1)

Out

"1" (G2)

In

"I" (GI)

Out

"0" (G2)

Low
impedance

Input 4-, Output
(On)

High
impedance

Input 4-"Output
(Off)

FIGURE 15-10
The CMOS type D master -slave flip-flop.

Exercise 15-7 Using the logic diagram of Fig. 15-10, draw the circuit
diagram for the CMOS flip-flop.

Exercise 15-8 Explain why it is necessary to use transmission gates in the
flip-flop of Fig. 15-10.

15-4 Shift Registers

A shift register can be regarded as a cascade of 1 -bit -time -delay memory stages in
which the input of each stage is controlled by the output of the preceding stage.
Shift registers have many uses, among which are serial -to -parallel converters and
circulating memories. Perhaps the largest use for shift registers is in hand calcu-
lators; here the operator is performing calculations in real time, and since human
response is slow, the time limitations of serial computation in the calculator are
relatively unimportant.
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Bit I Bit 2 Bit n

FIGURE 15-11
Basic shift -register structure.

A shift register can be constructed from gates and flip-flops, as shown in
Fig. 15-11. If input information is entered into the first stage one bit at a time,
after n bit times the n bits of input are stored in the register. Parallel readout can
be accomplished by sampling all outputs simultaneously after the n bits have been
stored.

A circulating memory can be made by feeding the output of the last stage
back to the input through appropriate gates. If a control signal is provided to
gate the input data, a digital word can be shifted into the register. The control
signal can then disable the input gates and enable the feedback gates. The word
in the register will be continually circulated in the register until the control signal
allows new information to be entered.

Exercise 15-9 Show a block diagram for a 4 -bit circulating register.

The MC 4012L circuit is a 4 -bit shift register on a single chip. It can accom-
modate either serial or parallel input information, determined by a mode -control
signal; the block diagram is shown in Fig. 15-12a. When the mode control is 1,
the parallel input signals Di, are entered into the register at the time of the strobe
signal. For serial operation with right shift, the mode control is set to 0, and input
data at Ds is transferred into the register at the time of the clock signal. The
MC 4012L uses TTL circuits; the circuit diagram for input gating and a typical
flip-flop is shown in Fig. 15-12b.

Shift registers of the type described above are called static shift registers
because the information stored in the register remains as long as power supply
voltage is applied.

Shift registers are ideally suited for MOS implementation. Because of the
small size of MOS devices, many shift -register stages can be realized on one chip.
A static shift register using CMOS circuits can be realized by employing type D
master -slave flip-flops; the MC 14015 is a 4 -bit register of this type. The circuit
for a single stage, together with appropriate buffer circuits, is shown in Fig. 15-13.
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FIGURE 15-14
(a) Dynamic ratioless shift register; (b) timing diagram (after Carr and Mize2).

In Chap. 14, we saw that a dynamic ratioless circuit could be made of MOS
devices all having the same channel type, and that 1 -bit delay could be obtained by
using the device capacitances for storage. A dynamic shift register can be made
by cascading these dynamic ratioless circuits, as shown in Fig. 15-14a; here all
devices are p -channel enhancement -mode devices with equal Z/L ratios. The
timing diagram is shown in Fig. 15-14b.

15-5 MEMORIES4.5

READ -only memories (ROM) are memories in which writing is not part of the
normal memory cycle. A fixed program is stored in the memory and only the
READ operation is performed; typical examples of applications of the ROM are



APPLICATIONS OF DIGITAL INTEGRATED CIRCUITS 571

AO

BO

co

QC( 212

Q N

Column select output decoding

Li 2 3- - M

2

.3-
3

T-

T4

L
«1 -I.

1_
.3-T.-

T_.

t_ L_
- T. s - s - _T T T_.

Lir 1_11- 14-
1-1 h

VGG

VDD

FIGURE 15-15
Wired program MOS ROM (after Carr and Mize).

the storage of programs for trigonometric function calculation in hand calculators,
and algorithms for polar to rectangular coordinate transformation. Special-
purpose computers, such as hand calculators, make extensive use of ROMs.

There are two basic types of ROM : the wired -program ROM and the elec-
trically alterable ROM. A wired -program ROM can be made from MOS devices
as shown in Fig. 15-15;6 here an array of devices is laid out, but thin oxide and gate
metal are used only at those device locations where a 1 is to be stored. In Fig.
15-15, only the devices with a gate electrode shown have thin gate oxide and gate
metal; thus only those devices can have an inversion channel. In Fig. 15-15,
current will flow in column select line 2 when column 2 and row 3 are selected, but
not when column 2 and row 2 are selected. Wired -program ROMs can be made
with CMOS devices also; such a memory is the MC 14524AL. Since the program
cannot be altered after fabrication, the user must provide appropriate program
information when ordering the memory.

Electrically alterable ROMs can be fabricated so that special signals, quite
different from the logic signals, are used to program the memory. In this case,
the method must ensure that the conditions established by the programming
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FIGURE 15-16
(a) MNOS ROM cell; (b) FAMOS ROM cell.

signals will remain when power is removed. One method of electrically program-
ming an MOS ROM is to use the MNOS device structure of Fig. 15-16a, and
apply a large positive voltage between gate and substrate. Tunneling occurs,
causing a negative charge Qss to appear at the Si3N4-Si02 interface; this Qss
produces a low -threshold MOS device. If a large negative voltage is applied, a
positive Q is induced at the interface; this produces a high -threshold MOS
device. In this manner 1 or 0 can be programmed at the desired locations. The
interface charge remains when power is removed.

A second method is to use a floating -gate avalanche -injection MOS device
(FAMOS), as shown in Fig. 15-16b.7 Here no contact is made to the floating
silicon gate. A junction voltage of -30 V applied between drain and source
causes avalanche breakdown at the drain and the injection of high-energy electrons
from the surface of the avalanche region to the floating silicon gate. Since the
gate is floating, this electron current through the oxide causes a negative charge
to accumulate on the gate, which in turn produces an inversion channel at the
silicon surface. Once the applied voltage is removed, no path exists for discharge
of the accumulated charge. The memory can be programmed by applying the
avalanche bias through the READ -select lines; the program can be erased by
ultraviolet light.
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Word select

(0) b't line

FIGURE 15-17
Bistable CMOS circuit for static RAM cell (after Carr and Mize2).

Random-access Memories

A random-access memory (RAM) is one in which the normal memory cycle includes
both READ and WRITE operations, with electronic access to any cell in the
memory. A typical RAM organization consists of a set of X and Y select lines
in which the X lines, for example, are used to select the desired word, and the Y
lines are used to select the bit. As was the case with shift registers, RAMs can be
either bipolar or MOS, and either static or dynamic. A static RAM retains the
information written as long as power is applied. Dynamic RAMs generally use
some form of capacitor storage, so it is necessary to "refresh" the memory content
if storage longer than a few milliseconds is required; therefore a dynamic memory
cycle will include REFRESH as well as READ and WRITE operations.

For a static RAM, each cell can be made as a bistable circuit. A representa-
tive example of such a memory cell is the CMOS circuit of Fig. 15-17 which uses a
cross -coupled CMOS inverter with two n -channel transistors for word and bit
selection. The MCM 14505 64 -bit memory uses a cell similar to that of Fig. 15-17,
but p -channel devices are used for selection; a block diagram for the MCM 14505
is shown in Fig. 15-18.

Bipolar devices can also be used to form a bistable memory cell; Fig. 15-19a
shows an emitter -coupled cell, which will be recognized as a conventional Eccles -
Jordan flip-flop configuration using multiple -emitter transistors.8 In standby
operation, the emitter current of the ON transistor is carried by the word line,
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Block diagram of the MCM 14505 64 -bit static CMOS RAM.

which has a reference level of +0.3 V. When the word line is raised to +3.0 to
READ, standby current is transferred to the other emitter of the ON transistor
and flows in that bit line, where it is detected by the sense amplifier. To WRITE,
the bit line of the ON transistor is raised to +3.0, while the word line is high.
When the word line is lowered, the cell regeneratively switches to its other state.

In this cell, the READ current is limited by the power supply and resistor
values, and the switching speed is limited by the regeneration speed. An im-
provement of READ current and switching speed can be achieved with the cell
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FIGURE 15-19
(a) An emitter -coupled bipolar cell; (b) a cell coupled by Schottky -barrier diodes.

of Fig. 15-19b, in which Schottky -barrier diodes are used for coupling. Here
the word line is normally at +2.5 V and the bit lines are at + 1.6 V. During the
READ operation, the word -line voltage is lowered to + 0.3, forward -biasing the
diode connected to the ON transistor. The current flow in the corresponding bit
line is determined by the 1.2-1d2 resistor rather than by the power supply voltage
and the 20-1d2 resistor. To WRITE, the appropriate bit line is raised to 2.8 V and
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FIGURE 15-20
The MC 5484L 16 -bit scratch -pad memory.

the word line is lowered to +0.3 V. The voltage produced at the base of the
OFF transistor is sufficient to turn that transistor on. Regeneration is not necessary
to switch the cell, since sufficient overdrive can be supplied by the drivers to cause
the cell to switch to its correct state.

An emitter -coupled cell is used in the MC 5484L 16-bit scratch -pad memory,
shown in Fig. 15-20. In this memory, an X Y selection method is used; to READ,
the X and Y select lines which are normally less than + 0.25 are raised to + 0.8.
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FIGURE 15-21
(a) I2L memory cell; (b) READ operation; (e) WRITE operation (after
Wiedmann9).

In a cell receiving both X and Y signals, the cell standby current is transferred to
the emitter of the ON transistor and thence into the appropriate side of the
sense amplifier. If only one of the X or Y signals is present, the current flows in
the emitter of the line not selected, and is prevented from reaching the sense
amplifier. To WRITE, the X and Y signals are applied, and a "WRITE 1" or
"WRITE 0" signal is also applied. The WRITE inverter then overrides the sense
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amplifier and produces sufficient emitter current in the cell emitter to cause the
cell to assume the desired state. The memory has a cycle time of less than 100 ns.

In Chap. 12, we investigated integrated injection logic circuits and found them
to have a very good speed -power product and to use small area on the chip.
Memory circuits can also be realized in injection logic form; a basic bistable I2L
memory cell is shown in Fig. 15-21a.9 This cell is a complementary flip-flop in
which n -p -n transistors T1 and T2 are switching transistors, and p -n -p transistors
T3 and T4 act as loads. Coupling from the READ-WRITE bit lines is provided
by T5 and T6 .

The cross section of the cell is sketched in Fig. 15-2 lb; here the Ni layer
serves as the emitters for T1 and T2 , with N2 and N3 forming the collectors. The
p layers pi and P2 form the bases of Ti and T2 as well as the collectors of T4 and T3 .

Layer p3 serves as the emitters of T3 and T4, while p4 and p5 are the emitters of
T5 and T6 . The collectors of T5 and T6 are also P2 and pi.

The READ operation is as follows. Assume that T2 is on and T1 is off; the
forward -biased emitter of T2 injects carriers into the n region adjacent to layer p2
T5 now operates in the inverse mode, and region p4 collects some of the injected
current as Is . Thus the state of the cell is sensed by the presence or absence of J..

To understand the WRITE operation, assume that /I is off in Fig. 15-21c
and is to be turned on. The cell current in region p3 is switched off and a current
pulse Is is applied to region p5, causing T6 to turn on in the forward mode; this
injects carriers into region P1 and turns T1 on and T2 off. The circuit remains in
this state when the WRITE current is turned off and /0 is restored. Considerable
delay can be tolerated between IW and Io because the junction capacitances will
provide temporary storage of the flip-flop state.

Although the circuit diagram of Fig. 15-21a appears to contain many devices,
it must be recalled that many of them share common regions; therefore it is possible
to realize the cell in a small area. With standard technology using 5 -pm line
width and spacing, the I2L cell requires only 3 mil2. With a technology such as
Isoplanar II, only 1.1 mil2 are required. Each cell has a standby power less than
100 nW.

Measurements and calculations show that a 64 x 64 array using standard
technology would require a chip size of 160 x 150 mils, and would have an access
time of about 50 ns.
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ballasting, 402
bias effects on, 153-155
collector, 150-151
diffused, 144-146
emitter, 151-152
epitaxial, 144-146
layout of, 16-17
pinch, 155-157
thin-film, 122-124

RS flip-flop, 560
Rubylith, 8, 9



586 INDEX

Saturating inverter, 433-446
cutoff of, 435
transient behavior, 436-441

Saturating logic, 433-482
Saturation, 433-434, 485-487, 516

excess charge of, 485-488
MOS, 516

Saturation voltage, 215-216
Schottky -barrier diode (SBD) clamp, 487-490
Schottky -barrier diodes (SBD), 269-270
Sheet resistance, 17, 53-54, 57-58, 145-196

of partial layer, 57-58
Shift registers, 566-570

dynamic, 570
Sidewall conductance, 147-150
Silane (SiH.,), 70-90
Silicon dioxide, 58
Silicon nitride, 83
Silicon tetrachloride, 70-71
Sinter, 101
Slew rate, 389-392
Snowplow effect, 68
Solid solubility, 34
Spin -on sources, 92
Spiral inductors, 119-122
Super -gain transistors, 337-338, 371
Surface charge (Q.), 192
Surface concentration, 56
Stacking faults, 70
Starting circuit, 395
State -variable synthesis, 410-412
Step approximation, 41-42
Step -and -repeat printer, 10
Storage time, 442-443, 490
Straggle, 93

Tantalum, 97, 100
Tantalum pentoxide (Ta205), 97
Temperature -stabilized substrate (TSS), 273,

293-298
Terminal characterization of logic circuits,

476-484
noise immunity, 481
noise margin, 481
noise sensitivity, 481
threshold point, 479
transition width, 479

Termination circuit, 420-423

Thermal shutdown, 402
Thin-film capacitors, 98
Thin-film RC circuit design, 99
Thin-film resistors, 96, 122-124
Three -state logic circuits, 555-557
Threshold voltage, 187-190, 192, 515

for MOS, 187-190, 204
Timing diagram, 550-551
Transfer function, 476-480, 521-523,

529-534
of CMOS, 531-534
of MOS (depletion load), 529-530
of MOS inverter, 521-523
of TTL, 476-480

Transient behavior of saturating inverter,
436-446

delay time, 437-439
storage time, 442-443, 490
transient time, 440-441, 444-446
turnoff time, 437, 446, 492
turnon time, 437

Transient time, 440-441
Transistor models, 303-305

for biasing circuits, 302-303
first -order small signal, 304-305
zero -order small signal, 304-305

Transistor -transistor logic (TTL), 457-468
speed of, 467

Transition width, 504
Transmission circuit (MOS), 549-550
Trimming of resistors, 97
Turnoff time, 437, 446, 537-539

of MOS inverter, 537-539
Turnoff transient, 512
Turnon time, 437, 446, 492, 509-511,

537-541
of MOS inverter, 537-541

Unity gain, 478, 495, 504, 525, 527, 535
of CMOS inverter, 535
of MOS, 525, 527

VD multiplier, 314-316. 398
Van der Pauw method, 55
V -ATE process (VIP), 87
Virtual ground, 416-417
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Voltage regulators, 426-431
band -gap reference, 429-431

Voltage sources:
saturated transistor, 316-317
VD multiplier circuit, 314-316

Voltage -variable resistor, 196

Widlar circuit, 308-310
Wired logic, 554-557
Work function, 189-190

Zig-zag coupling, 405-407








