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PREFACE

This book was written with two groups of people in mind. First, it is
intended for anyone who needs more than a superficial understanding of
audience ratings data. This would certainly include many people who
work in advertising, the electronic media, and related industries. For
them, audience ratings are a fact of life. Whether they have been specifi-
cally trained to deal with ratings or not, their jobs typically require them
to make use of “the numbers” when they buy and sell audiences, or
make programming decisions. Also included in this category are students
considering careers in the media—be they majors in broadcasting, mar-
keting, communications, journalism, or other arts and sciences. For all
these potential readers, the book might be entitled Everything You Ever
Wanted to Know about Audience Ratings. We recognize that, for them,
ratings analysis might be thought of as a necessary evil, so we have tried
to make the book as plain spoken as our subject matter allows.

The second group of people for whom we have written this book includes
those who are not compelled to use ratings data, but who nevertheless
should. In this group we would include social scientists interested in mass
communication, as well as those responsible for developing media policy
in the United States. Although not wanting to sound like boosters for the
ratings services, we believe that the data these companies collect offer
rich possibilities for analysis that go well beyond the purposes for which
they were collected. Indeed, ratings data can be thought of as offering up
“texts” that clever analysts can “read” for insights into the social and
economic impact of electronic media.

With these audiences in mind, we organized the book into three major

vii
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sections. The first section illustrates the many applications of the ratings
data. We spend a good deal of time discussing how the ratings are used in
both advertising and programming (chapters 1 and 2). Such applications
are, after all, the reason why we have ratings in the first place. Chapter
3-considers the use of ratings data in the social sciences, ranging from
relatively pragmatic exercises in financial and economic analysis to ques-
tions of media effects and public policy.

The second section focuses on ratings data and the means by which
they are collected. We chose to begin in chapter 4 with a brief history of
the ratings business, not as an end in itself, but because we believe that
understanding the forces that created audience ratings can contribute to
a more perceptive view of the industry’s present and future. This chapter
also serves to introduce the major methods used to collect audience data.
Chapter 5 describes the current methods of ratings research. Here we
spend a good deal of time acquainting readers in the basics of sampling
and survey research. Again, not as an end in itself, but because it is the
key to understanding the strengths and limitations of the data offered for
sale. Chapter 6 offers the reader a sampler of the products that the ratings
services actually sell.

The final section of the book concentrates on the actual analysis of
ratings data. Chapter 7 develops a theoretical model for analysis. Here,
we have drawn together an eclectic mix of work from social psychology,
marketing, and economics. The model is intended to embody what we
know about audience behavior, and to offer a framework for further re-
search—both applied and theoretical. In this we make a distinction be-
tween “gross” and “cumulative” measures of the audience. These catego-
ries organize the last two chapters of the book, each offering many
examples of their respective sorts of analysis.
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help.
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Annenberg Washington Program in Communication Policy Studies and
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RATINGS ANALYSIS IN ADVERTISING 1

Audience ratings are a fact of life for virtually everyone connected with
the electronic media. They are the tools used by advertisers and broadcast-
ers to buy and sell audiences. They are the report cards that lead program-
mers to cancel some shows and to clone others. Ratings are also road maps
to our patterns of media consumption, and as such, might be of interest
to anyone from a Wall Street banker to a social scientist. They are the
object of considerable fear and loathing, and they are certainly the subject
of much confusion. We hope this book can end some of that confusion, and
can lead to an improved understanding of both the ratings and the ways
in which they can be analyzed.

It should be noted from the outset, that we use the term ratings as
shorthand for a body of data on people’s exposure to electronic media.
Strictly speaking, ratings are one of many audience summaries that can
be derived from that data. Specifically, ratings are estimated percentages
of the population that see a program or listen to a station. Although these
estimates, alone, occupy the attention of many thedia professionals;it is—
the full range of analytical possibilities offered by the larger database
that is the subject of this book.

The best way to appreciate how ratings data can be analyzed is to
become better acquainted with those who use the data, and the kinds of
questions they are trying to answer. As is seen here, ratings data have
significant uses in both programming and social science, but the most
persuasive and important application of ratings is in advertising. So that
is where we begin.

Broadcasters sell audiences. Despite some appearances to the contrary,

3




4 CHAPTER 1

that is the single most important activity of the business. Virtually all

other actions are undertaken in support of that function. Whether this is

good or bad can be, and frequently is, debated. For now, it is sufficient to

note that this is an essential characteristic of commercial mass media.

Not only do traditional-broadcasters sell-audiences, but newer forms of — —
electronic media have also gotten into the act. Most cable networks, for
example, will offer their audiences for sale.

The people who buy these audiences, of course, are advertisers. They
are interested in capturing the attention of the viewer or listener in
order to get across some message. It might be as simple as introducing
people to a new name or reminding them of an old one. It might involve
trying to change their attitudes toward a person or product. Often it
represents an attempt to influence their behavior in some way. Whatever
the advertiser’s purpose, the process requires that they gain access to
an audience—if only for a moment. In order to do that, they are willing
to pay the media.

The difficulty with electronic media is that its audience has a unique,
intangible quality. Unlike the print media, which can document readers
with concrete figures on the number of issues they sell, broadcasters
have to rely on estimates of who is out there listening. How those
estimates are made is discussed in the next section of the book. Suffice
it to say, that it was the desire of advertisers to buy audiences, and
the eagerness of broadcasters to sell, that brought the ratings services
into being. In that sense, this first category of ratings users is unique.
No other group has a bigger stake in the ratings business. No other
users wield more influence in shaping the form of the ratings. Indeed,
were it not for the advertiser support of electronic media, ratings as
we know them would not exist.

The buying and selling of audiences goes on at many different levels.
There is a large national marketplace dominated by a few broadcast
networks and major corporate advertisers. There are a great many local
markets where individual stations sell to area merchants. And there are
national spot and barter markets that provide access to audiences in
various geographic regions. This trade in audiences is commonly orga-
nized by medium into radio, television, and cable. Table 1.1 gives some
idea of how these markets have grown by summarizing the total revenues
that have flowed to each medium as a result of time sales. All in all, its
a multi-billion dollar business.

Each marketplace has developed its own institutions and practices.
These characteristics can affect how ratings data are handled and the
analytical techniques that are, or are not, employed. What follows is a
description of each of the major marketplaces.
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TABLE 1.1
Advertising Revenues of Electronic Media®

Radio® Television® Cable" Total

Year Network Spot Local Network Spot Local Synd. Network Spot/Local
1950 $132 $119  $203 $85 $31  $55  — $— $— $625

1960 45 208 402 820 527 280 — 2,282
1970 49 355 853 1,658 1,234 704 — o == 4,853
1980 158 746 2,643 5,130 3,269 2,967 50 50 8 15,021
1981 196 854 3,007 5,575 3,746 3,368 75 105 17 16,943
1982 218 909 3,365 6,120 4,364 3,765 150 195 32 19,208
1983 254 1,023 3,739 7,017 4,827 4345 300 331 50 21,885
1984 288 1,184 4,412 8526 5488 5084 430 486 86 25,924

1985 329 1,320 4915 8,285 6,004 5714 540 612 139 27,857
1986 380 1,333 5,313 8570 6,570 6,514 610 740 192 30,222
1987 371 1,315 5,605 8,500 6,846 6,833 762 883 264 31,379
1988 382 1,402 6,109 9,172 7,147 7,270 901 1,061 351 33,795
1989 427 1,530 6,463 9,260 7,400 7,775 1,215 1,401 562 36,033

* Revenue in millions

® Radio Advertising Bureau

® Television Bureau of Advertising

¢ Cabletelevision Advertising Bureau

NETWORK SALES

The largest audiences, and the biggest single sums of money, are ex-
changed at the network level. Although radio and cable television offer
network services, the major television networks have, far-and-away, the
largest audiences. For advertisers who need to reach vast national mar-
kets, network television has much to offer.

As a practical matter, the network television marketplace is divided
into a number of smaller markets. These are referred to as dayparts. All
broadcasters divide their schedules into time periods they call dayparts.
The precise name and definition of each daypart varies from medium to
medium, and time zone to time zone. For the networks, a daypart is a
portion of the theit broadcast schedule deflned both by time of day and
by program content. These designations are useful because each one is
associated with different audience characteristics. For that reason, differ-
ent dayparts appeal to different advertisers and generate different
amounts of money for the networks.

Prime time is the most important of the network dayparts. Unlike the
official definition of prime time used by federal regulators, network prime
time includes all regularly scheduled programs from 8 p.m. to 11 p.m.
(ET), Monday through Saturday, and 7 p.m. to 11 p.m. on Sunday. During
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this daypart the networks have their largest audiences and, accordingly,
generate their largest revenues. This daypart has special appeal to adver-
tisers who are trying to reach a wide variety of people across the entire
nation. It is also the best time to reach people who work during the day.
Access to this mass market, however, does not come cheaply. In 1991, 30-
second commercials in this daypart generally cost between $100,000 and
$150,000. The most popular prime-time programs, of course, are the most
expensive.

Daytime is the second most lucrative daypart. For the networks, it
extends from 7 a.m. to 4:30 p.m., Monday through Friday. The daytime
audience is much smaller, and with the exception of the early news pro-
grams, disproportionately female. As a result, it appeals most to advertis-
ers who are trying to reach women, particularly women who do not work
outside the home. Companies selling household products like soap and
food stuffs frequently buy in this time period, but for nowhere near the
cost of prime time. Through most of the 1980’s, the average 30-second spot
cost a little more than $10,000.

Sports is a daypart defined strictly by program content. The most impor-
tant sports programming for the networks is coverage of major league
games like those of the NFL or NBA. As might be expected, these events
attract audiences that are disproportionately male. That fact is suggested
by the list of advertisers who buy most heavily in this daypart. They
include breweries, car and truck manufacturers, and companies that sell
automotive products. The cost of advertising in sports programming varies
widely—mostly as a function of audience size—all the way up to the Super
Bowl that can cost $700,000 per spot.

The news daypart is another network market defined more by program
content than by simple time periods. It includes the network’s evening
news programs, weekend news programming, and news specials and docu-
mentaries. It does not include everything that the network news divisions
produce, however. Excluded from this daypart are the morning news
programs (considered daytime), and regularly scheduled primetime pro-
grams like “60 Minutes.” The news daypart tends to attract an older
audience. It is, therefore, especially appealing to companies that sell
products like headache remedies and healthful foods. In 1991, a 30-second
spot in the evening news could cost roughly $50,000—less when purchased
in volume.

Late night runs from 11:30 p.m. (ET) through the rest of the evening
and early morning, Monday through Friday. Its best known program is
“The Tonight Show,” which has dominated the time period for decades.
Not surprisingly, the audience during this daypart is small and almost
entirely adult in composition. Depending on the program, a 30-second spot
costs from $10,000 to $30,000.
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One of the most important markets from the point of view of public
interest groups and government regulators is the children’s daypart. Tra-
ditionally, this has included the Saturday and Sunday morning children’s
programs. A time period that critics once dubbed the “children’s ghetto.”
It may also include weekday programming aimed at children. Although
children watch a great deal of television at other times, from an advertis-
er’s viewpoint, this daypart is the most efficient way to gain access to the
child audience. The biggest buyers of time in this daypart are cereal and
candy makers, and toy manufacturers. The cost of a 30-second spot can
vary widely, as demand for advertising time is seasonal. Leading into
Christmas, a spot might cost three times as much as it would in the
months that follow.

The buying and selling of network time occurs in different stages
throughout the year. These different rounds in the buying process are
called the upfront market, the scatter market, and the opportunistic market.

The upfront market is the first round of buying. Each spring and sum-
mer, major advertisers tell the networks what kind of audiences they wish
to buy in the forthcoming television season. The network salespeople
respond with proposals of what audiences they will sell and at what prices.
Obviously, the networks want to get as much money for their audiences
as possible, whereas the advertisers want to get as many viewers for their
dollars as they can. All this is complicated by the fact that no one can
know exactly what audiences will be attracted to the shows in the fall
line-up, especially the new shows.

The upfront market is the occasion for much high stakes gamesman-
ship, which David Poltrack (1983) had described in detail. When all is
said and done, the major network advertisers have made commitments to
buy large blocks of network time throughout the coming year. More than
half of each network’s “inventory” of available commercial minutes is
likely to be sold in the upfront market.

Although this method of buying may tie up an advertiser’s budgets for
months to come, it affords them access to the pick of network’s inventory.
Because these companies are making long-term commitments to the net-
work, they are also likely to get time at more favorable rates than will be
available later in the year. In fact, to minimize the advertiser’s risk,
network’s will typically guarantee that the total audience numbers they
have sold will be delivered, even if that means running additional commer-
cials for free.

The scatter market operates within a shorter time frame. Each televi-
sion season is divided into quarters. In advance of each quarter, advertis-
ers may wish to buy time for specific purposes. It could be, for example,
that some limited campaign, not envisioned during the upfront buying,
will require the purchase of additional network time. Because advertisers
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usually come to the scatter market with less flexibility, and because the
networks will have already sold much of their inventory, this market
often finds the buyer at a disadvantage. That negotiating disadvantage
usually means higher costs to the advertiser.

The opportunistic market occurs as the television season progresses.
Even though most of the networks’ inventory is sold during the upfront
and scatter markets, some is not. Further, deals that were agreed to in
those markets may fall through. For example, a new series may falter and
have to be changed, relieving advertisers of their commitment. Similarly,
the network may pre-empt regularly scheduled programs. All these things
leave holes in the network line-ups and create opportunities for savvy
buyers and sellers to exploit. Sometimes events operate to the advantage
of the network, sometimes to the advertiser.

Despite their clear domination of national television audiences, the
broadcast networks are not the only way to reach across the country with
a televised message. Since the early days of television, an alternative
delivery system has been developing. Cable television uses a wire to
distribute signals, instead of broadcasting them through the spectrum. It
originally functioned to supplement the broadcast delivery system, by
bringing signals to areas that had poor over-the-air reception. As such,
the early systems were little more than glorified antennas. In fact, cable
was referred to by the acronym “CATV”—short for community antenna
television.

After years of struggling with government regulators and much finan-
cial uncertainty, cable television has emerged as an advertising medium
in its own right. Because systems use a high capacity wire, called a
coaxial cable, they typically have an abundance of channel space. That, in
combination with the growth of communication satellites—which can
send TV signals to many small and widely dispersed cable systems—has
opened a door for new “network” services. The limits of the electromag-
netic spectrum no longer constrain the number of television signals that
can compete for the viewers’ attention.

Since the late 1970s a number of entrepreneurs have exploited these
technological changes to create program services commoly referred to
as cable television networks. Table 1.2 lists national cable television
networks, the kind of programming they specialize in, and the number of
homes they reach with their signals. All of these services depend, at least
in part, on advertising revenues to sustain their operations. Indeed, many
are programmed in a way that attracts a particular kind of viewer—the
kind that interests an advertiser. MTV, for example, is designed for teens
and young adults, Nickelodeon for children, and Univision for Hispanics.

There are roughly 93 million television households in the United States
and, as noted, even the largest cable networks have nowhere near that




TABLE 1.2

Advertiser-Supported Cable Networks®

Potential Audience
Network (TVHH in millions) Content
ESPN 54.0 Sports-oriented; football (college and NFL),
hockey, tennis, soccer, and others
CNN 53.2 24-hour news with in-depth reporting
USA Network 51.9 Wide variety of entertainment, children’s
programming, sports, and a variety of
news
Nickelodeon 50.0 Children's programming
MTV 49.9 24-hour music channel with videos,
concerts, news, and interviews
TNN (The Nashville 49.0 country music, live entertainment, sports,
Network) talk shows, and news
Family Channel 48.4 Family entertainment, children’s
programming, sports, and a variety of
news
Discovery Channel 46.8 Documentaries, nature, science
programming
Lifetime 46.0 Women's programming
Arts & Entertainment 41.0 Performing arts, drama, documentaries,
Network and music
Weather Channel 41.0 Weather on the international, national, and
local levels
CNN Headline News 40.4 Repeated, constantly updated half-hour
news summaries
VH-1 359 24-hour music video channel geared to 24-
to 49-year-old market
TNT (Turner Network 35.0 24-hour entertainment channel with movies
Television) and original programming
FNN (Financial News 32.0 Stock market information and business
Network) news
BET (Black Entertainment 26.0 Talk shows, family programming, music,
Network) and religious programming
Prime Network 23.0 Sports events distributed through regional
networks
TLC (The Learning Channel) 18.0 Educational programming
Movietime Channel 18.0 24-hour promgtional channel for local
movie theaters
Prevue Guide 15.2 Cable programming guide
Travel Channel 15.0 24-hour infermation with feature stories
CNBC {Consumer News and 14.0 Consumer issues, business, and market
Business Channel) news
Nostalgia Channel 8.0 News, early movies, TV series geared to
viewers 45- and older
Comedy Channel 6.0 24-hour comedy pregramming
Univision (formerly SIN) 5.2 Spanish-language news, movies, sports,
and children’s programming
Galavision/ECO 2.0 24-hour Spanish news service; movies,

and sports (on Sundays only)

2 Adapted from Cabletelevision Advertising Bureau (1990).
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number of households in their potential audience. Despite rapid growth
in the number of homes that subscribe to cable service, it is only in about
half of all television households. Further, even optimistic estimates of
penetration rates in the 1990s rarely exceed 70%. Although that includes
a very large number of potential viewers, no cable network is likely to
attract a national audience in excess of a broadcast network. Some viewers
are simply beyond their reach.

These facts of life affect the way cable networks go about selling their
audiences. One of three rationales is commonly used to appeal to advertis-
ers. First, because the growth of cable has caused a steady decline in the
amount of time people spend with broadcast television, cable networks
often sell themselves as a way to get at those lost viewers. The sales pitch
is that broadcast networks underdeliver the audience, and that buying
time on cable networks corrects that problem in a cost-effective manner.
Further, it is argued that cable households, where underdelivery is the
biggest problem, include the most affluent and generally desirable target
audiences. Second, because many cable services are designed to cater
to specific subsets of the mass audience, advertising on the appropriate
services is said to be a more efficient way to reach the kind of viewer an
advertiser wants. Third, cable networks are often more willing to work
with an advertiser to develop some special programming or promotional
effort. This can sometimes enhance the impact of the advertising. A cable
network, therefore, may not be able to sell an advertiser on the sheer size
of its audience, but rather with the efficiencies and potential impact that
the medium offers.

Although television networks, broadcast or cable, command much of
our attention these days, it is worth remembering that the first networks
were radio. Radio networks were permanently established by the late
1920s. They established many of the practices and traditions that are a
part of network television today. In fact, radio networks have been an
important social and cultural force in American life. Despite this rich
history, radio networks are not what they used to be. Television has moved
to center stage in our lives, and with it has come the lion’s share of the
advertising revenues. Nevertheless, radio networks are still very much
with us, and offer advertisers another way of reaching a national audience.

There are about 20 radio networks, but many are controlled by three
organizations. ABC Radio, for example, operates ABC Contemporary,
ABC Direction, ABC Entertainment, ABC FM, ABC Information, ABC
Rock, and ABC Talk. The same management can and does sell time on
all of these networks. The other major network owners are Westwood One,
which controls the Mutual and NBC networks, and United Stations, which
bought the RKO radio networks. CBS, still a very important group owner
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of especially popular AM “all news” stations and FM hit and oldies music
stations in the largest markets, operates two radio networks.

Much like cable television, radio networks tend to offer specialized
programming designed to appeal to a certain kind of listener. In fact,
because it is relatively inexpensive to produce radio programming, net-
works can fine tune the appeal of their services in a way that television
finds difficult to match. That is one reason why ABC Radio can offer so
many different types of radio formats. We have more to say about how
radio programmers use ratings data to craft a format in the next chapter.
One important consequence of this type of programming is that it allows
advertisers to target their messages to specific audiences.

Unlike network television, however, advertisers who buy time on radio
networks have particular concerns about whether their commercial is
actually aired on all stations that are a part of the network. All network
programming must be “cleared” by individual stations. In broadcast tele-
vision, there are just a few major networks that are heavily depended on
by affiliated stations. Because of this, all network commercials tend to be
aired as planned. In radio, because there are more networks and affiliation
is not so important, network commercials, sometimes, do not air as ex-
pected. A radio station may simply not clear the network programming,
or it may run local ads over network spots. In fact, the need to monitor
commercial clearance has become another chore that ratings services have
been called on to do.

We should also note that although they there are not legally defined as
networks, many radio programming syndicators provide specialized radio
formats simultaneously via satellite to a large number of stations all over
the country.

LOCAL SALES

Broadcast networks reach national markets by combining the audiences
of the local stations with whom they affiliate. Similarly, cable networks
aggregate the viewers of local cable systems. But individual stations and
systems can and do sell audiences by themselves. Local audiences such as
these offer advertisers a way to reach smaller, geographically concen-
trated markets. That appeals to a great many advertisers who only do
business locally. In fact, national or regional advertisers often buy combi-
nations of local markets, because it offers them greater flexibility than
could be achieved through a network buy. All these can be considered
local sales, and they constitute another marketplace for media audiences.

The physics of broadcasting are such that a station’s signal has geo-
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graphic limits. In light of this, the FCC decided to license radio and
television stations to specific cities and towns across the country. Larger
population centers have more stations. Naturally enough, people spend
most of their time listening to stations in close proximity because they
can receive the clearest signal and can hear some programs of local inter-
est. The major ratings services use this geographically determined audi-
ence behavior to define the boundaries of a local media market area. Two
schemes of market designation are in common use. Arbitron, one ratings
firm, calls each market an “area of dominant influence” (ADI). A.C. Niel-
sen labels each area a “designated market area” (DMA). For the most
part, ADIs and DMAs are the same.

There are over 200 of these markets in the United States. Appendix C
lists the television markets designated by Arbitron. There are even more
radio markets. In either case, market size varies considerably. New York,
for instance has over 7 million TV households, whereas North Platt has
fewer than 20,000. Indeed, buying time on a major station in New York,
might deliver more viewers to an advertiser than a national cable net-
work. Conversely, many small market radio stations might have audi-
ences too smhall for a ratings company to economically measure. This point
is best illustrated by the fact that regular radio ratings are available to
only about 3,000 of more than 10,000 stations in the country.

These vast differences in audience size have a marked effect on the
rates that local broadcasters can charge for a commercial spot. The price
of a 30-second spot in prime time might be $400 in Des Moines and $4,000
in Detroit. Other factors can affect the cost of time, too. Is the market
growing or has it fallen on hard times? Is the population relatively affluent
or poor? How competitive are other local media like newspapers? Even
things like a market’s time zone can affect the rates of local electronic
media.

Another thing that varies with market size is the sophistication of
ratings users, and the sheer volume of audience information they must
deal with. As we will discuss in chapter 6, many radio markets have their
audiences measured just once a year. Major TV markets, on the other
hand, have their audiences measured continuously. Because of this, and
the greater number of advertising dollars available in major markets, the
buyers and sellers of media in those markets tend to be more experienced
with and adept at analyzing ratings information.

In most markets, the biggest buyers of local advertising include fast
food restaurants, supermarkets, department stores, banks, and car deal-
ers. Like network advertisers, these companies will often have an advertis-
ing agency represent their interests. The agency can perform a number of
functions for its client, from developing a creative strategy, to actually
writing copy and producing the ads. Most important in this context, the
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agency will project the audience for various programs, plan when the ads
are to run, buy the time, and evaluate whether the desired audience was
delivered. Smaller advertisers, or those in smaller markets, may deal
directly with the local stations.

Because of the different types of people involved, the process of buying
local time varies somewhat from market to market. It might be a “seat of
the pants” judgment made by a merchant who believes that buying a
certain number of ads on a local station generates extra business. Indeed,
many small radio stations sell without using any ratings information at
all. Increasingly, though, the process of buying and selling time is depen-
dent on the use of ratings information.

Generally, the purchase of local time works like this. The advertiser or
its agency will issue what’s called a request for avails. In effect, the buyer
is asking what spots are available for sale on the local stations. Avail
requests will typically specify the kind of audience that buyers want, the
daypart they wish to buy in, and will give some indication of the budget
they have to spend. Station salespeople will respond by proposing a list of
spots, called a submission, that will deliver some or all of the audience
the buyer wants. At this point the buyer and seller enter a period of
negotiation during which differences over the projected audience and its
cost are ironed out. Assuming that the parties can reach an agreement,
the buyer will place an order and the spots will be aired. After the cam-
paign has run, the next available ratings information is used to determine
whether the expected audience was actually delivered. This last stage in
the process is called post-buy analysis.

National and regional advertisers also buy spots on local stations.
For example, a snow tire manufacturer might want to advertise only in
northern markets. Similarly, a maker of agricultural products might wish
to buy time in markets with large farm populations. In fact, such national
spot buys constitute the largest single source of revenues for many TV
stations. The question is, how can so many local stations deal effectively
with all these potential time buyers. It would be impractical for thousands
of stations to have their own personnel trying to contact each and every
national advertiser. —_——— —— - —

To solve this problem, an intermediary called a station representative
serves as the link between local station inventories and national advertis-
ers. Rep firms for both television and radio stations are located in major
media markets like New York and Chicago. Television reps will have only
one client per market, so as to avoid any conflict of interests. Radio reps
may serve more than one station in a market, as long as their formats
don’t compete for the same audience. Rep firms vary in terms of the
number of stations they work with, and the types of services they offer
their clients. Some firms provide stations with research services, or advice
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on their programming. Most importantly, though, they determine what
media buys national advertisers are planning, and try to secure some
portion of that business for their stations. To do this requires constantly
making the rounds of the major ad agencies and media buyers. As with
other forms of media buying, the players must demonstrate good negotiat——
ing skills, and a facility for dealing with ratings data.

Cable systems, too, have the potential to offer local advertising, and
some systems are starting to explore that potential. Usually, this means
inserting a local ad in a cable network. One problem is that, just like cable
networks, cable systems simply can’t reach every member of the audience.
Nevertheless, there is a different potential here that advertisers might be
able to exploit.

In a way, cable system advertising is not just local, its “ultra-local.” In
most TV markets, for instance, there are several cable systems. Its possible
that an advertiser, like a small merchant, would want to run a spot only
in one or two communities within the larger market. Advertising on cable
could do this. Similarly, since cable franchise areas, almost by definition,
conform to governmental boundaries within the market, political adver-
tising seems like a likely candidate for local cable advertising. Further,
if several cable systems coordinate their efforts, rather precise and varied
geographic coverage of the market is possible.

SYNDICATION

Stations are in constant need of programming. Even those that affiliate
with a network have large blocks of time they must program themselves.
As aresult, broadcasters have had to acquire programming from different
sources. One such source, which is particularly relevant to a discussion of
advertising, has been barter syndication.

Barter syndication has fairly straight forward origins. Basically, adver-
tisers found they could use a station’s need for programming to get their
message across to the audience. All they had to do was produce a program,
place their ads in it, and offer it to stations free of charge. Stations found
this attractive because they got new programs at no cost, and could even
sell some spots in the show not used by the program’s original sponsor. In
the 1980’s, with the advent of satellite program distribution, this simple
idea gave rise to a rapidly growing new advertising marketplace.

Today, barter syndication works like this. A distributor that produces
programming and/or owns the rights to existing programming, will go to
local broadcasters and induce the stations to carry the show. Sometimes
this is a traditional barter arrangement. Increasingly, though, its what'’s
called “cash-plus-barter.” Under this arrangement, the station actually
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pays a fee for the program, in addition to accepting ads placed by the
distributor. Further, cash-plus-barter contracts may require the station
to broadcast the program in a specific daypart. This sort of deal is typical
of popular programs, like “Wheel of Fortune,” that are especially desired
by stations. In any case, the distributor of the program now has time to
sell an advertiser.

The more stations that acquire a program, the larger is the potential
audience. If one station in every market agreed to air the program, the
distributor would, hypothetically, have the same reach as a major televi-
sion network. As a practical matter, once a program is carried on enough
stations to reach 70% of U.S. households, it is sold to advertisers much
the same way that network time is sold.

A handful of firms dominate the sale of time in barter syndication. Each
one represents a variety of distributors, and in fact, most have their
own programming to sell. Table 1.3 lists these companies, some of the
distributors they represent, and syndicated programming illustrative of
each distributor.

These barter syndication firms, and other smaller companies, go to
national advertisers and their ad agencies to sell time. Just like the
networks, these companies sell in upfront, scatter, and opportunistic mar-
kets. Just like the networks, upfront sales include some guarantee of
audience delivery. In fact, advertisers tend to look upon barter syndication
as a supplement to their purchases of network time. Some of these sponsors

TABLE 1.3
Major Barter Sales Firms
Distributor Program
Camelot Entertainment Sales King World “Wheel of Fortune”
King World “Jeopardy!”
King World “Oprah Winfrey”
Premier Advertiser Sales Paramount “Star Trek: The Next Generation”
Paramount “Arsenio Hall Show”
~ TTelevision Program —  ——— TPE _— *Star Search”
Enterprises Paramount/MCA “Entertainment Tonight” —
Tribune Entertainment Tribune “At the Movies”
Paramount “Geraldo”
Group W Productions Media Viacom “Cosby” (off network)
Sales MGM “New Twilight Zone™
Spectrum Multimedia “Donahue”
Multimedia “Sally Jessy Raphael”
TV Horizons LBS “Family Feud”

Fox “Current Affair”
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are especially interested in barter because they can be assured of the
“program environment” into which their messages will be placed. But the
major attractiveness of barter is providing participation at a somewhat
lower cost.

Despite these similarities, buying time in barter syndication is not
quite comparable to network advertising. For one thing, there isn’t the
same real time delivery of the advertising message. It is common for a
given program to air at different times in different markets. A syndicated
program that is on once a week, might even be broadcast on different
days. Advertisers also have lingering doubts about whether their commer-
cials are actually clearing in all the markets showing the program. Fi-
nally, syndicators have less clout with stations than TV networks, there-
fore some broadcasters have been tempted to remove the commercials in
syndicated programs in favor of their own local ads.

Problems or not, barter syndication and related ways to package adver-
tising for national or regional audiences are almost certain to grow. Satel-
lite communications have made the rapid, cost-efficient delivery of pro-
gramming feasible. Program services, distributed to stations in this way,
are, in effect, ad hoc networks. If it is to their advantage, stations will
pick up these syndicated program feeds, perhaps even pre-empting more
traditional networks. Assuming that there is an effective way to buy and
evaluate the audiences, advertisers are likely to use these alternative
routes for reaching the public. Such ever changing syndicated networks
are also likely to pose some of the most interesting challenges for audience
analysts.

RESEARCH QUESTIONS

Obviously, the buying and selling of audiences happens in a number of
different places, and involves people with different motivations and levels
of sophistication. There are, nonetheless, a handful of recurring research
questions that transcend these differences. By distilling these from the
foregoing discussion we can simplify what is going on, and see more clearly
how ratings data are used in the context of sales and advertising. There
are basically four questions these users of the ratings are trying to answer.

How Many People Are in the Audience? More than any single factor, it
is the size of the media audience that determines its value to advertisers
and, in turn, its value to broadcasters. There are a number of different
ways to express audience size. In order to acquire a working vocabulary,
we discuss the most common of these now, and leave more technical
definitions until the last section of the book.
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Ratings are the most frequently used descriptors of audience size. In-
deed, this term is so widely recognized that we have titled the book with
it. A rating is actually the percentage of the population that listen to a
particular station or watch a particular program. The simplest version
of a ratings calculation is presented in Fig. 1.1, as are other standard
expressions of audience size.

Two characteristics of a rating should be noted. First, the population
figure on which the rating is based is the total potential audience for the
program or station. For local stations, that is usually the population in
the market equipped with radios or television sets. For all intents and
purposes, that’s the entire population. It does not matter whether those
sets are being used or not, the population estimate is the same for all
ratings calculations. In this context, it means that the denominator of the
ratings term does not vary from station to station, or program to program.
To say a TV program had a rating of 20, then, means that 20% of the
entire population in the market saw the show. Second, populations can be
composed of different building blocks, or “units of analysis.” In television,
for example, it is common to talk about a population of television house-
holds. One “rating point,” therefore, means one percent of the homes
equipped with television in the given market area. In radio and, increas-
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ingly, in television, we also describe populations of people. Here, we might
talk about a station’s ratings among men or women of a certain age. As
you could tell from our discussion of network dayparts, its quite possible
for a program to have a relatively high rating among women and a small
rating among men (e.g., daytime).

Another way to describe the size of the audience is to express is in
absolute terms—the projected total size of the audience. Local radio audi-
ences are usually counted in the hundreds of people. Television audiences
are numbered in the thousands at the local level, and in the tens of
thousands or millions at the network level. In some ways, absolute esti-
mates of audience size are more interpretable. To know that a local station
had a rating of 25, for example, gives you little idea how many human
beings were actually in the audience unless you know the size of the
market. Its quite possible, therefore, that a 25 rating in one market means
a smaller audience than a 15 rating in a larger market.

Ratings and absolute numbers are just different expressions of audience
size. They are based on the same data. Further, they are only estimates,
not values we know to be perfectly accurate. In fact, much time and effort
goes into collecting data on which reliable estimates can be based.

In addition to ratings, it is frequently useful to summarize the total
number of people using the medium at any point in time. When households
are the units of analysis, this summary is called “households using televi-
sion,” or HUT level for short. Figure 1.1 illustrates how this measure is
calculated. As you will note, HUT levels are typically expressed as a
percentage of the population. As with ratings, though, its possible to
express them in absolute terms. If individuals are being counted, “persons
using television,” or PUT, is the appropriate term. In radio, the analogous
terms are PUR, or SIU (i.e., sets in use), as each set is associated with an
individual listener.

Not everyone uses television or listens to radio at the same time, so
HUT levels will vary throughout the day. In fact, they change in a very
predictable way, hour to hour, and week to week. Because of this, many
audience analysts prefer to see a program’s or station’s audience expressed
as a percentage of the HUT level, rather than the total population. Its as
if they were saying, “Since I can’t affect the size of the total audience in
any given time period, just tell me how I did relative to the competition.”
The measure that expresses this is called an audience share. Figure 1.1
summarizes the share of audience calculation. It is quite possible, with
this method of calculation, for a program to have a large share and a small
rating. That would be true, for instance, for popular programs airing at
times when very few people have their sets on. In fact, unless everyone is
using the medium at the same time, a program’s share will always be
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larger than its rating. It should also be apparent that shares, by them-
selves, give you no indication of the absolute size of an audience.

Shares are commonly used by buyers and sellers when they must pre-
dict the size of the audience. Actual ratings data are, by definition, histori-
cal. They describe what has already happened. Advertisers, by contrast,
are trying to buy access to audiences that will be created at some time in
the future. This means that they must make a projection about the likely
audience. The standard way to do that, is to (a) determine what the HUT
level will be when the spot is aired, and, (b) estimate the share of audience
for the program containing the spot. This combination of factors allows
one to project the size of the audience. More is said about these tech-
niques in chapter 8. Advertisers will typically run a series of ads over a
period of days or weeks. In some ways, then, the audience for a single
airing of a commercial is less important than the total audience exposure
to the ad campaign. To provide some assessment of the total audience
exposed to the advertiser’s message, the audience ratings associated with
each individual commercial can be summed across all commercials in the
campaign. This grand total is referred to as “gross ratings points,” or
GRPs. The term is used quite commonly in advertising, and almost no-
where else.

GRPs provide a crude measure of the total weight of a media campaign.
In addition to summing audience ratings after the fact, the GRP concept
is frequently used by advertisers to signal the total amount of audience
they wish to buy from the media. For example, the avail request described
earlier usually features a statement about the number of GRPs the buyer
wants to accumulate in a particular campaign. GRPs, then, express the
total size of the campaign in audience numbers rather than dollars.

One problem with GRPs is that they mask some very important features
of audience behavior. For example, 100 GRPs could mean that 100% of
the audience has seen a commercial just one time. However, it could also
mean that one percent of the audience has seen the ad 100 times. Without
further analysis, it’s difficult to know what’s happening underneath the
veneer of GRPs.

How Often do the Same People Show Up in the Audience? To determine
what audience behavior underlies GRPs, we need information on how
each individual uses a medium over time. For example, we might want to
know whether two programs with equal ratings were seen by the same
people, or two entirely different groups of people. This is a question of
“audience duplication.” Fortunately, the same data that allow us to esti-
mate gross measures of audience size like ratings, shares, and GRPs, also
allow us to assess cumulative measures like audience duplication.
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Advertisers are, understandably, interested in how many different peo-
ple see their message, and how often they see it. These concerns are
addressed by measures of reach and frequency, respectively. The reach of
a commercial is defined by the total number of unduplicated individuals
who are exposed to the ad. It is often expressed as a percentage of the total
possible audience, just like a rating. In fact, there is a special kind of rating
called a “cumulative rating,” or cume, that measures the unduplicated
audience for a station. In either case, the number represents the total
number of different individuals who appear in the audience over some
specified period of time.

Certain media are better at achieving large cumulative audiences than
others. Prime time network television, for example produces considerable
reach for a commercial message, since its audiences tend to be quite large.
Further, many people only watch TV in prime time and, therefore, are
reachable only in that daypart. As a result, advertisers are often willing
to pay a premium for prime time spots. Cable networks, on the other hand,
are limited by the penetration of cable systems, and so cannot hope to
achieve penetration levels much in excess of 50%.

The second factor that comes into play is the frequency of exposure. The
question here is, of those people who were reached, how many times did
they actually see or hear the message. Measures of frequency provide the
answer. Usually, information on the frequency of exposure is expressed
as an average (e.g., “the average frequency was 2.8”). Of course, no one
actually sees an ad 2.8 times, so it may be more useful for the advertiser
to consider the full distribution on which the average is based. For exam-
ple, if the advertiser believes that a person must see an ad three times
before its effective, then he or she might want to know how many people
saw the ad three or more times.

As was the case with reach, different media are better or worse at
achieving a desired frequency. If, for instance, you wanted to market a
product to Spanish-speaking audiences, buying time on an hispanic sta-
tion might produce relatively low reach, but relatively high frequency.
Similarly, radio can be an effective medium for achieving a high frequency
of exposure, since the audiences for most stations tend to be loyal to station
formats.

Reach and frequency bear a strict arithmetic relationship to GRP’s.
Specifically, reach multiplied by average frequency will equal gross rating
points. If you know any two elements in this simple equation, you can
derive the third. Unfortunately, advertisers usually know only GRP’s,
since only ratings are easily obtained from published reports. However, a
number of agencies and audience researchers have developed mathemati-
cal models that will estimate reach and frequency given GRP’s alone.
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These and other techniques of modeling audience behavior are discussed
in the last chapter.

Who Are the Audience Members? We have made references throughout
this section of the book to the fact that different advertisers are interested
in reaching different kinds of audiences. If the size of the audience is the
most important determinant of its value, the composition of the audience
is not far behind. In fact, advertisers are increasingly interested in pre-
senting their messages to specific subsets of the mass audience. This
strategy is referred to as market “segmentation.” It plays a very important
role in advertising and, in turn, has a major impact on the form that
ratings data take.

Describing or segmenting an audience is accomplished by noting the
characteristics or traits of the audience members. Researchers call these
characteristics “variables.” Almost any attribute can become a variable,
as long as its reasonably well defined. In practice, viewer or listener
attributes are usually grouped into one of four categories.

Demographic variables are the most commonly reported in ratings data.
By convention, we include in this category such attributes as age, gender,
income, education, marital status, and occupation. Of these, age and gen-
der are far-and-away the most frequently reported audience characteris-
tics. In fact, they form the basis of the standard reporting categories that
are featured in ratings books. So, for example, advertisers and broadcast-
ers will often buy and sell “women 18 to 49,” “men 25 to 54,” and so on.

Demographics have much to recommend them as segmentation vari-
ables. For one thing, everyone in the industry is used to working with
them. When you talk about an audience of women or 18- to 34-year-olds,
everybody knows exactly what you're talking about. On the other hand,
there may be important differences between two men of the same age,
differences that are potentially important to an advertiser. Therefore,
additional methods of segmentation are used.

Geographic variables offer another common way to describe the audi-
ence. We have already encountered one of the most important, market
areas. Just as people differ from one another with respect to their age and
sex, so too, they differ in terms of where they live. Every TV viewer or
radio listener in the country can be assigned to one particular market
area. Obviously, such distinctions would be important to an advertiser
whose goods or services had distinct regional appeal.

The other geographic variables that are commonly used in ratings
research are, county and state of residence (including breakouts by county
size), and region of the country. Recently, tracking a person’s zip code has
become a popular tool of geographic segmentation. With such finely drawn
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areas, it is often possible to make inferences about a person’s income,
lifestyle, and station in life. These zip code based techniques of segmenta-
tion are commonly referred to as “geo-demographics.”

Behavioral variables draw distinctions among people on the basis of
their behaviors. The most obvious kind of behavior to track is media use.
We need to know who watched a particular program before we can esti-
mate the size of its audience. With this kind of information, it is possible
to describe an audience not only in terms of age and gender, but also in
terms of what else they watched or listened to. Such audience breakouts,
however, are only occasionally provided by the ratings service.

The other behavioral variables that weigh heavily in an advertisers
mind are product purchase variables. When all is said and done, most
advertisers want to reach the audience that is most likely to buy their
product. What better way to describe an audience, then, than by purchase
behaviors? For example, we could characterize an audience by the number
of heavy beer drinkers it has, or the amount of laundry soap it buys.
One ratings company has called such segmentation variables “buyer-
graphics.” As you might imagine, this is an approach to audience segmen-
tation that has much appeal to advertisers.

The fourth category of variables that deserves brief mention here is
psychographics. Definitions of this grouping vary, but basically it encom-
passes any attempt to draw distinctions among people on the basis of their
psychological attributes. This would include things like people’s values,
attitudes, opinions, motivations, and preferences. Although such traits
can, in principle, be very valuable in describing an audience, psy-
chographic variables are often difficult to precisely define and measure.

How Much Does it Cost to Reach the Audience? All this time buying
obviously costs money. Advertisers and the media, as well as middle men
like ad agencies and station reps, all have an interest in what it costs to
reach the audience. Those on the selling side of the business try to max-
imize their revenues, whereas buyers try to minimize their expenses.

Although it is true that broadcasters, and other forms of electronic
media, sell audiences, it would be an oversimplification to suggest that
audience factors alone determine the cost of a commercial spot. Certainly,
audience size and composition are the principle determinants, but several
factors have an impact. We have already pointed out that advertisers who
buy network time early in the upfront market can get a better price.
Similarly, advertisers who agree to buy large blocks of time can usually
get some sort of quantity discount. Remember that these transactions
happen in a marketplace environment. The relative strengths and weak-
nesses of each party, their negotiating skills, and, ultimately, the laws of
supply and demand all affect the final cost of time.
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These factors are represented in the rates that the media charge for
commercial spots. It is common practice for an individual station to sum-
marize these in a rate card. A rate card, which is usually presented in the
form of a table or chart, will state the price of spots in different dayparts
or programs.

Although the cost of a commercial spot is important to know, from
the buyer’s perspective, it is largely uninterpretible without associated
audience information. The question the buyer must answer is, “What am
I getting for the money?” This cannot be answered without comparing
audience ratings to the rates that are being charged.

There are two common ways to make such comparisons. One technique
is to calculate the cost per thousand (CPM) for a given spot (incidentally,
the “M” in this expression is the Roman numeral for 1,000). To determine
CPMs, you take the cost of commercial time and divide it by the size of
the commercial audience (expressed in thousands). CPMs can be produced
for households, women ages 18 to 49, or whatever kind of audience is most
relevant to the advertiser. The calculation provides a yardstick to measure
the efficiency of buying time on different stations or networks. The second
method of comparison is to calculate a cost per point (CPP). Like CPM,
this takes the cost of time and divides it by the number of ratings points
delivered. Because ratings are not based on the same audience sizes across
markets, the cost of a point will vary from market to market. Points in
New York will be more expensive than points in Indianapolis. CPPs are
useful, however, because they are easy to relate to GRPs. If, for example,
an ad campaign is to produce 200 GRPs, and the CPP is $1,000, then the
campaign will cost $200,000.

This sort of arithmetic reveals the economics that drive the industry.
It is also a common form of ratings analysis among the buyers and sellers
of time. But the media are complex organizations that can and do use
audience information in a variety of ways. Similarly, those who want to
study or regulate mass communication have found that the data gathered
for the benefit of advertisers can offer many insights into the powers and .
potentials—of the electronic megdia. These applications of the data are
discussed in the chapters that follow. Then, we return to many of the ™
concepts and specific applications that were discussed briefly earlier.
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Following sales and advertising, the second most important application
of ratings data is in programming. In order to sell commercial time, the
electronic media must attract the audience that gives the time value.
Broadly speaking, that is the job of a programmer. It is the programmer
who sets the “bait” that lures the audience.

Programming involves a range of activities. A programmer must deter-
mine where the programming itself will come from. Sometimes that means
playing an active role in developing new program concepts and commis-
sioning the production of pilots. More often, it means securing the rights
to syndicated programs, some of which have already been produced. In
this capacity the programmer must be skillful in negotiating contracts and
in divining what kinds of material will appeal to prospective audiences.
Programmers are also responsible for deciding how and when that mate-
rial will actually air on the station or network. Successful scheduling
requires that a programmer know when different kinds of audiences are
likely to be available, and how those audiences might decide among the —
options offered by competing media. Finally, a programmer must be adept
at promoting the programming in the schedule. Sometimes that involves
placing ads and “promos” to alert the audience to a particular program or
personality. It can also involve packaging an entire schedule of program-
ming in order to create a special station or network “image.” In all such
activities, ratings play an important role.

The way in which these programming functions are actually operation-
alized, and the priorities facing individual programmers, differ from one

25
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setting to the next. Occasionally, in small stations, the entire job of pro-
gramming falls on the shoulders of one person.

In larger operations, however, programming will involve many people.
In fact, because the media marketplace has become so competitive, the
job of promoting programs and developing a certain image is increasingly
turned over to specialized promotions departments.

The most significant difference in how programmers function, however,
depends on the medium in which they work. Television, in the early 1950s,
forced radio to adapt. No longer would individual radio programs dominate
the medium. Instead, radio stations began to specialize in certain kinds
of music or in continuous program formats. The job of a radio programmer
became one of crafting an entire program service. Further, the vast supply
of music from the record industry meant that stations could be less reliant
on networks to define that service. Television, however, has built audi-
ences by attracting them to individual programs. Although some cable
networks now emulate radio by offering a steady diet of one type of
programming (e.g., news, music, weather, financial and business informa-
tion, or comedy), TV programmers, for the most part, must devote more
attention to the acquisition, scheduling, and promotion of relatively dis-
crete units of content. Much of this work has been done by broadcast
networks. However, the growth of “independent” TV stations, as well as
an evermore vigorous syndication market, has increased the amount of
programming done by individual TV stations. To appreciate how ratings
are used in programming, therefore, it is important to understand the
programming practices of each medium.

RADIO PROGRAMMING

There are nearly 11,000 radio stations in the United States, each offering
different—sometimes only slightly different—programming and each
reaching different audiences. Most radio stations, from the smallest town
to the largest markets, have a format. A format is an identifiable set of
program presentations or style of programming. Some stations, particu-
larly those in smaller markets with fewer competitors, may have a wider
ranging format that tries to include a little something for everyone. Most
stations, however, zero in on a fairly specific brand of talk or music.
Radio formats are important to the medium for two related reasons.
First, radio tends to be a very competitive medium. In any given market,
there will be far more radio stations than TV stations, daily newspapers,
or almost any other local advertising medium you can think of. To avoid
being lost in the shuffle, programmers have found that it helps to make
their station seem unique or special. The strategy for doing that is some-
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times called positioning the station. By differentiating their station from
the others, programmers hope it will stand out in the minds of listeners,
and induce them to tune in. Defining and promoting the right format is
critical in positioning a station. Second, different formats are known to
appeal to different kinds of listeners. Because most advertisers want
to reach particular kinds of audiences, the ability to deliver a certain
demographic is important in selling the station’s time.

Radio formats run the gamut. Stations may call themselves “modern
country,” “continuous country,” “all news,” “news and talk,” “new music,”
or even “kick ass rock and roll.” Radio programmers, consultants, and
analysts have fairly specific names for nearly 40 different formats. How-
ever, most of these are usually grouped in about a dozen categories. The
most common labels, the number of stations and the share of the U.S.
audience that listens to each is described in Table 2.1.

There are different ways to program a radio station. Some stations do
all their own programming. They identify the specific songs they will play,
and how often they will play them. They may also hire highly visible—
and highly paid—disc jockeys, who can dominate the personality of the

TABLE 2.1
Radio Stations Formats and Share of Audience®

Stations® Share of Audience °
Format AM ™ 1989 1987 1985
Contemporary Hit/Top 40 16 297 17% 16% 18%
Urban Contemp/Black 99 94 8 10 9
Album Oriented/Classic Rock 23 249 13 13 1
Aduit Contemp/Oldies/Soft Rock 155 424 19 17 16
Jazz/New Age 3 43 2 1 —
Country 193 243 1 1 1
Middie of the Road/Variety 176 ) ) 6 7
Spanish Language 75 29 3 3 2
Religion/Gospel 173 64 2 2 2
Classical Music 8 31 2 1 1
Beautiful Music/Easy 24 138 7 8 10
Big Band/Nostalgia 123 9 3 3 4
News/Talk 160 3 10 9 9
Other or Unknown 52 45 1 — —
Total 1,280 1,674 100% 100% 100%

* Source: Duncan (1989).

® This includes all stations reported in the metro area of measured Arbitron markets. The total of not
quite 3,000 stations, of more than 9,000 commerical stations, account for three-quarters of all radio
listening.

¢ Spring report for each year. The 1989 share is for the number of stations listed. The 1987 and 1985
share is shown for comparison but would be based on a slightly different number of stations in each
category.
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station during certain dayparts. This kind of “customized” programming
is particularly common in major markets, and it is often accompanied by
customized research. Not only do these stations buy and analyze published
ratings reports, but they are also likely to make use of computerized access
to a ratings database;-and engage in a variety of nonratings research
projects. We discuss customized analyses of ratings data in chapter 6.
The most typical nonratings research includes focus groups, featuring
intensive discussions with small groups of listeners, and “call out” re-
search that requires playing a short excerpt of a song over the telephone
to gauge listener reactions.

Many stations, however, depend on a syndicated program service or
network to define their format. There are dozens of these from which to
choose and many are targeted to a specific kind of listener. In the extreme,
a station might rely on such pre-packaged material for virtually every-
thing it broadcast, save local advertising and announcements. But in
most cases stations do their own “original” programming during the most
listened-to morning hours and use a syndicated services—received via
satellite or on tape—during the majority of the remaining hours.

In fact, most radio stations do not worry about ratings research either.
There are audience estimates for only about half of the nation’s 11,000
radio stations are regularly reported by Arbitron. Most stations are in
small communities, not major advertising markets. As a result, the major-
ity of all radio time is sold to sponsors who do not have detailed factual
ratings information. That is a bit deceiving however, because 3,000 sta-
tions that are measured account for more than three quarters of the total
radio listening in the country (see Table 2.1), not to mention the lion’s
share of industry revenues.

We discuss the specific kinds of research questions that can be addressed
with ratings data in the pages that follow. But other things being equal,
programmers with access to ratings data are in a better position to know
their audience than those who have no ratings. Ultimately, that is their
greatest value to a programmer. People who work in radio programming
know that many of the popular ideas about radio use are not true and can
easily be better understood by a careful examination of the ratings book.
For example, the 6-10 a.m. daypart, long known as morning drive time,
is when radio audiences are largest, but the greatest percent of listeners
in automobiles is from 4 p.m. to 6 p.m. Midday, from 10 a.m. to 3 p.m.,
was long called “housewife time,” but in most markets just about as many
men are listening to the radio as women. Further, there are often just
about as many car listeners during midday than either at morning or
afternoon drive time. All in all, the average adult spends about 20 hours
a week listening to radio, or nearly 3 hours a day. Contrary to popular
belief, teens are not the heaviest users of radio—they listen less than any
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other demographic group. But teens do comprise the largest part of the
audience after 7 p.m. All of these may vary from market to market. As
Casey Stengel, or was it Yogi Berra, said: “You could look it up.” Assum-
ing, of course, you have the rating report.

Many radio programmers even like to go to Arbitron headquarters to
study the diaries that the company has used to collect its ratings data.
We will discuss this further in chapter 5. For the moment, all you need to
know is that it is a small paper booklet that allows people to make a record
of their radio listening. By examining those diaries, a programmer or a
consultant working for the station can see if people are remembering call
letters or station slogans correctly. Often people write other comments in
the diary that are helpful as well.

TELEVISION PROGRAMMING

At the other end of the spectrum is the business of programming a major
television network. Although they share some of the same concerns as a
programmer in a radio station, they are confronted with different tasks.
The most important of these differences is the extent to which a network
programmer is involved in the creation of new programs. In that effort,
ratings data may be of some value, but as much as anything else, it
requires a special talent for anticipating popular trends and tastes, and
setting in motion productions that will cater to those tastes. Network
programmers like Fred Silverman and Brandon Tartikoff, who demon-
strate that talent, can become at least minor celebrities in their own right.

Most other television programmers have less to do with the process of
creating programs. Instead, those responsible for programming stations,
or even lesser networks, must find their programming elsewhere. Al-
though some original production in the form of news, sports, or collabora-
tive group efforts does take place, most of the programming these people
work with is already produced, or already in regular production.

The most common source of programming for stations and networks is
what is loosely referred to as the syndication market. In fact, there are
many different kinds of syndicated products available to a programmer,
and more are being produced everyday. The most obvious source of syndi-
cated programming is material that originally aired on a broadcast net-
work. This material is called off-network programming.

Off-network programming is among the most desirable of all syndicated
programming. Because it was originally commissioned for a network, it
typically has high production values—something that viewers brought up
on network fare have come to expect. It also has a track record of drawing
audiences, which can be reassuring for the prospective buyer. “M*A*S*H,”
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for instance, was enormously successful on CBS, and has been enormously
successful in syndication. In fact, only successful network programs ever
make it to syndication. Because syndicated programs are often “stripped”
(scheduled 5 days a week), there must be a great many episodes “in
the can” to sustain the pace of programming. Although there are a few
exceptions, a series must generally have 100 episodes available before it
is viable in syndication. That means it must have been on a network for
4 or 5 years, and only the most popular shows last that long.

Because so many program hungry independents and cable networks
have appeared in the last decade, the demand for quality off-network
product has exceeded the supply. One result, aside from rising prices, is
an increase in the number of programs being produced specifically for the
syndication marketplace. Traditional “first-run” syndication has included
both game shows and talk shows—program types that cost relatively little
to produce. Inexpensive or not, shows like “Wheel of Fortune” and the
“Oprah Winfrey Show” have been highly successful in the ratings. Less
traditional first-run products include “newsier” shows like “Entertain-
ment Tonight” and “PM Magazine.”

There are still other sources of programming, like movie packages or
regional networks, but whatever their origin, the acquisition of syndicated
programming is one of the toughest and most anxiety-producing experi-
ences a TV programmer has to deal with. Usually it involves making a
long-term contractual agreement with the distributor, or whoever holds
the copyright to the material. For a popular program, that can mean a
major commitment of resources. It has been reported, for example, that
Liftime, the cable network, paid over $200,000 per episode for off-network
reruns of “L.A. Law.”

Buying and selling of syndicated programming is often accompanied
by an extensive use of ratings data. Distributors will use the ratings to
promote their product, demonstrating how well it has done in different
markets. The buyers will use the same sort of data to determine how well
a show might do in their market, comparing the costs of acquisition
against potential revenues.

Once it has been determined what programming a station or network
has to work with, television programmers at all levels have more or less
the same responsibility. Their programs must be placed in the schedule
so as to achieve their greatest effect. Usually that means trying to max-
imize each program’s audience, although some shows are knowingly
scheduled against tough competition. For affiliates, the job of program
scheduling is less extensive than for others, simply because their network
assumes that burden for much of the broadcast day. Even affiliates, how-
ever, will devote considerable attention to programming before, during,
and just after the early local news. This early fringe daypart, just before
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network prime time, is often the most lucrative for an affiliate. Audience
levels are rising and the station need not share the available commercial
spots with its network.

As in radio, program production companies, network executives, and
stations use a variety of nonratings research to sharpen their program-
ming decisions. This may include the use of one or more measures of
program or personality popularity. One company, for example, produces
a syndicated research service called TVQ that provides reports on the
extent to which the public recognizes and “likes” different personalities
and programs. Other program-related research includes theater testing,
which involves showing a large group a pilot and recording their professed
enjoyment with “voting” devices of some sort. Ultimately, however, rat-
ings are the most important evaluative tool a programmer has. As one
network executive said, “Strictly from the network’s point of view a good
soap opera is one that has a high rating and share, a bad one is one that
doesn’t” (Converse, 1974).

RESEARCH QUESTIONS

Many of the research questions that a programmer puts to ratings data
are, at least superficially, no different than those asked by a person in
sales and advertising: How many people are in the audience? Who are
they? How often do the same people show up in the audience? This conver-
gence of research questions is hardly surprising because the purpose
of programming commercial media is, with some exceptions, to attract
audiences that will be sold to advertisers. The programmer’s intent in
asking these questions, however, is often very different. They are less
likely to see the audience as some abstract commodity, and more likely to
view ratings as a window on what “their” audiences are doing. These
are some of the more common concerns a programmer will have when
analyzing ratings data.

Did I Attract the Intended Audience? Because drawing an audience is~ - —
the objective of a programmer, the most obvious use of ratings is to
determine whether the objective has been achieved. In doing so, it is
important to have a clear idea of what the intended audience really is.
Although any programmer would prefer an audience that is larger than
smaller, the often quoted goal of “maximizing the audience” is usually an
inadequate expression of a programmer’s objectives. More realistically,
the goal is maximizing the size of the audience within certain constraints
or parameters. The most important constraint has to do with the size of the
available audience. That is one reason why programmers are particularly
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alert to audience shares. Increasingly however, it is not the programmer’s
intention to draw even a majority of the available audience. In other
words, the programmer’s success or failure is best judged against the
programming strategy being employed.

Probably the clearest instance of declaring intentions is when™a pro-
grammer goes after a well-defined target audience. Thisis a subset of the
audience, usually described in terms of demographics. Virtually every
radio format is aimed at a very specific gender age category. For example,
one of the currently popular satellite syndicated radio program services
by Unistar is “Format 41.” It is so named because it is “aimed” at women
with an average age of 41. Stations using this syndicated format do not,
of course, expect to get only listeners who are 41, however, it does indicate
that they are aiming at an audience that is predominantly in the 35-54
age category.

Radio programming in particular seems to lend itself to targeting. An
experienced programmer can fine tune a station’s demographics with
remarkable accuracy. Much of this has to do with the predictable appeal
that certain kinds of music will have for listeners of different ages and
genders. Table 2.2 lists some of the more common station formats and
the extent to which different age groups apportion their listening across
formats.

Obviously, you can not expect to attract many youngsters with “big

TABLE 2.2
Share of Audience by Demographic Categories®
Age: 12-17 18-24 25-34 3549 50-64 65+ TOT

Format Gender: W M W M w M w M W M W M 12+

Contemporary Hit 45 36 27 20 17 14 10 8 3 2 1 1 14
Urban Contmp/

Black 25 25 19 16 15 12 10 9 5 4 3 2 12
Album Oriented

Rock 13 23 17 35 10 23 3 5 1 1T — 1N
Adult

Contemporary 5 4 N 8 16 13 15 15 8 7 9 5 2
Country 2 3 4 4 5 5 9 N 8 10 5 5 6
Spanish 1 1 3 2 4 3 5 3 3 3 2 2 3
Religion - — 1 — 2 1 2 1 2 1 2 1 1
Classical _ - - 1 1 2 3 4 4 5 4 5 3
Beautiful Music 1 1 2 1 4 3 12 9 20 18 18 18 9
Big Band/Nostalga — — — - 1 1 3 2 10 12 9 12 4
News/Taltk 1 2 2 3 5 7 12 15 26 26 42 39 15

sSource: Arbitron, Radio Year-round, 1987. Based on average quarter hour, stations in 14 markets,
average of four reports for 1985. Analysis by Walrus Research (George Bailey, David Giovannoni, and Tom
Church).

Columns do not add to 100% because of listening to other or unknown stations.
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band” music, or many oldsters with contemporary hits. In chapter 8 we
discuss how to depict these sorts of audience characteristics on a “demo-
graphic map” of stations that some programmers find quite useful.

TV programmers, too, may devote their entire program service to at-
tracting a particular demographic. This is most evident in some of the
new cable networks that have emerged in the last decade. As noted in the
last chapter, many networks, like MTV or VH-1, have been programmed
to draw certain age groups that their owners believe will be attractive to
advertisers. These services are not catering to everyone. In fact, MTV
once promoted itself with the slogan “MTV—Some people just don’t get
it.”

Even more conventional TV stations that offer a variety of program
types must gauge the size and composition of program audiences against
the programming strategies they employ. One commonprogramming
strategy is called counter programming. This occurs when a station or
network schedules a program that has a markedly different appeal than
the programs offered by its major competitors. Probably the best example
of counter programming is the tendency of independents to show light
entertainment (e.g., situation comedies) when the affiliates in the market
are broadcasting their local news. The independents are not trying to
appeal to the typical news viewer, who tends to be older, and their ratings
should be evaluated accordingly.

We should also point out, that it is not only commercial media that care
about attracting an audience. Public broadcasting in the United States,
or Britain’s BBC for that matter, must ultimately justify its existence by
serving an audience. If no one is listening, that is very hard to do. There-
fore, many public stations use ratings as well. National Public Radio
(NPR), with the Corporation for Public Broadcasting (CPB), has provided
audience estimates to NPR stations since 1979. The Public Broadcasting
Service (PBS), which provides much of our noncommercial television,
subscribes to national and local ratings to judge the attractiveness of its
programming.

Although they do not have_sponsors in the traditional sense, public
broadcasters care very much about reaching, even maximizing, their audi- -
ences. For one thing, many organizations that put up the money for
programming are interested in who sees both their programs and the
announcement of who put up the money. The more viewers there are,
the happier the funding agency is. Further, public stations are heavily
dependent on donations from the audience. Only those who are in the
audience will hear the solicitation. Thus, many public TV broadcasters
pay considerable attention to their cume ratings.

Even if one has no funding concerns in mind, programmers in a public
station well might ask a question like “how can I get maximum exposure
for my documentary?” Often, documentaries and how-to-do-it information
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programs will get nearly the same ratings—very occasionally an even
higher rating—when repeated during the daytime, or later at night, and
on weekend days than during the first run in prime time. A careful
analysis of audience ratings data could reveal when the largest number
of those in the target audience are available to view, or whether the
intended audience really saw the program.

How Loyal Is My Audience? Audience loyalty is difficult to define pre-
cisely because it means different things to different people. We offer a
more formal discussion of “channel loyalty” in chapter 9. Informally,
loyalty implies the extent to which audience members stick with, or
return to, a particular station, network, or program. It is something that
manifests itself over time. Despite all the positive images that “loyalty”
connotes, we should point out that audience loyalty is quite different from
audience size—the attribute most valued by time buyers. Indeed, it is
common to hear people talk about a “small, but loyal audience.”

Programmers are interested in audience loyalty for a number of rea-
sons. First, in the most general sense, it can give them a better feel for
their audience and how they use the programming that is offered to them.
That knowledge can be used to guide other scheduling decisions. Second,
audience loyalty is closely related to advertising concepts like reach and
frequency, so it may have an impact on how the audience is sold. Finally,
it can provide an important clue about how to build and maintain the
audience you do have, often through a more effective use of promos.

Radio programmers use a number of simple manipulations of ratings
data to assess audience loyalty. Although the heaviest radio listening is
in the morning when people wake up and prepare for the day, listeners
are turning their radios on and off at several times during the day. They
also listen in their cars or at work. To maintain ratings levels, a radio
station must get people to tune in as often as possible and to listen for as
long as possible. Radio programmers employ two related measures, time
spent listening (TSL) and turnover, to monitor this behavior. Using a
simple formula based on the average ratings and cume ratings that are
in the radio book, one can compute TSL for any station in any daypart.
Turnover is the ratio of cume audience to average audience, which is
basically the reciprocal of TSL.

If you listen to just about any radio station you can hear how they try
to keep you tuned in—naming the records or other items coming up,
running contests, and playing a certain number of songs without commer-
cial interruption. To programmers, these tricks of the trade are for “quar-
ter hour maintenance”—that is, trying to keep listeners tuned in from
one quarter hour to the next. The 15-minute period is important, because
it is the basic unit of time used to compute and report all ratings. By
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tracking TSL and audience turnover measures, the programmer can see
how well the audience is being retained.

Another measure of loyalty that is common in radio programming is
called recycling. Because ratings books routinely report station audiences
for morning and afternoon drive time combined, it is possible to determine
how many people listened at both times. This can be a useful insight. If
the number is relatively small, for example, it may suggest that program-
ming can be repeated without losing too many listeners.

The same basic research question is relevant in TV programming as
well. Do the people who watch the early evening news on a particular
station return to watch the late news? If the answer is no, especially if
the early news is successful, it would make sense to promote the later
newscast with the early news audience. Unfortunately, because of the
way TV ratings are published, it is not possible to deduce this from
information on the printed page. Customized breakouts of the ratings data
will, however, answer that question, and many more.

What Other Stations or Programs Does My Audience Use? Insome ways,
this is just the opposite of the preceding question. Although there are
some people who will listen to one, and only one, station, it is more common
for audience members to change from one station to another. In radio, we
noted that no two stations are programmed precisely alike or reach exactly
the same audience, but several stations in a large market may have very
similar, or complimentary, formats. Programmers know that many of
their listeners hear four or five other stations in a week. Radio listeners
may have favorite times for choosing different formats (e.g., news in the
morning or jazz at night). It is important for a programmer to be able to
assess the use of other stations.

The use of a ratings book and a few tabulations will enable a program-
mer to know all the other stations with which he or she shares listeners.
Two different sections of the book have the relevant information. Exclusive
cumes, the number of people who listened to just one particular station
during specific dayparts, is the first. Although this is actually a measure
of station loyalty, when it is compared with the total cume, it reveals size
of the station’s audience that has also used the competition. That does not
tell you which stations they are, however. A section on cume duplication
will. It reveals the extent to which the audience for one station is also
tuning to each of the other stations in the market. Table 2.3 illustrates
levels of audience duplication by stations of different formats.

It will be noted that stations with the largest audiences—biggest
shares—usually share with fewer stations. Conversely, those stations
with narrower formats, for example jazz/new age in this table, have listen-
ers who make substantial use of different stations and formats. That there
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TABLE 2.3
Cume Duplication®

Stations by

Format® CHR Urb CIR Sof OWd JUNA Cou MOR EZB BBN Tk
CHR — 4 4 41 27 32 17 19 18 8 14
Urb 26 — 17 14 9 20 6 5 3 2 7
CIR 26 17 — 29 24 30 16 10 3 2 5
Sof 17 9 19 — 13 19 8 1 12 5 5
Old 7 4 10 8 — 5 1 6 9 6 8
JNA 8 8 12 12 5 — 2 5 8 5 5
Cou 9 5 14 1 23 5 — 15 19 13 15
MOR 19 8 16 27 22 20 27 - 47 58 54
EZB 9 2 2 14 18 15 17 23 - 25 20
BBN 4 2 2 6 1 10 12 29 25 —— 29
Tlk 6 4 3 4 13 8 " 21 16 22 —
AQH Share® 10 6 6 4 4 2 7 12 6 7 4

*Figures show the Metro Cume Duplication for 11 radio stations in one market, listed here by their
format rather than actual call letters. Read down each column, so that for all listeners who hear the country
station any time during the week; 17% also listen to the contemporary hit, and beautiful/easy listening
stations, 27% also tune in MOR, etc.

Source: Arbitron (1989)

b Formats are: Contemporary Hit Radio, Urban/Black, Classic Rock, Soft Rock, Oldies Rock, Jazz/New
Age, Country, Middle of the Road, Easy Listening/Beautiful music, Big Band/Nostalgia, and Talk.

¢ Share, rounded to a whole number.

is so much overlap among stations suggests that people do have varied
tastes. They may very well want and enjoy more news, or different kinds
of music at different times of the day. Or perhaps people desire a change
after listening to one format for a while.

It is clear, however, that stations share the most listeners with other
stations of similar appeals. Although they are not all shown in Table 2.3,
there are three stations in the market that program mostly “album-
oriented rock”—classic rock, soft rock, and a harder “ear bleed station.”
The average overlap among the three stations is 35%. All told, the number
of stations in the market, and especially the number with similar formats,
makes a considerable difference in the amount of overlap or cume dupli-
cation.

Typically, people listen to two or three different stations during a week.
Only 1 in 10 persons listens to only a single station during the week. You
can check that for any station or demographic category by looking at the
“exclusive cume” section of the ratings book. Most listen to two or three
different stations—younger people use more stations than do older listen-
ers, and more different stations are chosen on average in larger markets
where more stations are available. You can compute the average number
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of stations heard for any demographic category in any daypart by adding
the “cumes” of all stations and dividing the total by the market cume
reported at the bottom of the page.

In large markets, a station may be one of 60 or more radio signals
available to listeners. However, the really important competition for most
programmers are the other stations trying to reach a similar target audi-
ence. These are likely to be stations with a similar format. In general,
advertisers will only buy one or two stations “deep” to reach the specific
demographic target they seek most. Knowing as precisely as possible
where your listeners spend the rest of their radio time is very important.

To get a really detailed look at how listeners tune to different stations,
programmers can order a mechanical diary. This is a computer printout
of all diaries that mention the station. For each person in the sample who
heard the station at least once, it provides the exact times they started
and stopped listening. Because it lists all diaries that mentioned the
station, it also reveals all the other stations these people heard during the
week. It is possible, therefore, to see whether your cume audience consists
of listeners who used it as their primary station, or heard it only occa-
sionally.

Further, a mechanical diary gives demographic information about each
reported listener and the zip code in which they live. The zip code data is
often used by stations to find “holes” in their signal area where for techni-
cal reasons they may not be heard well. It can also help in buying station
advertising. Most stations spend a big part of their advertising budget on
billboards and bus cards. Checking the zip codes for present listeners, or
for areas where you think you should be reaching more, can help in placing
these, as well as other advertising.

Nor is this kind of information valuable only to radio stations. Televi-
sion offers viewers an increasing number of choices. In fact, the average
TV viewer undoubtedly watches more channels than the average listener
uses stations. Programmers can use promos for the station most effectively
by knowing when different kinds of viewers are tuned in. Sometimes that
will mean paying attention to the geo-demographics of the audience, just
like an advertiser. But it is especially important to know when people
who watch a competitor’s program are watching your station. That can
be the perfect opportunity to entice those viewers with promotional mes-
sages. Nielsen Media Research, in fact, has a computer program called
Viewer Tracking Analysis designed to identify just such occasions.

How Will Scheduling Affect a Program Audience? One of the recurring
questions a television programmer must grapple with is how to schedule
a particular program. Often, scheduling factors are considered at the time
a program is acquired. In fact, some programs sold in barter syndication
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require stations to broadcast them at a particular time. That is because
the syndicators are also selling time to advertisers, and only certain
scheduling arrangements will allow them to deliver the desired audience.
In any event, how and when a program is scheduled will have a consider-
able impact on who sees it.

Programmers rely on a number of different “theories” for guidance on
how to schedule their shows. Unfortunately, there are nearly as many of
these theories as there are programmers. A few of these notions have
been, or could be, systematically investigated through analyses of ratings
data. Among the more familiar programming strategies are the following.

A lead-in strategy is the most common, and the most thoroughly re-
searched. Basically, this theory of programming stipulates that the pro-
gram that precedes, or leads-in to another show will have an important
impact on the second show’s audience. If the first program has a large
rating, the second show will benefit from that. Conversely, if the first show
has low ratings, it will handicap the second. This relationship exists
because the same viewers tend to stay tuned, allowing the second show to
inherit the audience. In fact, this feature of audience behavior is some-
times called an inheritance effect. We discuss factors that enhance or
diminish inheritance effects in chapter 7.

Two strategies that also depend on inheritance effects are hammocking
and tent-poling. As the title suggests, hammocking is a technique for
improving the ratings of a relatively weak, or untried, show by “slinging”
it between two strong programs. In principle, the second show enjoys the
lead-in of the first, with an additional inducement for viewers to stay
tuned for the third program. The latter is a kind of “lead-out” effect, if
you will. Tent-poling is a less powerful strategy in which one strong show
is scheduled between two weak ones. Presumably the first show will enjoy
a boost from viewers tuning in in anticipation of the second, and the third
will enjoy a conventional lead-in advantage.

Block programming is yet another technique for inheriting audiences
from one program to the next. In block programming, several programs
of the same general type are scheduled in sequence. The theory is that if
the viewers like one program of a type, they might stay tuned to watch a
second, third, or fourth such program. A variation on block programming
is to gradually change program type as the composition of the available
audience changes. For example, a station might begin in mid-afternoon
when school lets out by targeting young children with cartoons. As more
and more adults enter the audience, programming gradually shifts to
shows more likely appeal to grownups, thereby making a more suitable
lead-in to local news.

All of the strategies described here attempt to exploit or fine-tune how
audiences “flow” across programs. Incidentally, many of these program-
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ming principles were recognized soon after the first ratings were compiled
in the early 1930s. Then, as now, analyses of ratings data allow the
programmer to investigate the success or failure of the strategies. Basi-
cally, this means tracking audience members over time. Conceptually,
the analytical techniques needed to do that are just the same as those
used to study the loyalty, or “disloyalty” of a station’s audience. We discuss
both the theory and practice of such “cumulative” analyses in the last
section of the book.

When Will a Program’s Costs Exceed its Benefits? Ultimately, program-
ming decisions must be based on the financial resources of the media.
Although some new stations or networks can be expected to operate at a
loss during the start-up phases of operation, in the long run the cost of
programming must not exceed the revenues that it generates. This hard
economic reality enters into a programmer’s thinking when new program-
ming is being acquired or when existing programming must be canceled.
Because ratings have a large impact on determining the revenues a pro-
gram can earn, they are important tools in working through the costs and
benefits of a programming decision.

When stations assess the feasibility of a new TV program, either a
syndicated program or producing a local show, it is typical to start with
the ratings for the program currently in that time period and then, based
on current ratings and station rates, calculate the revenue that can be
generated in that time period. This can be a bit involved, because many
factors will affect the revenues a program generates. There is, of course,
some uncertainty about the size and composition of the new program’s
audience. The size of the commercial inventory in the program must be
taken into account. If it is bartered, some avails will be gone. Even so, the
station may not completely sell out what inventory it does have. The
station must also anticipate commissions, for agencies and sales reps,
coming out of program revenues. And there are larger marketplace issues,
like the strength of the economy, and changes in competing media. All in
all, making such projections is a tricky business.

One aide to making these programming decisions, at least when a well-_
established syndicated program is at issue, is the show’s track record in
other markets. Often, the local program director can find a market with
comparable attributes (e.g., competing programs, lead-ins, etc.) where the
show in question is actually airing. There are a group of television ratings
reports created for tracking and comparing syndicated programs around
the country. In fact, many station reps and program syndicators have
these data on computers that allow programmers to quickly explore the
consequences of different programming situations.

If a programmer is not agonizing over which programs to acquire, he
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or she may have to worry about when a program should be canceled. Much
of the “press” about television ratings has been over network decisions to
cancel specific programs that are well liked by small, often vocal, segments
of the audience. Ordinarily, a program will be canceled when its revenue-
generating potential is exceeded by costs of acquisition or production.
Table 2.4 shows, over the years, the average costs of network prime-time
programming, median program ratings, and a “threshold” for cancelation
or renewal.

As you can see, the cost of 1 hour of prime time programming has risen
steadily over the years. Today, 1 hour of prime-time drama can easily cost
over $1 million to produce. On the other hand, the cancellation threshold
has fallen over the years. This has happened because the cost of commer-
cial time has increased, as has the total size of the television viewing
population. Even so, a prime-time network program with a rating under
14 is not likely to last for long.

The job of programming is probably more challenging today than at
any time in the past. There is certainly more competition among electronic
media than there has ever been, making the task of building and main-
taining an audience more difficult. TV programmers, in particular, must
contend with more stations, more networks, and newer technologies (e.g.,
VCRs, remote controls) that allow viewers to flip, zip, and zap their way

TABLE 2.4
Network Prime-Time Programs: Costs, Ratings, and Cancellations®
Average
Cost Median Rating Cancel/Renewal

Year Per Hour Renewed Series Threshold ®
1971-1972 $200,279 21.5 17.0-17.1
1972-1973 $205,679 20.0 15.5-18.4
1973-1974 $212,583 21.4 18.3

1974-1975 $212,838 22.2 17.1-18.9
1975-1976 $254,756 21.2 17.7

1976-1977 $310,540 20.2 17.3-18.0
1977-1978 $362,763 20.4 18.3-19.0
1978-1979 $413,100 21.3 17.5-19.1
1979-1980 $418,254 20.8 171

1980-1981 $556,102 19.9 16.0-17.5
1981-1982 $571,597 18.4 15.2-16.6
1982-1983 $638,740 18.4 15.2-18.4
1983-1984 $661,058 17.2 15.1-15.5
1984-1985 $725,151 171 11.2-14.2
1985-1986 $756,018 17.7 13.8-14.8

? Adapted from Atkin and Litman (1986).
® All programs with a rating less than the lower threshold were cancelled whereas all programs with
a rating above the upper threshold were renewed.
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through programming at the touch of a button. In all of these challenges,
the analysis of ratings data is likely to offer programmers a useful tool
for understanding the audience and its use of media.
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The electronic media play a central role in the economic and social life of
our society. They contribute to the smooth functioning of markets by
facilitating the exchange of goods and services. They open or foreclose the
“marketplace of ideas” so essential to democracies. Many commentators
even argue that they shape our perceptions of reality. Given the powers
commonly attributed to the media, it should come as no surprise that
they have been scrutinized by social scientists from a wide variety of
disciplines. Ratings data have played an important, if little appreciated,
role in social scientific inquiry, and in shaping the study of communica-
tions.

From the very beginning of radio broadcasting in the 1920s proponents
and critics of the medium wondered how it might affect American society.
By the early 1930s, a high powered government committee on social
trends appointed by President Hoover listed more that 150 specific effects
attributable to radio, from homogenizing regional cultures to encouraging
morning exercises (Ogburn, 1933). The newly formed networks had also
begun assessments of the radio audience, and academics—especially from
psychology, sociology, marketing, and education—became interested in
the study of broadcasting as well.

In psychology there were already a number of studies comparing the
effects of visual versus aural media, thus a comparison between radio and
print advertising was almost inevitable. One of the first studies of memory
from “ear and eye” was by Frank Stanton (1934), a pioneer in communica-
tions research, who would later become the president of CBS. The interest
of psychologists broadened considerably and quickly. Stimulated by the
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use of media for political purposes, especially in the U.S. and Germany,
they began to examine the use of radio by President Roosevelt, various
religious and political demagogues, and the manipulation of motion pic-
tures by Adolf Hitler. In 1935 Hadley Cantril and Gordon Allport, of
Harvard University, published The Psychology of Radio, reporting many
of their early findings.

By then, Stanton had earned his doctorate from Ohio State, with a
dissertation that focused on methods for studying radio listening behavior.
He and Cantril sought, and eventually secured, a grant from the Rockefel-
ler Foundation to study the methodologies of measuring radio. As luck
would have it, Stanton had become director of research at CBS, and so
was unable to head the project. Instead, they asked Paul Lazarsfeld to be
the director, with Stanton and Cantril serving as co-directors. Thus began
the Princeton Radio Research Project which, after 2 years, moved to
Columbia University as the Bureau of Applied Social Research.

Under the auspices of the Bureau came many collaborative research
efforts and a string of studies that can be regarded as the beginning of
communications research in the United States. Virtually all of this re-
search was tied to the measurement of radio listening. The exciting new
field of radio, and especially the need to measure its audience, was largely
responsible for establishing Lazarsfeld as a “founding father” of the scien-
tific study of communications. Indeed, the emergence of ratings research,
at least in those early days prior to World War II, was intertwined with
the development of the new field of mass communications, and in a broader
sense, with the growth of all social/behavioral research. Today, the use of
ratings data in the social sciences falls into one of two relatively applied
areas; financial and economic analysis and communications policy.

FINANCIAL AND ECONOMIC ANALYSIS

It should be obvious by now that audiences are a valuable commodity.
They are a critical component in the media’s ability to make money, and
frequently determine whether a particular media operator succeeds or— -—-—
fails. As the principle index of the audience commodity, ratings data are
often used in financial planning and analysis, as well as in more broadly
based studies of industry economics. In these applications, ratings infor-
mation is employed to answer questions that are somewhat different than
the ones posed by either an advertiser or programmer.

Those most immediately concerned with the financial implications of
ratings data are the owners and managers of the media. Advertiser-
supported media are in the business to make a profit. In order to do that,
they try to minimize their expenses while maximizing their revenues. We
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have already seen how this can effect programming decisions. Expenses
for the electronic media, however, can also include salaries, servicing debt
the firm has incurred, and a host of mundane budget items. One way to
improve profits, of course, is to reduce those expenses, but there is a limit
to how much cost cutting can be done. The only other way to improve
profitability is to increase revenues.

Broadcast stations generate virtually all of their revenues from time
sales to advertisers. In radio, the vast majority of revenues come from
local advertisers. Television stations, especially those in large markets,
get roughly equal amounts of revenue from local and national spot mar-
kets. Networks, too, heavily depend on advertising revenues, although
cable networks typically derive additional income through direct pay-
ments from cable systems. Even program syndicators, who may charge
stations for the use of their programming, can realize substantial revenues
from selling time to advertisers.

Financial analysts outside the media are also concerned with the
profitability of media properties. This category of ratings user includes
investors and their representatives. For example, many media companies
are “publicly traded,” meaning that individual or institutional investors
can go to a stock exchange and buy shares in the company. Just as
investors would study the prospects of any potential acquisition, a thor-
ough financial analysis is likely to include an inspection of a company’s
ratings performance—past, present, and future. Even if shares in a media
company are not traded on exchanges, investors can buy properties di-
rectly. Stations are brokered much like houses. Here again, investors must
determine whether the property to be acquired will generate sufficient
revenues to make the acquisition worthwhile. Projecting audience ratings
is a critical element in making those judgments.

A third category of ratings users are professional economists. Many
people with extensive training in economics are involved in the kinds of
analyses described here. Economists have also used audience ratings to
help shape communications policy, a process we discuss in more detail in
the section that follows. In addition to these activities, economists have
studied media industries in their own right, just has they might analyze
other aspects of the economy. Most economists in the United States are
termed neoclassical economists. This is a large and diverse group, who
typically study how individuals—through owning, buying, and selling
property—contribute to the operation of a marketplace. Some of their
research has focused specifically on the buying and selling of audiences.
Even political economists, a much smaller group influenced by the works
of Karl Marx, have become interested in how the audience commodity is
produced, and the role of ratings in that process.
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Research Questions

As you might imagine, ratings data have a variety of applications in
financial and economic analyses. Despite a good deal of variation in the
reasons why researchers ask these questions, most analyses in this area
are attempting to answer one of three basic questions.

What Determines the Value of an Audience? We have noted, under a
system of advertiser-supported media, that audiences are really a com-
modity. They are bought and sold just like other commodities. They are
“perishable,” of course, and their supply is not totally predictable, but
that hardly distinguishes them from other goods in the marketplace. Just
like other commodities, analysts have tried to figure out what determines
their value, at least as it is reflected in prices. Knowing the determinants
of a commodity’s price is certainly of practical value to those who do the
buying and selling, but it can also help us understand the operation of
media industries.

The economic value of an audience is largely determined by supply and
demand. Corporations and other organizations demand advertising time
and the media supply it. Generally speaking, when the U.S. economy is
strong, and corporate profits are high, demand increases and advertising
expenditures rise. For instance, between 1948 and 1981, there was a
remarkably high (.975) correlation between corporate profits and advertis-
ing expenditures (Vogel, 1986, p. 174). While such macroeconomic vari-
ables establish an overall framework for prices, a number of factors oper-
ate within that framework to determine the value of specific audiences.

On the demand side, some companies cannot curtail their advertising
expenditures as easily as others. For instance, the makers of many nondu-
rable goods, like soft drinks, cosmetics, and fast foods, fear significant
losses in market share if they stop advertising. Consequently, they may
continue to advertise heavily, even if times are hard. Local merchants, on
the other hand, will quite often cut advertising budgets to reduce expenses.
For these reasons, during an economic downturn, local advertising mar-
kets may “soften” more readily than national markets, driving down the
price of local audiences.

We have already noted that different advertisers demand different sorts
of audiences, and that this interest in market segmentation has had a
marked effect on the ratings. Audiences are routinely categorized by their
demographic, and geographic attributes. Increasingly, they are seg-
mented by psychographics and product-purchasing behavior. Not all audi-
ence segments, however, are as easily supplied as others. Some kinds of
people spend more time in the audience, and are therefore more readily
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available to advertisers. Other kinds of people constitute a tiny part of
the population (e.g., executives earning more than $500,000) and are,
therefore, rare. This tends to make them a more valuable commodity.

All these aspects of supply and demand come into play when determin-
ing the value of an audience. Ultimately, such factors are represented in
cost calculations (e.g., CPMs) for the electronic media. In fact, advertisers
will sometimes make tradeoffs between print and electronic media based
on the relative cost of audiences. Table 3.1 summarizes recent CPMs for
the major advertiser-supported media. Although such contrasts can be an
“apples and oranges” comparison, the price of competing media is another
factor that determines the market value of a television or radio audience.
This is especially true in local advertising where newspapers can provide
stiff competition for the electronic media.

Political economists conceptualize the value of audiences somewhat
differently. Here, the central question is one of exploitation. Audience
members are, evidently, producing something of real value, just as they
would by laboring in a factory. But how does this happen? Is it legitimate
to define watching television as “work™? If audience members are working,
are they receiving fair compensation? If the media are able to extract
some sort of value from the audience without compensation, is the mass
audience being “exploited”? Such reasoning is receiving greater attention
in Marxist analyses of the media, and to the extent that ratings measure
the output of the audience, they may come to play as important a role in the
work of political economists, has they have in more traditional economic
analyses.

TABLE 3.1
CPM Trends in Major Advertising Media®
Medium 1980 1981 1982 1983 1984 1985 1986 1987 1988
Network prime time (HH) 494 584 644 694 8.08 8.06 878 10.13 9.46
Network daytime (HH) 222 247 268 270 341 348 319 311 282

National spot prime time (HH) 7.35 8.15 8.87 8.15 9.40 10.01 9.57 10.01 11.58
National spot daytime (HH) 221 263 3.09 263 3.03 332 344 377 405

Network radio® 1.61 1.69 1.81 193 207 222 241 25 265
Spot radio® 290 3.04 3.28 350 3.74 386 4.01 437 4.5
Consumer magazines® 734 775 849 9.18 9.68 10.32 10.92 11.38 11.79
Daily newspapers" 14,46 15.76 17.46 19.13 341.33 383.17 402.39 399.19 N/A
Syndicated supplements® 6.91 7.81 8.62 10.00 10.36 11.58 9.22 9.65 11.03

? Source: Burnett (1989)

® CPM adults

¢ CPM-Circulation

“Inch Cost/MM Circ. Conversion from line to inch rates in 1984. Data are not comparable to previous
years.
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What Contribution do Ratings Make to Revenues? The preceding discus-
sion runs the risk of suggesting that audiences have some inherent value
that translates directly into revenues. A number of factors can account
for a discrepancy between audience ratings and audience revenues, and
may be of considerable importance to both economists and financial ana-
lysts.

The first thing to remember is that audiences of the electronic media
are, themselves, invisible. The only index of that commodity is ratings
data. In a very real sense it is ratings points that are bought and sold. As
long as such audience estimates are the only way to know the size and
shape of the commodity being traded, they effectively become that com-
modity. Athough ratings companies are under considerable pressure to
produce accurate audience measurements, certain biases and limitations
do exist. Some may be inherent in the research methods these companies
use, others are more the result of how the ratings business itself has
responded to the demands of the marketplace. In any event, the media
must generally operate within the constraints imposed by the ratings,
and that may be a hindrance to selling certain audiences.

For example, we have noted that cable has gradually eroded the audi-
ence for broadcast television. The cable industry, however, has had some
difficulty marketing that audience because the ratings business has been
geared to estimating broadcast audiences. Only recently have ratings
companies begun to use methods well suited for measuring cable net-
works. Even the format of a ratings report can affect an advertiser’s
willingness to use the data. We detail the evolution, methods, and products
of the ratings services in the second section of the book, but for now,
recognize that ratings data themselves can distort the link between audi-
ences and audience revenues.

The second thing to remember is that audiences are made available to
advertisers in the form of spot announcements. These spots, however, are
limited in number. A broadcaster could, therefore, exhaust the inventory
of available spots before meeting the demand for audiences. The result
being that some audience revenues would go unrealized. The amount of
advertising time that the electronic media has to sell is affected by several
things. By tradition, certain dayparts have more commercials than other
dayparts. Prime time, for instance, has fewer spot announcements than
late night or daytime television. Network affiliates have less time to sell
to local advertisers than independents, because network programming
reduces the size of their inventories. Inventories can be increased by
adding commercial time to a program or reducing the duration of spots
(e.g., from 30 to 15 seconds), but like cost cutting, there is a practical limit
to how much can be done without being counterproductive. Indeed, radio
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broadcasters frequently argue about how much commercial time can be
sold within each hour before listeners might be driven away to another
station. Stations frequently try to lure listeners to a new, or revised,
format by presenting very few commercials or guaranteeing “X” commer-
cial-free minutes.

Even if ratings data were completely accurate and inventories more
flexible, audiences would not necessarily determine revenues. A sales
force must take that audience data into the marketplace, and persuade
advertisers to buy the commodity. Selling is a very human, and often
imperfect, process. Some sales managers are more aggressive than others
in their approach to time buyers. Some salespeople are more effective in
dealing with clients than others. The net result is that two audiences that
seem to be identical may sell for different amounts of money. In fact,
advertisers who buy several spots at once, routinely receive quantity
discounts.

Economists have devoted a good deal of attention to the relationship
between audience ratings and audience revenues. In addition to the factors
we have already described, there are other, less benign, explanations for
a discrepancy between an audience’s size and its market value. If, for
instance, there are relatively few competitors in a market, they may be
tempted to collude and set prices above competitive levels. Although we
know of no cases of such collusion, the potential exists. What is clear,
however, is that the demand does dictate price. Advertiser demand for TV
has been, and will probably remain, high. This, as best as can be deter-
mined, has meant higher rates (proportional to the audience delivered) in
markets with fewer stations. In less concentrated markets, the cost of
audiences may be lower. Studies of this sort have not been conclusive.
For readers who are interested in learning more about the relationship
between the audiences an media revenues, Table 3.2 lists research in the
area.

As we have said, such research has not, and may not, provide conclusive
answers, but in recent years we note the growing number of independent
TV stations. These outlets have more available commercial time, per
segment, than network affiliates. This increase on the “supply side,” with
many other choices—cable and VCRs—has meant a slow growth in rates
in recent years.

Financial analysts also recognize that although audiences are an impor-
tant determinant of media revenues, there may well be some discrepancy
between a media property’s share of the audience and its share of market
revenues. This can have practical implications for evaluating the desir-
ability of different acquisitions. Table 3.3 illustrates how a financial ana-
lyst might go about evaluating the long-term revenue potential of a televi-
sion station.
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TABLE 3.2
Determinants of Audience Revenues

Potential Determinants

References®

Audience size

Audience demographic composition
Audience location (MRA/ADI/TSA)
Certainty of audience delivery

Daypart

Overall strength of market economy
Number of stations in the market
Number and circulation of newspapers
Market power or concentration

Ratio of nat’l spot to local revenue

Level of cable penetration
VHF versus UHF

Total levels of media use in market
Season of the year
Size of sales transaction

Fisher, McGowan, & Evans (1980)
Fournier & Martin (1983)
Fratrik (1989)

Levin (1980)

Wirth & Bloch (1985)
Fisher et al. (1980)
Fournier & Martin (1983)
Fratrik (1989)

Fisher, et al. (1980)
Fratrik (1989)

Poltrack (1983)

Fournier & Martin (1983)
Fisher et al. (1980)
Poltrack (1983)

Poltrack (1983)

Vogel (1986)

Fournier & Martin (1983)
Levin (1980)

Poltrack (1983)

Poltrack (1983)

Fournier & Martin (1983)
Wirth & Bloch (1985)
Poltrack (1983)

Wirth & Block (1985)
Fisher et al. (1980)
Fratrik (1989)

Levin (1980)

Poltrack (1983)

Poltrack (1983)

Fournier & Martin (1983)

2 References do not necessarily find the same relationship between determinants and audience revenues.

The top line across the table represents the net market revenue for all
television stations in the market. This number is likely to be a function
of the overall market economy, especially the annual volume of retail
sales. It is estimated by looking at historical trends in the market, and
making some carefully considered judgments about the economic outlook
for those sectors of the economy that are especially important in the
market. The second line represents the station’s current and estimated
share of the television audience. Here again, the analyst would consider
recent trends and the chances that the station’s overall ratings perfor-
mance will improve or decline. A more specific discussion of factors affect-
ing a station’s ability to attract an audience is provided in our model of
audience behavior in chapter 7. In this particular example, the analyst
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TABLE 3.3
Station Revenues Based on Audience Share Projections
CH 1989 1990 1991 Maturity
Net market revenue $70 million $74 million $80 million X
Station audience share 21% 22% 23% 25%
Over/under sell factor .80 .83 .86 .90
Station revenue share 16.8% 18.3% 19.8% 22.5%
Station Revenue $11,760 mitlion $13,540 million $15,840 million x(.225)

estimated that the station would eventually be able to attract and hold
25% of the audience.

That does not necessarily mean that the station can expect to capture
25% of total market revenues. In fact, this station has regularly gotten a
smaller share of market revenues than its share of the audience. In other
words, it “undersells” its audience share. That factor is recognized in the
third line across the table. The analyst believed that the undersell factor
could be improved, but to be conservative, projected that share of revenue
would always fall short of audience share.

Once these factors have been estimated, it is possible to make a reason-
able projection of station revenues. When these revenue estimates are
compared with projected operating expenses, the analyst can determine
whether this property would have sufficient cash flow to cover its debt,
and provide the owners with an acceptable return on their investments.

What Economic Factors Affect Audience Ratings? Because ratings can
be a powerful determinant of media revenues, much attention is devoted to
understanding what will affect the size of audience ratings. Some of these
factors have already been mentioned in our discussion of programming,
and others are dealt with in the chapters that follow. But, a few efforts to
examine the impact of economic factors deserve brief mention here.

One question that often confronts media operators is whether a particu-
lar expenditure will increase audience ratings. This might involve some-
thing as pedestrian as an engineering expense to improve the quality of
a transmission. Frequently, it involves a decision about how much money
to spend on programming. Clearly, there is not a perfect correlation be-
tween a program’s cost and its ratings performance. Some very expensive
programs fail, while shows with relatively modest budgets attract sub-
stantial audiences. Overall, however, there appears to be a significant
relationship between the amount of money spent on programming, and
the size of the audience that programming ultimately attracts. Some
economists, for example, have argued that because the English-speaking
marketplace is relatively large, producers of English-language program-




RATINGS ANALYSIS IN SOCIAL SCIENCE 51

ming are willing to invest more in production, resulting in films and
television programs with greater audience appeal (e.g., Wildman & Siwek,
1988).

At a different level of analysis, researchers have considered the impact
of economic factors like media ownership on ratings performance. A great
many broadcast stations are owned by corporations that have other media
properties. These might include other media outlets in the same market,
or additional stations across the country. It is not unreasonable to expect
that such media groups would enjoy certain “economies of scale” in the
acquisition or production of programming. That is, they could spend more
on salaries and facilities, because they are able to distribute those costs
over the entire media group. They might also have greater leverage in
dealing with program syndicators. As a result, group ownership is an
economic factor that we would hypothesize is positively related to ratings
performance. In fact, there is evidence that this is the case.

It should be noted, however, that the advantages of group ownership
merit continued scrutiny. During the past several years distributors have
forced more stations into competitive bidding for syndicated program-
ming. This is, in large part, because of the growth of independent stations.
In the 1980s the number of such stations devoted to “general entertain-
ment”’—that excludes religious, Hispanic, and shopping channel outlets—
increased from only 100 to about 265. This has had the effect of strengthen-
ing the hand of syndicators in their negotiations with stations—a factor
that may reduce the advantages of group ownership.

COMMUNICATION POLICY

It is in the making of communications policy where one sees the broadest
range of interests represented, as well as the most inventive uses of ratings
data. Most of the players involved in the process are intent on securing
some special advantage for themselves, or somehow handicapping their
opponents. Others seem genuinely interested in promoting what they
believe to be in the “public interest.” No matter their intent, most have
found some occasion to use ratings data to help make their case.

This regular, and sometimes unthinking, use of ratings information
has a number of causes. Most significantly, it is that audience ratings go
to the heart of the media’s power. Why is it that electronic media have
any economic value at all? It is because they have an audience. Why is it
that news and entertainment programs are capable of any social impact?
It is because they have an audience. Although ratings information, alone,
cannot reveal the effects of the media on society, they can frequently
index the potential. These factors, in addition to the wide and continuous
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availability of ratings data, have made ratings an attractive tool in craft-
ing communications law and regulation. Before considering the research
questions that ratings data can address, however, we need to briefly review
the people and institutions most involved in making communications
policy. It is these players, and the dynamic interactions among them that
determine the course of public policy. Those most likely to use ratings in
developing policy are the federal government, industry, and the public.

By the mid-1920s it became apparent that broadcasting could not be
left to operate as an unregulated marketplace. It appeared that more
people wanted to broadcast than there were frequencies to accommodate
them. To solve the problem of who was to broadcast on which frequencies,
the U.S. Congress created the Federal Radio Commission, which was
-eventually replaced, in 1934, by the Federal Communications Commission
(FCC). The FCC was to license stations, and more generally, see to it
that the “public interest” was served in the process. Although prevailing
philosophies of what best serves the public interest have changed over the
years, three interrelated objectives have endured. First, the commission
has tried to limit certain undesirable social effects that could be attributed
to broadcasting. Many times, children have been the special object of their
concern. Second, the commission has tried to promote greater diversity in
media content, often by structuring markets in a way that makes them
more responsive to audience demand. Third, like many other regulatory
agencies, the FCC has tried to ensure the overall economic health of the
industry it regulates.

The last of these is surely the subject of the most argument. Many
broadcasters would point out that the FCC has in fact acted to hinder
“free, over-the-air” TV by allowing—indeed openly promoting—a more
rapid growth of cable in recent years. Although it is true that the commis-
sion has tended to promote competition in the electronic media, it has
historically stopped short of policies that would inflict a debilitating mea-
sure of “economic injury” upon licensees. For example, this concern is
evident in the commission’s approach to questions of audience “diversion”
which we review later.

In any event, the FCC does not have a free hand to implement whatever
policies it chooses. Other institutions within the federal government are
often involved. The president, the courts, and especially the Congress, can
and do make their wills known from time to time. Other independent
agencies, like the Federal Trade Commission or the Copyright Royalty
Tribunal, will deal with matters of communications policy. And other
elements of the executive branch, like the Departments of Commerce or
Health and Human Services may enter the picture. For example, in the
early 1970s the Surgeon General oversaw a massive study of the impact
of violence on television. Further, although the government ultimately
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sets communications law, other interests weigh heavily in the policy-
making process

The entities with the most direct interest are the media themselves.
Sometimes individual companies, like the broadcast networks, represent
themselves in Washington. Usually however, industries are represented
by trade associations. For broadcasters, the most important of these is
the National Association of Broadcasters (NAB). The NAB serves the
interests of commercial broadcasters by lobbying Congress and the FCC,
testifying before Congressional committees, filing briefs in the relevant
judicial proceedings, and participating in rulemakings and inquiries at
government agencies. In many of these activities, the NAB will submit
research that bears on the issue at hand. In fact, the NAB has a special
department of research and planning, that frequently performs policy
studies using ratings data. The cable industry is represented by the Na-
tional Cable Television Association (NCTA). The NCTA engages in the
same sorts of activities as the NAB and likewise maintains a department
of research and policy analysis. The other trade associations that are
most likely to use ratings data include the Motion Picture Association of
America (MPAA), and the Independent Television Association (INTV).

Even the combination of government and industry does not completely
control the formation of public policy. The public itself enters the process
in a number ways. Most directly, of course, we elect government represen-
tatives. Occasionally, one of these government officials will take the lead
on a matter of communications policy, inviting us to either support or
reject that position. More organized public participation comes in the
form of “public interest groups.” Some of these, like Action for Children’s
Television (ACT), are formed specifically to affect communications policy.
ACT, in particular, has been successful at drawing the attention of Con-
gress and the FCC to matters of children’s television. Other groups, like
the National Congress of Parents and Teachers (PTA) or the American
Medical Association (AMA), do not make communications law and regula-
tion their central focus, but nonetheless express occasional interest in

- social control of media. _ ., .. .

We should also note that the academic community contributes to policy- — ——
making. Professors in those disciplines with an enduring interest in broad-
casting and the electronic media have been attracted to policy questions
dealing with the media’s social and economic impact. The academic com-
munity can affect policy in several ways. Most notably, they do so by
publishing research relevant to questions of public policy. Because they
are often viewed as experts, and relatively objective, their work may carry
some special influence with the government. They may also work as
consultants for other players in the process, and so exercise influence in
a less public, but equally direct manner. Finally, of course, they can
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indirectly affect policy through their students. Many people who are,
today, involved in determining communications policy, would credit cer-
tain professors with influencing their views on matters of law, regulation,
and social responsibility.

Research Questions

Not all, or even most, questions of communications policy can be illumi-
nated by analyses of ratings data. But there is a surprisingly broad range
of applications for ratings analysis. In fact, very few bodies of social
scientific data can be interpreted, or “read,” in so many different ways.
The use of ratings data in policy-making can be organized as responses to
one of three broad questions. These questions correspond to those three
long-term concerns of the FCC: (a) limiting the undesirable effects of
media, (b) promoting more diverse and responsive programming, and (c)
tending to the economic condition of its client industries.

What do the Media do to People? This is commonly known as the “effects
question.” We have been asking it, in one form or another, since the
earliest days of mass communication. Even before radio was established
a number of sociologists and educators were concerned about the impact
of crime reported in newspapers on children. In the early 1930s sociologists
tried to determine the impact that movies had on young people. Later in
the decade psychologists studied the effects of wartime propaganda, while
marketing researchers measured how press coverage could influence voter
behavior. More recently, we have concerned ourselves with television’s
role in promoting violence, sexual or racial stereotypes, and distorted
perceptions of social reality.

Central to these, and all other effects questions, is some “cause and
effect” relationship. In its general form, the question is, “Does exposure
to the media (cause), make other things happen (effect)?” These are ex-
tremely difficult questions for social scientists to answer. An important
starting place, however, is a knowledge of what people are exposed to.
This is because any direct media effect must begin with exposure.

Although an encounter with the media may not determine a particular
outcome (again, the effect), it defines a certain potential. If many people
use a medium, or see an item of content, the potential for effects is great.
Conversely, if no one is exposed to a message, its impact is never felt.
Advertisers have long realized this, and so have paid dearly for access to
audiences.

Academics, too, have recognized that exposure is the wellspring of
media effects. One of the most outspoken has been George Gerbner, a
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proponent of “cultivation analysis.” Gerbner has argued that television
content is so uniform, and people are so unselective, that researchers need
only consider the amount viewed in order to determine the medium’s
social impact. Usually, these arguments are buttressed with references to
ratings information.

According to the 1984 Nielsen Report, the television set in the typical home
is in use for about 7 hrs a day, and actual viewing by persons older than 2
years averages over 4 hrs a day. With that much viewing, there can be little
selectivity. And the more people watch, the less selective they can and tend
to be. Most regular and heavy viewers watch more of everything. (Gerbner,
Morgan, & Signorielli, 1986, p. 19)

According to Gerbner, then, TV’s power to cultivate mistaken notions of
what is real can be revealed in simple comparisons of heavy and light
viewers.

Other academic researchers are less convinced that audience selectivity
is a moot point. In fact, studies of “selective exposure” have an important
place in the history of effects research. Although varied in their origins,
these studies assume that audience members are capable of a good deal
of “choosiness,” and will demonstrate that in their consumption of media
content. Depending on the kinds of content chosen, different media effects
may follow. In the Surgeon General’s report on TV violence, for example,
Israel and Robinson (1972), used viewing diaries to assess how much
violence was consumed by various segments of the population. The operat-
ing assumption was that those who consumed more violence-laden pro-
gramming would be more likely to show its ill effects. So, whether one
considers specific content, or, as Gerbner would argue, TV viewing in
general, it is clear that exposure sets the stage for subsequent media
effects.

Government regulators have also used audience information to assess
the media’s potential to create socially undesirable effects. The FCC, for
instance, has a Congressional mandate to limit the use of indecent lan-
guage in broadcasting. Although the commission might tolerate certain
excesses if they were heard only by adults, the presence of children in the
broadcast audience has created a problem. So much so, that the commis-
sion has tried to “channel” offensive language away from those time
periods when there is a “reasonable risk” that children will be in the
audience. To identify those time periods, the commission’s staff has used
ratings data. Hence, the detrimental effects that might result from expo-
sure to indecent content are, at least, limited in scope by the size of the
child audience.

In a similar vein, the FCC has expressed special concern about the
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audience for local news and public affairs programming. The commission
has a long history of encouraging “localism” in broadcasting. This effort
has been motivated, at least in part, by a desire to keep people informed
about issues of public importance. The growth of cable television has been
seen as a threat to localism because of its ability to divert audiences from
local broadcasts. In a 1979 report on the relationship between cable and
broadcasting, the commission elaborated,

Television may have an important effect in shaping the attitudes and values
of citizens, in making the electorate more informed and responsible, and in
contributing to greater understanding and respect among different racial
and ethnic groups. . . Historically, the FCC has encouraged particular types
of programming—Ilocal news, public affairs, instructional programs—on
these grounds. To the extent that a change in broadcast-cable policy would
dramatically change the amount by which these programs are not only
broadcast but viewed, these issues could be an important component of a
policy debate. (Federal Communications Commission, 1979, p. 639)

In a line of reasoning analogous to its indecency rules, then, the FCC
expressed concern that undesirable social consequences might flow from
people not watching certain content. Here again, the first index of effects
is the size of the audience, an index that is readily available in ratings
data.

What do People Want? Another important goal of communications pol-
icy has been to provide the public with diverse media content. This objec-
tive is very much in keeping with our First Amendment ideals, and the
benefits that are thought to result from a “free marketplace of ideas.” But
how does one accomplish this objective? Although policymakers have
different opinions on that subject, the most popular solution has been to
structure media industries so that a large number of firms can compete
for the attention of the audience. In such an environment, it is believed,
competitors will probe audience demand, responding to their likes and
dislikes as expressed in their program choices.

Under this system, ratings can be thought of as a kind of feedback
mechanism. Arthur Nielsen, Jr. (1988) has described the link between
ratings and preferences as follows:

Since what the broadcaster has to sell is an audience to advertisers, it follows
that in order to attract viewers, the broadcaster must cater to the public
tastes and preferences. Ratings reveal these preferences. (Nielsen, 1988, p.
62)
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Many commentators find the industry’s argument that they only “give
the people what they want,” to be self-serving and deceptive. Most media,
they would point out, are responding to the demands of advertisers, not
audience members. Because some audiences are less valuable to advertis-
ers than others, these viewers may be underserved. Additionally, the use
of advertiser-supported media does not provide audience members with a
way to express how much they like a particular program, only that they
have elected to use it. We review a number of other factors that complicate
the link between preference and choice in chapter 7. Nevertheless, a
considerable body of theory, in both psychology and economics, views
people’s choices as a function of their preferences, and this provides more
than adequate justification for the use of ratings in policymaking.

The most relevant of these theories has been developed in the study of
welfare economics, a branch of the discipline that is concerned with how
we can maximize the “welfare,” or overall well-being of society. Like other
branches of economics, it assumes that people are rational beings who
will attempt to satisfy their preferences when choosing goods and services.
At least, that is, insofar as their pocketbooks allow. Economists refer to
this notion as the “theory of revealed preference.” Indeed, they make a
case that deducing preferences from behavior may be superior to direct
questions about a person’s likes and dislikes. A media system under
advertiser support, however, imposes no direct costs on viewers (i.e., they
do not pay a per program fee). Viewer preferences, therefore, can be freely
expressed in program choices. These concepts, and their consequences for
how public policy might maximize viewer satisfaction, are fully discussed
in Owen, Beebe, and Manning (1974).

Welfare economists, therefore, have used ratings data to address ques-
tions of communications policy. One category of FCC rules that has re-
ceived scrutiny is the commission’s ownership rules. In an effort to in-
crease diversity in programming, the commission has sought to limit
certain classes of media from owning local television stations (e.g., local
newspapers and radio). The idea is that different owners will contribute
different viewpoints to the marketplace of ideas. Unfortunately, existing
media may be more adept at offering local programming that appeals
to viewer preferences. Parkman (1982) has, consequently, argued the
following:

If these classes of owners produce more popular programming than other
classes of owners, the reduction in popular programming should be taken
into consideration as cost of the diversification policy. To determine if certain
news gathering organizations are more successful than others in attracting
viewers, we can look at the end result that these organizations produce as
judged by the viewers, i.e., the ratings. (pp. 289-290)
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After analyzing the ratings of local television news programs, Parkman
concluded that the commission’s policy imposed, “costs on individual view-
ers by forcing them to choose programs considered by them as less desir-
able” (p. 295).

The FCC has, itself, used ratings as a kind of revealed preference. The
most notable example has been the commission’s designation of stations
as “significantly viewed.” This concept was introduced into FCC rules in
the early 1970s. Cable systems, which at that time almost exclusively
depended on retransmitting broadcast signals to attract subscribers, faced
strict limits on the distant signals they could “import.” If, however, it could
be demonstrated that a signal from outside the market was, nonetheless,
significantly viewed, then the system was allowed to carry it. In fact, they
could be compelled to carry it as a must-carry signal.

In the original rules, a station was deemed to be significantly viewed if,
in noncable households, it achieved a weekly 2% share of audience, and
5% weekly circulation. The FCC actually used Arbitron data to list all
the stations that were significantly viewed in each U.S. county. Although
the commission’s motivation for imposing this standard is not entirely
clear, it seems that this was one attempt to let the viewers themselves
demonstrate that a station provided a valued local service.

As the number of specialized cable networks began to grow, the cable
industry increasingly viewed must-carry stations as an annoyance that
prevented them from offering more desirable cable only services. In 1985,
the courts agreed, and judged the commission’s rule to be unconstitutional.
By that time, however, the concept of a significantly viewed station had
worked its way into other bodies of law.

Under copyright law, a cable system may carry a local station by
paying an inexpensive, blanket “compulsory license.” Tests of significant
viewership are used to help determine which stations are local, and may
be extremely important to stations that would not otherwise be carried.
The Cable Policy Act of 1984, requires that there be “effective competition”
in a cable system’s market area before it can be freed of rate regulation.
Tests of significant viewership are used to determine the number of com-
petitors, and may be extremely important to cable systems that would not
otherwise be free to set rates.

One gets a sense of the special place that ratings data hold in policymak-
ing, by considering just how a finding of significant viewership is made.
Arbitron produces special “County Coverage” reports from the viewing
diaries it collects each year. These are reported for cable and noncable
households. Audience information is reported for each subset of the audi-
ence. However, because so few diaries are collected in some counties, share
and circulation estimates are sometimes based on as few as 10 diaries. As
we explain in chapter 5, that leaves a lot of room for error. Most of the
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people who use the data are perfectly aware of that problem, but barring
a specially commissioned survey, that is the standard that everyone has
agreed to. Ratings data, even that modest, are used because they offer an
“objective,” readily available, benchmark.

What Economic Implications Will Various Policies Have? A great many
government laws and regulations affect the financial condition of the
media and related industries. Because these policies have an impact on
the “bread and butter’—or in some cases the Mercedes and BMWs—of
those businesses, they attract the attention of many participants in the
policymaking process. Even the FCC, which in recent years has favored
increased competition in the media, must remain alert to the economic
consequences of various policies. After all, the commission is responsible
for seeing to it that broadcasting serves the public interest. If broadcasters
are driven out of business by some ill-conceived government policy, it
might compromise the commission’s mandate.

Financial statements that describe the media’s revenues, expenses,
and profitability, are one obvious source of information on the economic
condition of the industry. But for a number of reasons, these data are not
always used. For one thing, the commission several years ago stopped
collecting financial statements from broadcasters. For another, economic
injury to the industry might be too far advanced by the time it shows
up on company ledgers. One common alternative to a dollars-and-cents
measure of economic impact is to use audience ratings. Because ratings
measure the commodity that the media have to sell, policies that adversely
affect a station’s audience are often seen to damage its economic interests.
Despite the differences we noted between ratings and revenues, evidence
of lost audiences is often effective evidence of lost revenues.

Most illustrative of this use of ratings information is a succession
of studies that have attempted to demonstrate audience “diversion” or
“erosion” from established media. Such analyses have been a frequent
feature in skirmishes between broadcasters and the cable industry. Al-
most from the beginning, broadcast interests used claims of “economic
injury” to encourage policies that would restrict cable’s growth. Allowing
cable to enter a market, it was argued, would so erode a station’s audience
as to threaten its very survival. In 1970, Rolla Park, of the Rand Corpora-
tion, assessed this threat through an analysis of local market ratings data.
This study helped shape the FCC’s rules on cable television, issued in 1972.
The commission again considered the economic relationship between cable
and broadcasting in an inquiry in the late 1970s. Again, Park (1979) and
a number of interested parties, assessed the state of audience diversion
through rather sophisticated analyses of audience ratings information.
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Again, the commission made extensive references to these studies in its
final report.

More recently, the FCC encountered claims of audience diversion in
the context of its rules on syndicated exclusivity. These rules, first adopted
in the early 1970s, were intended to insure that broadcasters who bought
the exclusive rights to syndicated programming, would not have that
privilege undermined by a cable system that imported a distant signal
with the same program. The import, it was assumed, would divert some
audience that rightly belonged to the local station. Although the commis-
sion latter dropped the rule, in 1988 the FCC decided to reimpose syndi-
cated exclusivity. During that proceeding, the parties at interest (e.g.,
NAB, NCTA, INTV) all submitted analyses of ratings data purporting to
show that audience losses did or did not occur in the absence of the rule.
In reimposing the rule, the commission reasoned that

the ability to limit diversion means broadcasters will be able to attract
larger audiences, making them more attractive to advertisers, thereby en-
abling them to obtain more and better programming for their viewers. (“The
Why’s,” 1988, p. 58)

The economic implications of ratings data have also had a substantial
impact on the operation of the Copyright Royalty Tribunal (CRT). The
compulsory license fees paid by cable systems for the right to carry broad-
cast signals create an annual pool of money in excess of $200 million. The
CRT is responsible for determining how that money should be distributed
among the various claimants. Those with a claim are copyright holders
including program suppliers, commercial broadcasters, public broadcast-
ers, and Canadian broadcasters. The largest group, program suppliers, is
represented by the Motion Picture Association of America (MPAA).

To distribute compulsory license fees, the CRT uses a two phase process.
In the first phase, the CRT allocates varying percentages of the total pool
to the major categories of claimants. To make a case that it deserves the
largest piece of the pie, each year MPAA commissions a special study from
A.C. Nielsen, that is based on ratings data from Nielsen’s Station Index.
Nielsen provides MPAA with a list of every qualifying program, the
number of quarter hours it was broadcast, and the number of cable house-
holds that viewed each quarter hour. The MPAA, in turn, argues that the
copyright pool should to be allocated in accordance with the amount of
viewing attributable to each group of copyright holders. Although CRT
distributions deviate somewhat from this scheme, MPAA have been suc-
cessful in winning about 70% of the total pool using this strategy.

In the second phase of the proceedings, the representatives of each
category of claimants distribute their share of the pie to individual copy-



RATINGS ANALYSIS IN SOCIAL SCIENCE 61

right holders. The MPAA makes those allocations in strict adherence to
the Nielsen data. Although this method of distribution is not without
error, it seems to be one of the few techniques that virtually all partici-
pants can agree to. Here again, the ratings seem to offer an objective,
unbiased standard. Further, in this particular application, their use seems
a reasonable way to determine the revenues that are otherwise lost to
copyright holders. After all, the economic value of a syndicated program
rests largely on its ability to attract an audience.

The uses of ratings data in legal or regulatory proceedings is consider-
able. Despite these, and many other applications of the data, it appears
to us that social scientists have only scratched the surface of the analytical
possibilities. For the most part, these uses of the ratings have dealt with
gross measures of audience size. Perhaps that should not be surprising.
Such estimates are the most readily available. Indeed, that is what “the
ratings” are. But as we stated at the outset, this book attempts to explore
all the ways in which the ratings database can be exploited. Using ratings
to track individuals over time, engaging in what we call cumulative analy-
ses, would seem a logical next step for social scientific inquiry.

Take, for example, the effects question. Although the size of the audi-
ence exposed to a message may suggest something about its potential
effect, so too does the regularity of exposure. Advertisers have recognized
this concept in their attention to frequency of exposure. Effects researchers
might similarly ask how often people see or hear a particular kind of
programming. Do all children see about the same amount of violence on
television, or do some consume especially heavy doses? Is there a segment
of the child audience who seem to be violence junkies? If so, who are those
children? Do they come from poor or affluent families? Do they watch
alone or with others? The answer to such questions, all of which can be
gleaned from ratings data, might contribute much to our understanding
of the impact of televised violence. Similar questions could be asked about
the audience for news and information.

Studies of audience duplication might reveal more about people’s pref-
erences for programming as well. Does a particular program have a
“small-but-loyal” following, or is it just small? Programmers and market--
ing researchers have long recognized a certain feature of audience duplica-
tion called “channel loyalty.” Religious, Spanish language, and music
video services are among the kinds of programming that seem to attract
relatively small-but-loyal audiences. Does this intensity of use suggest
something about how the audience values a service above and beyond the
number who use it at any point in time?

The economic value of an audience is also affected by things other than
its size and composition. We have seen that advertisers may specify reach
and frequency objectives in their media plans. Those who seek a high
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frequency of exposure might be willing to pay a premium for that small-
but-loyal audience. In a similar vein, it would be interesting to explore
how channel loyalty and inheritance effects contribute to the audience of
a syndicated program. If a station “adds value” to the program by deliv-
ering an audience predisposed to watch, then perhaps the station should
have a greater share of compulsory license fees.

Even media critics who are often distrustful of social scientific methods
might learn more about how the audience members encounter the media
through inventive uses of ratings data. For instance, analysts of popular
culture have become increasingly interested in how people “read” or make
sense of television programming. One insight from this line of research is
that the viewers experience the medium not as discrete programs, but as
strips of textual material called flow texts. It might be illuminating to
explore the emergence of flow texts through analogous studies of audience
flow.

All of these analyses, and many more, could be realized through the
application of ratings data. Unfortunately, the effective use of ratings
data in the social sciences and related disciplines has been uneven. In
part, that is because the proprietary nature of modern ratings makes them
too expensive for strictly “academic” analyses. We have more to say about
buying data in chapter 6. Some academics, however, may fail to exploit
the data that are available, simply because they do not recognize the
possibilities for analysis. We hope the remainder of this book helps remedy
the latter problem. The following sections acquaint the reader with the
ratings services, the data they collect, the products they offer, as well as
the theory and techniques of ratings analysis.
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THE RATINGS RESEARCH BUSINESS 4

Since the beginning of radio, the broadcaster has been interested in how the
owner of a receiver reacts to the programs presented over the air. Some of the
questions to which the broadcaster, whether he is an educator or advertiser,
is anxious to secure the answers are as follows:

1.
. For how long a period does he use it?

. To what station or stations does he listen?

. Who listens (sex, age, economic and educational level)?

N O A W

When does the listener use his receiver?

. What does he do while the receiver is in operation?
. What does he do as a result of the program?
. What are his program preferences?

—Frank N. Stanton (1935)

Surprisingly little has changed since Stanton wrote those words. The
electronic media, themselves, have undergone tremendous change, but
the basic research question—a need to know the audience—has been one
of the most enduring features of the industry. In this chapter we trace the
evolution of the ratings business. Our purpose is not to offer a comprehen-
sive history of audience measurement. For the reader who wants such
detail, we recommend Beville’s (1988) book on the history and methods of
ratings research. Our interest in the growth of ratings is motivated by a
desire to better understand the industry’s present condition, and perhaps
to anticipate its future.

Even the first “broadcaster” wanted to know who was listening. After

67
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more than 5 years of research, experimentation, and building on the work
of many others, Reginald A. Fessenden broadcast the sound of human
voices on Christmas Eve in 1906. He played the violin, sang, recited
poetry, and played a phonograph record. Then, the electrical engineer
promised to be back on the air again for New Year’s Eve and asked anyone
who had heard the broadcast to write him. Apparently, he got a number
of letters especially from radio operators astonished to hear more than
Morse code on their headphones. Other early station operators asked for
letters from listeners as well. In fact, Dr. Frank Conrad, who in 1920
developed KDKA in Pittsburgh for Westinghouse, played specific records
requested by his correspondents.

A need to know the audience, however, quickly became more than just
a question of satisfying the operator’s curiosity about unseen listeners.
By the early 1920s AT&T had demonstrated that charging clients a toll
to make announcements over the station was an effective way to fund the
medium. It was only a short step from the concept of “toll broadcasting”
to the notion of selling commercial time to advertisers.

By 1928, broadcasting was sufficiently advanced to provide listeners
with consistent and quality reception. Many people had developed the
habit of listening to radio, and broadcasters in cooperation with advertis-
ers were developing program formats “suitable for sponsorship” (Spauling,
1963). Although there was some public controversy over whether radio
should be used for advertising, the Great Depression, beginning in 1929,
caused radio station owners to turn increasingly to advertisers for support.

For radio to be successful as an advertising medium, however, time
buyers had to know who was in the radio audience. Newspapers were
already providing authenticated figures on circulation through the Audit
Bureau of Circulation. Theater and movie audiences could be measured
by ticket sales. Phonograph popularity could be measured by sales and,
later, juke box plays. But broadcasters, and their advertisers, were left
with irregular, and frequently inadequate, assessments of the size and
composition of the audience.

Many radio advertisers, for example, offered coupons or prizes in an
attempt to measure response. Indeed, in 1933 about two thirds of all NBC
advertisers made some sort of offer that listeners could send for—mostly
novelty items, booklets with information, or a chance to win a contest.
Sometimes, responses were overwhelming. In answer to a single an-
nouncement on a children’s program, WLW in Cincinnati, got more than
20,000 letters. The program’s sponsor, Hires Root Beer, used these re-
sponses to select specific stations on which to advertise in the future. But
soliciting listener response had risks. The makers of Ovaltine, a drink for
children, and the sponsors of Little Orphan Annie, asked fans to send in
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labels in order to free Annie from kidnappers. As you might imagine, this
provoked an uproar from parents.

Early stations used equally primitive techniques to estimate the size
of their audience. Some counted fan mail, others simply reported the
population, or number of receivers sold, in their market. Each of these
methods was unreliable and invited exaggeration. The networks were
somewhat more deliberate about audience measurement. In 1927, NBC
commissioned a study to determine not only the size of its audience, but
hours and days of listening. It also sought information on the economic
status of listeners, foreshadowing the use of “demographics” now so much
a part of audience research. In 1930, CBS conducted an on-the-air mail
survey, offering a free map to all who would write the station to which
they were listening. CBS compared the response to the population of each
county, and developed its first “coverage” maps. But none of these attempts
offered the kind of regular, independent measurement of the audience
that the medium would need to sustain itself.

THE BEGINNING OF RATING RESEARCH

The history of ratings research is a story of individual researchers and
entrepreneurs, of struggles for industry acceptance, as well as an account
of the broadcasting business itself. It is also a story of research methods.
Every major ratings research company rose to prominence by perfecting
and promoting its own brand of research. Most major changes in the
structure and services of the industry have also been tied to research
methods. For this reason, we have chosen to organize our discussion of
the industry’s history around the research methods these firms have used.

Telephones

From 1930 to 1935 the revenues, and the profits, of the network companies
nearly doubled, all at a time when the country and ‘most other businesses—
were in a deep economic depression. Because many American families did
not have money to spend on other diversions—and because radio was
indeed entertaining—the audience grew rapidly. An important stimulant
to that growth, however, was the emergence of a system for providing
audience estimates that advertisers could believe. The first such system
depended on another technological marvel—the telephone.

Then, as now, advertisers were the driving force behind the ratings
research, and it was advertisers who helped create the first regular ratings
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company. In 1927, a baking powder company hired the Crossley Business
Research Company to survey the effectiveness of its radio advertising.
Two years later the company did a similar survey for Eastman Kodak
using telephone interviews to ask people if they had heard a specific
program. Although the telephone was, at the time, an unconventional
tool for conducting survey research, it seemed well suited for measuring
something as far-flung and rapidly changing as the radio audience.

Archibald Crossley, the research company president, and a well-known
public opinion pollster, suggested to the Association of National Advertis-
ers (ANA) that a new industry association might use the telephone to
measure radio listening. His report, entitled “The Advertiser Looks at
Radio,” was widely distributed and ANA members quickly agreed to pay
a monthly fee to support a regular and continuous survey of radio lis-
tening. The American Association of Advertising Agencies (AAAA) also
agreed on the need for regular radio audience measurements.

This new service, officially called the Cooperative Analysis of Broad-
casting, or CAB, began in March 1930. More often than not, however,
their reports were referred to in the trade press as the Crossley ratings.
Even the popular press began to note the rise or fall of a specific program
or personality in the ratings. Initially, only advertisers paid CAB for
its service, but soon after, advertising agencies began to subscribe. The
networks had access to the reports as well, using them for selling and
making programming decisions, but they could not make “official” use of
them. Significantly, it was not until 1937 when NBC and CBS were
allowed to become subscribers, thus sharing the cost.

Crossley revised his methods and expanded the amount of information
he provided a number of times in the early years. By the 1935-1936
season, surveys were being conducted in the 33 cities that had stations
carrying CBS and the two NBC networks. Calls were placed four different
times during the day and respondents were asked to “recall” the radio
listening during the last 3 to 6 hours. Hence, Crossley’s method of mea-
surement was known as telephone recall. Monthly, and later bi-weekly,
reports were provided giving audience estimates for all national network
programs. Further, three times a year there were more detailed summa-
ries providing detailed reports on station audiences hour by hour, with
breakdowns for geographic and financial categories.

There were, however, problems with the CAB’s methods. One problem
was measuring radio listeners who did not have telephones. Oddly enough,
this was less of a problem in the early years of the service because the
first families to purchase radios were higher income households likely to
have telephones. But the growth of radio homes soon far out paced those
with telephones, and by the end of the 1930s CAB had to alter its sampling
procedures to include more low-income homes to compensate.




THE RATINGS RESEARCH BUSINESS 71

But the most serious limitation to the CAB method was that it required
listeners to recall (remember) what they had heard. Despite the method’s
efficiency—it could collect information on listening to several hours of
programs—another technique that featured a simultaneous or “coinciden-
tal” telephone survey was soon to challenge Crossely’s early dominance
of the ratings business.

George Gallup had measured radio audience size by conducting per-
sonal interviews and asking what station they were listening to as early
as 1929 at Drake University in Iowa. Soon thereafter, he went to work for
Young and Rubicam, a major advertising agency, where he did a telephone
coincidental on a nationwide basis. There were other pioneers of the
telephone coincidental like Pauline Arnold, Percival White, and John
Karol who was later director of research for CBS.

In 1933, Pauline Arnold specifically compared the telephone recall and
coincidental methods as summarized in Lumley (1934):

The results showed that some programs, which were listened to by many
listeners, were reported the next day by only a few. In general, dramatic
programs were better remembered than musical programs. However, the
rank correlation between the percentage of listeners hearing 25 (half hour)
programs and the percentage reporting having heard them was about .78.
This is a measure of the adequacy of the Crossley survey as compared with
the simultaneous telephone survey. (pp. 29-30)

The telephone coincidental provided a methodological advantage that
opened the door for CAB’s first ratings competitor. This happened when
Claude Hooper and Montgomery Clark quit the market research organiza-
tion of Daniel Starch in 1934 to start Clark-Hooper. Dr. George Gallup
assisted them in arranging for their first survey. Hooper later wrote that
“Even the coincidental method which we have developed into radio’s basic
source of audience size measurement was originally presented to us by
Dr. George Gallup” (Chappell & Hooper, 1944, p. vii). In the Fall of that
year, Clark-Hooper launched a syndicated ratings service in 16 cities.

Ironically, Clark-Hooper was first supported by a group of magazine
publishers who were unhappy with the fact that radio was claiming an
ever larger share of advertiser dollars. They believed that Crossley’s recall
technique overstated the audience for radio. Although it could be expected
then that coincidental ratings would capture certain unremembered lis-
tening, the publishers hoped that Clark-Hooper would show that many
people were not home, and many others at home were not listening to the
radio. In fact, the first Clark-Hooper results did show lower listening
levels than those of CAB.

In 1938, Clark-Hooper split, the former taking the company’s print
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research business. With great faith in the future of radio, Hooper went
into business for himself. His research method was simple. Those answer-
ing the phone were asked:

« Were you listening to the radio just now?

» To what program were you listening?

» Over what station is that program coming?
+ What advertiser puts on that program?

Then they were asked to report the number of men, women, and children
who were listening when the telephone rang.

Hooperatings, as his audience estimates came to be called, were lower
than CAB’s for some programs but higher for others. As Hooper would
argue later, people were better able to remember programs that were
longer, more popular, and those that had been on the air for a longer
period of time. Respondents were also much more likely to recall variety
programs, and most likely to forget having listened to news (Chappell &
Hooper, 1944, pp. 140-150). Over time, the industry began to regard C.E.
Hooper’s coincidentals as more accurate than CAB’s recall techniques.

But methodological superiority was not enough. As the creature of the
ANA and AAAA, CAB was well entrenched with the advertising industry.
Recognizing that, Hooper decided to pursue the broadcast media them-
selves, arguing that “Whereas CAB was established to serve the buyer of
radio time, the object of C.E. Hooper, Inc. was and is to furnish audience
measurements to both the buyer and the seller of radio time.” If CAB saw
fit to ignore networks and stations, Hooper would seek them out as clients,
and provide them with the kinds of audience research they needed. This
strategy was perceptive, for today, it is the media who account for the
overwhelming majority of ratings service revenues.

Hooper also worked hard for the popular acceptance of Hooperatings.
To achieve as much press coverage as possible, each month he released
information on the highest rated evening programs. This went not only
to the trade press, but to popular columnists as well. In this way, C.E.
Hooper, Inc. became the most visible and talked about supplier of audience
information for the industry. Radio comedians even began to joke about
their, or the competition’s, Hooperatings.

In addition to promoting popular consciousness about program ratings,
Hooper was also responsible for establishing many of the traditions and
practices of contemporary ratings. He instituted the “pocketpiece” format
for ratings reports, now the hallmark of the national Nielsen ratings, as
well as concepts like the “available audience” and “sets in use.” He also
began to report audience shares, which he called “percent of listeners,”
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and the composition of the audience in terms of age and gender. Thus,
even by the end of the 1930s the basic pattern of commercial audience
research for broadcasting was set.

Hooper and his company were efficient and aggressive. He regularly
did research to try to make his methods more accurate or to add new
services, especially to help the networks and stations. He was also relent-
lessly critical of the CAB method that still depended on recall. As a part
of this battle, in 1941, Hooper hired Columbia University psychology
professor Matthew Chappell to study recall and memory. Two years later
they wrote a book trumpeting the advantage of telephone coincidental.

Hooper’s aggressiveness paid off and just after World War II, he bought
out CAB, which was on the verge of collapse. C.E. Hooper was now the
unquestioned leader in ratings research. But even as Hooper reached his
zenith, broadcasting was changing. The number of radio stations ex-
panded rapidly, and the new medium of television was about to alter the
way in which people used their leisure time. A new methodology and
company were ascendant as well. Although he continued to offer local
measurement of radio and television, in 1950, Hooper sold his national
ratings service to A.C. Nielsen.

Personal Interviews

In-person, formal interviews often were used in early radio surveys, espe-
cially by academics with a sociology or marketing background. Though
the method is sometimes used today to measure Hispanic audiences, for
example, it is no longer a mainstay of the ratings industry. Nonetheless,
knowing something about the method, and those who used it, offers valu-
able insights into the impact that ratings can have on the industry it is
trying to serve.

Most of the early Daniel Starch studies for NBC, beginning with the
first in Spring 1928, were done by personal interview. And even though
the first ratings seryices had come into existence, in the 1930s CBS com-
missioned Starch to do a series of report4CBS argued that this provided - —mu
more accurate information because Hooper’s “telephone calls obviously
miss all non-telephone homes—which becomes an increasing distortion
as one gets into the smaller communities.” Because CBS had fewer and,
often, less powerful affiliated stations than NBC, the network felt it could
only benefit from this sort of audience research (CBS 1937).

In the late 1930s, while Crossley and Hooper argued over different
methods of telephone data collection, and Nielsen worked to perfect his
metering device, the personal interview was still the most accepted
method of collecting socio-psychological behavioral information. One man
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in particular, Dr. Sydney Roslow, who had a doctorate in psychology,
became intrigued with the technique while interviewing visitors at the
New York World’s Fair. With the encouragement of Paul Lazarsfeld, he
started to adapt these techniques to the measurement of radio listening.

In the Fall of 1941, he began providing audience estimates, called The
Pulse of New York, based on a personal interview “roster recall” method
that he developed. When respondents were contacted they were given a
list of programs, or roster, to aid in their recall of listening for the past
few hours. Because Hooper, and later Nielsen, concentrated on network
ratings, his local service expanded rapidly—especially with the tremen-
dous expansion of stations after the War. By the early 1960s Pulse was
publishing reports in 250 radio markets around the country and was the
dominant source for local radio measurement.

The roster recall method had some significant advantages over its
competitors. It could include out-of-home listening (e.g., automobile and
work), and measure radio use during hours not covered by the telephone
coincidental—Hooper was limited to calls from 8 a.m. to 10:30 p.m. Fur-
ther, it provided much more demographic details and information on many
minority and foreign language stations popular with those less likely to
have phones.

The widespread availability of local radio ratings that captured infor-
mation on listeners who were hard to reach with other methods had a
significant impact on the shape of local radio itself. It contributed to the
rise of R&B and other contemporary hit music on “Top 40” stations that
catered to those listeners. Similarly, because Pulse measured only metro-
politan areas it proved an aid to the growth of “formula” rock stations.
Those stations—as compared with older, more powerful network affili-
ates—did not have large coverage areas and were disserved in compari-
sons of large regional audiences. Top 40 depended on local, not network
or national spot, advertisers, and local sponsors were interested in the
most popular stations in their service area, not listeners hundreds of miles
away. Thus, Pulse was a boon to the growth of rock formats, just as more
and more local stations were coming on the air, and more and more
network programs and personalities were transferred to TV or oblivion.

However, by the 1970s still another ratings company, featuring another
method, took control of local radio ratings. The American Research Bu-
reau (ARB), which we describe in the sections that follow, used its success
with television diary techniques to move into radio. As a subsidiary of a
large computer company, ARB had superior computing power that aided
in the timely production of market reports. It also appears that the rock
and ethnic stations favored by the interview method were not as aggres-
sive in selling to advertising agencies, so agencies came increasingly to
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accept the diary technique being promoted by news and “easy listening”
stations. In 1978, Pulse went out of business.

Meters

The advantage of making a permanent, continuous record of what people
were actually listening to, as it happened, was obvious from the beginning
of radio. But the technical problems to be solved were far from easy, so
such systems were not developed until the 1930s, nor were they in common
use until the late 1940s. When these meters finally arrived, however, they
had a profound and lasting impact on the ratings business.

While a student at Columbia University in 1929, Claude Robinson—
later a partner with George Gallup in public opinion research—patented
a device to “provide for scientifically measuring the broadcast listener
response by making a comparative record of . . . receiving sets . . . tuned
over a selected period of time” (Beville, 1988, p. 17). The patent was sold
to RCA, parent of NBC, but nothing more is known of the device. Despite
the advantages of a meter, none had been perfected, leading Lumley (1934)
to report:

Although the possibilities of measurement using a mechanical or electrical
recording device would be unlimited, little development has taken place as
yet in this field. Reports have been circulated concerning devices to record
the times at which the set is tuned in together with a station identification
mark. None of these devices has been used more than experimentally. Stan-
ton, however, has perfected an instrument which will record the exact time
at which a radio set is turned on. (pp. 179-180)

The reference was, of course, to Frank N. Stanton, then a graduate
student at Ohio State and later the president of CBS. For his dissertation,
the first paragraph of which began this chapter, Stanton built and tested
10 recorders “designed to record set operation for periods as long as 6
weeks.” On wax-coated tape, one stylus marked 15 minute intervals while
another marked when the set was turned on. The device did not record
station tuning but was used to check against listening as recorded on
questionnaires. Stanton, by the way, found that respondents tended to
underestimate the time they spent with the set on, a bias of recall tech-
niques that holds true even today.

In 1930 and 1931 Robert Elder of the Massachusetts Institute of Tech-
nology conducted studies of radio’s advertising effectiveness that were
published by CBS. In 1933-1934, he and Louis F. Woodruff, an electrical
engineer, designed and tested a device to record radio tuning. The device
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scratched a record on paper by causing a stylus to move back and forth as
the radio tuner was moved across the dial. Elder called his device an
“Audimeter,” and sought a patent. Discovering the previous Robinson—
now RCA—patent, he received permission from RCA to proceed. The first
field test used about 100 of the recorders in the Boston area. In 1936,
Arthur C. Nielsen heard a speech by Elder describing the device and
apparently began negotiating to buy the rights to the technique immedi-
ately.

An electrical engineering graduate of the University of Wisconsin,
Nielsen had first opened a business to test the efficiency of industrial
equipment. When he began in 1923, it was a period of great expansion for
inventing, manufacturing, and the rapid deployment of new assemblyline
techniques. The business survived but did not prosper. In 1933, a pharma-
ceutical client suggested to a Nielsen employee that what they really
needed was information on the distribution and turnover of their products.
In response, Nielsen developed a consumer survey based on a panel of
stores to check inventory in stock. The business grew fast, a food index
was added, and the company prospered. The A.C. Nielsen Company was
on its way to becoming the largest marketing research firm in the world.
But it was the acquisition of the Elder-Woodruff audimeter that would
ultimately serve to imprint the Nielsen name in American’s con-
sciousness.

With his engineering background, and the profits from his successful
indices, Nielsen redesigned the device. There were field tests in Chicago
and North Carolina to compare rural listening, in 1938. Despite war
shortages, by 1942 Nielsen launched a “radio index” or NRI, based on
some 800 homes equipped with his device. Nielsen technicians had to visit
each home periodically to change the paper tape in the device, which
slowed data collection. However, the company also provided information
about product purchases, based on an inventory of each household’s “pan-
try.” Having already established a good reputation with advertisers, Niel-
sen began to make progress on overtaking the dominant ratings supplier,
C.E. Hooper.

During the 1950s, Nielsen continued to expand his ratings business
and to perfect the technology of audience measurement. As we noted, in
1950 he acquired Hooper’s national ratings service. In the same year he
initiated the Nielsen Television Index or (NTI), the company’s first at-
tempt to measure that fledgling medium. By the middle of the decade, he
launched the Nielsen Station Index, or (NSI) to provide local ratings in
both radio and television. His engineers perfected a new version of the
audimeter that recorded tuner activity on a 16mm film cartridge. More
importantly, the cartridge could be mailed directly to Nielsen sample
households, thereby speeding the rate at which data could be collected.
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Nielsen had also begun to use diaries for gathering audience demograph-
ics. To improve their accuracy, he introduced a special device called a
recordimeter, that monitored hours of set usage, and flashed a light to
remind people to fill in their diaries.

The 1960s were more tumultuous, not just for Nielsen but for all ratings
companies. In an atmosphere charged by quiz show scandals on television,
reports of corruption and “payola” in the music industry, as well as grow-
ing social unrest, the U.S. Congress launched a far-reaching investigation
of the ratings business. Recognizing the tremendous impact that ratings
had on broadcasters, and concerned about reports of shoddy research,
Oren Harris, chairman of the House Committee on Interstate and Foreign
Commerce, orchestrated a lengthy study of industry practices. In 1966,
the Harris Committee issued its report. Although it stopped short of
recommending legislation to regulate audience measurement, the investi-
gation had sobering effects on the ratings business—effects that are still
evident today in the scrupulous detail with which methods and the relia-
bility of ratings are reported, and the existence of the Electronic Media
Rating Council (formerly the Broadcast Rating Council).

As the premier ratings company, Nielsen was particularly visible in
the congressional hearings, especially its radio index. In response, Mr.
Nielsen personally developed a new radio index that would be above
criticism. Unfortunately, potential customers resisted the change because
of the increased costs associated with data collection. Angered by this
situation, in 1964 Nielsen withdrew from national radio measurement
altogether. In fact, a year earlier Nielsen had discontinued local radio
measurement, leaving Pulse unchallenged. To this day, television is the
only medium Nielsen measures.

Diaries

In the 1920s, many radio set builders and listeners were not interested in
programs at all. Instead, they were trying to hear as many different and
distant stations as possible. In order to keep track of those stations, they ~
kept elaborate logs of the signals they heard, when they heard them, and
noted things like station call letters, city of origin, slogans, and program
titles. Despite this early form of diary keeping, and the occasional use of
diaries by radio ratings firms, the “diary” method did not become a main-
stay of commercial audience research until the rise of television.

The first systematic research on dairies was done by Garnet Garrison.
In 1937 he began to “experiment developing a radio research technique
for measurement of listening habits which would be inexpensive and
yet fairly reliable” (Garrison, 1939, p. 204). Garrison, for many years a
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professor at the University of Michigan, noted that at the time the other
methods were the telephone survey, either coincidental or unaided recall,
personal interviews, mail analysis or surveys, and “the youngster auto-
matic recording.” His method, which he called a “listening table,” bor-
rowed something from each because it could be sent and retrieved by mail,
included a program roster, and was thought to be objective. His form
provided a grid from 6 am to midnight divided into 15 minute segments,
and asked respondents to list station, programs, and the number of listen-
ers. He concluded that:

With careful attention to correct sampling, distribution of listening tables,
and tabulation of the raw data, the technique of “listening tables” should
assist materially in obtaining at small cost quite detailed information about
radio listening. (Garrison, 1939, p. 205)

CBS experimented with diaries in the 1940s, but apparently thought
of the data as applicable only in programming. It was, therefore, used
to track such things as audience composition, listening to lead-in or
lead-out programs, and charting audience flow and turnover. In the late
1940s, Hooper also added diaries to his telephone sample in areas
“which cannot be reached practically by telephone.” This mixture of
diary and coincidental was never completely satisfactory. Indeed, one
of the reasons for the slippage of Hooper against Nielsen was that the
telephone method was confined largely to large metro areas, where TV
first began to erode the radio audience. Hence, Hooper tended to
understate the radio audience.

It was not until the late 1940s that diaries were introduced as the
principle method of a syndicated research service. As director of research
for the NBC owned station in Washington, DC, James Seiler had proposed
using diaries to measure radio for several years. The station finally agreed
to try a survey for its new TV station. NBC helped pay for several tests,
but Seiler set up his own company to begin a regular ratings service.

He called the company American Research Bureau (ARB), and in Wash-
ington, just after the war, its name sounded very official, even patriotic.
ARB issued its first local market report in 1949. Based on a week-long
diary, which covered May 11-18, it showed the Ed Sullivan “Toast of the
Town” Sunday variety program with a 66.4 rating. “Wrestling,” on the
ABC affiliate at a different time got a 37.5, and “Meet the Press” on NBC
got a 2.5.

By the fall the company was also measuring local TV in Baltimore,
Philadelphia, and New York. Chicago and Cleveland were added the next
year. The company grew slowly at first—as both TV and the diary method
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gained acceptance. Diaries were placed in TV homes identified by random
phone calls. From the beginning, Seiler was careful to list the number of
diaries placed, and those “recovered and usable.” Further, “breakdowns
of numbers of men, women, and children per set for specific programs
[could] be furnished by extra tabulation” (American Research Bureau,
1947, p. 1).

Another research company had begun diary based ratings in Los
Angeles in 1947, using the name Tele-Que. The two companies merged in
1951 thus adding reports for Los Angeles, San Diego, and San Francisco
and bringing to ARB several young, bright researchers such as Roger
Cooper and R. R. “Rip” Ridgeway, who would help lead the company’s
growth.

Through the 1950s, ARB emerged as the prime contender to Nielsen’s
local TV audience measurement, especially after 1955 when it took over
the local Hooper TV ratings business. The company expanded, and by
1961 it was measuring virtually every TV market twice a year, and larger
markets more often. The networks and stations responded by putting on
especially attractive programming during these “sweeps” periods. Local
radio reports, also compiled from diaries, were begun in 1965. These, as
we have seen, eventually put Pulse out of business, and for many years,
left ARB the undisputed provider of local radio ratings.

ARB also attempted to one-up Nielsen by developing a meter whose
contents could be tapped by a telephone call. In 1957, ARB installed phone
lines in 300 New York City households and began to provide day after
ratings with an “instantaneous” meter. Generally speaking, this move
met with the approval of advertisers and the media because it meant
Nielsen might face more effective competition. Unfortunately for ARB,
Arthur Nielsen and his engineers had patented almost every conceivable
way of metering a set. ARB’s new owner, a firm named CEIR, was forced
to pay Nielsen a fee for the rights to the device. Nevertheless, this quickly
spurred Nielsen to wire a New York sample with meters, and later, in
1973, to introduce a Storage Instantaneous Audimeter (SIA) as the data-

—= **collection device for its full national sample.

By 1967, ARB was acquired by a computer company named Control
Data Corporation. Smarting from its run in with Nielsen, ARB used
the new owner’s technical expertise to develop a metering technology
which would nét infringe on Nielsen patents. In 1973 it also changed
its name to Arbitron. What sounded so patriotic after World War II,
evoked a “big brother” image after the turbulent 1960s. A name change,
it was thought, might improve response among suspicious respondents.
The diary, however, remained the backbone of Arbitron’s ratings re-
search business.

———
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THE RATINGS BUSINESS TODAY

There are four major suppliers of ratings research in the United States
today. Two are relative newcomers to the business—Statistical Research,
Inc. and Birch Radio. Much like the companies described earlier their
creation and growth are clearly attributable to individual entrepreneurs.
The other two, Nielsen and Arbitron, are large companies, owned by even
larger corporations. Although leadership in the industry can certainly
change over time, it would be fair to say that Nielsen and Arbitron are
currently the dominant players.

Nielsen is the sole supplier of national TV network ratings, although
for a time in the 1980s it appeared as if a serious contender would chal-
lenge for a share of the market. Audits of Great Britain (AGB) had long
supplied England and a number of countries in Europe and Asia with
ratings research. With a new measurement technology called the peo-
plemeter, AGB hoped to establish itself in the U.S. market. As we see in
the next chapter, peoplemeters expanded the capabilities of traditional
household meters by allowing viewers to enter information about who was
watching television. AGB worked hard to get funding from the industry,
including advertisers and the media. Within a couple of years it had
sufficient support to wire the Boston market with peoplemeters, and begin
a field test of the system. Nielsen responded by announcing plans to test
and to implement a national peoplemeter service of its own. In 1987,
Nielsen began basing its NTI services on a sample of households equipped
with peoplemeters. AGB held on for a time, but with equivocal support of
the industry, especially the broadcast networks, its position was untena-
ble. In 1988, it announced it would end its U.S. operations.

The introduction of peoplemeters reveals a good deal about the ratings
business in America. On one hand, AGB received genuine encouragement
from the industry, especially advertisers. This was not unlike the support
ARB got when it tried to best Nielsen with an instantaneous meter in the
late 1950s. Almost everyone, except Nielsen, is inclined to believe that
competition would lead to improved services and lower costs to clients.
In fact, the AGB threat undoubtedly accelerated the implementation of
Nielsen’s peoplemeter, although the company had been experimenting
with that technology for years.

On the other hand, the introduction of peoplemeters was accompanied
by complaints from ratings users ranging from biases in the data, to too
much data being served up too fast, to data that was not provided in a
useful or usual format. So, despite a desire for innovation, there is also a
kind of inertia that grips the people who use the data. Constancy in the
supply of ratings data—knowing what is coming from one month to the
next, or being able to make comparisons one year to the next—does have
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its value. Therefore, changes in the production of ratings must be recon-
ciled with the industry practices that have grown up around the supply
of certain data.

The introduction of peoplemeters is revealing for another reason. As
we see in the following chapter, no ratings research method is perfect. No
system of estimating audiences is without certain biases. Occasionally,
those biases will operate to the advantage of some, and the disadvantage
of others. Because the peoplemeter system does a better job of measuring
small, demographically targeted audiences, advertiser-supported cable
networks are likely to be beneficiaries. This is one reason why the broad-
cast networks were a bit cool about introducing peoplemeters in the first
place. If peoplemeter data allow cable to compete more effectively with
the major networks for advertiser dollars, it might ultimately have an
impact on the kinds of programming we see on television. The point is,
not only does industry demand shape the nature of ratings data, but the
availability of certain kinds of data can shape the industry, too—just as
the Pulse ratings encouraged the development of local radio.

In 1984, the A.C. Nielsen Company was sold by the Nielsen family to
Dun & Bradstreet, a company that specializes in credit reports and other
information services. It is likely that Nielsen will use this new affiliation
to expand its consumer marketing services, exploiting wherever possible
economies of scale in the collection or integration of data bases.

The Arbitron Company, has continued to grow as well. Unlike Nielsen,
however, it now faces competition in all of the ratings markets it serves.
As the sole supplier of local radio measurement, Arbitron’s radio ratings
business had been very lucrative. On one hand, there were many stations
and, hence, many potential subscribers. On the other hand, a single rat-
ings survey could collect data for all those buyers. Although advertisers
and stations alike would try to negotiate for the lowest possible price, the
potential for profits was considerable. So much so, that where Arbitron
was once unchallenged, a new competitor emerged.

As a radio programmer, Tom Birch conducted his own research that
helped him develop a very popular format. Soon several stations asked
him to do “call out” research for them too. From this, he gradually started
to measure radio use. By 1980, he was providing service to 18 markets.
Today, Birch Radio is providing market reports in over 250 markets
nationwide. Although Arbitron has proved difficult to dislodge, Birch has
begun to receive a measure of industry acceptance.

Statistical Research Inc. (SRI) was formed in 1969 by Gerald Glasser,
a statistics professor at NYU, and Gale Metzger, former director of re-
search for the Nielsen Media division. Three years later, SRI took over
operation of a collaborative industry research effort called Radio’s All
Dimension Audience Report (RADAR®), for which Glasser had been a
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consultant. RADAR was the industry’s attempt to fill the void in radio
network ratings left by the demise of Nielsen’s NRI. Since that time, SRI
has provided bi-annual reports on radio network audiences.

Interestingly, both Birch and SRI have returned to using the research
method pioneered by Archibald Crossley—telephone recall. These compa-
nies, of course, make extensive use of computers, and long distance calling
from centralized facilities. Further, the near universal penetration of the
telephone has minimized many of the problems of sample bias inherent
in early applications of the method. Although some limitations still exist,
the comparative advantages of this technique, which we discuss in the
next chapter, make such services quite viable today.

In television, with fewer stations in each market, the number of poten-
tial buyers for ratings products is reduced. Although it was once common
for television stations to subscribe to two services, increased competition
among stations and tightening budgets have led many to choose a “single
service” for ratings information. Today, 75% of all TV stations subscribe
to Nielsen’s NSI, 66% get Arbitron ratings, but only about 50% subscribe
to both.

In some markets, one television ratings service is clearly the dominant
provider, although both companies measure every market during sweeps,
whether they have enough clients to cover the costs or not. Providing
meter-based local overnights is another matter, however. The ratings
companies try to secure clients before installing this relatively expensive
form of measurement. As a result, several good-sized markets are served
by only one metered service. The key to winning the majority of business
in a market is, just as it was for CAB and Hooper, industry acceptance.
Arbitron and Nielsen are fully aware of this, and market their services
aggressively, especially to agencies.

As the competition heats up, ratings suppliers will continue to try to
improve their “bottom lines” by introducing new services and reports that
make use of their data bases. Unfortunately, many prospective buyers are
ill equipped to evaluate the increasing flow of ratings information. Indeed,
one area in which ad agencies and stations seem willing to cut expenses
is in hiring personnel to deal with media research. In the long run, this
combination could pose a threat to the integrity and reliability of the
audience measurement industry. As Gale Metzger has warned, there are
“...too many naive buyers who will take any kind of information and use
it because it is there; too many suppliers who will provide data without
the first concern for quality, because they are salable” (1984, p. 47).

Assuming that greed and ignorance don’t destroy the credibility of the
business, ratings data are likely to remain a powerful presence for many
years to come. These numbers have been a central feature of the broadcast
industry and the public’s perception of that industry for over half a cen-
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tury. Networks, stations, advertising agencies, syndicators, and virtually
every other related business prosper or suffer by them. One need only
glance at the trade press to realize how pervasive ratings data are. In
fact, the general public now receives rather detailed ratings reports in
publications like USA Today, The New York Times, and many other
daily newspapers. As the electronic media become more competitive, as
advertisers seek increasingly targeted markets, and as the methods of
research and analysis become increasingly sophisticated, it seems certain
that ratings will continue to influence the shape and the psyche of Ameri-
can media.
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A great many decisions are made on the basis of ratings data. We have
seen that billions of dollars are spent on the media in accordance with the
ratings. Perhaps it is even fair to say that millions of lives are affected by
the programming and policy decisions that hinge on ratings information.
Yet we have also seen that no method for producing ratings data is without
certain biases or limitations. It is, therefore, important for a ratings
analyst to understand where the data come from and how research tech-
niques affect the final product.

Although the practice of ratings research has obviously changed over
the years, certain issues have endured. For the most part these have
involved questions about research methods. Matters of audience sampling
and measurement are as important today as they were when Archibald
Crossley launched the CAB. They will, undoubtedly, define future debates
about the quality of ratings data as well.

This chapter describes the methods now in use by the ratings services.
We do not intend to review every technical detail in the production of
ratings data. That would be more than most readers want or need. For
those who wish a timely and detailed “description of methodology,” the
ratings firms will provide the necessary documents. It is our intention
to give readers enough of a grounding in the research methods these
companies use so that they can assess the strengths and weaknesses of
various ratings products, and understand most of the technical jargon
they will encounter in ratings reports. We begin with a discussion of
sampling.

84
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SAMPLING

All ratings data estimate what is occurring in a population. All ratings
companies do this by studying a subset of the population called a sample.
This strategy is employed because most populations are too big to be
studied in their entirety. It would simply take too long and cost too much
money to contact everyone. That is certainly the case with a population
of over 90 million television households. Virtually all survey research
from marketing studies to public opinion polls depends on sampling. In-
deed, sampling is used in many scientific endeavors. As Arthur Nielsen,
Sr. was fond of saying “if you don’t believe in sampling, the next time you
have a blood test, ask them to take it all out.”

In any survey research, the quality of the sample has a tremendous
impact on the accuracy of the information it provides. All samples can be
divided into one of two classes: probability, and nonprobability samples.
They differ in how they identify who will actually be included in the
sample. Probability samples, sometimes called random samples, use a
process of random selection that allows every member of the population
to have an equal, or known, probability of selection. Although probability
samples are more expensive and time consuming to construct, researchers
generally have more confidence in them. Nonprobability samples, in which
membership is determined by happenstance or convenience, are more
likely to produce biased results.

All the ratings companies described in this book are trying to achieve,
or at least to approximate, the virtues of probability sampling. Their
technical documents are laced with the language of probability samples.
To acquire the needed working vocabulary, therefore, one must be familiar
with the principles of probability sampling. The following discussion is
designed to provide that familiarity, in a way that does not assume a
background in quantitative methods on the part of the reader. Those
already familiar with sampling may wish to skip to the section on mea-
surement.

Basic Concepts

Sampling begins with a definition of the population being studied. This
requires a decision about what kind of things are to be studied—called
elements or units of analysis in the parlance of researchers—and which
of those things constitute the relevant population. In ratings research,
units of analysis are either people or households. Because the use of radio
is thought to be a rather individualistic, one-on-one experience, radio
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ratings have long used people as the unit of analysis. Television ratings
have historically used households as the unit of analysis, although that
is changing with the introduction of the new measurement technologies
discussed later.

Whatever the unit of analysis, they can be grouped to create a larger
population or universe. Researchers must define these populations so they
can tell who belongs in a given population. For example, if we were
attempting to create national television ratings, all households in the
United States with one or more sets might be appropriate. Local markets
are often more of a problem, since we must determine who lives, say, in
Washington, DC, as opposed to Baltimore. As a practical matter, the
ratings services create markets (called either DMAs or ADIs) by using
counties as building blocks. They do this by determining which stations
the people in a particular county listen to, and assigning counties accord-
ingly.

The next step is to obtain a complete list of all the elements included
in the population. That list is called a sampling frame. 1t is from the
sampling frame that specific elements will be identified for inclusion in
the sample. For example, if we have a list of all the television households
in Baltimore (assume 1 million for convenience), and randomly picked
one home, we would know that it had a one-in-a-million chance of selec-
tion, just hke every other home in the population. Hence, we would have
met the basic requirement of probability sampling. All we would have to
do, then, is repeat the process until we had a sample of the desired size.

The procedure we have just described produces a simple random sample.
Despite its conceptual elegance, this sort of sampling technique is not
often used in ratings research. One reason is that the real world is less
cooperative than this approach to sampling assumes. In addition, there
are more efficient and powerful sampling designs available to researchers.
The most common sampling techniques of the ratings companies are
described here.

Sample Designs

Systematic Random Sampling. One probability sampling technique
that involves only a minor variation on simple random sampling is called
systematic random sampling. Like a simple random sample, this approach
requires the use of a sampling frame. Usually, ratings firms will buy
sampling frames from companies whose business it is to maintain and sell
such lists. Metromail is the company that Arbitron has used for many
years. Nielsen does its own. Typically, these frames are lists of telephone
households. Homes with unlisted numbers can be included through the
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use of randomly generated numbers. Frames that have been amended in
this way are called expanded or total sampling frames.

Once an appropriate frame is available, systematic sampling is straight
forward. Because you have a list of the entire population, you know
how large it is. You also know how large a sample you want from that
population. Dividing population size by sample size lets you know how
often you have to pull out a name or number as you go down the list. For
example, suppose you had a population of 10,000 individuals and you
wanted to have a sample of 1,000. If you started at the beginning of the
list and selected very 10th name, you would end up with a sample of the
desired size. That “nth” interval is called the sampling interval. The only
further stipulation for systematic sampling, and it is an important one, is
that you pick your starting point at random. In that way, everyone has
had an equal chance of being selected, again meeting the requirement
imposed by probability sampling.

Systematic sampling, as it is practiced by the ratings companies, is not
perfect. For one thing, an absolutely complete list of the population is
almost impossible to obtain. People living in temporary or group housing
may be hard to track down. In many markets, a substantial portion of
households are without a telephone. If lists are limited to homes with
telephones, some people will be under-represented in the final ratings
report. Conversely, households with more than one telephone number
may have a greater probability of selection than other homes. Any of these
factors can introduce biases into samples.

Multi-Stage Cluster Sampling. Fortunately, not all probability samples
require a complete list of every single element in the population. One
sampling procedure that avoids that problem is called multi-stage cluster
sampling. Cluster sampling repeats two processes: listing and sampling.
Each two-step cycle constitutes a stage. Although systematic random
sampling is a one-stage process, multi-stage cluster sampling, as the name
implies, goes through several stages. _

A ratings company might well use multi-stage sampling to identify a
national sample. After all, coming up with a list of every single household
in the nation would be quite a chore. However, it would be possible to list
every single county in the United States. If that were done, the research
company could then draw a random sample of counties. In fact, this is
essentially what Nielsen does to begin the process of creating a national
sample of U.S. households. After that, census tracts within those selected
counties could be listed and randomly sampled. Third, city blocks within
selected census tracts could be listed and randomly sampled. Finally,
with a manageable number of city blocks identified, researchers might be
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placed in the field, with specific instructions, to find individual households
for participation in the sample.

Because, in this example, the clusters that are listed and sampled at
each stage are geographic areas, this type of sampling is sometimes called
a multi-stage area probability sample. Despite the laborious nature of such
sampling techniques, compared to the alternatives, they offer important
advantages. Specifically, no sampling frame listing every household is
required, and researchers in the field can contact households even if they
do not have a telephone.

However, a multi-stage sample is more likely to be biased than a single-
stage sample. This is because, through each round of sampling, a certain
amount of error accompanies the selection process. The more the stages,
the more the possibility of error. For example, suppose that during the
sampling of counties described earlier, areas from the Northwestern
United States were over-represented. That could happen just by chance,
and it would be a problem carried through subsequent stages. Now suppose
that bias is compounded in the next stage by the selection of Census tracks
from a disproportionate number of affluent areas. Again, that is within
the realm of chance. Even if random selection is strictly observed, a certain
amount of “sampling error” creeps in. We discuss this more fully later in
this chapter when we cover sources of error.

Stratified Sampling. Some sorts of error can be minimized by using a
third kind of sampling procedure called stratified sampling. This is one of
the most powerful sampling techniques available to survey researchers.
Stratified sampling requires the researcher to group the population being
studied into relatively homogeneous subsets, called strata. Suppose we
have a sampling frame that indicated the gender of everyone in the
population. We could then group the population into males and females,
and randomly sample the appropriate number from each strata. By com-
bining these subsamples into one large group, we would have created a
probability sample that has exactly the right proportions of men and
women. Without stratification, that factor would have been left to chance.
Hence, we have improved the representativeness of the sample. That
added precision could be important if we were studying things related to
gender, like watching sports on TV, or certain product purchases like
cosmetics and tires.

Stratified sampling obviously requires that the researcher have some
relevant information about the elements in a sampling frame (e.g., the
gender of everyone in the population). In single-stage sampling that is
sometimes not possible. In multi-stage sampling, there is often an abun-
dance of information because we tend to know more about the large
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clusters we begin with. Consider, again, the process that began by sam-
pling counties. Not only could we list all U.S. counties, but we could group
them by the state or region of the country they are in, the size of their
populations, and so forth. Other sorts of groupings could be used at subse-
quent stages in the process. By combining stratification with multi-stage
cluster sampling, therefore, we could increase the representativeness of
the final sample. That is just what most ratings services will do.

Cross-Sectional Surveys. All of the sample design issues we have dis-
cussed thus far have dealt with how the elements in the sample are
identified. Another aspect of sample design deals with how long the re-
searcher actually studies the population or sample. Cross-sectional sur-
veys occur at a single point in time. In effect, these studies take a “snap-
shot” of the population. Much of what is reported in a single ratings book,
could be labeled cross-sectional. Such studies may use any of the sampling
techniques just described. They are alike insofar as they tell you what
the population looks like now, but not how it has changed over time.
Information about those changes can be quite important. For instance,
suppose the ratings book indicates that your station has an average rating
of 10. Is that cause for celebration or dismay? The answer depends on
whether that represents an increase or decrease in the size of your audi-
ence, and true cross-sectional studies will not tell you that.

Longitudinal Studies. These studies are designed to provide you with
information about changes over time. In ratings research, there are two
kinds of longitudinal designs in common use; trend studies and panel
studies. A trend study is one in which a series of cross-sectional surveys,
based on independent samples, is conducted on a population over some
period of time. The definition of the population remains the same through-
out the study, but individuals may move in and out of the population. In
the context of ratings research, trend studies can be created simply by
considering a number of market reports done in succession. For example,
tracing a station’s performance across a year’s worth of ratings books
constitutes a trend study. People may have moved to or from the market
in that time, but the definition of the market (i.e., the counties assigned
to it) has not changed. Most market reports, in fact, provide some trend
information from past reports. Panel studies draw a single sample from a
population, and continue to study that sample over time. The best example
of a panel study in ratings research involves the metering of people’s
homes. This way of gathering ratings information, which we describe later
in the chapter, may keep a household in the sample for years.
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Sources of Error

One of the principle concerns that both the users and producers of ratings
have is with error in the data. The concept of “error” is not just a matter
of mistakes being made, more broadly, it addresses the extent to which
ratings information fails to report what is actually happening in the
population. Error is the difference between what the ratings estimate to
be true, and what is true. An understanding of where error comes from,
and how the ratings companies do or do not deal with it, is one of the
characteristics of a sophisticated ratings user.

There are four sources of error in ratings data: sampling error, nonre-
sponse error, response error, and processing error. The first two involve
sampling, and so, are dealt with here. The last two involve measurement
and the production process, respectively, and are covered in the sections
that follow.

Sampling Error. This is the most abstract of the different kinds of error
we discuss. It is a statistical concept that is common to all survey research.
Basically, it involves a recognition that as long as we try to estimate
what is true for a population by studying something less than the entire
population, there is a chance that we will miss the mark. Even if we use
very large, perfectly executed random samples, it is possible that they
will fail to accurately represent the populations from which they were
drawn. This is inherent in the process of sampling. Fortunately, if we
employ random samples, we can, at least, use the laws of probability to
make statements about the amount of sampling error we are likely to
encounter.

The best way to explain sampling error, and a host of terms that
accompany the concept, is to work our way through a hypothetical study.
Suppose that the Super Bowl was played yesterday and we wanted to
estimate what percent of households actually watched the game (i.e., the
game’s rating). Let us also suppose that the “truth” of the matter is that
exactly 50% of U.S. homes watched the game. Of course, ordinarily we
would not know that, but we need to assume this knowledge to make our
point. The true population value is represented in Fig. 5.1A.

In order to estimate the game’s rating, we decide to draw a random
sample of 100 households from a list of all the television households in
the country. Because we have a complete sampling frame (how conve-
nient!), every home has had an equal chance to be selected. Next, we call
each home and ask if they watched the game. Because they all have
telephones, perfect memories, and are completely truthful (again, conve-
nient), we can assume we have accurately recorded what happened in
these sample homes. After a few quick calculations, we discover that only
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FIG. 5.1. A sampling distribution.

46% of those we interviewed saw the game. This result is plotted in of Fig.
5.1B.

Clearly, we have a problem here. Our single best guess as to how many
homes saw the game is 4% lower than what was, in fact, true. In the world
of media buying, 4 ratings points can mean a lot of money. It should,
nevertheless, be intuitively obvious that even with our convenient as-
sumptions and strict adherence to sampling procedures, such a disparity
is entirely possible. In fact, it would have been surprising to hit the nail
on the head the first time out. That 4% difference we have observed does
not mean we did anything wrong, it is just a sampling error.

Because we have the luxury of a hypothetical case here, let’s assume
that we repeat the sampling process. On our second time out, 52% of the
sample say they watched the game. Better, but still in error, and still a
plausible kind of occurrence. Finally, suppose that we draw 1,000 samples,
just like the first two. Each time we plot the result of that sample. If we
did this, the result would look something like Fig. 5.1C.

The shape of this figure reveals a lot, and is worth considering for a
moment. It is a special kind of frequency distribution that a statistician
calls a sampling distribution. In our case it forms a symmetrical, bell-
shaped curve indicating that, when all was said and done, more of our
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sample estimates hit the true population value (i.e., 50%) than any other
single value. It also indicates that although most of the sample estimates
clustered close to 50%, a few were way off. In essence, this means that, if
you use probability sampling, reality has a way of anchoring your esti-
mates and keeping most of them fairly close to what is true. It also means
that sooner or later, you are bound to hit a clunker.

What is equally important about this sampling distribution is that it
will assume a known size and shape. The most frequently used measure
of that size and shape is called the standard error (SE). For those familiar
with introductory statistics, this is very much like a “standard deviation.”
It is best conceptualized as a unit along the baseline of the distribution.
Fig. 5.2 gives the simpiest formula for calculating standard error with
ratings data.

What is remarkable about the standard error and what you will have
to accept on faith unless you want to delve much more deeply into calculus,
is that when it is laid out against its parent sampling distribution, it will
bracket a precise number of samples. Specifically, plus or minus one SE
will always encompass 68% of the samples in the distribution. Plus or
minus 2 SE (technically, that should be 1.96), encompasses 95% of all
samples. In our example, the SE works out to be approximately 5 ratings

A Simple Calculation of Standard Error

r(100-r s
se= / ) it

Relationship of Standard Error to Sampling
Distribution

FIG. 5.2. Standard error.
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points, which means that 68% of the hypothetical samplings will have
produced results between 45% and 55% (i.e., 50% plus or minus 5%). That
relationship between SE and the sampling distribution is depicted in Fig.
5.2,

None of this would be of interest to anyone other than a mathematician,
were it not for the fact that such reasoning provides us with a way to
make statements out the accuracy of ratings data. Remember that in our
first sample, we found 46% watching the Super Bowl. Ordinarily, that
would be our single best guess about what was true for the population.
We would recognize, however, that there was a possibility of sampling
error, and we would want to know the odds of the true population value
being something different than our estimate. We could state those odds
by using our estimated rating (i.e., 46) to calculate SE, and placing a
bracket around our estimate, just like the one in Fig. 5.2. The resulting
statement would sound like this, “We estimate that the Super Bowl had
a rating of 46, and we are 95% confident that the true rating falls between
36 and 56.”

The range of values given in that statement (i.e., 36 to 56) is called the
confidence interval. Confidence intervals are often set at plus or minus
two SE, and will therefore have a high probability of encompassing the
true population value. When you hear someone qualify the results of a
survey by saying something like, “these results are subject to a sampling
error of plus or minus 3%,” they are giving you a confidence interval.
What is equally important, but less often heard, is how much confidence
should be placed in that range of values. To say we are “95% confident,”
is to express a confidence level. At the 95% level, we know that 95 times
out of 100 the range we report will include the population value. Of course,
that means that 5% of the time we will be wrong, because it is always
possible our sample was one of those clunkers. But at least we can state
the odds, and satisfy ourselves that an erroneous estimate is a remote
possibility.

Such esoteric concepts take on practical significance because they go to
the heart of the ratings accuracy. For example, reporting that a program
has a rating of 15, plus or minus 10, leaves a lot of room for error. Even
fairly small margins of error (e.g., SE = 1), can be important if the
estimates they surround are themselves small (e.g., a rating of 3). That is
one reason why ratings services will routinely report relative standard
error (i.e., SE as a percentage of the estimate) rather that the absolute
level of error. In any event, it becomes critically important to reduce
sampling error to an acceptable level. Three factors affect the size of that
error. One is beyond the control of researchers, two are not.

The source of sampling error that we cannot control has to do with the
population itself. Some populations are just more complicated that others.
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A researcher refers to these complexities as “variability” or “heterogene-
ity” in the population. To take an extreme case, if everyone in the popula-
tion were exactly alike (i.e., perfect homogeneity), then a sample of one
person would suffice. Unfortunately, media audiences are not homoge-
neous, and to make matters worse, they are getting more heterogeneous
all the time. Think about how television has changed over the years. It
used to be that people could watch the three networks, maybe an indepen-
dent or public station, and that was it. Now most homes have cable or
VCRs, as well as more stations to choose from. All other things being
equal, that makes it more difficult to estimate who is watching what.

The two factors that ratings companies can use to reduce sampling
error involve the sample itself. Sample size is the most obvious, and
important of these. Larger samples reduce the magnitude of sampling
error. Its just common sense that we should have more confidence in
results from a sample of 1,000, than 100. What is counterintuitive is that
sample size and error do not have a one-to-one relationship. That means
doubling the size of the sample does not cut the SE in half. Instead, you
must quadruple sample to reduce the SE by half. You can satisfy yourself
of this by looking back at the calculation of SE in Fig. 5.2. To reduce the
SE from 5 to 2.5, you must increase the sample size from 100 to 400. You
should also note that the size of the population you are studying has no
direct impact on the error calculations. All other things being equal, small
populations require samples just a big as large populations.

These aspects of sampling theory are more than just curiosities. They
have a substantial impact on the conduct and economics of the ratings
business. For example, although it is always possible to improve the
accuracy of the ratings by increasing the size of the samples on which
they are based, you very quickly reach a point of diminishing returns.
This was nicely demonstrated in research conducted by CONTAM, an
industry group formed in response to the Congressional hearing of the
1960s. That study collected viewing records from over 50,000 households
around the country. From that pool, 8 sets of 100 samples were drawn.
Samples in the first set had 25 households each. Sample sizes for the
following sets were: 50, 100, 250, 500, 1,000, 1,500, and 2,500. The results
are shown in Fig. 5.3.

At the smallest sample sizes, individual estimates of the “Flintstones”
audience varied widely around the actual rating of 26. Increasing sample
sizes from these low levels produced dramatic improvements in the consis-
tency and accuracy of sample estimates, as evidenced in tighter clustering.
For example, going from 100 to 1,000 markedly reduced sampling error
and only required adding 900 households. Conversely, going from 1,000
to 2,500 resulted in a modest improvement, yet it required an increase of
1,500 households. Such relationships mean ratings companies and their
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clients have to strike a balance between the cost and accuracy of ratings
data.

In practice, several other things determine the sample sizes that a
ratings company will use. As suggested earlier, more complex populations
will require larger samples to achieve a certain level of sampling error.
This has meant that radio requires bigger samples than television, be-
cause there have been more radio stations to fragment the audience.
Similarly, if you intend to study relatively small segments of the audience
(e.g., mean 18 to 21) you will require larger overall samples. And even
though larger populations do not, theoretically, need bigger samples,
because of their relative complexity and the volume of media dollars
available, larger markets are studied with larger samples.

The only other factor that the ratings company can employ to reduce
sampling error is to improve the design of the sample. For reasons that
we have already discussed, certain kinds of probability samples, like
stratified samples, are more accurate than others. This strategy is com-
monly used, but there is a limit to what can be achieved. We should
also note that when these more complex sample designs are used, the
calculation of SE becomes a bit more involved than Fig. 5.2 indicates. We
address those revised computations later.

Nonresponse Error. This is the second major source of error we encounter
in the context of sampling. It occurs because not everyone we might wish
to study will cooperate or respond. Remember, our entire discussion of
sampling error assumed that everyone we wanted to include in the sample
gave us the information we desired. In the real world that just does not
happen. To the extent that those who do not respond are different from
those who do, there is a possibility that the samples we actually have to
work with may be biased. Many of the procedures that the ratings services
use represent attempts to correct nonresponse error.

The magnitude of nonresponse error varies from one ratings report to
the next. The best way to get a sense of it is to look at the response rate
theratings service reports. Every ratings company will identify an original
sample of people or households that it wishes to use in the preparation of
its ratings estimates. This ideal sample is usually called the initially
designated sample. Some members of the designated sample, however,
will refuse to cooperate; others will agree to be in the sample, but then
fail to provide complete information. In other words, many will not respond
as hoped. Obviously, only those who do respond can be used to tabulate
the data. The latter group constitutes what is called the in-tab sample. The
response rate is simply the percent of people from the initially designated
sample who actually gave the ratings company useful information.

Different techniques for gathering ratings data are associated with
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different response rates. Telephone surveys, for example, tend to have
relatively high response rates. The most common measurement tech-
niques, like placing diaries or meters, will often produce response rates
in the neighborhood of 50%. Furthermore, different measurement tech-
niques work better with some kinds of people than others. The non-
response errors associated with measurement are discussed in the next
section.

Because nonresponse error has the potential to bias the ratings, re-
search companies employ one of two general strategies to minimize or
control it. First, you can take action before the fact to improve the repre-
sentativeness of the in-tab sample. Second, you can make adjustments in
the sample after data have been collected. Usually both strategies are
employed. Either way, you need to know what the population looks like
in order to judge the representativeness of your in-tab sample and to
gauge the adjustments that are to be made.

Population or universe estimates, therefore, are essential in correcting
for nonresponse error. Determining what the population looks like (i.e.,
age and gender breakdowns, etc.) is usually based on U.S. Census informa-
tion. The Census is updated only every 10 years—but parts are revised,
based on sampling, more frequently. Ratings companies often buy more
current universe estimates from other research companies. Market Statis-
tics, Inc., is one such company that supplies both Arbitron and Nielsen.
Occasionally, certain attributes of the population that have not been
measured by the Census Bureau, like cable penetration, must be esti-
mated. To do this, it may be necessary to conduct a special enumeration
study that establishes important universe estimates.

Once it is known what targets to shoot for, corrections for nonresponse
error can be made. Before-the-fact remedies include the use of special
recruitment techniques and buffer samples. The most desirable solution
is to get as many of those in the originally designated sample as possible
to cooperate. Doing so requires a deeper understanding of the reasons
for nonresponse, and combating those with counteractive measures. For
example, ratings services will often provide sample members with some
monetary incentive. Perhaps different types of incentives will work better
or worse with different types of people. Following up on initial contacts
or making sure that interviewers and research materials are in a respon-
dent’s primary language will also improve response rates. The major
ratings companies are aware of these alternatives, and on the basis of
experience, know where they are likely to encounter nonresponse prob-
lems. Arbitron, for example, will use what it calls a differential survey
treatment for Black and Hispanic households. These are special recruit-
ment techniques they use to improve minority representation in the
sample.
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If improved recruitment fails to work, under-represented groups can
be increased by additional sampling. Buffer samples are simply lists of
additional households that have been randomly generated and are held
in reserve. If, as sampling progresses, it becomes apparent that responses
in one county are lagging behind expectations, the appropriate buffer
sample can be enlisted to increase the size of the sample drawn from that
area. A similar procedure might be used by field workers if they encounter
a noncooperating household. In such an event, they would probably have
instructions to sample a second household in the same neighborhood,
perhaps even matching the noncooperator on key household attributes.

Once the data are collected, another technique can be used to adjust for
nonresponders. Sample weighting, sometimes called sample balancing, is
a statistical procedure that gives the responses of certain kinds of people
more influence over the ratings estimates than their numbers in the
sample would suggest. Basically, the ratings companies compare the in-
tab sample and the universe estimates (usually on geographic, ethnic, age
and gender breakdowns), and determine where they have too many of one
kind of person, and not enough of another. Suppose, for example, that 18-
to 24-year-old men accounted for 6% of the population, but only 3% of the
in-tab sample. One remedy for this would be to let the responses of each
young man in the in-tab count twice. Conversely, the responses of over-
represented groups would count less than once. The way to determine the
appropriate weight for any particular group is to divide their proportion
in the population by their proportion in the sample (e.g., 6% / 3% = 2).

If you think the use of buffer samples or weighting samples is not a
completely adequate solution to problems of nonresponse, you are right.
Although these procedures may make in-tab samples look like the uni-
verse, they do not eliminate nonresponse error. The people who are drawn
through buffer samples or whose responses count more than once might
still be systematically different from those who did not cooperate. That is
why some people question the use of these techniques. The problem is that
failing to make these adjustments also distorts results. For example, if
you programmed a radio station that catered to 18- to 24-year-old men,
you would be unhappy that they tend to be under-represented in most in-
tab samples, and probably welcome the kind of weighting just described
above, flaws and all. Today, the accepted industry practice is to weight
samples. We return to this topic when we discuss the process of producing
the ratings.

The existence of nonresponse error, and certain techniques used to
correct for such error, means that the samples the ratings services actually
use are not perfect probability samples. That fact, in combination with
the use of relatively complex sample designs, means that calculations of
standard error are a bit more involved than our earlier discussion indi-
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cated. Without going into detail, error is affected by the weights in the
sample, whether you are dealing with households or persons, and whether
you are estimating the audience at a single point in time or the average
audience over a number of time periods. Further, actual in-tab sample
sizes are not used in calculating error. Rather, the ratings services derive
what they call effective sample sizes for purposes of calculating SE. These
take into account the fact that their samples are not simple random
samples. Effective sample sizes may be smaller than, equal to, or larger
than actual sample sizes. No matter the method for calculating SE, how-
ever, the use and interpretation of that number is as described earlier.

MEASUREMENT

Although sampling is an essential aspect of the ratings business, so too is
measurement. It is one thing to identify who you want to study, it is quite
another to record what they see on television or what they hear on the
radio. The latter activity is referred to as measurement.

Technically, measurement is defined as a process of assigning numbers
to objects, according to some rule of assignment. The “objects” that the
ratings companies are usually measuring are people, although as we have
seen, households can also be the unit of analysis. The “numbers” simply
quantify the characteristics or behaviors that we wish to study. This kind
of quantification makes it easier to manage the relevant information and
to summarize the various attributes of the sample. For example, if a
person saw the “CBS Evening News” last night, we might assign him or
her a “1.” Those who did not see the news might be assigned a “0.” By
reporting the percentage of 1s we have, we could produce a rating for the
CBS news. The numbering scheme that the ratings services actually use
is a bit more complicated than that, but in essence, that is what goes on.

Researchers who specialize in measurement are very much concerned
with the accuracy of the numbering scheme they use. After all, anyone

—-can assign numbers to things, it is making sure that the numbers capture
something meaningful that is the real trick. Researchers express their
concerns about the accuracy of a measurement technique with two con-
cepts: reliability and validity. Reliability is the extent to which a measure-
ment procedure will produce consistent results in repeated applications.
In other words, if what you are trying to measure does not change, then
an accurate measuring device should end up assigning it the same number
time after time. If that is the case, the measure is said to be reliable. Just
because a measurement procedure is reliable, however, does not mean
that it is completely accurate, it must also be valid. Validity is the extent
to which a measure actually quantifies the characteristic it is supposed
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to quantify. For instance, if we wanted to measure a person’s program
preferences, we might try to do so by recording which shows he or she
watches most frequently. This approach might produce a very consistent,
or reliable, pattern of results. However, it does not necessarily follow that
the program a person sees most often is their favorite. Scheduling, rather
than preference, might produce such results. Therefore, measuring prefer-
ences by using a person’s program choices might be reliable, but not
particularly valid.

Definitional Issues

One of the first questions that must be addressed in any assessment of
measurement techniques is, “What are you trying to measure?” Confusion
on this point has led to a good many misunderstandings about ratings
data. At first glance the answer seems simple enough. Ratings measure
exposure to the electronic media. But even that definition leaves much
unsaid. To think this through, two factors need to be more fully considered:
(a) What do we mean by “media”? and (b) What constitutes exposure?

Defining the media side of the equation raises a number of possibilities.
It might be, for example, that we have no interest in the audience for
specific content. As we noted in the previous chapter, some effects re-
searchers are only concerned with how much television people watch
overall. Although knowing the amount of exposure to a medium might be
useful in some applications, it is not terribly useful to advertisers. Expo-
sure to a certain channel or station is another possibility that is not
content specific. Radio station audiences and, to a certain extent, cable
network audiences, are reported this way. Here the medium may be no
more precisely defined than attendance during a broad daypart, or an
average quarter hour.

In television ratings, exposure is usually tied to a specific program.
Here, too, however, definitional questions can be raised. How much of a
program must a person see before they are to be included in that program’s
audience? If a few minutes is enough, then the total audience for the show
will probably be larger than the audience at any one point in time. Some
of the measurement techniques we discuss in the following section are too
insensitive to make such minute-to-minute determinations, but for other
approaches, this is far from being a moot point.

Advertisers are, of course, most interested in who sees their commer-
cials. So, a case can be made that the most relevant way to define the
media is not program content, but commercial content. Such “commercial
ratings” are not routinely produced by the major ratings services, but
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newer measurement technologies raise the possibility that the audience
for brief commercial messages could be quantified.

The other aspect of this definitional question is determining what is
meant by exposure. Once again, there are a number of possibilities. Expo-
sure is usually defined as the choice of a particular station or program.
Under this definition, the only thing that is relevant is who is present
when the set is in use. In fact, some measurement techniques are incapable
of recording who is in the room. Once it has been determined that audience
members have tuned to a particular station, further questions about the
quality of exposure are left unanswered.

It is well documented, however, that much of our media use is accompa-
nied by other activities. People may read, talk, eat, play games, or do the
dishes while the set is in use. Whatever the case, it is clear that during a
large portion of the time that people are in the audience, they are not
paying much attention. This has lead many commentators to argue that
defining exposure as a matter of choice greatly overstates people’s real
exposure to the media. An alternative, of course, would be to stipulate
that exposure must mean that a person is paying attention to the media,
or perhaps even understanding what is seen or heard. Despite the logic of
this definition, measuring a person’s level of attention or perception is
extremely difficult to do in an efficient, valid way.

Another shortcoming that critics of the ratings services have raised
from time to time is that operational definitions of exposure tell us nothing
about the quality of the experience in a more affective sense. For example,
do people like what they see, or find it to be informative and enlightening?
Qualitative ratings such as these have been produced on an irregular
basis, not so much as a substitute for existing services, but rather as a
supplement. In the early 1980s, the Corporation for Public Broadcasting,
in collaboration with Arbitron, conducted field tests of such a system.
More recently, an independent Boston-based company named Television
Audience Assessment tried selling qualitative ratings information. That
effort failed, and at present, there does not seem to be enough demand for
qualitative ratings to sustain their continuous production.

Obviously, these definitional questions help determine what the ratings
really are and how they are to be interpreted. If different ratings compa-
nies used vastly different definitions of exposure to media, their cost
structures and research products might be quite different as well. The
significance of these issues has not been lost on the affected industries.
In 1954, the Advertising Research Foundation (ARF), released a set of
recommendations that took up many of these issues. In addition to advo-
cating the use of probability samples, ARF recommended that tuning
behavior be the accepted definition of exposure. That standard has been
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the most widely accepted, and has effectively guided the development of
the measurement techniques we use today.

Measurement Techniques

There are several techniques that the ratings services use to measure
people’s exposure to electronic media. Each has certain advantages and
disadvantages. The biases of each technique contribute to the third kind
of error we mentioned earlier (i.e., response error). Response error includes
inaccuracies contained in the responses generated by the measurement
procedure. We discuss, in general terms, each major approach to audience
measurement. So as not to get too bogged down in details, we may gloss
over differences in how each ratings company operationalizes a particular
scheme of measurement. Here again, the reader wishing more information
should see each company’s description of methodology.

Diaries are the most widely used of all measurement techniques. Al-
though they are no longer employed to estimate national network audi-
ences, huge numbers of diaries are used to determine local radio and
television audiences. In one television ratings sweep alone, Arbitron will
collect diaries from over 100,000 households. Nielsen, too, uses diaries,
and will gather another 100,000 to produce television ratings reports in
most markets around the country.

A diary is a small paper booklet in which the diary keeper is supposed
to record his or her media use for a 1-week period. To produce television
ratings, one diary is kept for each TV set in the household. Figure 5.4 is
the first page from an Arbitron television diary. It begins on Wednesday
at 6 a.m. and thereafter divides the day into quarter-hour segments ending
a 2 a.m. Each of the remaining days of the week is similarly divided.
During each quarter hour that the set is in use, the diary keeper is
supposed to note the relevant call letters, channel number, and program
title, as well as which family members and/or visitors are watching.
The diary concludes with a few additional questions about household
composition, and the channels that are received in the home.

Diaries are also used to measure radio audiences. Radio diaries, how-
ever, are supposed to accompany people rather than sets. That way, an
individual can record listening that occurs outside the home. Arbitron is
the only ratings research firm that uses diaries to produce radio audience
estimates. Figure 5.5 is the first page of an Arbitron radio diary. It begins
on Thursday, and divides the day into broader dayparts than the rigid
quarter-hour increments of the TV diary. Because a radio diary is a
personal record, the diary keeper does not note whether other people were
listening. The location of listening, however, is recorded.
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FIG.5.5. Arbitron radio diary (reprinted with permission of the Arbitron Company).

Diary placement and retrieval techniques vary, but the usual practice
goes something like this. Members of the initially designated sample are
called on the telephone by the ratings company so that it can secure the
respondent’s cooperation, and collect some initial information. Those who
are to be excluded (e.g., people living in group quarters), or those who
will receive special treatment (e.g., Spanish-speaking households) are
identified at this stage. Follow-up letters may be sent to households that
have agreed to cooperate. Diaries are, then, either mailed or delivered to
the home in person by field personnel. Incidentally, although respondents
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are asked to cooperate, diaries are distributed to all who are contacted
even if they say they are not interested in cooperating. And, the response
rate is just about as high for those who initially say they are unwilling as
for those who agree. Quite often, a monetary incentive of $1 or so is pro-
vided as a gesture of “goodwill,” although goodwill is more likely to be
used in certain markets that have traditionally had lower response rates.
During the week, another letter or phone call may encourage the diary
keeper to note his or her media use. Diaries are designed to be sealed and
placed directly in the mail, which is typically how the diary is returned
to the ratings company at the end of the week. Occasionally, a second
monetary reward follows the return of the diary. In some special cases,
homes are called and the diary information is collected over the telephone.

Diaries have some significant advantages that account for their popu-
larity. They offer a relatively inexpensive method of data collection. Con-
sidering the wealth of information that a properly filled out diary contains,
none of the techniques we discuss here is as cost effective. Most impor-
tantly, they report which people were actually in the audience. In fact,
until recently, diaries had to be used in conjunction with more expensive
metering techniques to determine the demographic composition of the
television audience. Even if the newer peoplemeters become the standard
in large media markets, it seems likely that diaries will continue to be
used in most local markets.

Nevertheless, there are a number of disadvantages associated with the
use of diaries, problems of both nonresponse and response error. We have
already discussed nonresponse error in the context of sampling. It should
be noted, however, that diaries are particularly troublesome in this re-
gard. Response rates on the order of 50% are common, and in some markets
will drop below that. Obviously, diary keepers must be literate, but meth-
odological research undertaken by the industry suggests that those who
fill out and return diaries are systematically different in other ways.
Younger people, especially younger males, are less responsive to the diary
technique. Blacks, too, are less likely to complete and return a diary.
There is also some evidence that those who return a television diary are
heavier users of the medium than nonrespondents.

There are a number of response errors typical of diary data as well.
There is a fair amount of anecdotal evidence that diarykeepers frequently
do not note their media use as it occurs, but try to recollect it at the end
of the day or the week. To the extent that entries are delayed, errors of
memory are more likely. Similarly, it appears that diary keepers are more
diligent in the first few days of diary keeping than the last. This “diary
fatigue” may artificially depress viewing or listening levels on Mondays
and Tuesdays. Viewing late at night, viewing of short duration, viewing
of less well-known programming, and viewing of secondary sets (e.g., in
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bedrooms, etc.) is typically under-reported. Children’s use of the televi-
sion, at times when an adult diary keeper is not present, is also likely to
go unreported.

These are significant, if fairly benign, sources of response error. There
is less evidence on the extent to which people deliberately distort reports
of their viewing or listening behavior. Most Americans seem to have a
sense of what ratings data are, and how they can affect programming
decisions. Again, anecdotal evidence suggests that some people view their
participation in a ratings sample as an opportunity to “vote” for deserving
programs, whether they are actually in the audience or not. While diary
data may be more susceptible to such distortions than other methods,
instances of deliberate deception, although real, are probably limited in
scope.

A more serious problem with diary-based measurement techniques has
emerged in recent years. As we noted earlier, the television viewing
environment has become increasingly complex. Most homes now subscribe
to cable and/or have a VCR attached to their set. In addition, remote
control devices have become commonplace, as have small highly portable
sets. These technological changes make the job of keeping an accurate
diary more burdensome than ever. A viewer who has flipped through 20
channels to find something of interest may not know the channel to which
he or she is tuned. Even if they record the channel indicated by the set,
they may be in error because cable systems often change the channel
designation of an over-the-air station. Nielsen lists cable systems and
channel numbers in the diary. For reasons such as these, it is generally
acknowledged that diaries under-report the audience for most cable net-
works and independent television stations. Other measurement tech-
niques, however, can be used to compensate for many of these short-
comings.

There is also concern among TV broadcasters that changing lifestyles
and the increased availability of portable sets has led to a significant
amount of “out-of-home” television viewing. The traditional household
diary has trouble measuring this use of the medium. The industry, there-
fore, has expressed some interest in exploring the use of “personal diaries”
in television measurement, similar to those now used in radio.

Household meters have been the most important alternative to diary-
based audience measurement. The best known metering device is Niel-
sen’s Audimeter. The original Audimeter recorded radio listening, and
required Nielsen field representatives to go to the homes equipped with
these devices to retrieve their contents. Later, the record of radio or TV
tuning recorded on motion picture film was mailed back to the Nielsen
office, then in Chicago. Today, meters are a good deal more sophisticated,
and are used only to record TV usage and channel tuning.
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Modern meters are essentially small computers that are attached to all
of the television sets in a home. They perform a number of functions, the
most important of which is monitoring set activity. The meter records
when the set is on and the channel to which it is tuned. This information
is typically stored in a separate unit that is hidden in some unobtrusive
location. Once or twice a day, the data it contains is retrieved from memory
over a telephone line by a large computer.

For years, that was the scope of metering activity. And as such, it had
enormous advantages over diary measurement. It eliminated much of
the human error inherent in diary keeping. Viewing was recorded as it
occurred. Even exposure of brief duration could be accurately recorded.
Members of the sample did not have to be literate. In fact, they did not
have to do anything at all, so no fatigue factor entered the picture. Because
information was electronically recorded, it could also be collected and
processed much more rapidly than paper-and-pencil diaries. Reports on
yesterday’s program audiences, called the “overnights” could be delivered.

There were only two major shortcomings to this sort of metering. First,
it was expensive. It cost a lot to manufacture, install, and maintain the
hardware necessary to make such a system work. That is still true today.
As a practical matter, this means that metered measurement is viable
only in relatively large media markets (i.e., nationally or in large urban
areas). Second, household meters could provide no information on who
was watching, save for what could be inferred from general household
characteristics. The need to provide “people information,” which is so
essential to advertisers, has caused dramatic changes in how meters now
function.

Peoplemeters had been under development in the United States and
abroad for some time, but in the Fall of 1987 Nielsen began using them
to generate national network ratings. Peoplemeters do everything that
conventional household meters do, and more. With this type of metering,
every member of the sample household is assigned a number that corre-
sponds to a push button on the metering device. When a person begins
viewing, they are supposed Lo press their button, thereby indicating their
presence to the meter. When a person stops viewing, they are expected to
press their button again. When the channel is changed, a light on the
meter flashes until viewers reaffirm their presence (see Fig. 5.6). A system
still only being used experimentally by Arbitron flashes an on-screen
request (in the form of a “?”) for viewer information, at specified intervals,
even if the channel is not changed. All systems have hand-held units,
about the size of a pack of cigarettes, that allow people to button push
from some remote location in the room.

As with conventional meters, data are retrieved over telephone lines.
At that point, all the button pushing and set-tuning activity can be com-



108 CHAPTER 5

FIG. 5.6: Nielsen peoplemeter (reprinted with permission of Nielsen Media Re-
search).

bined with data stored in a central computer to create people ratings. The
introduction of peoplemeters triggered a storm of controversy about the
method of measurement, and the samples on which it was based. As a
relative newcomer, the merits and biases of this measurement technique
are in somewhat greater doubt than more established techniques. Never-
theless, a number of generalizations and concerns seem warranted. These
can, again, be categorized as issues of nonresponse and response error.

As is the case with diaries, a great many people who are sampled refuse
to accept a peoplemeter. Both Nielsen and AGB, while it was in operation,
experienced initial acceptance rates on the order of 50% to 60%. As always,
the question is, “Are those who participate systematically different from
those who do not?” For example, Although peoplemeters do not impose a
formal literacy requirement, some have speculated that there is a kind of
technological literacy required of respondents. The broadcast networks,
which have seen their audience shares decline with the introduction of
peoplemeters, have also criticized peoplemeter samples of over-represent-
ing those who subscribe to cable services. Moreover, lapses in button
pushing and hardware failures reduce the effective in-tab samples on a
day-to-day basis.

There are a number of response errors that seem to be associated with
peoplemeters as well. Most notably, peoplemeters are believed to under-
represent the viewing of children. Youngsters, it seems, are not terribly
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conscientious button-pushers. More generally, there is concern about but-
ton pushing fatigue. How, for example, does one interpret instances in
which the set is on but no one is reported watching? Conventional meters
used to stay in households for 5 years. Doubts about the long-term dili-
gence of peoplemetered homes, as well as pressure from the television
networks, have caused Nielsen to turnover these households after only 2
years. Even so, some critics still believe that current methods of peopleme-
tering are fatally flawed.

Many of these problems could be solved if, like the old meters, peopleme-
ters required no effort on the part of respondents. The ideal device would
be unobtrusive, yet capable of detecting specific individuals within the
room.

These devices, called passive peoplemeters, are being developed. One of
three technologies is likely to be employed. Infrared sensors will pick up
heat sources, like human beings, in the room. The problem has been
discriminating between different individuals, or for that matter, between
dogs and children. As an alternative, sonic sensing devices could detect
movement in the room. Here again, discrimination is a problem. How do
you distinguish between a moving person and a curtain blowing in the
breeze?

At present, the most promising technology for creating a passive peo-
plemeter is a computerized “image recognition” system. One such system,
being developed by Nielsen, translates a person’s image into a set of
distinguishing features that it stores in a computerized memory. The
system scans a pre-defined visual field and compares the objects it encoun-
ters with its memory to identify family members or visitors. Pictures of
viewers, per se, are not stored or reported, only the incidence of recognized
images.

Two other features of peoplemeter technology are worth mentioning
here. First, peoplemeters are capable of monitoring VCR use. This is an
important attribute, because two in three American households now own
one. The system introduced by AGB worked by “fingerprinting” a tape as

~— =it was recorded. The fingerprint was an electronic code, laid down on an
unused portion of video signal, that noted the date, and the channel being
recorded. The fingerprint also imposed a running clock on the tape. That
way, when the tape is replayed, the meter could determine when the
program originally aired, and which sections of the show were played in
fastforward. The latter information is of special importance to advertisers,
because many people “zip” or “zap” commercials when they replay a
program.

The second major addition to peoplemeters is a light pen capable of
reading universal product codes (UPC). UPCs are the bar codes found on
virtually all consumer products. In homes equipped with these “magic
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wands,” respondents are asked to record their purchases by running the
wand over the UPC of products they bring home from the store. The wand
is then returned to a special cradle next to the peoplemeter, through which
the information it contains is retrieved. Combining product purchase data
with peoplemeter viewing data creates a vast store of information the
industry refers to as single-source data.

In principle, single-source data are very appealing to advertisers, be-
cause they allow the user to describe an audience in terms of product
purchases, rather than demographics. Because this allows an advertiser
to zero in on its target market, more effective media buying could result.
Arbitron has such a system it calls “ScanAmerica.” Although it touts the
advantages of its new “buyergraphics,” others have adopted a wait-and-
see attitude. The basic concern of critics is that adding wand waving to
the button pushing tasks of peoplemeter samples will prove too burden-
some, and greatly reduce cooperation rates. Nielsen also uses this wand
technology with a large panel of household, but it does not produce its
ratings report with that sample.

Telephone questioning, of course, is the oldest formal method of data
collection used by ratings services. It is still used today, and in some
forms, is considered the standard against which all other methods of
measurement are to be judged. Data collection over the telephone takes
one of two form: recall or coincidental.

Telephone recall, as the name implies, requires a respondent to remem-
ber what they have seen or heard over some period of time. Generally
speaking, the quality of recalled information is affected by two things.
One is how far back a person is required to remember. Obviously, the
further removed something is from the present, the more it is subject
to “memory error.” Second, is the salience of the behavior in question.
Important, or regular occurrences are better remembered that trivial or
sporadic events. Because most people’s radio listening tends to be regular
and involve only one or two stations, it is believed that the medium’s use
can be accurately studied with telephone recall techniques.

Birch Radio uses telephones to produce local market reports in direct
competition with Arbitron, whereas SRI’'s RADAR provides estimates of
national radio usage and network audiences. Although there are differ-
ences in their methods, both companies call a random sample of listeners,
and ask them to report on recent radio listening. Interviewers ask ques-
tions that identify listening at specific times within specific dayparts. If
a respondent does not know a station’s call letters, other identifying
information like a station’s frequency or slogan can be used. Birch speaks
to each respondent only once, and asks about the prior day’s listening.
RADAR, on the other hand, interviews a person once each day for a week,
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and asks about radio use from the time of the previous contact to the
present.

Telephone recall techniques have a number of advantages compared to
the major alternative, radio diaries. First, telephone interviewing
achieves higher levels of cooperation. Birch and RADAR report response
rates on the order of 55% to 65%. Although people without telephones are,
by definition, excluded, overall higher response rates reduce the likelihood
of nonresponse error. Second, because respondents are verbally ques-
tioned, there is no literacy bias in the method. If a Hispanic household is
sampled, a Spanish-speaking interviewer can be employed. Third, because
the research firm takes the initiative by calling respondents each day,
there is no end of the week diary fatigue. Fourth, telephone techniques
work particularly well for gathering data from younger listeners who tend
to be poor diary keepers.

Like all other methods of data collection, however, telephone recall has
certain limitations. If people are only questioned about their previous
day’s listening, week-long patterns of audience accumulation can only be
inferred from mathematical models. We talk more about modeling in the
last chapter. The use of interviewers can also introduce error. Although
interviewers are usually trained and monitored in centralized telephone
centers, they can make inappropriate comments or other errors that bias
results. Finally, the entire method is no better than a respondent’s mem-
ory. Even though people are only expected to recall yesterday’s listening,
there is no guarantee that they can accurately do so.

As C.E. Hooper argued some 50 years ago, telephone coincidentals can
offer a way to overcome problems of memory. These surveys work very
much like telephone recall techniques, except that they ask respondents
to report what they are seeing or listening to at the moment of the call.
Because respondents can verify exactly who is using what media at the
time, errors of memory and reporting fatigue are eliminated. For these
reasons, telephone coincidentals are widely regarded as the standard
against which other methods of measurement should be evaluated. Most
new measurement techniques, therefore, are obliged to offer a comparlson
of their results with a concurrently executed telephone coincidental.

Despite this acknowledged superiority, no major ratings company rou-
tinely conducts telephone coincidental research. There are two problems
with coincidentals that militate against their regular use. First, a coinci-
dental interview only captures a glimpse of a person’s media use. In effect,
it sacrifices quantity of information for quality. As a result, to describe
audiences hour to hour, day to day, and week to week, huge numbers of
people would have to be called around the clock. That becomes a very
expensive proposition. Second, as with all telephone interviews, there are
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practical limitations on where and when calls can be made. Much radio
listening occurs in cars (without cellular phones). Much television viewing
occurs late at night. These behaviors cannot be captured with strictly
coincidental techniques. For these, and other reasons, the coincidental
telephone method is no longer used for any regular rating service.

There are other methods of measurement that could conceivably be
used. One possibility is to monitor television set use on specially designed
cable systems. Another is to scan the airwaves with radar-like devices that
determine how nearby sets are tuned. Some researchers have suggested
replacing conventional diaries with calculator-like “electronic diaries.”
Each of these has certain appeals and significant drawbacks that we do
not delve into here because none is currently used by a major U.S. producer
of ratings research.

PRODUCTION

Issues of sampling and measurement are well known to survey research-
ers, and there are large bodies of academic literature offering research
and theory on these topics. We have, therefore, some well-established
criteria by which to judge the work of the ratings services. But sampling
and measurement alone do not a ratings book make. The data collected
by these methods must undergo a production process, just as other raw
materials are turned into products. Here, standards of what is or is not
appropriate are harder to come by. Yet, no discussion of ratings methods
would be complete without mention of the production process. Every rat-
ings company does things a little differently, but basically, the production
process involves three activities: editing the data, adding new informa-
tion, and making projections.

Editing

Ratings companies are continually flooded with data that must be digested
and turned into a useful product. One of the most difficult sources of data
to deal with is the diary. Hundreds of thousands of hand-written diaries
arrive at Arbitron and Nielsen each year. They must be checked for
accuracy, logical inconsistencies, and omissions. They must also be trans-
lated into a form that a computer can deal with. The process of getting
clean, accurate, complete data ready to be processed is called editing. It
can be a very laborious activity, and despite serious efforts at quality
control, it is here that processing error is most likely to be introduced into
the ratings.
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Diary editing involves a number of activities that are performed by
either people or machines. First, it must be determined that a returned
diary is usable. It might, for example, have been filled out in the wrong
week, mailed too late to be useful, or simply be too incomplete for inclusion.
It must be checked for logical inconsistencies. Suppose a radio diary indi-
cates that a listener heard station “KREO?” in his or her car, but Arbitron
knows that no such station is receivable in that market? Or suppose that
a television diary reports someone watched a program, but it has the
wrong channel number or call letters associated with it? Strict editing
procedures will usually prescribe a way to resolve these discrepancies.

Suppose, however, that information is just plain missing? Rather than
throw out an otherwise usable diary, ratings companies will often “fill in
the blanks” through a process called ascription. These procedures typically
use computer routines to determine the answer with the highest probabil-
ity of correctly filling that blank. For example, if Nielsen receives a diary
with the age of the male head of household (e.g., 31), but not the age of
the female head of household, it consults age and gender tables, and
“guesses” that her age would be 3 years less than her husband’s (i.e., 28).
Analogous ascription techniques are used to determine the identity of
stations heard, or the duration of media use if such data are missing.
While these practices strike some as questionable or improper, ascription
is a standard procedure in virtually all survey work, and is typically based
on systematic methodological research.

Editing can also involve definitional questions. Take, for instance, the
data recorded by a meter. If a person watches less than half a program,
should they nonetheless be included in the program’s total audience? The
standard practice in television viewing has been to credit one quarter-
hour of viewing to a program if at least 5 minutes of use has taken place.
Under that definition, of course, a person might show up in more than one
program audience in a given quarter-hour. Similarly, RADAR will credit
a listener to a radio network if he or she heard the radio for at least 3
minutes in a quarter-hour period.

Often times there is no clear right or wrong answer to such definitional
questions. It is more a matter of what the industry will agree to accept.
As media and measurement technologies change, new questions arise,
and new solutions must be negotiated by the parties at interest. For
example, if a household watches one program, but tapes a second one
on the VCR, should that household be credited to the second program’s
audience? At present, the answer is yes. The ratings services treat that
household as if it had viewed the program at the time it aired. Obviously,
there are other ways to credit the audience for the taped program. The
resolution of these definitional questions is often arbitrary. If, however,
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some party feels disadvantaged by a particular editing procedure, it may
become the subject of a political struggle within the industry.

Programs, Schedule, and Other Information

Despite the vast amounts of information collected by diaries, meters, and
telephone calls, these data are not, in and of themselves, sufficient to
produce audience ratings. Other information must be added to make a
complete, usable product. The most important addition to data on people’s
set-tuning behavior is information about the programming on those sets.
Station schedules are needed to check the accuracy of diary entries. Fur-
ther, even the most sophisticated of meters are not capable of determining
what program was on which channel at what time. These data must,
somehow, be collected and added to the ratings database.

Because radio listening is credited to stations, rather than to specific
programs, the problem is relatively simple. Arbitron, for example, mails
radio stations an “information packet,” in which stations verify their call
letters and report their network affiliations, broadcast schedules, and
especially current slogans, catch phrases, and station identifications—“96
Rock,” “News Radio 88,” “All News 67,” “Continuous Country,” “Z 104,”
“Y95,” “My Kind of Country,” “Lazer 103,” and “98 FM.” There are fre-
quent arguments, and occasional lawsuits, over who is entitled to phrases
such as “More Music” or “Music Radio.” Further, if two stations in nearby
markets are at 102.7 and 103.1 there may be confusion if both use “one-o-
three” in their phrase. Station personnel sometimes travel to the research
companies, or hire consultant firms to check for that, in the hope of
examining the diaries and finding uncredited listeners.

Television viewing, on the other hand, must be associated with every
specific programs. Much more detailed information is needed. Ratings
companies usually get this by having stations fill out “program title logs.”
These require the station to report the programs airing in every quarter
hour, of every broadcast day, for every day of the week, across all survey
weeks. Handling program schedules like these would be problem enough,
but the growth of new television technologies has expanded the problem
to nightmarish proportions. Cable television has greatly complicated the
task of determining what is on which channels. There are 10,000 cable
systems in the United States. A majority of these have over 30 channels
of programming, including dozens of cable networks, access channels, and
local stations—the latter sometimes from several different TV market
areas. Different cable systems can, and do, carry these services on different
channels. Even local TV stations may be “remodulated” to a new channel
number. In any given television market area, there may be dozens of such
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cable systems—frequently using different channel assignments. Figure
5.7 is a Cable Conversion Chart from the Washington Post’s TV listings
section. We have included it here to give you a sense of how hard it can
be, even in one market, to tell what is on any given channel. Now if
you can imagine that situation repeated in various markets around the
country, you will have some idea of what confronts a national TV ratings
service.

Nielsen, in fact, has a special service called the Cable On-Line Data
Exchange (CODE) that tracks what is carried on every channel of every
cable system in the United States. This information needs to be matched
with its peoplemeter data to determine cable network audiences.

The job of figuring out what is on TV would be easier if each program
contained a “signature” that a machine could simply read. In fact, such a
system does exist. The broadcast networks have, for some years, cooper-
ated with Nielsen by imposing a special electronic code in the video portion
of their broadcast signal. This system, called the Automated Measurement
of Lineups (AMOL) allows detection devices in each market to determine
when affiliates are broadcasting a network program. Unfortunately, not
all programs (e.g., local productions, PBS programs, some network reruns
and some syndicated) contain such an electronic code, so more traditional
techniques must still be employed.

In addition to programming information, other data enter into the
production of ratings reports as well. For example, stations occasionally
have technical difficulties. These may affect their audience ratings, so
they are reported in the ratings books. Stations may also engage in ex-
traordinary activities to boost their ratings during a sweeps period. The
ratings services keep an eye out for any “special station activities” in-

‘tended to bias or distort the ratings, because it is thought to compromise

the integrity of the entire process. Depending on the transgression, the
ratings companies will either note the offending station’s crime in the
ratings book, or drop the station’s ratings from the book altogether.

Projections — -

Ultimately, the ratings services must publish their estimates of audience
size and composition. This process uses sample information to make a
projection of what is true for the entire population. Suppose, for example,
we used a sample of 1,000 individuals to study a population of 1 million.
In effect, that would mean that each member of the sample represented
1,000 people in the population. If 50 people in our sample watched a local
news show, we could project the show’s actual audience to be 50,000. That
is essentially what the ratings services do. They determine the number
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of people represented by one in-tab diary and assign that diary an appro-
priate number. If people are the unit of analysis, the number is called
persons per diary value (PPDV). If households are the unit of analysis the
number is labeled HPDV (i.e., households per diary value).

This illustration works quite well if we have perfect probability sam-
ples, in which all members of the population are proportionately repre-
sented. As we have seen, however, that is never the case. Nonresponse
error means that some kinds of people are over-represented, whereas
others are under-represented. Remember, also, that the most common
remedy for this problem is to weight the responses of some sample mem-
bers more heavily than others. Suppose, in the illustration just given, that
18- to 24-year-old males were under-represented in the in-tab sample.
Let’s say they constitute 4% of the sample, but are believed to be 8% of
the population. Males in this group would receive a weight of 2.0 (i.e., 8%/
4% = 2.0). Therefore, to project total audience size for this group, each
young man should have a PPDV of 2,000 (i.e., 1,000 x 2.0), instead of
1,000. Conversely, over-represented groups should have PPDVs of less
than 1,000.

In practice, the weights that are assigned to different groups are rarely
so extreme as the illustration just given (i.e., they come closer to 1.0).
Further, ratings services will weight a single respondent on a number of
variables besides age and gender to make a final determination of PPDVs.
Although this method of audience projection is not without biases, it is
generally agreed that it is the best practical remedy for nonresponse
errors.

Could similar, statistical solutions correct for some of the measurement
errors we reviewed in the preceding section? After all, we have noted
that certain kinds of response errors are associated with certain kinds of
measurement. Some work in this area has been done, but there is less
consensus on how such statistical corrections should be applied to formal
published audience estimates.

The best illustration of this problem occurs in reconciling meter- and
diary-based estimates of television audiences. Prior to the introduction of
peoplemeters, Nielsen had to use both household meters and diaries to
estimate national network audiences. Somehow, these data had to be
integrated into a single “best guess” as to audience size and composition.
Because metered data were assumed to more accurately measure set
usage, they were used to fix audience size, whereas diary data (which often
showed smaller audiences) were extrapolated to determine the likeliest
demographic breakdown. At this writing, the same situation now exists in
major local markets that are measured with both diaries and conventional
household meters.

But what of smaller markets that are only measured with diaries? This
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method is generally agreed to under-represent the audience for indepen-
dent television stations. Here too, a statistical formula to correct for
systematic error could be employed. This procedure is called calibration,
which in effect, adjusts the ratings of stations to the levels that would be
expected under a system of metered measurement. Although independent
stations are, understandably, enthusiastic about this procedure, the rat-
ings companies have been reluctant to introduce calibration into the
production process. This reluctance is due, in part, to the resistance of
affiliated stations that would be disadvantaged by calibration. These sta-
tions are, not insignificantly, major clients of the ratings companies.

Here again, we can see how industry politics play a role in the methods
used to estimate audiences. As long as major measurement systems, each
with its own biases, are used side by side, questions of calibration will
continue. Whether these, or other changes, work their way into ratings
data has yet to be determined. In any event, a ratings analyst should
know the consequences of these methodological issues when they use the
services of ratings companies.
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Up to this point we have concentrated on the evolution of ratings firms, and
how they go about collecting and processing data. Like any commercial
enterprise, however, they must produce goods or services that can be sold
in the marketplace. In this chapter, we will consider the products that
ratings companies offer for sale.

The most influential consumers of ratings data are those who buy
and sell time. These include people in network and station sales, station
representatives, advertisers, and advertising agencies. Although other
users of ratings data are certainly important, this first group is critical in
terms of product development. For that reason, it makes sense to organize
ratings products by the advertising markets they are intended to serve.
As described in chapter 1, the major markets are network, local, and
syndication.

There are a great many reports and services offered by ratings compa-
nies. The enormous databases that these firms collect allow them to create
far more products than we can possibility review here. Furthermore, the
number of products is on the rise as ratings data are combined with other
sources of information, and computers open up new ways to manipulate,
merge, and present the data.

In light of these considerations, our description of ratings products will
provide only selected examples of the better known and more widely used
reports and services. By concentrating on these we can acquaint the reader
with the most common report formats, and demonstrate how some of the
research concepts we introduced in the previous chapter pop up in the
context of an actual ratings report. We leave it to our readers to explore
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for themselves the many variations on a theme that the ratings services
offer.

NETWORK RATINGS

Network television ratings are certainly the most visible of all the ratings
products. Indeed, for most Americans, the Nielsen name has become syn-
onymous with ratings. That identification occurs for good reason. Since
the demise of C.E. Hooper, the Nielsen company has dominated national
ratings. It is the Nielsens that are often held to account for the cancellation
or renewal of network television programs—an explanation that belies the
complexity of programming decisions. The Nielsen service that actually
provides network ratings is called the Nielsen Television Index (NTI).

Today, NTI bases all of its network ratings on a single sample of
households equipped with peoplemeters. There are approximately 4,000
of these households in the Nielsen sample, or, with an average of about
2.5 people in each home, roughly 10,000 individuals. At any given point
in time, however, the actual number of households providing useful data
will be less.

Nielsen selects households for inclusion in the sample through a proce-
dure of multi-stage area probability sampling. As we described in the
previous section, this process works its way through a series of sampling
units. Nielsen first samples counties, then census blocks, then city blocks,
and finally households. In the last stage, Nielsen must secure the coopera-
tion of each designated household. Usually, just over 50% agree to
cooperate. If a predesignated household refuses to accept a meter, Nielsen
substitutes another “matched” household. This rule of substitution means
that the Nielsen sample deviates from the strict definition of a probability
sample. For all intents and purposes, however, both Nielsen and its cus-
tomers treat it like a random sample. To keep the sample fresh, Nielsen
replaces each household in the sample after 2 years.

Every television set in a sampled household is connected to a peopleme-
ter, which collects information on set tuning and viewers for a period of 2
years. These data are retrieved over telephone lines by Nielsen computers.
Before looking at the reports Nielsen publishes, it is worth reflecting on
the enormous amount of data this system generates. Ten thousand people
watching various combinations of broadcast television, VCRs, and cable,
being monitored minute by minute over a period of years, creates a vast
flow of raw material to be processed into useful reports and services.

The best known, and longest continuously produced, television network
ratings report is NTI’s National TV Ratings, better known as the “pock-
etpiece.” So named for its small vest pocket size, the pocketpiece is issued
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once a week and provides a variety of the most commonly used audience
estimates.

Figure 6.1 shows two facing pages out of a pocketpiece report. In this
section of the book, NTI displays the television household (TVHH) ratings
for prime-time network programs in a way that highlights the scheduling
characteristics of those programs. These pages depict the ratings for a
Thursday night in January. Across the top of the page is a banner indicat-
ing the time periods, in quarter hours, and the HUT level associated with
each time period. Note that the HUT level was highest between 9:15 and
9:30. During that time, Nielsen estimated that 67% of TVHH had a set in
use. Because network programs run at different times in different time
zones, Nielsen adjusts its audience estimates to the Eastern time zone.

Down the left-hand side of these pages are the various networks, or
station categories, that households are likely to be watching. On the upper
page are the three major broadcast networks—ABC, CBS, and NBC.
Audiences for Fox are reported elsewhere in the pocketpiece. On the lower
page are the estimated audiences for independents, cable networks, and
public television. As you can see, no specific program audience information
is presented for this latter class of program services.

On this particular Thursday evening, the network prime-time schedule
began with ABC showing “Knightwatch,” CBS showing “48 Hours,” and
NBC showing the “The Cosby Show.” The first number under each pro-
gram title is the average audience for that program. It is expressed as the
total projected number of households watching in an average minute. Just
under that the same number is a percentage of total TVHH, which of
course, is the program’s rating. For example, “The Cosby Show” was
viewed by 26,940,000 households in an average minute, which means it
has a TVHH rating of 29.8. The number beneath the program rating is
the program’s share. In this case, “Cosby” was being watched by 45% of
all the households using television at that time. The last number in a
column is the average audience in a specific quarter hour.

By arranging program audience estimates in this way, Nielsen gives
the reader a clear sense of how different networks and non-network ser-
vices do in competition for the available audience. It also suggests some-
thing about audience flow from one quarter hour to the next, although
bona fide analyses of audience flow require access to different data. These
tables do not tell us anything about the demographic composition of pro-
gram audiences. The pocketpiece reports that information in a different
section of the book. Nielsen arranges network program audience estimates
both alphabetically and by time period. In these sections individual pro-
gram audiences are broken down into 20 different age and gender combi-
nations, including categories for “working women” and “LOH W/CH <3”
(i.e., lady of house with child less than 3). The precise demographic catego-
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ries Nielsen will report varies by daypart. Nielsen will also report the
percentage of TVHH that recorded a program with the set off or tuned to
another program. Rarely does that VCR audience account for more than
one rating point.

NIT offers a host of other published reports. These are described briefly
in Appendix A. Among them are a variety of cable network ratings,
provided through a division that Nielsen calls the Home Video Index.
Nielsen also releases a number of special reports from time to time. These
include things like: Cable TV: A Status Report; VCR Tracking Report;
Viewing to Political Telecasting; and Television Audience, which is an
annual compendium of audience data the company has issued since 1967.

Television, of course, is not the only advertiser-supported medium pro-
viding network service to the public. Although they cannot rival the
amounts spent on television, radio networks still attract millions of adver-
tiser dollars, and need ratings services. As noted in chapter 4, shortly
after Nielsen ended its radio network measurement, a research effort
called RADAR was initiated to fill the void. Today, Statistical Research
Inc. (SRI) publishes the RADAR reports, which are the only true radio
network ratings service.

RADAR ratings reports are based on telephone interviews conducted
with a sample of 12,000 respondents. SRI determines which households
will be called through a process of random digit dialing (RDD). Within
each home, SRI randomly selects one individual age 12 or older, and
interviews him or her once a day for the next week. Interviewing goes on
for 48 weeks each year. SRI typically has response rates in excess of 65%.

RADAR reports are issued in three volumes, twice each year in the
spring and fall. Each edition of the RADAR report includes information
collected over the past 12 months. The first volume, entitled Radio Usage,
contains general information about the composition and listening habits
of the audience during different dayparts and quarter hours, without
regard to specific networks. The measurements RADAR reports include
the size of the audience in an average quarter hour (AQH), as well as
1-day, 5-day, and 7-day cume estimates. These audience summaries are
broken out by standard age/gender groupings as'well as other demo-
graphic (e.g., income and education), geographic, and behavioral variables.

Volumes 2 and 3 are entitled Network Radio Audiences to All Commer-
cials and Network Radio Audiences to Commercials Within Programs.
Basically, these are audience estimates for the 20 or so radio networks
measured by RADAR. These estimates are made possible by combining
program and commercial clearance data obtained from the networks with
the station listening information obtained from the respondents. However,
because some stations extract network commercials from network pro-
grams and air them separately, audience estimates are reported in two
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volumes. Volume 2 reports the total audience for network commercials,
whether they are aired with the program or not. Volume 3 estimates do
not include commercials outside the program. Needless to say, audience
estimates in Volume 2 are greater than or equal to those reported in
Volume 3.

In addition to its standard ratings reports, SRI offers more varied
breakouts of the data through an on-line computer facility called RADAR
On-Line (ROL), and through personal computers via reports on disks.
SRI also does more specialized audience studies. The firm has a well-
established reputation for doing quality work, and is often called on to do
the telephone coincidentals against which other measurement techniques
are evaluated.

National Public Radio also produces an estimate of the audiences for
its programming but those ratings are based on Arbitron data from a
sample of stations. From the reports of these stations, using weighing,
AQH and cume figures are projected.

LOCAL RATINGS

Both radio and television are measured on a local market-by-market basis.
Local ratings, however, are usually available from two different suppliers.
In television, the Nielsen Station Index (NSI) and Arbitron are long time
competitors. In radio, Arbitron, which used to have the field pretty much
to itself, now faces competition from Birch Radio. We consider the local
television ratings first.

There are many similarities in the research services offered by Arbitron
and Nielsen. Certainly, some differences of method, product, and price
do exist—differences that the salespeople for each service are likely to
emphasize—but for our purposes, the similarities outweigh the differ-
ences. Indeed, the kinds of ratings data that are available to a TV station
differ more by the size of its market than by the name of its supplier.
Ratings research in larger markets is based on bigger samples, offers
different measurement options, more services, and is much more expen-
sive. It is no coincidence that larger markets also tend to be much richer
in terms of the dollars spent on media. For these reasons, it is important
to expand on our earlier discussion of local markets.

Both services organize the United States into roughly 215 mutually
exclusive television market areas. Each market area is a collection of
counties in which the preponderance of total viewing can be attributed to
local or home-market stations. That is, counties are assigned to markets
on the basis of what stations the people in those counties actually view.
Each market area is called an Area of Dominant Influence (ADI) by
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Arbitron or a Designated Market Area (DMA) by Nielsen. Figure 6.2 is a
map of all the DMAs in the country.

As you can see, market areas vary substantially in terms of their
sheer geographic size. More importantly, however, they differ in terms of
population. Population size is, in turn, used to rank markets from largest
to smallest (See Appendix C for a ranking of ADIs). Of course, shifts in the
U.S. population cause changes in how markets are ranked. But, because
markets areas are ultimately defined by viewing behavior, changes in
programming, transmitters, cable penetration, and so on can also alter
market size and composition.

Every year the ratings services reconsider how markets should be
constituted, and changes do occur. Sometimes, counties on the border
between two adjacent markets will be moved from one to the other. Such
changes are no small matter. On one hand, national spot buys are some-
times made in the “top 20” or “top 50” markets. If the loss of a county
causes a market to drop below an important breakpoint, it can have a
detrimental impact on every station in the market. On the other hand,
redrawing market boundaries might have a differential impact on local
stations. Because of factors like geography and transmitter location, some
stations cover certain areas of the market better than others. If the county
that is moved is one in which a particular station has a clear technical
advantage, it could alter the relative standing of stations in the ratings.

Figure 6.3 is typical of one of the first pages you will encounter in a
“local television market report.” This one happens to come from an Arbi-
tron report on Memphis. Local market reports are the primary vehicle for
reporting station ratings. They are “the books” that cause so much anxiety
among station personnel. This page contains a good deal of information
about the market.

The first thing to notice is a map of the market area. Although ADIs
and DMAs divide markets into nonoverlapping areas, other geographic
distinctions are also made. Both Arbitron and Nielsen identify a smaller
area within the market called the metro area. This is the core retail area
of the market, and generally corresponds to the Metropolitan Statistical
Areas (MSAs) used by the federal government. The map also depicts a
much larger area that encompasses the ADI and several counties outside
the ADL This area, which Arbitron calls the Total Survey Area (TSA),
includes counties that belong to adjacent markets, but that nevertheless
have viewers who watch local market stations.

Below the map is a section called “Estimates of Households in Market.”
Look under the column labeled “ADI.” This reports the households with
television as well as estimates of the percent subscribing to cable and
owning a VCR. The section below that is called “Television Stations.” It
reports the stations that are significantly viewed in the market, including
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Audience Estimates in the
Arbitron Market of
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FIG. 6.3. Arbitron market area (reprinted with permission of the Arbitron
Company).

super stations and networks received over cable. This page also includes
information on the “Schedule of Survey Dates,” just to the left of the map.
In all but the largest markets, which we will discuss later, ratings data
are gathered only during certain times of the year. These occasions are
referred to as ratings sweeps. A sweep is four weeks long, or roughly a
month in duration. All television markets are swept at least four times a
year, in November, February, May, and July. Some markets are swept
more often. The Memphis ratings book we are using is from the February
1989 sweep.
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During a ratings sweep, both Arbitron and Nielsen are placing and
retrieving television diaries in households throughout the market. You
may recall, however, the standard diary only records one week’s worth
of viewing. So the data collected in a sweep is actually based on four
independent samples drawn in consecutive weeks. In most instances, these
data are combined to provide a single monthly estimate of audience size
and composition.

A ratings sweep is more that just an occasion for collecting data, how-
ever. The dates of each sweep are known well in advance, so local stations
can and do adapt their programming to attract the largest audiences
possible during each sweep. In television, this may manifest itself in the
local news airing particularly sensational stories. Even the networks,
which are continuously measured, try to help out their affiliates by run-
ning blockbuster movies and heavily promoted mini-series. Sometimes,
though, a station will run amok and cross the rather ill-defined line
between reasonable promotional efforts, and illegal practices known as
hyping or hypoing. Indeed, such abuses were one of the concerns motiva-
ting the Congressional investigations in the 1960s.

Hypoing can involve any one of a number of activities designed to
distort or bias ratings results. For example a station might try to enhance
its ratings by directly addressing diary-keepers in its programming, by
conducting a survey to learn the identity of actual diary-keepers, or by
conducting particularly heavy-handed contests and promotions. If the
ratings companies learn of such “special station activities,” they may take
several different actions, from placing a special notice in the rating book,
to deleting the station’s audience estimates altogether.

Assuming that data collection goes according to plan, each ratings
company will have about 100,000 diaries to process at the end of a nation-
wide sweep. Sample sizes vary widely from market to market. The largest
markets like New York will have household samples of about 1,700. The
smallest markets, by contrast, will have just over 200 households in-tab.
Response rates also vary from market to market, but average around 45%.
In any particular market, information on sample placement and response
is contained in the local market report.

Local television ratings are reported in various ways. Television mar-
ket reports provide audience estimates by daypart, or more discrete time
periods, they provide audience trend information for different demo-
graphic groups, and they describe audiences for specific television pro-
grams. Figure 6.4 is a page on “Time Period Estimates” from the Memphis
market.

Across the top are column headings that describe the contents of the
numbers directly below. Down the left hand side of the page is information
on specific stations and the programs they were broadcasting. It is orga-
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nized by day of the week, and within that, by half hour time periods. This
particular page reports viewing on Thursday, from 4:30 p.m. to 9:00 p.m.
At the bottom of each half hour time period is a line labeled “H/P/T” which
gives the HUT level, PUT level, or the total number of people in the
audience in that half hour.

The first four columns of numbers give audience estimates for each of
the four weeks that actually comprise a sweep. This can be useful, because
sometimes there are programming changes in a sweep that can affect the
average rating. For example, in the 8:00-8:30 p.m. time slot near the
bottom of the page, a Presidential address preempted regular program-
ming in the second week of the sweep.

The remaining columns report average program ratings and shares of
one sort or another. For instance, the fifth and sixth columns contain
rating and share information for TVHH in the ADIL If you look in the
7:00-7:30 p.m. time period, you’ll see that station WMC aired “Bill Cosby,”
and achieved a 44 rating and a 61 share. The following page in this ratings
book (not shown) contains projected audience estimates, reported in thou-
sands, for the same programs.

We should also point out that at the top of the page, right under the
column headings, are two rows of numbers labeled “Relative Standard
Error Thresholds.” These should serve to remind the users that the num-
bers reported below are only estimates based on samples, and are therefore
subject to sampling error. More specifically, for each column, they indicate
the point at which one standard error will constitute either 25% or 50%
of an estimate. As you would expect, column estimates based on smaller
sample sizes (e.g., women 12-24 vs. women 18+) are subject to more error,
hence thresholds are relatively high.

Both ratings companies will make local market reports available in
machine readable form. Usually, market reports are stored on computer
disks, and read by using a desktop computer. Not only can one read the
book this way, but more importantly, the audience estimates contained
within can be more easily manipulated. Both ratings companies now
market their own software for sorting through what is essentially an
electronic version of the market report. The Arbitron software is called
“TV Maximizer.” NSI sells three packages for manipulating local data
called “Spotbuyer,” “Postbuy Reporter,” and “Audience Analyst.” Inde-
pendent vendors also sell software for the analysis of market report data.
The exact capabilities of each package differ, but they can typically locate
the relative strength and weaknesses of each station in the market by
ranking on various criteria, identify a package of avails to match an
advertiser’s request, help manage audience inventories, and project audi-
ences based on historical data. Many of these specificanalytical techniques
are discussed in the last chapter.
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In the top 15 to 25 markets, Arbitron and/or Nielsen maintain continu-
ous panels of metered household in addition to their diary-based research.
At this writing, the meters in use are passive household meters, as opposed
to peoplemeters. There are, however, plans to introduce peoplemeters to
major markets. Should that happen, it would presumably eliminate the
need for diary keeping in those markets, although the overlaping TSAs
of metered and nonmetered markets are problematic. At present, there
are between 300 to 500 metered households per market.

Having metered data available affects both the ratings and how they
are used. First, as we described in the previous section, meter-based data
are employed to adjust the audience estimates derived from diary data.
Second, because data collection is fast, meters make it possible to deliver
overnight ratings. These are only household level data, but they are
reported to one more decimal place than published ratings, and can allow
programmers to respond quickly to audience trends. For example, by
monitoring overnight during a sweeps period, a station may be able to
identify a program that is on the verge of moving to the next whole number
in the ratings. Dollar for dollar, going from a 9 to a 10 could be very
important. If such a shift seems possible, it might be worth running a few
extra promotions in an effort to lock in the higher rating for the next local
market report. As was the case with local market reports, both Arbitron
and Nielsen sell PC-based software to manipulate electronically delivered
overnight data.

Local radio audience estimates are also an important product of the
ratings services. Radio ratings, however, are not directly analogous to
television ratings. There are differences in how markets are defined and
how often they are measured. There are also important differences in the
research methods used by the two principal suppliers of local radio ratings.
Arbitron bases its ratings on diary data, whereas Birch uses telephone
recall techniques. These methodological differences are associated with
systematic differences in the audience estimates.

Both services identify more markets than are found in television rat-
ings. Arbitron reports audience estimates for roughly 260 markets. Birch
now reports on about 250. All radio ratings books estimate audiences for™
a metro rating area, which generally corresponds to a governmentally
designated metropolitan area. Arbitron routinely reports Total Survey
Area (TSA) estimates for the larger geographic area in which radio lis-
tening may nonetheless occur. In the top 50 radio market, Arbitron will
also report listening in the ADI, as defined by patterns of television
viewing. This promotes comparison of radio and television coverage. Obvi-
ously, however, with more radio than television markets, this one-to-one
correspondence cannot extend beyond the top markets.

Arbitron measures all markets in the spring. Its survey period lasts for
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12 weeks, instead of the 4 weeks used for the TV ratings sweep. All
estimates in the market report represent an average week in that period.
Many markets are measured again in the fall, and the largest 75 to 80
markets are measured four times a year (i.e., spring, summer, fall, winter).
With each measurement period extending for 12 weeks, that means that
the largest markets are essentially under continuous measurement.
Birch’s schedule of measurement and report production is even more
involved. Basically, the largest 100 markets are continuously measured
and supplied with both monthly and quarterly audience summaries,
whereas smaller markets are studied less intensively.

More interesting, and more controversial, are the systematic differ-
ences that seem to emerge when listening behavior is measured by tele-
phone as opposed to diaries. It has been frequently observed that certain
radio formats, like contemporary hit radio (CHR) and urban contempo-
rary, do better in the ratings when those numbers are based on telephone
interviews. Other formats, like easy listening, seem to benefit from diary-
based measures. Similarly, AM radio’s share of the market is higher when
estimates are based on diary data.

The best single explanation for these differences appears to be
response rates. Overall, Birch reports a response rate of about 60%,
whereas Arbitron’s rate is roughly 45%. Moreover, nonresponse among
diary keepers is especially acute in younger age groups. These listeners
tend to favor formats like CHR. This creates a bias in the data that
we earlier referred to as nonresponse error. The under-representation
of younger listeners can, in part, be corrected by weighting the data in
favor of younger listeners who do return a diary. Unfortunately, those
who respond may have different format preferences than their peers
who did not respond, and weighting the data by demographic categories
cannot compensate for that sort of difference. Both services report
unweighted in-tab sample demographics in comparison with population
estimates, and ratings users should be alert to which groups are under-
or over-represented.

Those differences aside, the kinds of radio audience summaries avail-
able in Arbitron and Birch market reports are similar. Market reports
from either supplier feature a large section called either “Target Audi-
ence” (Arbitron) or “Target Demographics” (Birch). Here, the radio audi-
ence is broken out into 20 or more demographically defined subsets.
Within each demographic category, individual station audiences are re-
ported across several dayparts. Figure 6.5 is an example of one such page
for the spring Arbitron market report for Memphis.

This page includes station audience estimates among men 1849
years old. The column headings across the top identify five different
dayparts. Other daypart estimates are reported in the pages that follow.
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FIG. 6.5. Arbitron target audience (reprinted with permission of the Arbitron

Company).
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Underneath each daypart heading are four different audience estimates:
(a) the projected audience size in an average quarter hour (AQH); (b)
the cumulative audience in that same daypart; (¢) AQH audience
expressed as a rating; and (d) AQH audience expressed as a share. The
first two numbers are always reported in hundreds, with the last two
zeros understood. Every listener in an AQH will be included in the
associated cume audience, but the reverse is almost never true. There-
fore, for any given daypart, the cume will always be equal to or greater
than the AQH audience.

Down the left-hand side of the table are the stations reported in the
ratings book. Usually these are stations assigned to the home market, but
if stations assigned to neighboring markets have significant audiences,
they will appear below a dotted line on the same page. Each station has
an estimated audience in the both the metro and TSA for the market. For
example, station WMC-FM has an estimated metro AQH audience of
5,300 and a TSA audience of 6,600 in AM drive time (i.e.,, 6 am.—10
a.m., Monday—Friday). The corresponding cume audience estimates are, of
course, much larger.

A Birch market report also has a rather large section called Rankers,
in which it takes the same sort of audience estimates, and uses it to
rank order stations by the size of their AQH or cume audiences. As we
discuss in the final chapter, one of the most common analytical tech-
niques is to make a comparison of audience size among competing
stations or media vehicles. This section does that, allowing stations to
quickly determine if they are “Number 1” in any particular daypart or
demographic group.

Both suppliers will report other data, including hour-by-hour listening
estimates, trend data, exclusive cumes, cume duplications, and, because
much listening occurs outside the home, location of listening estimates.
We discuss these audience summaries further in the last chapter. Both
suppliers also repackage their market-level data to create products that
provide national radio listening information. These provide some basis
for assessing overall listening trends, or for comparing the performance
of certain types of stations.

Just like television market data, the information contained in radio
market reports is now available on computer disks. Arbitron markets
the software needed to manipulate the data under the name “Radio
FasTraQ,” whereas Birch has a system it calls “Birch Plus.” Birch also
has a system called “Radio Spot Buyer,” which is designed primarily
for agencies and advertisers, and is similar to the television spot buyer
program developed by Nielsen Media Research which was mentioned
earlier.
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SYNDICATED PROGRAM RATINGS

The third major market for ratings information is in the area of syndicated
programming. This market has grown tremendously in recent years. On
one hand, barter syndication has opened up many new channels through
which national advertisers can reach viewers. It is important, therefore,
to estimate the size and composition of these audiences. On the other
hand, the growth of independent stations, and the increasing inventory
of non-network programming, means that stations are in a position to
program more and more of what they air. As a result, programmers must
be alert to the ratings performance of the different options available to
them.

Both Nielsen and Arbitron serve this marketplace. Both use the data
they have collected for other purposes to develop syndicated program
ratings. In Nielsen’s case, it can draw on both the peoplemeter data it uses
for its NTI reports, and the diary-based data employed to generate most
of its NSI market reports. Because Arbitron does not have a national
ratings panel in place, its syndicated program reports are all based on
data gathered for its local market reports.

Each company issues a report on syndicated programs based on its
local market data. Nielsen’s is called the Report on Syndicated Programs;
Arbitron’s is the Syndicated Program Analysis. These appear four times
a year, after each of the four major ratings sweeps. Basically, the ratings
suppliers extract from their local market data the ratings performance of
every syndicated program. These are then organized by program so that
the users can see the program’s average performance across all markets,
as well as how it did in each market that carried the show.

Figure 6.6 is a page from Nielsen’s Report on Syndicated Programs. It
is the first of several pages that describe the audience for the “Oprah
Winfrey Show,” a popular syndicated talk show. In the upper left-hand
corner of the page is information on the program’s coverage, distributor,
and so forth. This program aired on stations that, taken together, reach
99% of all TVHH in the United States. The upper third of the table
summarizes how “Oprah” does across all of those markets. Most stations
ran it in the “early fringe” daypart, but a few aired it during “daytime.”
In either case, it had audience shares that averaged in the high 20s or
30s.

The lower two thirds of the table, and the pages that follow, report
audience estimates for “Oprah” in each of the markets that carried the
program. In any given market, the audience for a syndicated show is
affected by both the competition and the audience of the “lead-in” program.
Such programming information is, therefore, provided in the report. That
way, if station personnel are trying to evaluate the performance of a
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FIG.6.6. NSI report on syndicated programs (reprinted with permission of Nielsen
Station Index).
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program in their market, they can look for an appropriate comparison by
finding a similar market situation.

Nielsen provides a more elaborate report of program performance on a
market-by-market basis in a related service it calls Cassandra. Like the
Report on Syndicated Programs, Cassandra is based on data collected by
NSI. However, it sorts and ranks these data in many more ways, often in
response to client requests. It is also marketed by a separate division
called the Nielsen Syndication Service (NSS). Syndicators, program pro-
ducers, and large ad agencies are the most frequent users of this report,
although stations will occasionally buy it as well. Station rep firms have
also developed software to quickly analyze syndicated program perfor-
mance, because they often advise their clients on program acquisitions,
as well as sell available spots to national advertisers.

NSS also markets a pocketpiece that looks very much like the NTI
pocketpiece. Like the NTI version, this report is based on the national
peoplemeter sample and is issued once a week. Unlike the NTI version,
however, it is intended to provide national audience estimates for syndi-
cated programs. The NSS pocketpiece, along with the other reports re-
viewed here, is used by ad agencies and syndicators to negotiate deals in
barter syndication.

CUSTOMIZED RATINGS REPORTS

For the most part, the ratings products we have reviewed so far have been
the standardized offerings of the major ratings companies. Usually, they
appear as published reports, although increasingly, such reports are deliv-
ered in a form that computers can read. In either case, they are reports
designed to answer the most common of the research questions we devel-
oped in chapter 1. A standard market report or pocketpiece tells you how
many people watched a program and who they were—at least in terms of
the audience’s age and gender. As such, standardized reports are quite
useful to most of the people who use ratings data.

As we noted in the first section of the book, however, there are a great
many questions that can be addressed with a creative analysis of ratings
data. Often, these questions are so specialized that they simply do not
justify the publication of a standardized report. Nevertheless, if there are
paying customers who want something that cannot be found in a ratings
book, ratings firms have ways to accommodate them. Customized ratings
reports are created using one of three methods, distinguished by where
the data in the report comes from. First, the ratings company can arrange
for clients to dip into the company’s database and analyze that information
in a special way. Second, the ratings data collected in the usual way
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can be combined with data available from other sources. Third, ratings
companies can actually go out and gather more data than they would
otherwise collect.

The first option for creating a customized analysis is the most common.
Standardized reports only scratch the surface of the analytical possibilities
offered by a ratings database. In the last section of the book, we discuss
how such analyses can be conceptualized. For now, we concentrate on how
and why ratings companies make this option available to clients.

Suppose you were a programmer interested in knowing whether the
audience for a syndicated game show stays tuned and watches the local
news that follows it. No ratings book published in the United States will
give you the answer. Even if the game show and news have exactly
the same rating, you cannot tell whether the same people watched both
programs. Yet, if you could look at the diaries the ratings company col-
lected, you would be able to figure it out, because the diaries track individ-
uals from one time period to the next. In other words, the ratings company
has the information to answer your question; it is just a matter of gaining
access to the appropriate data.

Although ratings companies will occasionally sell individual-level data
to clients, more often they control clients’ access to that kind of data
through specially designed computer programs. Typically, users connect
to a ratings company computer, and then use the company’s software to
extract the customized analysis that is needed. This is different from
manipulating an electronic ratings book on a desktop computer, because
it requires the user, or his or her representative, to go “on-line” and
address a larger and more flexible database in some remote location.

Nielsen and Arbitron both make these services available to clients. In
essence, they give the user access to all the information contained in the
diary data base. Nielsen’s NSI Plus deals with local TV ratings. It produces
analyses of reach and frequency, audience flow, and offers a myriad of
nonstandard demographic and geographic breakouts of the audience. Ar-
bitron’s counterpart is called Arbitron Information on Demand (AID). At
the national level, Nielsen has an analogous service it calls the Cume
Facility. It permits most of the same analyses that the diary-based services
provide, but, because its based on peoplemeter data, it can produce cumu-
lative analyses over periods longer than a week.

The array of customized services gets more confusing when new sources
of data are introduced into the mix. Recall that advertisers are most often
interested in what audience members are likely to buy. For this reason
there is considerable pressure on the ratings companies to introduce some
sort of produce-usage data into the ratings database. Although the single
source technology we described earlier may be the most powerful tool for
producing these data, those systems are not fully deployed. More typically,
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product usage data, along with information on lifestyles, homeownership,
and so forth are added to ratings data after the fact.

This is done by matching audience behavior in a very small geographic
area, usually a zip code, to other information about that area. Zip codes
tend to be relatively homogeneous in composition. For example, some
areas are known to be affluent, others poor. Some neighborhoods have
large owner-occupied homes, others have a lot of rental units. This infor-
mation, along with product purchase information is used by companies
like Donnelley Marketing Information Services to identify certain “clus-
ters” or categories of zip codes based on their similarities. By assuming
that a diary keeper living in a particular kind of area is like others in
that area, it is possible to associate ratings data with other variables not
in the original database.

Both NSI Plus and AID offer clients access to this zip code-based infor-
mation. Both Nielsen and Arbitron have also used the availability of this
sort of product/lifestyle information to develop services that lie somewhere
between an electronic ratings book, and on-line service to a mainframe.
Arbitron’s version is called Product Target AID. With this system, the
user requests certain information about a market area that is then “down-
loaded” to a personal computer. The PC retains that information, and has
the software necessary to manipulate it. Using this system, for example,
a station could show a local bank that the station’s evening news has a
large number of men ages 25-54 who live in affluent areas that are known
to invest in financial services. Nielsen offers a similar service called TV
Conquest. We discuss these sorts of analyses in greater detail in the final
chapter.

The last kind of customized research available from the ratings services
involves collecting additional data at the behest of the client. Of course,
if the price is right, a ratings company might be persuaded to gather
almost any kind of audience data, but two methods of new data collection
are worth mentioning here. First, even though it is not their standard
method of data collection, both Arbitron and Nielsen will conduct tele-
phone coincidentals. This gives a client the option of getting a ratings
report from a major supplier, especially when there is no ratings sweep
in progress. Second, it is possible to arrange for diary keepers to be inter-
viewed after their diaries have been collected. By asking questions of a
diary keeper, and then matching those responses with the diary record,
new insights into the behavior of the audience may be possible. In either
case, because new data must be gathered for a single client, these services
are not inexpensive.

Although customized ratings reports can provide analysts with many
insights that would not otherwise be available, the users of these reports
should exercise caution in the interpretation of the numbers they contain.
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Remember that the ratings companies are in business to make a profit,
and that finding new ways to exploit or resell their existing databases
represents a golden opportunity. Remember also that customized reports
are by their nature not subject to the same on-going scrutiny of a syndi-
cated report. Ratings companies may very well give a buyer the kind of
report asked for, even if it does not make good sense as a piece of research.
We have seen, for example, customized market areas constructed from a
hand-picked group of counties with too few diaries in-tab to offer reliable
audience estimates. In evaluating any ratings report, but especially a
customized product, the user must be sure he or she understands the
research design upon which the data are based.

BUYING RATINGS DATA

The cost of ratings data varies greatly. A television station in a small
market might spent as little as $12,000 a year to get basic ratings reports.
An affiliate in a major market might spend close to $1 million on ratings
and related services. A broadcast network or large advertising agency
will spend much more. There are a number of factors that affect the cost
of ratings data, and prices may well be subject to negotiation—especially
if there is competition among suppliers.

The most important determinant of price is market size. All things
being equal, stations in smaller markets can expect to pay less for ratings
than stations in big markets. In part, this is a reflection of the cost of data
collection. But a ratings service cannot always price to cover its costs. As
we noted in chapter 4, different markets have a history of using different
ratings services as the accepted “coin of exchange.” Even if it cannot make
a profit in a particular market, a service will continue to conduct surveys
and price competitively, hoping to make up the difference elsewhere.

Within a given market, there may also be differences in the cost of
ratings to different clients. Agencies typically pay less than stations. In
fact, in local market research, broadcasters account for about 90% of
ratings service revenues. Different stations may also pay different
amounts depending on whether they are an independent or an affiliate, a
UHTF station or a VHF station. Generally, stations with lower circulation
receive some sort of discount. Although we have never seen any analysis
of this, it is likely the the price stations pay for basic ratings data varies
in about the same way that stations base their own rates on these audience
estimates. The larger the audience the higher the price.

The length of the contract a client signs can also affect prices. Those who
sign long-term contracts should get a discount. A station’s subscription to
a ratings service will usually run from 3 to 5 years. In metered markets,
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however, longer commitments may have to be struck, in advance, to induce
the ratings company to establish the service.

Academic users can also get special pricing consideration. Nielsen has
set packages of both NTI and NSI data designed for educational institu-
tions. Arbitron provides miscellaneous reports to academics upon request.
It has also established an archive of its ratings at the University of
Georgia. Unfortunately, Nielsen has no public archive of its data, al-
though individual Nielsen offices may maintain informal collections.

Generalizing about the cost of customized ratings reports or access to
ratings databases is even more difficult. Despite the analytical possibili-
ties offered by such research, these still account for only a modest portion
of ratings service revenues. To learn more about them, or the specific cost
of any ratings product, you must deal with the ratings services directly.

Occasionally, a ratings company and one of its clients will have serious
differences. A station might be suspected of inappropriate practices during
a sweep, or a ratings company might be suspected of mishandling some
aspect of the research process. Sometimes a good deal of money can ride
in the balance. Although going to court is always a possibility, the parties
may find it advisable to opt for a less costly solution. If normal channels
of communication fail, the Electronic Media Rating Council (EMRC) can
invoke mediation procedures that involve representatives from the appro-
priate industries and trade associations. The addresses of the ratings
services, and the EMRC are provided in Appendix A.
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Ratings data come in many different forms and have a wide variety of
applications. This abundance may be a bit overwhelming. How does one
make sense of all those numbers? What is a high rating, or what is a low
one? What is an unusual or important feature of audience behavior, and
what is routine? In this chapter we offer a framework for evaluating and
analyzing the information contained in ratings data. The emphasis here
is on broad concepts and theories. This approach is intended to give readers
a sense of perspective on the audience, to help them see “the forest” instead
of an endless succession of trees.

Perhaps it is best to begin this exercise by reminding ourselves what
ratings data really are. The information collected by the ratings services
may be vast in size, and reported in a great many ways, but conceptually
it is rather straight forward. The database itself is simply a record of
people’s reported exposure to electronic media. Developing a framework
for analyzing these data, then, requires that we have an understanding
of people’s media use. If we know what determines exposure to electronic
media, if we can predict the patterns of use that are likely to emerge under
given circumstances, then we have a way of interpreting the numbers
that confront us.

Theories are the tools we use to explain and predict behaviors such as
these. A theory is nothing more than a tentative explanation. For many
people, the word “theory” seems to imply irrelevance, but as researchers
are fond of pointing out, “there’s nothing as practical as a good theory.”
To know if a theory is any good, we must test it. We must determine that
it can, in fact, predict or explain what we actually observe in the world
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around us. Throughout much of this chapter we move back and forth
between observations of how audiences behave, and theories or explana-
tions of that behavior. As we do, you are invited to judge for yourself the
utility of the theories we encounter.

The chapter is divided into four sections. The first takes a closer look
at just what a ratings analyst is trying to assess—exposure to media. The
next two sections summarize the major determinants of people’s exposure
toradio and television—categorized as audience factors and media factors.
The last section presents an integrated model of audience behavior to
provide a broad framework for evaluating audience information.

EXPOSURE TO MEDIA

Ratings data are a record of people’s exposure to electronic media. As we
noted in chapter 5, the practice in the industry has been to define exposure
as program choice or tuning behavior, rather than as attention or involve-
ment. Taking that as a given, if we study a properly drawn sample of
individuals and accurately measure each one, we can have considerable
confidence in our ability to describe exposure to radio and television.
Of course, the ratings services encounter various problems in sampling,
measurement, and data processing. All of these take a toll on the accuracy
of the data. But even ratings users who are aware of error in the data,
tend to take the numbers at face value in their day-to-day work. For
the most part, that is our approach. When substantial methodological
problems or biases suggest a qualified interpretation of the data, it is
noted, but otherwise, we treat the ratings as valid measures of exposure.

Individual Versus Mass Behavior

Audience analysts are almost always concerned with the behavior of large
masses of people. We usually do not care whether Bob Smith sees the
early evening newscast, but we do care how many men ages 18-49 will
be watching. This interest in mass behavior, which is typical of much
social scientific research, is actually a blessing. Trying to explain or pre-
dict how any one person behaves, moment to moment, day to day, can be
an exercise in frustration. After all, human beings are complex creatures
with different moods, impulses, and motivations. Strangely however,
when you aggregate individual activities, the behavior of that mass is
often quite predictable.

Consider, for example, the birth of a child. If you were asked to predict
whether a pregnant woman would give birth to a boy or a girl, your odds
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of guessing correctly would be about 50/50. On the other hand, if you were
asked to predict what percent of babies born in the coming year will be
female, you could do so with great accuracy. You need not predict the
outcome of each individual case to predict an outcome across the entire
population. In the same sense, we do not need to know what every member
of a ratings sample will do on a given evening to predict how many
households will be using television.

One important consequence of focusing on the mass, rather than indi-
viduals, is that audience behavior becomes much more tractable. We
can identify stable patterns of audience size and flow. We can develop
mathematical equations, or models, that allow us to predict audience
behavior. Some have even gone so far as to posit “laws” of viewing behav-
ior. These laws, of course, do not bind each person to a code of conduct.
Rather, they are statements that mass behavior is so predictable as to
exhibit lawlike tendencies. This kind of reasoning underlies many of the
ana