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Foreword

This is the 61st edition of The Radio Amateur’s Handbook
— the standard reference for radio amateurs and telecom-
munications professionals throughout the world. You will
find information of value whether you are studying for
your Novice license or are an Extra Class amateur looking
for a new challenge.

As in previous editions, this Handbook has been up-
dated to keep pace with progress in electronic
technology. There are a number of new construction pro-
jects — a kW 160- through 40-meter amplifier, and a
4-1000A amplifier for 6 meters, for example. New filter
tables give practical values for low-pass, high-pass and
band-pass passive filters. Also, look for new or expanded
glossaries and bibliographies on a number of subjects.

The Specialized Communications Techniques chapter
has been completely revised to reflect the successful
launch of AMSAT-OSCAR 10, research and development
of other satellite systems, promising Amplitude
Compandored Single Sideband technology, amateur
spread-spectrum experiments, FCC legalization of the
error-free AMTOR radioteletype system, and rapid
development in packet radio.

The Interference chapter has new material developed
since the passage of Public Law 97-259, which gives both
the FCC and radio amateurs new authority to resolve
interference problems.

A reorganized index will make it easier to find the
precise information you’re looking for.

We hope you will benefit from this Handbook and the
many other ARRL publications designed to expand your
knowledge about, and enjoyment of, Amateur Radio and
telecommunications.

David Sumner, K1ZZ
General Manager
Newington, Connecticut
October 1983
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The Amateur’s Code

ONE

The Amateur is Considerate. . . He never knowingly uses the
air in such a way as to lessen the pleasure of others.

TWO

The Amateur is Loyal. . . He offers his loyalty, encouragement
and support to his fellow radio amateurs, his local club and
to the American Radio Relay League, through which Amateur
Radio is represented.

THREE

The Amateur is Progressive. . . He keeps his station abreast
of science. It is well-built and efficient. His operating prac-
tice is above reproach.

FOUR

The Amateur is Friendly. . .Slow and patient sending when
requested, friendly advice and counsel to the beginner, kindly
assistance, cooperation and consideration for the interests
of others; these are marks of the amateur spirit.

FIVE

The Amateur is Balanced. . .Radio is his hobby. He never
allows it to interfere with any of the duties he owes to his
home, his job, his school, or his community.

SIX

The Amateur is Patriotic. . . His knowledge and his station
are always ready for the service of his country and his
community.

— PAUL M. SEGAL




Chapter 1

Amateur
Radio

Amateur Radio. You’ve heard of it.
You probably know that Amateur Radio
operators are also called ‘‘hams.”
(Nobody knows quite why!) But who are
these people and what do they do?

Every minute of every hour of every
day, 365 days a year, radio amateurs all
over the world communicate with each
other. It’s a way of discovering new
friends while experimenting with different
and exciting new ways to advance the art
of their hobby, Ham radio is a global
fraternity of people with common and yet
widely varying interests, able to exchange
ideas and learn more about each other
with every on-the-air contact, Because of
this Amateur Radio has the ability to
enhance international relations as does no
other hobby. How else is it possible to talk
to an engineer involved in a space pro-
gram, a Tokyo businessman, a U.S.
legislator, a Manhattan store owner, a
camper in a Canadian national park, the
head of state of a Mediterranean-area
country, a student at a high school radio
club in Wyoming, or a sailor on board a
ship in the middle of the Pacific? And all
without leaving your home! Only with
Amateur Radio — that’s how!

The way communication is accom-
plished is just as interesting as the people
you get to ‘‘meet.’’ Signals can be sent
around the world using reflective layers of
the earth’s ionosphere or beamed from
point to point from mountaintops by
relay stations. Orbiting satellites that
hams built are used to achieve com-
munication. Still other hams bounce their
signals off the moon! Possibilities are
almost unlimited. Not only do radio
amateurs use international Morse code
and voice for communication, but they
also use radioteletype, facsimile and
various forms of television. Some hams
even have computers hooked up to their
cquipment. As new techniques and modes
of communication are developed, hams

For many years, the name Hiram Percy Maxim was synonymous with Amateur Radio. The co-
founder and first President of ARRL was the first person to be inducted into the ARRL Hall of
Fame. Aside from his pioneering work with radio, Mr. Maxim, who held the call sign W1AW, aiso
1WH, contributed to the development of the automobile and the movies.

continue their long tradition of being
among the first to use them.

What’s in the future? Digital voice-
encoding techniques? Three-dimensional
TV? One can only guess. But if there is
ever such a thing as a Star Trek
transporter unit, hams will probably have
them!

Once radio amateurs make sure that
their gear does work, they look for things
to do with the equipment and special skills
they possess. Public service is a very large
and integral part of the whole Amateur
Radio Service. Hams continue this tradi-
tion by becoming involved and sponsoring
various activities in their community.

Field Day, just one of many public
service-type activities, is an annual event
occurring every June when amateurs take
their equipment into the great outdoors
(using electricity generated at the opera-
tion site) and test it for use in case of

disaster. Not only do they test their equip-
ment, but they also make a contest out of
the exercise and try to contact as many
other hams operating emergency-type sta-
tions as possible (along with ‘‘ordinary”’
types). Often they make Field Day a club
social event while they are operating.
Traffic nets (networks) meet on the air-
waves on a schedule for the purpose of
handling routine messages for people all
over the country and in other countries
where such third-party traffic is permit-
ted. By so doing, amateurs stay in practice
for handling messages should any real
emergency or disaster occur which would
require operating skill to move messages
efficiently. Nets also meet because the
members often have common interests:
similar jobs, interests in different
languages, different hobbies (yes, some
people have hobbies other than ham
radio!), and a whole barrelful of other

Amateur Radio 1-1



reasons. It is often a way to improve one’s
knowledge and to share experiences with
other amateurs for the good of all
involved.

DX (distance) contests are popular and
awards are actively sought by many
amateurs. This armchair travel is one of
the more alluring activities of Amateur
Radio. There are awards for Worked All
States (WAS), Worked All Provinces
(WAVE), Worked All Continents
(WACQ), Worked 100 Countries (DXCC),
and many others.

Mobile operation (especially on the very
high frequencies) holds a special attrac-
tion to many hams. It's always fun to
keep in touch with ham friends over the
local repeater (devices which receive your
signal and retransmit it for better coverage
of the area) or finding new friends on
other frequencies while driving across the
country. Mobile units are often the vital
link in emergency communications, too,
since they are usually first on the scene of
an accident or disaster.

The OSCAR (Orbiting Satellite Carry-
ing Amateur Radio) program is a relative-
ly new challenge for the Amateur Radio
fraternity. Built by hams from many
countries around the world, these in-
genious devices hitch rides as secondary
payloads on space shots for commercial
and government communications or
weather satellites. OSCAR satellites
receive signals from the ground on one
. frequency and convert those signals to
""nother frequency to be sent back down
to' earth. Vhf (very high frequency) and
uh€ (ultra-high frequency) signals normal-
ly do not have a range much greater than
the horizon, but when beamed to these

a vhf/uhf signal’s effective

’satellites,
: range is greatly increased to make global

communication a possibility. These
OSCAR satellites also send back telemetry
signals either in Morse or radioteleprinter
(RTTY) code, constantly giving informa-
tion on the condition of equipment
aboard the satellite.

Self-reliance has always been a
trademark of the radio amateur. This is
often best displayed by the many hams
who design and build their own equip-
ment. Many others prefer to build their
equipment from kits. The main point is
that hams want to know how their equip-
ment functions, what to do with it and
how to fix it if a malfunction should oc-
cur. Repair shops aren’t always open dur-
ing hurricanes or floods and they aren’t
always out in the middle of the Amazon
jungle, either. Hams often come up with
variations on a circuit design in common
use so that they may perform a special
function, or a ham may bring out a totally
original electronic design, all in the in-
terest of advancing the radio art.

Radio Clubs

Amateur Radio clubs often provide
social as well as operational and technical
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This is one of the Phase 11 high-orbit AMSAT-
OSCAR satellites in the final stages of
assembly. Launched in June 1983, this
sophisticated yet relatively low-budget
spacecraft provides predictable, reliable
worldwide amateur communications.

activities. The fun provided by Amateur
Radio is greatly enhanced when hams get
together so they can ‘‘eyeball’’ (see) each
other. It’s a good supplement to talking to
each other over the radio. The swapping
of tales (and sometimes equipment), and a
general feeling of high spirits add a bit of
spice to club meetings along with technical
matters on the agenda. Clubs offer many
people their first contact with Amateur
Radio by setting up displays in shopping
centers and at such events as county fairs,
Scout jamborees and parades.

Nearly half of all U.S. amateurs belong
to a radio club. And ncarly every amateur
radio club is affiliated with the ARRL.
Club affiliation is available to most
organized Amateur Radio groups. The
benefits are many: Use of films and slide
shows for club classes and meetings,
rebate on ARRL membership dues,
special publication offers, and other ser-
vices. Complete information on the re-
quirements and privileges of affiliation is
available from the Club and Training
Department, ARRL Hqg., Newington, CT
06111.

Getting Started in Amateur Radio

*All of this sounds very interesting and
seems to be a lot of fun, but just how do I
go about getting into this hobby? Don’'t
you almost need a degree in electronics to
pass the test and get a license?”’

Nothing could be further from the
truth. Although you are required to have
a license to operate a station, it only takes
a minimal amount of study and effort on
your part to pass the basic, entry-grade
exam and get on the air.

‘‘But what about the code? Don’t I
have to know code to get a license?*’ Yes,
you do. International agreements require
Amateur Radio operators to have the

ability to communicate in international
Morse code. But the speed at which you
are required to receive it is relatively low
so you should have no difficulty. Many
grade-school students have passed their
tests and each month hundreds of people
from 8 to 80 join the every-growing
number of Amateur Radio operators
around the world.

Concerning the written exam: To get a
license you need to know some basic elec-
trical and radio principles and regulations
governing the class of license applied for.
The ARRL’s basic beginner package,
Tune in the World with Ham Radio, is
available for $8.50 from local radio stores
or by mail from ARRL.

Finding Help

One of the first obstacles for a person
seriously interested in Amateur Radio is
finding a local amateur to provide
assistance. This volunteer amateur is
called an ‘“Elmer.”” A nearby ham can
help a newcomer with technical advice,
putting up and testing antennas, advice on
buying that first radio or just some needed
encouragement. Also, nearly all would-be
amateurs attend an Amateur Radio class
for code, regulations and electronic
theory instruction. Where do you find this
assistance? The ARRL Club and Training
Department helps the prospective amateur
in every possible way. It coordinates the
work of more than 5000 volunteer
Amateur Radio instructors throughout -
the United States and Canada and pro-
vides a large variety of audiovisual aids
and refers inquiries on Amateur Radio to
one of the S000 instructors. If you are
looking for an Amateur Radio class or ad-
vice on how to get started, write the
ARRL Club and Training Department for
the name and address of the nearest
Elmer.

Looking Back

How did Amateur Radio become the
almost unlimited hobby it is today? The
beginnings are slightly obscure, but elec-
trical experimenters around the turn of
the century, inspired by the experiments
of Marconi and others of the time, began
duplicating those experiments and at-
tempted to communicate among
themselves. There were no regulatory
agencies at that time and much in-
terference was caused by these ‘‘amateur’’
experimenters to other stations until
governments the world over stepped in
and established licensing, laws and regula-
tions to control the problems involved in
this new technology. °‘‘Amateur’’ ex-
perimenter stations were then restricted to
the ‘‘useless’’ wavelengths of 200 meters
and below. Amateurs suddenly found that
they could achieve communication over
longer distances than commercial stations
on the longer wavelengths. Even so,
signals often had to be relayed by in-
termediate amateur stations to get .a



message to the proper destination. Be-
cause of this, the American Radio Relay
League was organized to establish routes
of Amateur Radio communication and
serve the public interest through Amateur
Radio. But the dream of eventual
transcontinental and even transoceanic
Amateur Radio contact burned hot in the
minds of Radio Amateur experimenters.

World War I broke out and Amateur
Radio, still in its infancy, was ordered out
of existence until further notice. Many
former Amateur Radio operators joined
the armed services and served with distinc-
tion as radio operators, finding their skills
to be much needed.

After the close of the ‘‘War to End All
Wars,”” Amateur Radio was still banned
by law; yet there were many hundreds of
formerly licensed amateurs just itching to
‘‘get back on the air.”” The government
had tasted supreme authority over the
radio services and was half inclined to
keep it. Hiram Percy Maxim, one of the
founders of the American Radio Relay
League, called the pre-war League’s of-
ficers together and then contacted all the
old members who could be found in an at-
tempt to re-establish Amateur Radio.
Maxim traveled to Washington, DC and
after considerable effort (and untold red
tape) Amateur Radio was opened up
again on October 1, 1919.

Experiments on shorter wavelengths
were then begun with encouraging results.
It was found that as the wavelength drop-
ped (i.e., frequency increased) greater
distances were achieved. The commercial
stations were not about to miss out on this
opportunity. They moved their stations to
the new shorter wavelengths while the bat-
tle raged over who had the right to
transmit in this new area. Usually, it
turned out to be the station with the stronger
signal, able to blot out everyone else.

National and international conferences
were called in the twenties to straighten
out the tangle of wavelength allocations.
Through the efforts of ARRL officials,
amateurs obtained frequencies on various
bands similar to what we have today: 160
through 6 meters. When the amateur
operators moved to 20 meters, the dream
of coast-to-coast and transoceanic com-
munication without a relay station was
finally realized. (A more detailed history
of the early days of Amateur Radio is con-
tained in the ARRL publication Two
Hundred Meters and Down by Clinton B.
DeSoto.)

Public Service

Amateur Radio is a grand and glorious
hobby, but this fact alone would hardly
merit the wholehearted support given it by
nearly all the world’s governments at in-
ternational conferences. There are other
reasons. One of these is a thorough ap-
preciation of the value of amateurs as
sources of skilled radio personnel in time

Whether it's trekking to the North Pole or flying high in the sky, where hams go Amateur Radio
often goes as well. Japanese explorer Naomi Uemura, JG1QFW, used Amateur Radio for backup
emergency communications during his solo adventure to the North Pole in 1978. Fred Hyde,
KOLIS, was one of four crew members on the DaVinai Trans America Balloon, which set a long-
distance flight record for balloonists in the continental U.S. before crash-landing in Ohio because
of a severe storm. Amateur Radio kept the crew in touch with hams on the ground. (balioon photo
courtesy WOHSK)

of war. Another asset is best described as
“‘public service.”’

The ‘‘public service’’ record of the
amateur is a brilliant tribute to his work.
These activities can be roughly divided
into two classes, expeditions and emergen-
cies. Amateur cooperation with expedi-
tions began in 1923, when a league
member, Don Mix, ITS, accompanied
MacMillan to the Arctic on the schooner
Bowdoin with an amateur station.
Amateurs in Canada and the U.S. provid-
ed the home contacts. The success of this
venture was so outstanding that other ex-
plorers followed suit. During subsequent
years Amateur Radio assisted perhaps 200
voyages and expeditions, the several ex-
plorations of the Antarctic being perhaps
the best known. And this kind of work is
not all in the distant past, either: In 1978
Japanese explorer Naomi Uemura,
JGIQFW, became the first person to trek
to the North Pole alone. Amateur Radio,
through member stations of the National
Capitol DX Association and the Polar
Amateur Radio Club, VE8RCS, at Alert,
NWT, Canada, provided important
backup communications.

Sometimes Mother Nature goes on a
rampage — with earthquakes such as
those in Alaska in 1964, Peru in 1970,
California in 1971, Guatemala in 1976 and
Italy in 1980; floods like those in Big
Thompson Canyon, Colorado, in 1976,
Kentucky, Virginia, West Virginia, and
Johnstown, Pennsylvania in 1977,
Jackson, Mississippi in 1979; the big
forest fires of California, particularly in
1977; tornadoes, hurricanes and
typhoons. most anywhere, any vear, and

the blizzards of 1980 and 1981. When
disaster strikes, amateurs are ready, with
equipment not needing power from the
electric company, to carry on communica-
tions for police, fire departments, and
relief organizations. The ability of radio
amateurs to help the public in emergencies
is one big reason Amateur Radio has sur-
vived and prospered.

Technical Developments

’

Amateurs started the hobby with spark"‘

gap transmitters, which took up great
hunks of frequency space. Then they
moved on to tubes when these devices
came along. Much later, transistors were
utilized; now integrated circuits are a part
of the everyday hardware in the Amateur
Radio Shack. This is because amateurs
are constantly in the forefront of technical
progress. Their incessant curiosity and
eagerness to try anything new are two
reasons. Another is that ever-growing
Amateur Radio continually overcrowds its
frequency assignments, spurring amateurs
to the development and adoption of new
techniques to permit the accommodation
of more stations.

Amateurs have come up with ideas in
their shacks while at home and then taken
them to industry with surprising results.
During World War II, thousands of
skilled amateurs contributed their
knowledge to the development of secret
radio devices, both in government and
private laboratories. Equally as impor-
tant, the prewar technical progress by
amateurs provided the keystone for the
development of modern military com-
munications equipment.

Amateur Radio 1-3
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In the fifties, the Air Force was faced
with converting its long-range com-
munications from Morse to voice; jet
bombers had no room for skilled radio
operators. At the time, amateurs had been
using single sideband for about a decade,
and were communicating by voice at great
distances with both homemade and com-
mercially built equipment. Generals
LeMay and Griswold, both radio
amateurs, hatched an experiment in which

ham equipment was used to keep in touch
with Strategic Air Command head-
quarters in Omaha, Nebraska, from an
airplane traveling around the world. The
system worked well; the equipment need-
ed only slight modification to meet Air
Force needs, and the expense and time of
normal research and development pro-
cedures was saved.

Many youngsters build an early interest
in Amateur Radio into a career. Later, as

professionals, they may run into ideas which
they try out in ham radio. A good example
is the OSCAR series of satellites, initially put
together by amateurs who worked in the
aerospace industry, and launched as
secondary payloads with other space shots.
At this writing 10 Amateur Radio satellites
have been launched by Western Hemisphere
hams. OSCARs 9 and 10, portions of which
were built by amateurs of several different
countries, are currently in space relaying the

Table 1
Canadian Amateur Bands
Band
(limita- Frequency
tions) (MHz) Emissions
80 meters 3.500-3.725 A1, F1
(1, 3, 4, 5) 3.725-4.000 A1, A3, F3
40 meters 7.000-7.050 A1, F1
(1, 3,4, 5 7.050-7.100 A1, A3, F3
7.100-7.150 A1, F1
7.150-7.300 A1, A3, F3
30 meters 10.100-10.150 A1, F1
20 meters 14.000-14.100 A1, F1
(1,3,4,5) 14.100-14.350 A1, A3, F3
15 meters 21.000-21.100 A1, F1
(1, 3, 4, 5) 21.000-21.450 A1, A3, F3
10 meters 28.000-28.100 At F1
(2, 3,4,5) 28.100-29.700 A1, A3, F3
6 meters 50.000-50.050 Al
3, 4) 50.050-51.000 A1, A2, A3,
F1, F2, F3
51.000-54.000 AD, A1, A2,
A3, A4, F1,
F2, F3, F4
2 meters 144.000-144.100 A1l
144.100-145.500 AD, A1, A2,
A3, A4, F1,
F2, F3, F4
3.4,7 144.500-145.800 P9, P1,
AD, A1, A2,
A3, A4, F1,
F2, F3, F4
3, 4) 145.800-148.000 AD, A1, A2,
A3, A4, F1,
F2, F3, F4
3, 4) 220.000-220.100 AD, A1, A2,
A3, A4, F1,
F2, F3, F4
(9, 10, 13, 15)  220.100-220.500
(9, 12, 13, 18)  220.500-221.000
(11, 13, 14, 15) 221.000-223.000
(9, 12, 13, 15)  223.000-223.500
(3, 4) 223.500-225.000 AD, A1, A2,
A3, A4, F1,
F2, F3, F4
4, 6) 430.000-433.000 AQ, A1, A2,
A3, A4, A5,
F1, F2, F3,
F4, F5
(12, 13, 14, 15) 433.000-434.000
(3, 4,8 434.000-434.500 PO, P1, P2,
P3, AD, A1,
A2, A3, A5,
F1, F2, F3,
F4, F5
(4, 6) 434.500-450.000 AD, A1, A2,
A3, A4, A5,
F1, F2, F3,
F4, F5
902.000-928.000 A3, F3
1215.000-1300.000 AD, A1, A2,
A3, A4, A5,
F1, F2, F3,
F4, F5
2300.000-2450.000 AD, A1, A2,

A3, A4, A5,
F1, F2, F3,
F4, F5, P9,
P1, P2, P3,
P4, P5, P9
AD, A1, A2,
A3, A4, A5,
F1, F2, F3,
F4, F5, P,
P1, P2, P3,
P4, P5, P9
AD, A1, A2,
A3, A4, A5,
F1, F2, F3,
F4, F5, P9,
P1, P2, P3,
P4, P5, P9
AD, A1, A2,
A3, A4, A5,
F1, F2, F3,
F4, F5, P9,
P1, P2, P3,
P4, P5, P9

3300.000-3500.000

5650.000-5925.000

10000.000-10500.000

(9, 14, 15)  24000.000-24010.000

24010.000-24250.000  AD, A1, A2,
A3, A4, A5,
F1, F2, F3,
F4, F5, P,
P1, P2, P3,
P4, P5, P9

Limitations

1) Phone privileges are restricted to holders
of advanced Amateur Radio Operators Certifi-
cates, and of Commercial Certificates.

2) Phone privileges are restricted as in foot-
note 1, and to holders of Amateur Radio Opera-
tors Certificates, whose certificates have been
endorsed for operation on phone in these
bands.

3) Amplitude modulation (A2, A3, A4) shall
not exceed +3 kHz (6A3).

4) Frequency modulation (F2, F3, F4) shall
not produce a carrier deviation exceeding
+ 3 kHz, (6F3) except that in the 52-54 MHz and
144.1-148 MHz bands and higher the carrier
deviation shall not exceed =+ 15 kHz (30F3).

5) Slow scan television (A5), permitted by
special authorization, shall not exceed a band-
width greater than that occupied by a normal
single-sideband voice transmission.

6) Television (AS5), permitted by special
authorization, shait employ a system of stan-
dard interlace and scanning with a bandwidth
of not more than 4 MHz.

7) Puise modulation with any mode of trans-
mission shall not produce signals of a band-.
width exceeding 15 kHz.

8) Pulse modulation with any mode of
transmission shall not produce signals of a
bandwidth exceeding 30 kHz.

9) Any mode may be used.

10) Packet transmissions shall not produce
signals exceeding 10 kHz.

11) Packet transmissions shall not produce
signals exceeding 25 kHz.

12) Packet transmissions shall not produce
signals exceeding 100 kHz.

13) Licensees performing an Amateur Ex-
perimental Service may use such modulation
techniques or types of emission for packet
transmission as they may select by experimen-
tation on conditions that they do not exceed
the bandwidths established in 10, 11 and 12.

14) Only packet transmissions shall be used.

15) Final rf output power used for packet
transmissions shall not exceed 100 watts peak
power and 10 watts average power.

Operation in frequency band 1.800-2.000 MHz
shall be limited to the area as indicated in the
following table and shall be limited to the in-
dicated maximum dc power input to the anode
of the final radio frequency stage of the trans-
mitter during day and night hours respectively;
for the purpose of this table “day" means the
hours between sunrise and sunset, and "night"
means the hours between sunset and sunrise.
A1, A3 and F3 emissions are permitted.

ABCDEFGH
British Columbia 33310000
Alberta 33331001
Saskatchewan 33333113
Manitoba 32222223
Ontario 31111002
North of 50° N.
Ontario 32100001
South of 50° N.
Province of Quebec 1001100 2

North of 52° N.
Province of Quebec
South of 52° N.

w
N
-
o
o
o
o
o

New Brunswick 32100000
Nova Scotia 32100000
Prince Edward Island 32100000
Newfoundiand (Island) 31100000
Newfoundiand (Labrador) 2 0 0 0 0 0 O O
Yukon Territory 33310000
District of MacKenzie 33331001
District of Keewatin 3113200 2
District of Franklin 00001001

The power levels 500 day/100 night may be in-
creased to 1000 day/200 night when authorized
by a Radio Inspector of the Department of Com-
munications.

Frequency Band

A 1.800-1.825 MH2z
B 1.825-1.850 MHz
C 1.850-1.875 MH2z
D 1.875-1.900 MHz

1.900-1.925 MH2
1.925-1.950 MHz
1.950-1.975 MHz
1.975-2.000 MH2z

TOHOTM

Power Level — Watts

0 — Operation not permitted
1 — 25 night 125 day
2 — 50 night 250 day
3 — 100 night 500 day
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signals of amateurs. OSCAR 9 can be heard
on almost any 29-MH:z receiver, and
OSCAR 10 on a 145-MHz receiver. De-
velopment of third-generation Phase II1
satellites proceeds under the guidance of The
Radio Amateur Satellite Corporation
(AMSAT) with the assistance of Project
OSCAR, Inc., the original nonprofit group,
both affiliated with ARRL. The Phase [1]
program was temporarily set back in May
of 1980 when the first satellite in the series,
Phase I1I-A, ended up in the Atlantic Ocean
because of a malfunctioning launch vehicle.
It is a credit to its builders that up to the
moment of its demise, the satellite func-

tioned flawlessly. The thousands of hours
of experience that went into the design and
construction of Phase I11-A were used as the
starting point for its successor, Phase [1I-
B, now known as AMSAT-OSCAR 10. The
new Phase III satellites being built by
AMSAT will continue the OSCAR program
as older spacecraft are taken out of service.
Write ARRL for more information.

The American Radio Relay League

Since its establishment in 1914 by
Hiram Percy Maxim and Clarence Tuska,
the American Radio Relay League has
been and is today not only the spokesman

for Amateur Radio in the U.S. and
Canada, but also the largest amateur
organization in the world. It is strictly of,
by and for amateurs, it is noncommercial
and has no stockholders. The members of
the League are the owners of the ARRL
and QST, the monthly journal of
Amateur Radio published by the League.

The League is pledged to promote in-
terest in two-way amateur communication
and experimentation. It is interested in the
relaying of messages by Amateur Radio.
It is concerned with the advancement of
the radio art. It stands for the
maintenance of fraternalism and a high

Table 2
U.S. Amateur Radio Frequency Allocations
Frequency Band Emissions Limitations
r4

1800-1900 A1, A3
1800-2000 A1, A3 1,2
3500-4000 A1
3500.3775 F1
3775-4000 A3, A4, A5,

F3, Fa, F5 4
4383.8 A3J/IA3A 13
7000-7300 A1l 3,4
7000-7150 F1 3,4
7075-7100 A3, F3 1
7150-7300 A3, A4, A5,

F3, F4, F5 3,4
10100-10109 .
10115-10150 A1, F1 16

14000-14350 A1

14000-14200 Fi1

1415014350 A3, A4, AS,
F3, Fa, F5

MHz

21.000-21.450 A1

21.000-21.250  Fy

21.25021.450 A3, Ad, A5,
F3, Fa, F5

Limitations

1,2) There are certain power and operating
restrictions at 1900-2000 kHz. See Table 3 for
details.

3) Where, in adjacent regions or subregions,
a band of frequencies is allocated to different
services of the same category, the basic prin-
ciple is the equality of right to operate.
Accordingly, the stations of each service in
one region or subregion must operate so as
not to cause harmful interference to services
in the other regions or subregions (No. 117,
the Radio Regulations, Geneva, 1959).

4) 3900-4000 kHz and 7100-7300 kHz are not
available in the following U.S. possessions:
Baker, Canton, Enderbury, Guam, Howland,
Jarvis, the Northern Mariana Islands, Palmyra,
American Samoa and Wake Islands.

5) Amateur stations shall not cause inter-
ference to the Government radio-location
service.

6) (Reserved)

7) In the following areas dc plate input
power to the final transmitter stage shall not
exceed 50 watts, except, when authorized by
the appropriate Commission engineer in
charge and the appropriate military area fre-
quency coordinator.

i) Texas and New Mexico portions bounded
by latitude 33°24° N., 31°53" N., and longitude
105°40" W. and 106° 40’ W.

it) Florida including the Key West area, and
the areas enclosed within circles of 200-mile
radii centered at 28°21° N., 80°43’ W., and
30°30' N., 86°30"' W,

iliy Arizona.

Frequency Band Emissions Limitations
28.000-29.700 A1l
28.000-28.500 F1
28.500-29.700 A3, A4, A5,
F3, F4, F5
50.000-54.000 Al
50.100-54.000 A2, A3, A4, A5,
F1, F2, F3, Fa,
F5
51.000-54.000 AD
144-148 A1
144.100-148.000 Ap, A2, A3, A4,
A5, Fp, F1, F2,
F3, F4, F5
220-225 AD, A1, A2, A3
A4, A5 Fp, F1,
F2, F3, F4,F5 5
420-450 AD, A1, A2, A3,
A4, A5 Fo F1,
F2,F3, F4, F5 5,7
1215-1300 AD, A1, A2, A3
A4, A5 Fp, F1,

F2, F3, F4,F5 5, 17

iv) Calitornia and Nevada portions south of
latitude 37°10’ N, and the area within a
200-mile radius of 34°09’ N., 119°11" W,

v) California portions within a 150-mile
radius of 39°08' N., 121°26" W.

vi) Massachusetts portions within a
100-mile radius of 41°45° N., 70°32' W,

vii) Alaska portions within a 100-mile radius
of 64°17' N, 149°10' W.

viii) North Dakota portions within a 100-mile
radius of 48°43’ N., 97°54’ W.

8) No protection in the band 2400-2450 MHz
is afforded from interference due to the opera-
tion of industrial, scientific and medical
devices on 2450 MHz.

9) No protection in the band 5725-5875 MHz
is afforded from interference due to the opera-
tion of industrial, scientific and medical
devices on 5800 MHz.

10) No protection in the band 24.00-24.25
GHz is afforded from interference due to the
operation of industrial, scientific and medical
devices on 24.125 GHz.

11) The use of A3 and F3 in this band is
limited to amateur radio stations located out-
side Region 2.

12) Amateur stations shall not cause in-
terference to the Fixed-Satellite Service
operating in the band 3400-3500 MHz.

13) The frequency 4383.8 kHz, maximum
power 150 watts may be used by any station
authorized under this part of communications
with any other station authorized in the state
of Alaska for emergency communications. No
airborne operations will be permitted on this
frequency. Additionally, all stations operating
on this frequency must be located in or within
50 nautical miles of the stats of Alaska.

Frequency Band Emissions Limitations
2300-2450 AD, A1, A2, A3,

A4, A5 Fp, F1,

F2, F3, F4, F5, P5, 8
3300-3500 AD, A1, A2, A3,

A4, A5 Fp, F1,

F2, F3, F4, F5, P5, 12
5650-5925 AD, A1, A2, A3,

Ad, A5, Fp, F1,

F2, F3, F4, F5, P5, 9
GHz
10.0-10.5 AD, A1, A2, A3,

A4, A5 Fp, F1,

F2 5
24.0-24.25 AD, A1, A2, A3,

A4, A5, P, F1,

F2, F3, F4,F5 5, 10
48-50, 71-76 AD, A1, A2, A3 .
165-170, 240250 A4, A5, Fo, F1,

F2, F3, F4, F5, P +
Above 300 AD, A1, A2, A3, T

A4, A5, Fp, F1,

F2, F3, F4, F5, P

14) All amateur frequency bands abov§ 295
MHz are available for repeater operation ex-
cept 50.0-52.0 MHz, 144.0-144.5 MHz,
145.5-146.0 MHz, 220.0-220.5 MHz, 431.0-433.0 A
MHz, and 435.0-438.0 MHz. Both the input tr i
(receiving) and output (transmitting) frequen-
cies of a station in repeater operation shall be
frequencies available for repeater operation.

15) All amateur frequency bands above
220.5 MHz, except 431-433 MHz, and 435-438
MHz, are available for auxiliary operation.

16) Power input limited to 250 watts.

17) As this material is being prepared, FCC
is planning to implement the WARGC decision
that limits this segment to 1240-1300 MHz,

NOTE
The types of emission referred to in the

amateur rules are as follows:

Type AD — Steady, unmoduiated pure carrier.

Type A1 — Telegraphy on pure continuous
waves.

Type A2 — Amplitude tone-modulated
telegraphy.

Type A3 — A-m telephony including single
and double sideband, with full, reduced or
suppressed carrier.

Type A4 — Facsimile.

Type A5 — Television.

Type FO — Steady, unmodulated pure carrier.

Type F1 — Carrier-shift telegraphy.

Type F2 — Audio frequency-shift telegraphy.

Type F3 — Frequency- or phase-modulated
telephony.

Type F4 — Fm facsimile.

Type F5 — Fm television.

Type P - Pulse emisgions.

e
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A code practice oscillator that can be con-
structed from commonly available parts.

standard of conduct. It represents the
amateur in legislative matters.

One of the League’s principal purposes
is to keep amateur activites so well con-
ducted that the amateur will continue to
justify his existence. Amateur Radio of-
. fers its followers countless pleasures and
unending satisfaction. It also calls for the
shouldering of responsibilities — the
maintenance of high standards, a
cooperative loyalty to the traditions of
Amateur Radio, a dedication to its ideals

d principles — so that the institution of
Amateur Radio may continue to operate
‘in the public interest, convenience and
necessity.’’

Assembly photo of the code practice oscillator.
The loudspeaker is cemented to the front
panel, as is the transformer. A single screw
and a dab of cement support the circuit board,
and the battery is secured to the panet by an
elastic band anchored to convenient points.

In addition to publishing QS7, the
ARRL maintains an active Amateur
Radio station, WIAW, which conducts
code practice and sends bulletins of in-
terest to amateurs the world over. ARRL
sponsors an Intruder Watch Program so
that unauthorized use of the Amateur
Radio frequencies may be detected and
appropriate action taken. At the Head-
quarters of the League in Newington,
Connecticut, is a well-equipped labora-
tory to assist staff members in preparation
of technical material for QST and The
Radio Amateur’s Handbook. Among its
other activities, the League maintains a
Communications Department concerned

with the operating activities of League
members. A large field organization is
headed by a section communications
manager in each of the League’s 73 sec-
tions. There are appointments for
qualified members in various fields, as
outlined in chapter 22. Special activities
and contests promote operating skill. A
special place is reserved each month in
@ST for -amateur news from every
section.

The ARRL publishes a library of infor-
mation on Amateur Radio. Tune in the
World with Ham Radio is written for the
person without previous contact with
Amateur Radio. It is designed to assist the
prospective amateur to get into the hobby
in the shortest possible time. Tune in the
World comes complete with a code in-
struction and practice tape. For the per-
son seeking the General class or higher
license, there are the License Manual and
the ARRL Code Kit. The ARRL also
publishes a series of question and answer
manuals for each class of license. All are
available from either your local radio
store or the ARRL.

Once you have studied, taken the test
and have received your license, you will
find that there is no other thrill quite the
same as Amateur Radio. You may decide
to operate on the lowest amateur band,
160 meters. Or you may prefer to operate
in the gigahertz bands (billions of cycles
per second), where the entire future of
communications may lie. Whatever your
interest, you are sure to find it in Amateur
Radio.

The International Morse Code

Knowledge of and some proficiency
with the Morse code is a requirement for
all amateur license classes in the United
States. The alphanumeric characters and

Table 3
U.S. 160-Meter Restrictions

Maximum dc plate Input power In watts

States of:

Maine, Massachusetts, New Hampshire
Rhode Island

Connecticut, Delaware, Maryland, New Jersey,
New York, Pennsylvania, Vermont

Kentucky, North Carolina, Ohio, South Carolina,
Tennessee, Virginia, West Virginia

Florida, Georgia, lllinois, Indiana,
Michigan, Wisconsin

Alabama, Arkansas, lowa, Minnesota,
Mississippi, Missouri

The remainder of the states and territories

1900-1925 kHz 1925-1950 kHz
Day/Night Day/NIght
100/25 0

200/50 0

5001100 0

5001100 100/25
1000/200 200/50
1000/200 1000/200

1950-1975 kMz 1975-2000 kHz
Day/Night Day/Night

0 100/25

0 200/50

0 500/100
100/25 500/100

200/50 1000/200
1000/200 1000/200
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PAUSE BETWEEN

| |- PAUSE BETWEEN
ELEMENTS (ONE UNIT PULSE)

f=—— CHARACTERS -
(THREE UNIT PULSES)

|e— PAUSE BETWEEN WORDS
(SEVEN UNIT PULSES)

(RN RN RN N AR RN RN RN R R N RN A R R RN RN R R RN RN R RN RN R RN AR AR RN

TIME —» —=| le DOT LENGTH

{ONE UNIT PULSE}

didah o —
dahdididit
dahdidahdit
dahdidit

dit .
dididahdit
dahdahdit
didididit

IGOGMMOO®>»

didahdahdahdah
dididahdahdah
didididahdah

WA =

Period: didahdidahdidah.
Comma: dahdahdididahdah.
Question mark: dididahdahdidit.
Error: didididididididit.

Hyphen: dahdididididah

DIDAHDIT
|e— DASH LENGTH

(THREE UNIT PULSES)

didit .o
didahdahdah
dahdidah
didahdidit
dahdah

dahit
dahdahdah
didahdahdit
dahdahdidah
didahdit

VOVOZIr X« —

dididididah
dididididit
dahdidididit == ee s
dahdahdididit — — s«

~NO O s

Double dash: dahdidididah.
Colon: dahdahdahdididit.
Semicolon: dahdidahdidahdit.
Parenthesis: dahdidahdahdidah.
Fraction bar: dahdididahdit.

DIDAH

DAHDIDIT pIDIT DAHDAHDAH

dididit ces
dah -
dididah
didididah
didahdah
dahdididah
dahdidahdah
dahdahdidit

N-<)<§<C—'(I)

dahdahdahdidit
dahdahdahdahdit
dahdahdahdahdah o= — e — =

(= =X ]

Wait: didahdididit.

End of message: didahdidahdit.
Invitation to transmit: dahdidah.
End of work: didididahdidah.

® an 000
X R X
— =

common punctuation marks and prosigns
are reproduced symbolically above. The
three fundamental elements of the code
are the dot, dash and space. Dots and
dashes are short and long signals, re-
spectively, referenced to a constant time
interval called the unit pulse. A dot and
space each occupy one unit pulse, while a
dash occupies three unit pulses. Each dot
or dash is separated from others within a
character by one unit pulse. The pause
between characters is three unit pulses,
and the pause between words is seven unit
pulses. The chart shows the proper timing
for the message ‘‘amateur radio”’
diagrammed with the Morse code.

Morse code communications can be ac-
complished by means of flashing lights,
punched paper tape and even a signal flag,
but in radio the code takes the form
of sound. Short elements make the
characteristic sound dit, while long
elements sound like dah. When properly
drawn, the dot and dash symbols convey
complete information about a code
character, but when interpreted orally, the
letter *‘L** becomes ‘‘didahdidit’’ rather

— %
I VOLUME
R3
R 2 10k o g——{( ~0.47
o] 2.4 8 c3
KEY  TB1
12 J
100k & R2| Lt GREEN| T1 LSt
RED o] 555 000 RED 8O
N —8
= — NC
p— 2
871 = ov . E.T  erows
_ Y _Je2 WHITE
=
BLACK Toor Toor| BLUE|
L > o 3

Fig. 1 — Schematic diagram of the code prac-

tice oscillator, a useful accessory for

newcomers to Amateur Radio.

BT1 — 9.V battery, RS 23-553, 23-583 or equiv.

C1, C2 — Capacitor, 0.01 uF, RS 272-131,
272-1051, 272-1065.

C3 — Capacitor, 0.47 uF, RS 272-1054,
272-1071.

LS1 — 2-in. loudspeaker, 8 0, RS 40-245.

R1 — Resistor, 10 k2, +5%, 1/4 W, RS
271-1335.

R2 — Resistor, 100 k0, +5%, 1/4 W, RS
271-1347.

R3 — Potentiometer, 5 k@, RS 271-1714,
271-1720.

T1 — Audio output transformer, 1 k2 CT to
8 0, RS 273-1380.

TB1 — Terminal strip, RS 274-663.

U1 — IC timer, type 555, RS 276-1723.

Battery connector clip — RS 270-325.

than *‘dot dash dot dot.”’ In the chart, the
Morse code is rendered phonetically as
well as symbolically.

A Code Practice Oscillator

The simple oscillator described here is a,
good introduction to electronic constryes
tion as well as a useful tool for learning to
send the Morse code. Radio Shack stock
numbers are given for all components to
simplify the parts-acquisition problem for
the neophyte. However, the $15 outlay
can be cut dramatically through intellig
substitution and liberal scrounging fror:k
ham’s ‘‘junk box."’ X

The schematic diagram and photo-
graphs show the unit in detail, but exact
duplication is not necessary. Construction
techniques are presented in Chapter 17,
and the schematic symbols are printed
near the front of this volume. The project
can easily be assembled in an evening.
This code practice oscillator is intended
for beginners using hand keys. Because
the circuit is keyed in the positive battery
line, the oscillator may not be compatible
with some electronic keyers.
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Chapter 2

Electrical Laws and Circuits

Some of the manifestations of elec-
tricity and magnetism are familiar to
everyone. The effects of static electricity
on a dry, wintry day, an attraction by the
magnetic north pole to a compass needle,
and the propagation and reception of
radio waves are just a few examples. Less
easily recognized as being electrical in
nature perhaps, the radiation of light and
even radiant heat from a stove are
governed by the same physical laws that
describe a signal from a TV station or an
amateur transmitter. The ability to trans-
mit electrical energy through space with-
out any reliance on matter that might be
#% that space (such as in a vacuum) or the
%reation of a disturbance in space that can
produce a force are topics that are
classified under the study of electromag-
netic fields. Knowledge of the properties
and definitions of fields is important in
understanding such devices as transmis-
sion lines, antennas, and circuit-construction
practices such as shielding.

Once a field problem is solved, it is
often possible to use the results over and
over again for other purposes. The field
solution can be used to derive numerical
formulas for such entities as resistance,
inductance and capacitance or the latter
quantities can be determined experi-
mentally. These elements, then, form the
building blocks for more complex con-
figurations called networks or circuits.
Since there is no need to describe the
physical appearance of the individual
elements, a pictorial representation is
often used and it is called a schematic
diagram. However, each element must be
assigned a numerical value, otherwise the
schematic diagram is incomplete. If the
numerical values associated with the
sources of energy (such as batteries or
generators) are also known, it is then
possible to determine the power trans-
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ferred from one part of the circuit to
another element by finding the numerical
values of entities called voltage and
current.

Finally, there is the consideration of the
fundamental properties of the matter that
makes up the various circuit elements or
devices. It is believed that all matter is
made up of complex structures called
atoms which in turn are composed of
more or less unchangeable particles called
electrons, protons and neutrons. Con-
struction of an atom will determine the
chemical and electrical properties of
matter composed of like atoms. The
periodic table of chemical elements is a
classification of such atoms. Electrons
play an important role in both the
chemical and electrical properties of
matter and elements where some of the
electrons are relatively free to move
about. These materials are called conduc-
tors. On the other hand, elements where
all of the electrons are tightly bonded in
the atomic structure are called insulators.
Metals such as copper, aluminum, and
silver are very good conductors while
glass, plastics, and rubber are good
insulators.

Although electrons play the principal
role in the properties of both insulators
and conductors, it is possible to construct
matter with an apparent charge of
opposite sign to that of the electron.
Actually, the electron is still the charge
carrier but it is the physical absence of an
electron location that moves. However, it
is convenient to consider that an actual
charge carrier is present and it has been
labeled a hole. Materials in which the
motion of electrons and holes determine
the electrical characteristics are called
semiconductors. Transistors, integrated
circuits and similar solid-state devices are
made up from semiconductors. While

there are materials that fall in between the
classifications of conductor and insulator,
and might be labeled as semiconductors,
the latter term is applied exclusively to
materials where the motion of electrons
and holes is important.

Electrostatic Field and Potentials

All electrical quantities can be ex-
pressed in the fundamental dimensions of
time, force and length. In addition, the
quantity or dimension of charge is also
required. The metric system of units
(SI — Systeme International d’Unites) is
almost exclusively used now to specify
such quantities, and the reader is urged to
become familiar with this system. In the
metric system, the basic unit of charge is
the coulomb. The smallest known charge
is that of the electron which is
— 1.6 X 107" coulombs. (The proton
has the same numerical charge except the
sign is positive.)

The concept of electrical charge is
analogous to that of mass. It is the mass
of an object that determines the force
of gravitational attraction between the
object and another one. A similar pheno-
menon occurs with two charged objects.
If the charges can be considered to exist
at points in space, the force of attraction
(or repulsion if the charges have like signs)
is given by the formula

Qi1

F =_<1X2_
4zer?

where Q; is the numerical value of one
charge, Q5 is the other charge value, r is
the distance in meters.e is the permittivity
of the medium surrounding the charges,
and F is the force in newtons. In the case
of free space of a vacuum, ¢ has a value of
8.854 X 10-'2 .and is the permittivity of



Fig. 1 — Field (solid lines) and potential (dotted
lines) iines surrounding a charged sphere.
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Fig. 2 — variation of potential with distance for
the charged sphere of Fig. 1.
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Fig. 3 — Variation of field strength with distance
around a sphere charged to 5 volts for spheres of
ditterent radii.

free space. The product of relative permit-
tivity and € o (the permittivity of free space)
gives the permittivity for a condition
where matter is present. Permittivity is
also called the dielectric constant and rela-
tive dielectric constants for plastics such
as polyethylene and Teflon are 2.26 and
2.1, respectively. (The relative dielectric
constant is also important in transmis-
sion-line theory. The reciprocal of the
square root of the dielectric constant of
the material used to separate the conduc-
tors in a transmission line gives the velo-
city factor of the line. The effect of velo-
city factor will be treated in later chap-
ters.)

If instead of just two charges, a number
of charged objects are present, the force
on any one member is likely to be a com-
plicated function of the positions and
magnitudes of the other charges. Conse-
quently, the concept of electric-field
strength is a useful one to introduce. The
field strength or field intensity is defined as
the force on a given charge (concentrated
at a point) divided by the numerical value
of the charge. Thus, if a force of 1 newton
existed on a test charge of 2 coulombs, the
field intensity would be 0.5 newtons/
coulomb.

Whenever a force exists on an object, it
will require an expenditure of energy to
move the object against that force. In
some instances, the mechanical energy
may be recovered (such as in a compressed
spring) or it may be converted to another
form of energy (such as heat produced by
friction). As is the case for electric-field
intensity, it is convenient to express
energy + charge as the potential or voltage
of a charged object at a point. For in-
stance, if it took the expenditure of 5
newton-meters (5 joules) to move a charge
of 2 coulombs from a point of zero energy
to a given point, the voltage or potential
at that point would be 2.5 joules/coulomb.
Because of the frequency of problems of
this type, the dimension of joules/
coulombs is given a special designation
and one joule/coulomb is defined as 1
volt. Notice that if the voltage is divided
by length (meters), the dimensions of field
intensity will be obtained and a field
strength of one newton/coulomb is also
defined as one volt/meter. The relation-
ship between field intensity and potential
is illustrated by the following example
shown in Fig. 1.

A conducting sphere receives a charge
until its surface is at a potential of 5 volts.
As charges are placed on the surface of a
conductor, they tend to spread out into a
uniform distribution. Consequently, it will
require the same amount of energy to bring
a given amount of charge from a point of
zero reference to any point on the sphere.
The outside of the sphere is then said to
constitute an equipotential surface. Also,
the amount of energy expended will be in-
dependent of the path traveled to get to
the surface. For instance, it will require $

joules of energy to bring a charge of | cou-
lomb from a point of 0 voitage to any point
on the sphere (as indicated by the dotted
lines in Fig. 1). The direction of the force
on a charged particle at the surface of the
surface of the sphere must be perpendicu-
lar to the surface. This is because charges
are able to flow about freely on the con-
ductor but not offit. A force with a direc-
tion other than a right angle to the surface
will have a component that is parallel to
the conductor and will cause the charges
to move about. Eventually, an equilibrium
condition wili be reached and any initial
field component parallel to the surface
will be zero. This motion of charge under
the influence of an electric field is a very
important concept in electricity. The rate
at which charge flows past a reference
point is defined as the current. A rate of |
coulomb per second is defined as 1|
ampere.

Because of the symmetry involved, the
direction of the electric force and electric
field can be represented by the solid
straight lines in Fig. 1. The arrows
indicate the direction of the force on a
positive charge. At points away from the
sphere, less energy will be required to
bring up a test charge from zero reference.
Consequently, a series of concentric
spherical shells indicated by the dashed
lines will define the equipotential surfaces
around the sphere. From mathematical
considerations (which will not be dis-
cussed here), it can be shown that the
potential will vary as the inverse of the
distance from the center of the sphere.
This relationship is indicated by the
numbers in Fig. 1 and by the graph in Fig.
2.

While the electric field gives t&
direction and magnitude of a force on %
charged object, it is also equal to the
negative slope numerical value of theé
curve in Fig. 2. The slope of a curve is the
rate of change of some variable with
distance and in this case, the variable is
the potential. This is why the electric field
is sometimes called the potential gradient
(gradient being equivalent to slope). In the
case of a curve that varies as the inverse
the distance, the slope at any point is
proportional to the inverse of the distance
squared.

An examination of Fig. 1 would
indicate that the potential variation is
only dependent upon the shape of the
conductor and not its actual physical size.
That is, once the value of the radius a of
the sphere in Fig. 1 is specified, the
potential at any other point a given
distance from the sphere is also known.
Thus, Fig. 1 can be used for any number
of spheres with different radii. When it is
changed by a certain percentage, all the
other values would change by the same
percentage too. However, the amount of
charge required to produce a given
voltage, or voltage change, does depend
upon the size of the conductor, its shape.
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and its position in relation to other
conductors and insulators. For a given
conductor configuration, the voltage is
related to the required charge by the
formula

V:Q

C

where the entity C is defined as the
capacitance. Capacitance will be discussed
in more detail in a later section.

Since the electric-field intensity is
related to the change in potential with
distance, like potential, the manner in
which it changes will be unaffected by the
absolute physical size of the conductor
configuration. However, the exact numerical
value at any point does depend on the
dimensions of the configuration. This is
illustrated in Fig. 3 for spheres with dif-
ferent radii. Note that for larger radii, the
numerical value of the field strength at the
surface-of the sphere (distance cqual to a)
is less than it is for smaller radii. This
effect is important in the design of
transmission lines and capacitors. (A
capacitor is a device for storing charge. In
older terminology, it was sometimes
called a condenser.) Even though the same
voltage is applied across the terminals of a
transmission line or capacitor, the field
strength between the conductors is going
to be higher for configurations of small
physical size than it is for larger ones. If
the field strength becomes too high, the
insulating material (including air) can
“break down.” On the other hand, the
effect can be used to advantage in spark
gaps used to protect equipment connected
to an antenna which is subject to
atmospheric electricity. The spark-gap
conductors or electrodes are filed to sharp
points, Because the needlepoints appear
as conductors of very small radii, the field
strength is going to be higher for the same
applied potential than it would be for
blunt electrodes (Fig. 4). This means the
separation can be greater and the effect of
the spark gap on normal circuit operation
will not be as pronounced. However, a
blunt electrode such as a sphere is often
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Fig. 4 — Spark gaps with sharp points break
down at lower voltages than ones with blunt
surfaces gven though the separation is the
same.
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used on the tip of a whip antenna in order
to lower the field strength under transmit-
ting conditions.

An examination of Fig. 3 reveals that
the field strength is zero for distances less
than a which includes points inside the
sphere. The implication here is that the
effect of fields and charges cannot
penetrate the conducting surface and
disturb conditions inside the enclosure.
The conducting sphere is said to form an
electrostatic shield around the contents of
the enclosure. However, the converse is
not true. That is, charges inside the sphere
will cause or induce a field on the outside
surface. This is why it is very important
that enclosures designed to confine the
effects of charges be connected to a point
of zero potential. Such a point is often
called a ground.

Fields and Currents

In the last section, the motion of
charged particles in the presence of an
electric field was mentioned in connection
with charges placed on a conducting
sphere and the concept of current was
introduced. It was assumed that charges
could move around unimpeded on the
surface of the sphere. In the case of actual
conductors, this is not true. The charges
appear to bump into atoms as they move
through the conductor under the influence
of the electric field. This effect depends
upon the kind of material used. Silver is a
conductor with the least amount of
opposition to the movement of charge
while carbon and certain alloys of iron are
rather poor conductors of charge flow. A
measure of how easily charge can flow
through a conductor is defined as the
conductivity and is denoted byo.

*The current density J, in a conductor is
the rate of charge flow or current through
a given cross-sectional area. It is related to
the electric field and conductivity by the
formula

J = oE

In general, the conductivity and electric
field will not be constant over a large

l E(V/M) ~
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Fig. 5— Potential and field strength along a
current-carrying conductor.

cross-sectional area, but for an important
theoretical case this is assumed to be true
(Fig. 5).

A cylinder of a material with con-
ductivity o is inserted between two end
caps of infinite conductivity. The end caps
are connected to a voltage source such as
a battery or generator. (A battery consists
of a number of cells that convert chemical
energy to electrical energy and a generator
converts mechanical energy of motion to
electrical energy.) The electric field is also
considered to be constant along the
length, 1, of the cylinder and, as a
consequence, the slope of the potential
variation along the cylinder will also be a
constant. This is indicated by the dashed
lines in Fig. 5. Since the electric field is
constant, the current density will also be
constant. Therefore, the total current
entering the end caps will just “be the
product of the current density and the
cross-sectional area. The value of the
electric field will be the quotient of the
total voltage and the length of the
cylinder. Combining the foregoing resuits
and introducing two new entities gives the
following set of equations:

V. v
J_o'(—T—)smceJ_-aEandE-T
I = JA) = o'/1\V
- =1 (PL
p-—;andV_l<A)
R=—’:—andV=lR

where P = the resistivity of a conducting
material, R = the resistance. The final
equation is a very basic one in circuit
theory and is called Ohm’s Law. Con-
figurations similar to the one shown in
Fig. § are very common ones in electrical
circuits and are called resistors.

It will be shown in a later section that
the power dissipated in a resistor is equal
to the product of the resistance and the
square of the current. Quite often
resistance is an undesirable effect (such as
in a wire carrying current from one
location to another one) and must be
reduced as much as possible. This can be
accomplished by using a conductor with a
low resistivity such as silver (or copper
which is close to silver in resistivity, but is
not as expensive) with a large cross-
sectional area and as short a length as
possible. The current-carrying capability
decreases as the diameter of a conductor
size gets smaller,

Potential Drop and Electromotive Force

The application of the relations be-
tween fields, potential, and similar con-
cepts to the physical configuration shown
in Fig. 5 permitted the derivation of the
formula that eliminated further con-
sideration of the field problem. The idea
of an electrical energy source was also
introduced. A similar analysis involving
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Fig. 6 — A series circvit illustrating the effects of
emf and potential drop.

mechanics and field theory would be
required to determine the characteristics
of an electrical generator and an applica-
tion of chemistry would be involved in de-
signing a chemical cell. However, it will be
assumed that this problem has been
solved and that the energy source can be
replaced with a symbol such as that used
in Fig. 5.

The term electromotive force (emf) is
applied to describe a source of electrical
energy, and potential drop (or voltage
drop) is used for a device that consumes
electrical energy. A combination of
sources and resistances (or other ele-
ments) that are connected in some way is
called a network or circuit. It is evident
that the energy consumed in a network
must be equal to the energy produced.
Applying this principle to the circuit
shown in Fig. 6 gives an important
extension of Ohm’s Law.

In Fig. 6, a number of sources and
resistances are connected in tandem or in
series to form a circuit loop. 1t is desired to
determine the current 1. The current can
be assumed to be flowing in either a
clockwise or counterclockwise direction.
If the assumption is not correct, the sign
of the current will be negative when the
network equations are solved and the
direction can be corrected accordingly. In
order to solve the problem, it is necessary
to find the sum of the emfs (which is
proportional to the energy produced) and
to equate this sum to the sum of the
potential drops (which is proportional to

the energy consumed). Assuming the
current is flowing in a clockwise direction,
the first element encountered at point a is
an emf, VI, but it appears to be connected
“backward.” Therefore, it receives a
minus sign. The next source is V4, and it
appears as a voltage rise so it is considered
positive. Since the current flow in all the
resistors is in the same direction, all the
potential drops have the same sign. The
potential drop is the product of the
current in amperes and the resistance in
ohms. The sums for the emfs and potential
drops and the resulting current are given
by

Sumofemf =V, + Vy= —10 + §

= —5volts

Sum of pot. drops = Vy + V3 + Vi

+Vg=12 +4+7+ 10 =2l
1 = -;—35 = —0.217 ampere

Because the sign of the current is negative,
it is actually flowing in a counterclock-
wise direction. The physical significance
of this phenomenon is that one source is
being “charged.”” For instance, the circuit
in Fig. 6 might represent a direct current
(dc) generator and a battery.

Charge Polarity and Electron Flow

The *“+ ' and ‘-’ symbols assigned
to electromotive forces and potential
drops are important in that they define the
polarity of voltage and direction of cur-
rent flow. These plus and minus
(representing positive and negative) sym-
bols were first used in the 18th century by
Benjamin Franklin to describe two types
of electric charge. Charged atoms (called
ions) having more than the usual number
of electrons have a negative charge, and
those having less than the usual number
are said to be positively charged. If a
polarizing force is applied to some matter
and then removed, the atoms will tend to
revert to their natural states. This means
that atoms deficient in electrons will at-
tract the needed particles from those

Resistance and Conductance

Given two conductors of the same size
and shape, but of different materials, the
amount of current that will flow when a
given emf is applied will be found to vary
with what is called the resistance of the
material. The lower the resistance, the
greater the current for a given value of
emf,

Resistance is measured in ohms (). A
circuit has a resistance of 1 ohm when an
applied emf of 1 volt causes a current of 1
ampere to flow. The resistivity of a
material is the resistance, in ohms, of a
cube of the material measuring one cen-

timeter on each edge. One of the best con-
ductors is copper, and it is frequently con-
venient, in making resistance calculations,
to compare the resistance of the material
under consideration with that of a copper
conductor of the same size and shape.
Table 1 gives the ratio of the resistivity of
various conductors to that of copper.
The longer the path through which the
current flows, the higher the resistance of
that conductor. For direct current and
low-frequency alternating currents (up to
a few thousand cycles per second) the
resistance is inversely proporiional to the

atoms having excess eiectrons. Thus, the
transfer of electrons is from negative ions
to positive ions. When the path for elec-
trons is an electrical circuit, the current
flows from negative to positive around the
potential generator.

The direction of electron flow is impor-
tant in applications of thermionic and
semiconductor devices. The cathode of a
vacuum tube is heated so that it will boil
off electrons. Current will flow in the tube
if and only if the anode is biased positive
with respect to the cathode. This is known
as the Edison effect. A more familiar ex-
ample of the polarity of current flow can
be seen in automotive engines: When the
center electrode of a spark plug is made
negative with respect to the shell, the
voltage required to fire the gap and in-
itiate current flow is significantly reduced
as a result of the elevated temperature of
the center.

Most modern circuits employ a chassis
or ground plane or bus as a common con-
ductor. This practice reduces the wiring or
printed circuitry required and simplifies
the schematic diagram. When the negative
terminal of the power source is connected
to this “‘ground’’ system, electrons flow
from the negative terminal through the
ground system and through the circuit
elements to the positive terminal. While
this is certainly a correct description of the
action, it is more convenient to think of
the common conductor as the return leg
for all circuits. To accommodate this
reasoning, electrical engineers have"
adopted a positive-to-negative conven-
tion. This convention is adhered to in
most of the technical literature. The ar-
rows in semiconductor schematic symbols
point in the direction of conventional cur-
rent and away from actual electron flow.

In discussing network elements having
one terminal connected to the ‘‘com-
mon,’’ ‘“‘ground’’ or ‘‘return’’ leg of the
circuit, engineers use the terms *‘source’’
and “‘sink’’ to describe the current flow.
A device is a current source if current
flows away from the ungrounded terminal
and a current sink if current flows into the
ungrounded terminal.

Table 1
Relative Resistivity of Metals
Resistivity
Materials ggg::r’ed to
Aluminum (pure) 1.6
Brass 3749
Cadmium , 44
Chromium 18
Copper (hard-drawn) 1.03
Copper (annealed) 1.00
Gold 1.4
Iron (pure) 568
Lead 128
Nickel 5.1
Phosphor Bronze 2.8-54
Silver 0.94
Steel 7.6-12.7
Tin 6.7
Zinc 34
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cross-sectional area of the path the
current must travel; that is, given two
conductors of the same material and
having the same length, but differing in
cross-sectional area, the one with the
larger area will have the lower resistance.

Resistance of Wires

The problem of determining the resis-
tance of a round wire of given diameter
and length — or its opposite, finding a
suitable size and length of wire to supply a
desired amount of resistance — can be
easily solved with the help of the copper
wire table given in a later chapter. This
table gives the resistance, in ohms per
thousand feet, of each standard wire size.

Example: Suppose a resistance of 3.5
ohms is needed and some no. 28 wire is on
hand. The wire table in chapter 17 shows
that no. 28 has a resistance of 66.17 ohms
per thousand feet. Since the desired
resistance is 3.5 ohms, the length of wire
required will be

3.5
617 X 1000 = 52.89 feet.
Or, suppose that the resistance of the wire
in the circuit must not exceed 0.05 ohm
and that the length of wire required for
making the connections totals 14 feet.
Then

14 _
where R is the maximum allowable

resistance in ohms per thousand feet.
Rearranging the formula gives

R = 20231000 3,57 ohms/ 1000 .
Reference to the wire table shows that no.
15 is the smallest size having a resistance
less than this value.

When the wire is not copper, the
resistance values given in the wire table
should be multiplied by the ratios given in
Table 1 to obtain the resistance.

Example: If the wire in the first example
were nickel instead of copper, the length
required for 3.5 ohms would be

35

Temperature Effects

The resistance of a conductor changes
with its temperature. Although it is
seldom necessary to consider temperature
in making resistance calculations for
amateur work, it is well to know that the
resistance of practically all metallic con-
ductors increases with increasing tem-
perature. Carbon, however, acts in the
opposite way; its resistance decreases
when its ‘temperature rises. The tem-
perature effect is important when it is
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Fig. 7 — Examples of various resistors. In the
foreground are 1/4-, 1/2- and 1-watt composition
resistors. The three larger cylindrical
components atthe center are wirewound power
resistors. The remaining two parts are variable
resistors, pc-board mount at the lower left and
panei mount at the upper center.

necessary to maintain a constant resis-
tance under all conditions. Special materials
that have little or no change in resistance
over a wide temperature range are used in
that case.

Resistors

A “‘package” of resistance made up into
a single unit is called a resistor. Resistors
having the same resistance value may be
considerably different in size and con-
struction (Fig. 7). The flow of current
through resistance causes the conductor
to become heated; the higher the resis-
tance and the larger the current, the
greater the amount of heat developed.
Resistors intended for carrying large
currents must be physically large so the
heat can be radiated quickly to the
surrounding air. If the resistor does not
get rid of the heat quickly it may reach a
temperature that will cause it to melt or
burn.

Skin Effect

The resistance of a conductor is not the
same for alternating current as it is for
direct current. When the current is
alternating there are internal effects that
tend to force the current to flow mostly in
the outer parts of the conductor. This
decreases the effective cross-sectional area
of the conductor, with the result that the
resistance increases.

For low audio frequencies the increase
in resistance is unimportant, but at radio
frequencies this skin effect is so great that
practically all the current flow is confined
within a few thousandths of an inch of the
conductor surface. The rf resistance is
consequently many times the dc resistance,
and increases with increasing frequency.
In the rf range a conductor of thin tubing
will have just as low resistance as a solid
conductor of the same diameter, because

material not close to the surface carries
practically no current.

Conductance

The reciprocal of resistance (1/R) is
conductance. It is usually represented by
the symbol G. A circuit having high con-
ductance has low resistance, and vice
versa. In radio work the term is used
chiefly in connection with electron-tube
and field-effect-transistor characteristics.
The unit of conductance is the mho, a
symbol for which is 8. Recently, this unit
has been renamed the siemens (ab-
breviated S), although mho is more useful
as a functionally descriptive term. A
resistance of 1 ohm has a conductance of
1 mho or 1 siemens, a resistance of 1000
ohms has a conductance of 0.001 mho or
0.001 siemens, and so on. A unit frequent-
ly used in connection with electron devices
is the micromho, or one-millionth of a
mho. It is the conductance of a one-
million-ohm resistance.

Ohm’s Law

The simplest form of electric circuit is a
battery with a resistance connected to its
terminals, as shown by the symbols in Fig.
8. A complete circuit must have an
unbroken path so current can flow out of
the battery, through the apparatus con-
nected to it, and back into the battery.
The circuit is broken, or open, if a
connection is removed at any point. A
switch is a device for making and breaking
connecticns and thereby closing or open-
ing the circuit, either allowing current to
flow or preventing it from flowing.

The values of current, voltage and
resistance in a circuit are by no means
independent of each other. The relation-
ship between them is known as Ohm’s
Law. It can be stated as follows: The cur-
rent flowing in a circuit is directly propor-
tional to the applied emf and inversely
proportional to the resistance. Expressed
as an equation, it is

E (volts)

I(amperes) = m

The equation above gives the value of
current when the voltage and resistance
are known. It may be transposed so that
each of the three quantities may be found
when the other two are known:

E = IR

(that is, the voltage acting is equal to the
current in amperes multiplied by the
resistance in ohms) and
E
R ==
|

(or, the resistance of the circuit is equal to
the applied voltage divided by the
current).

All three forms of the equation are used
almost constantly in radio work. It must
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Fig. 8 — A simple circuit consisting of a battery
and resistor.

be remembered that the quantities are in
volts, ohms and amperes; other units
cannot be used in the equations without
first being converted. For example, if the
current is in milliamperes it must be
changed to the equivalent fraction of an
ampere before the value can be sub-
stituted in the equations.

Table 2 shows how to convert between
the various units in common use. The
prefixes attached to the basic-unit name
indicate the nature of the unit. These
prefixes are

pico — one-trillionth (abbreviated p)
nano — one-billionth (abbreviated n)
micro — one-millionth (abbreviated p)
milli — one-thousandth (abbreviated m)
kilo — one thousand (abbreviated k)
mega — one million (abbreviated M)
giga — one billion (abbreviated G)

For example, 1 microvolt is one-millionth
of a volt, and 1 megohm is 1,000,000

Table 2
Conversion Factors for Fractional and
Muitiple Unlts

Change To Divide Multiply
From By By
Units picounits 1012
nanounits 108
microunits 108
milliunits 103
kifounits 103
megaunits 106
gigaunits 109
Picounits nanounits 103
microunits 106
milliunits 10
units 1012
Nanounits picounits 108
microunits 103
milliunits 108
units 10°
Microunits picounits 108
nanounits 103
milliunits 103
units 108
Milliunits  picounits 109
nanounits 108
microunits 103
units 103
Kilounits  units 103
megaunits 103
gigaunits 108
Megaunits units 106
kilounits 108
gigaunits 103
Gigaunits  units 109
kilounits 108
megaunits 103

ohms. There are therefore 1,000,000
microvolts in one volt, and 0.000001
megohm in | ohm.

The following examples illustrate the use
of Ohm’s Law:

The current flowing in a resistance of
20,000 ohms is 150 milliamperes. What is
the voltage? Since the voltage is to be
found, the equation to use is E = IR, The
current must first be converted from
milliamperes to amperes, and reference to
the table shows that to do so it is
necessary to divide by 1000. Therefore,

150
1000
When a voltage of 150 is applied to a
circuit, the current is measured at 2.5

amperes. What is the resistance of the
circuit? In this case R is the unknown, so

E = X 20,000 = 3000 volts

No conversion was necessary because the
voltage and current were given in volts
and amperes.

How much current will flow if 250 volts
is applied to a 5000-ohm resistor? Since |
is unknown

I = = = —— = 0.05 ampere

Milliampere units would be more con-
venient for the current, and 0.05 ampere X
1000 = 50 milliamperes.

Series and Parallel Resistances

Very few actual electric circuits are as
simple as the illustration in the preceding
section. Commonly, resistances are found
connected in a variety of ways. The two
fundamental methods of connecting re-
sistances are shown in Fig. 9. In the upper
drawing, the current flows from the
source of emf (in the direction shown by
the arrow, let us say) down through the
first resistance, R1, then through the
second, R2, and then back to the source.
These resistors are connected in series.
The current everywhere in the circuit has
the same value.

In the lower drawing, the current flows
to the common connection point at the
top of the two resistors and then divides,
one part of it flowing through R1 and the
other through R2. At the lower con-
nection point these two currents again
combine; the total is the same as the
current that flowed into the upper
common connection. In this case the two
resistors are connected in parallel.

Resistors in Series

When a circuit has a number of
resistances connected in series, the total
resistance of the circuit is the sum of the
individual resistances. If these are num-
bered R1, R2, R3, and sv on, then R
(total) = R1 + R2 + R3 + R4 +...where

—
1 R
(®]
SOURCE
OF EMF
Q l R2
o
SERIES
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et
—
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Fig. 9 — Resistors connected in series and in
parallel.

the dots indicate that as many resistors as
necessary may be added.

Example: Suppose that three resistors
are connected to a source of emf as shown
in Fig. 10. The emf is 250 volts. R ] is 5000
ohms, R2 is 20,000 ohms, and R3 is 8000
ohms. The total resistance is then

R = Rl + R2 + R3
5000 + 20,000 + 8000

33,000 ohms

The current flowing in the circuit is then

_E _ 250 _
I = R = 33000 - 0.00757 ampere

= 7.57 mA. ;‘(
(We need not carry calculations beyond

three significant figures, and often two
will suffice because the accuracy of
measurements is seldom better than a few
percent.)

Voltage Drop: Kirchhoff's First Law

Ohm’s Law applies to any part of a
circuit as well as to the whole circuit.
Although the current is the same in all
three of the resistances in the example, the
total voltage divides among them. The
voltage appearing across each resistor (the
voltage drop) can be found from Ohm’s
Law.

Example: If the voltage across R1 (Fig.
10) is called El, that across R2 is called

R1

5000

— R2
— E»250V §20'

R3

il
= |

8000

Fig. 10 — An example of resistors in series The
solution of the circuit is worked out in the text
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E2, and that across R3 is called E3, then
El=IR1 = 0.00757 X 5000 = 37.9 volts
E2=1R2 = 0.00757 X 20,000 = 151.4 volts
E3 = IR3 = 0.00757 X 8000 = 60.6 volts

The applied voltage must equal the sum of
the individual voltage drops (Kirchhoff’s
voltage law):

E =El + E2 + E3
= 37.9 + 151.4 + 60.6
= 249.9 volts

The answer would have been more nearly
exact if the current had been calculated to
more decimal places, but as explained
above a very high order of accuracy is not
necessary.

In problems such as this considerable
time and trouble can be saved, when the
current is small enough to be expressed in
milliamperes, if the resistance is expressed
in kilohms rather than ohms. When
resistance in kilohms is substituted direct-
ly in Ohm’s Law the current will be mil-
liamperes if the emf is in volts.

Resistors in Parallel: Kirchhoff's Second
Law

In a circuit with resistances in parallel,
the total resistance is /ess than that of the
lowest value of resistance present. This is
because the total current is always greater
than the current in any individual resistor.
The formula for finding the total resist-
ance of resistances in parallel is

1

1 1 1 1
o Rttt twre

R =

where the dots again indicate that any
number of resistors can be combined by
the same method. For only two resistances
in parallel (a very common case), the
formula becomes

R1 X R2

R=RT+xr2

Example: If a 500-ohm resistor is
paralleled with one of 1200 ohms, the

total resistance is
N 4.'-44

R _ﬁl R2 _ 500 x 1200
TRl + R2 ~ 500 + 1200
_ 600,000

1700

= 353 ohms

It is probably easier to solve practical
problems by a different method than the
“reciprocal of reciprocals” formula. Sup-
pose the three resistors of the previous
example are connected in parallel as
shown in Fig. 11. The same emf, 250 volts,
is applied to all three of the resistors. The
current in each can be found from Ohm's
Law as shown below, I1 being the current
through R1, 12 the current through R2
and 13 the current through R3.
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For convenience, the resistance will be
expressed in kilohms so the current will be
in milliamperes.

E 250

Il = —IT]- = —5— = S0 mA
_ E _ 250 _
12 = RT = T30 = 12.5 mA
_ E _ 250 _
13 = ﬁ = _8 = 31.25 mA
The total current is
I=11 +12 4+ 13
=50 + 12.5 + 31.25
= 93.75 mA

The above example illustrates Kirchhoff's
current law: The current flowing into a
node or branching point is equal to the
sum of the individual branch currents.
The total resistance of the circuit is
therefore

_E _ 250 _ .
R T = 9395 = 2.66 kilohms
= 2660 ohms

Resistors in Series-Parallel: Thevinin's

Theorum

An actual circuit may have resistances
both in parallel and in series. To illustrate,
we use the same three resistances again,
but now connected as in Fig. 12. The
method of solving a circuit such as Fig. 12
is as follows: Consider R2 and R3 in
parallel as though they formed a single
resistor. Find their equivalent resistance.
Then this resistance in series with R1
forms a simple series circuit, as shown at
the right in Fig. 12. An example of the
arithmetic is given under the illustration.

Using the same principles, and staying
within the practical limits, a value for R2
can be computed that will provide a given
voltage drop across R3 or a given current
through R1. Simple algebra is required.

Example: The first step is to find the
equivalent resistance of R2 and R3. From
the formula for two resistances in parallel,

R2X R3 _ 20 x 8 _ 160
R2+R3 ™ 20 +8 ~ 28

Req. =

5.71 kQ
The total resistance in the circuit is then

R = Rl + Ry = Sk + 571k
= 10.71 kQ

The current is

E _ 250

=R T o - B3mA

Py

R3

E-250vS RY R2
%0 8000

5000 20k

AN~

%

Fig. 1t — An example of resistors in parallel. The
solution is worked out in the text.

R1
AN\~
5000
_T E=250V 8600
RY
5000
A REQ
=ce-250v (EQUIVALENT
R OF R2
AND R3 IN
PARALLEL)

Fig. 12 — An example of resistors in series-
parallel. The equivalent circuit is below. The
solution is worked out in the text

The voltage drops across R1 and Req are

El =1 X Rl =233 X 5= 117 volts
E2 =1X Req =23.3 X 5.71 = 133 volts

with sufficient accuracy. These total 250
volts, thus checking the calculations so
far, because the sum of the voltage drops
must equal the applied voltage. Since E2
appears across both R2 and R3

_ E2 _ 133 _
12 = R - T S 6.65 mA
_ E2 _ 133 _
13 = S 16.6 mA
where
12 = current through R2
13 = current through R3

The total is 23.25 mA, which checks
closely enough with 23.3 mA, the current
through the whole circuit.

A useful tool for simplifying electrical
networks is Thevinin’s Theorum, which
states that any two-terminal network of
resistors and voltage sources can be
replaced by a single voltage source and a
series resistor. This transformation ex-
pedites the calculation of the current in a
parallel branch. To apply Thevinin’s
Theorum to the series-parallel circuit of
Fig. 12, first remove R3 and calculate the
potential developed across R2. Now
replace the battery with its internal



resistance (a short circuit). This places R1
and R2 in paraliel. To find the current in
R3 in the original circuit, add the value of
R3 to the parailel combination of R1 and
R2, and divide the result into the R2
potential derived earlier. The arithmetic
proceeds this way: Neglecting R3, the cir-
cuit resistance is 25 k{2, which draws 10
mA from the 250-V battery. This current
develops 200 V across R2. The Thevinin
equivalent circuit feeding R3 is now the
paraliel combination of R1 and R2, or 4
kQ, in series with a 200-V potential source.
Installing R3, the total circuit resistance
becomes 12 k), which draws 16.6 mA.
This value agrees with 13 as calculated by
the previous method.

Power and Energy

Power — the rate of doing work — is
equal to voltage muitiplied by current.
The unit of electrical power, called the
watt, is equal to 1 voit muitiplied by 1
ampere. The equation for power therefore

= power in watts
E = emf in volts
I = current in amperes

Common fractional and muitiple units
for power are the milliwart, one one-
thousandth of a watt, and the kilowatt, or
1000 watts:

Example: The plate voltage on a
transmitting vacuum tube is 2000 volts
and the plate current is 350 milliamperes.
(The current must be changed to amperes
before substitution in the formula, and so
is 0.35 ampere.) Then
P = EI = 2000 x 0.35 = 700 watts

By substituting the Ohm’s Law equiva-
lent for E and I, the following formuias
are obtained for power:

_E
P=x
P = I°R

These formulas are useful in power
calculations when the resistance and
either the current or voltage (but not
both) are known.

Example: How much power will be
used up in a 4000-ohm resistor if the
potential applied to it is 200 volts? From
the equation

P = F;2 _ (200)* 40,000
=g = =
= 10 watts -

Or, suppose a current of 20 milliamperes
flows through a 300-ohm resistor. Then

e}
I

= PR = (0,022 x 300
0.0004 x 300
0.12 watt

Note that the current was changed from
milliamperes to amperes before sub-
stitution in the formula.

Electrical power in a resistance is turned
into heat. The greater the power the more
rapidly the heat is generated. Resistors for
radio work are made in many sizes, the
smallest being rated to ‘‘dissipate’’ (or
carry safely) about 1/10 watt. The largest
resistors commonly used in amateur
equipment will dissipate about 100 watts.

When electrical energy is converted into
mechanical energy, and vice versa, the
following relationship holds: 1 horse-
power = 746 watts. This formula assumes
lossless transformation; the matter of
practical efficiency is taken up shortly.

Generalized Definition of Resistance

Electrical power is not always turned
into heat. The power used in running a
motor, for example, is converted to
mechanical motion. The power supplied
to a radio transmitter is largely converted
into radio waves., Power applied to a
loudspeaker is changed into sound waves.
But in every case of this kind the power is
completely “‘used up” — it cannot be
recovered. Also, for proper operation of
the device the power must be supplied at a
definite ratio of voltage to current. Both
these features are characteristics of resis-
tance, so it can be said that any device that
dissipates power has a definite value of
“resistance.” This concept of resistance as
something that absorbs power at a defi-
nite voltage/current ratio is very useful,
since it permits substituting a simple resis-
tance for the /oad or power-consuming
part of the device receiving power, often
with considerable simplification of calcu-
lations. Of course, every electrical device
has some resistance of its own in the more
narrow sense, so a part of the power sup-
plied to it is dissipated in that resistance
and hence appears as heat even though the
major part of the power may be converted
to another form.

Efficiency

In devices such as motors and vacuuen
tubes, the object is to obtain power ‘in
some other form than heat. Therefore
power used in heating is considered to be
a loss, because it is not the useful power.
The efficiency of a device is the useful
power output (in its converted form)
divided by the power input to the device.
In a vacuum-tube transmitter, for example,
the object is to convert power from a dc
source into ac power at some radio fre-
quency. The ratio of the rf power output
to the dc input is the efficiency of the tube.
That is,

v

_ Po
Eff. = B
where
Eff. = efficiency (as a decimal)

Po
Pi

= power output (watts)
= power input (watts)

Example: If the dc input to the tube is
100 watts, and the rf power output is 60
watts, the efficiency is

_ Po _ 60 _
Eff. = BT = 00 0.6
Efficiency is usually expressed as a

percentage; that is, it tells what percent of
the input power will be available as useful
output. The efficiency in the above
example is 60 percent.

Suppose a mobile transmitter has an rf
power output of 100 W at an efficiency of
52 percent at 13.8 V. The vehicular alter-
nator system charges the battery at a 5-A
rate at this voltage. Assuming an aiter-
nator efficiency of 68 percent, how much
horsepower must the engine produce to
operate the transmitter and charge the
battery? Solution: To charge the battery,
the alternator must produce 13.8V X 5 A
= 69 W. The transmitter dc input power
is 100 W + 0.52 = 192.3 W. Therefore,
the total electrical power required from
the alternator is 192.3 + 69 = 261.3 W.
The engine load then is

261.3

R O g

Energy

In residences, the power company’s vili
is for electrical energy, not for power.
What you pay for is the work that
electricity does for you, not the rare at
which that work is done. Electrical work
is equal to power multiplied by time; the
common unit is the warr-hour, which
means that a power of 1 watt has been
used for one hour. That is,

b

= energy in watt-hours
P = power in watts
= time in hours

Other energy units are the kilowatt-
hour and the watt-second (joule). These
units should be seif-explanatory.

Energy units are seldom used in
amateur practice, but it is obvious that a
small amount of power used for a long
time can eventually result in a *‘power”
bill that is just as large as though a large
amount of power had been used for a very
short time. ’
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Capacitance

Suppose two flat metal plates are placed
close to each other (but not touching) and
are connected to a battery through a
switch, as shown in Fig. 13. At the instant
the switch is closed, electrons will be
attracted from the upper plate to the
positive terminal of the battery, and the
same number will be repelled into the
lower plate from the negative battery
terminal. Enough electrons move into one
plate and out of the other to make the emf
between them the same as the emf of the
battery.

If the switch is opened after the plates
have been charged in this way, the top
plate is left with a deficiency of electrons
and the bottom plate with an excess. The
plates remain charged despite the fact that
the battery no longer is connected.
However, if a wire is touched between the
two plates (short-circuiting them) the
excess electrons on the bottom plate will
flow through the wire to the upper plate,
thus restoring electrical neutrality. The
plates have then been discharged.

The two plates constitute an electrical
capacitor; a capacitor possesses the pro-
perty of storing electricity. (The energy
actually is stored in the electric field
between the plates.) During the time the
electrons are moving — that is, while the
capacitor is being charged or discharged—
a current is flowing in the circuit even
though the circuit is “*broken’ by the gap
between the capacitor plates. However,
the current flows only during the time of
charge and discharge, and this time is
usually very short. There can be no
continuous flow of direct current “through”
a capacitor, but an alternating current can
pass through easily if the frequency is high
enough.

The charge or quantity of electricity
that can be placed on a capacitor is pro-
portional to the applied voltage and to the
capacitance of the capacitor:

Q=CvV

where
Q
C
\Y%

The energy stored in a capacitor is also a
function of potential and capacitance:

charge in coulombs
capacitance in farads
potential in volts

vic
W =
2
where
w energy in joules (watt-seconds)

V = potential in volts

C = capacitance in farads

The numerator of this expression can easi-
ly be derived from the definitions given
earlier for charge, capacitance, current,
power and energy. However, the
denominator is not so obvious. It arises
because the voltage across a capacitor is
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Fig. 13 — A simple capacitor.

Table 3

Dielectric Constants and Breakdown
Voltages

Dielectric Puncture
Material Constant* Voltage**
Air 1.0 240
Aisimag 196 5.7 240
Bakelite 4.4-5.4 300
Bakelite, mica-filled 4.7 325-375
Cellulose acetate 3.3-3.9 250-600
Fiber 5-7.5 150-180
Formica 46-4.9 450
Glass, window 7.6-8 200-250
Glass, Pyrex 48 335
Mica, ruby 5.4 3800-5600
Mycalex 74 250
Paper, Royalgrey 3.0 200
Plexiglas 28 990
Polyethylene 23 1200
Polystyrene 26 500-700
Porcelain 5.1-5.9 40-100
Quarntz, fused 38 1000
Steatite, low-loss 5.8 150-315
Teflon 21 1000-2000
* At 1 MHz ** In volts per mil {0.001 inch)

not constant, but is a function of time; the
average voltage over the time interval
determines the energy stored. The time
dependence of the capacitor voltage is
discussed in the section on time constant.

The larger the plate area and the smaller
the spacing between the plate the greater
the capacitance. The capacitance also
depends upon the kind of insulating
material between the plates; it is smallest
with air insulation, but substitution of
other insulating materials for air may in-
crease the capacitance many times. The
ratio of the capacitance with some
material other than air between the plates,
to the capacitance of the same capacitor
with air insulation, is called the dielectric
constant of that particular insulating
material. The material itself is called a
dielectric. The dielectric constants of a
number of materials commonly used as
dielectrics in capacitors are given in Table
3. If a sheet of polystyrene is substituted
for air between the plates of a capacitor,
for example, the capacitance will be in-
creased 2.6 times.

Units

The fundamental unit of capacitance is
the farad, but this unit is much too large

[

v v

Fig. 14 — A multiple-plate capacitor. Alternate
plates are connected together

for practical work. Capacitance is usually
measured in microfarads (abbreviated wuF)
or picofarads (pF). The microfarad is
one-millionth of a farad, and the picofarad
(formerly micromicrofarad) is one-mil-
lionth of a microfarad. Capacitors nearly
always have more than two plates, the
alternate plates being connected together
to form two sets as shown in Fig. 14. This
makes it possible to attain a fairly large
capacitance in a small space, since several
plates of smaller individual area can be
stacked to form the equivalent of a single
large plate of the same total area. Also, all
plates, except the two on the ends, are ex-
posed to plates of the other group on both
sides, and so are twice as effective in in-
creasing the capacitance.

The formula for calculating capacitance
is

C = 0.224—Kd—A(n -n

where C = capacitance in pF
K = dielectric constant of material
between plates
A = area of one side of one plate in
square inches

d = separation of plate surfaces in
inches
n = number of plates

If the plates in one group do not have the
same area as the plates in the other, use
the area of the smaller plates.

Capacitors in Radio

The types of capacitors used in radio
work differ considerably in physical size,
construction, and capacitance. Some rep-
resentative types are shown in the
photograph (Fig. 15). In variable capaci-
tors (almost always constructed with air
for the dielectric) one set of plates is made
movable with respect to the other set so
that the capacitance can be varied. Fixed
capacitors — that is, assemblies having a
single, nonadjustable value of capacitance
— also can be made with metal plates
and with air as the dielectric, but usually
are constructed from plates of metal foil
with a thin solid or liquid dielectric sand-
wiched in between, so that a relatively
large capacitance can be secured in a small



(A)

(B)

Fig. 15 — Fixed-value capacitors are shown at A. A large computer-grade unit is at the upper left. The 40-uF unit is an electrolytic capacitor. The
smaller pieces are silver-mica, disc-ceramic, tantalum, polystyrene and ceramic chip capacitors. The small black unit (cylindrical) is a pc-board-
mount electrolytic. Variable capacitors are shown at B. A vacuum variable is at the upper left.

unit. The solid dielectrics commonly used
are mica, paper and special ceramics. An
example of a liquid dielectric is mineral oil.
The electrolytic capacitor uses aluminum-
foil plates with a semiliquid conducting
chemical compound between them; the
actual dielectric is a very thin film of insu-
lating material that forms on one set of
plates through electrochemical action when
a dc voltage is applied to the capacitor.
The capacitance obtained with a given
plate area in an electrolytic capacitor is
very large, compared with capacitors hav-
ing other dielectrics, because the film is so
thin — much less than any thickness that
is practicable with a solid dielectric.

The use of electrolytic and oil-filled
capacitors is confined to power-supply
filtering and audio-bypass applications.
Mica and ceramic capacitors are used
throughout the frequency range from
audio to several hundred megahertz.

Voltage Breakdown

When a high voltage is applied to the
plates of a capacitor, a considerable force
is exerted on the electrons and nuclei of
the dielectric. Because the dielectric is an
insulator the electrons do not become
detached from atoms the way they do in
conductors. However, if the force is great
enough the dielectric will *break down;"
usually it will puncture and may char (if it
is solid) and permit current to flow. The
breakdown voltage depends upon the kind
and thickness of the dielectric, as shown in
Table 3. It is not directly proportional to
the thickness: that is, doubling the
thickness does not quite double the
breakdown voltage. If the dielectric is air
or any other gas, breakdown is evidenced
by a spark or arc between the plates, but if
the voltage is removed the arc ceases and
the capacitor is ready for use again.
Breakdown will occur at a lower voltage
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Fig. 16 — Capacitors in parallel and in series

between pointed or sharp-edged surfaces
than between rounded and polished
surfaces; consequently, the breakdown
voltage between metal plates of given
spacing in air can be increased by buffing
the edges of the plates.

Since the dielectric must be thick to
withstand high voltages, and since the
thicker the dielectric the smaller the
capacitance for a given plate area, a
high-voltage capacitor must have more
plate area than a low-voltage one of the
same capacitance. High-voltage, high-
capacitance capacitors are physically large.

Capacitors in Series and Parallel

‘The terms “parallel”” and “'series’” when
used with reference to capacitors have the
same circuit meaning as with resistances.
When a number of capacitors are con-
nected in parallel, as in Fig. 16, the total
capacitance of the group is equal to the
sum of the individual capacitances, so

Ciotal =Cl + C2 +C3 +Cd + ...

However, if two or more capacitors are
connected in series, as in the second
drawing, the total capacitance is less than
that of the smallest capacitor in the group.
The rule for finding the capacitance of a
number of series-connected capacitors is
the same as that for finding the resistance
of a number of parallel-connected resis-
tors. That is,

Ciotal =
1

1 1 1 |
atartatat

and, for only two capacitors in series,

Cl x C2
Cl +C2

C(o(al -

The same units must be used through-
out; that is, all capacitances must be
expressed in either uF or pF; both kinds of
units cannot be used in the same equation.

Capacitors are connected in parallel to
obtain a larger total capacitance than is
available in one unit. The largest voltage
that can be applied safely to a group of
capacitors in parallel is the voltage that
can be applied safely to the one having the
lowest voltage rating.

When capacitors are connected in
series, the applied voltage is divided up
among them, and the situation is much the
same as when resistors are in series and
there is a voltage drop across each.
However, the voltage that appears across
each capacitor of a group connected in
series is in inverse proportion to its
capacitance, as compared with the capaci-
tance of the whole group.

Example: Three capacitors having capaci-
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tances of 1, 2 and 4 uF, respectively, are
connected in series as shown in Fig 17.
The total capacitance is

I
1,1
= d= b

C

1 i
1 1, 1 1
atato 4

Il
~{e

= 0571 uF

:a|\a|—-

The voltage across each capacitor 1s
proportional to the total capacitance
divided by the capacitance of the capacitor
in question, so the voltage across C1 is

Inductance

It is possible to show that the flow of
current through a conductor is accom-
panied by magnetic effects; a compass
needle brought near the conductor, for
example, will be deflected from its normal
north-south position. The current, in
other words, sets up a magnetic field.
The transfer of energy to the magnetic
field represents work done by the source
of emf. Power is required for doing work,
and since power is equal to current
multiplied by voltage, there must be a
voltage drop in the circuit during the time
in which energy is being stored in the field.
This voltage **drop’’ (which has nothing
to do with the voltage drop in any
resistance in the circuit) is the result of an
opposing voltage *“induced” in the circuit
while the field is building up to its final
value. When the field becomes canstant
the induced emf or back emf disappears,
since no further energy is being stored.
Since the induced emf opposes the emf
of the source, it tends to prevent the
current from rising rapidly when the
circuit is closed. The amplitude of the
induced emf is proportional to the rate at
which the current is changing and to a
constant associated with the circuit itself,
called the inductance of the circuit.
Inductance depends on the physical
characteristics of the conductor. If the
conductor is formed into a coil, for
example, its inductance is increased. A
coil of many turns will have more
inductance than one of few turns, if both
coils are otherwise physically similar.
Furthermore, if a coil is placed around an
iron core its inductance will be greater
than it was without the magnetic core.
The polarity of an induced emf is
always such as to oppose any change in
the current in the circuit. This means that
when the current in the circuit is
increasing, work is being done against the
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0.571

1 X 2000 = 1142 volts

El =

Similarly, the voltages across C2 and C3
are

0.571

E2 = 3 X 2000 = 571 volts
E3 = °'i71 X 2000 = 286 volts

totaling approximately 2000 voits, the
applied voltage.

Capacitors are frequently connected in
series to enable the group to withstand a
larger voltage (at the expense of decreased
total capacitance) than any individual
capacitor is rated to stand. However, as

. L W”Im 1 . - )
T
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Fig. 18 — Assorted inductors. A rotary
(continuously variable) coil is at the upper left.
Slug-tuned inductors are visible in the lower
foreground. An rf choke (three pi windings) is
seen at the lower right.

induced emf by storing energy in the
magnetic field. If the current in the circuit
tends to decrease, the stored energy of the
field returns to the circuit, and thus adds
to the energy being supplied by the source
of emf. This tends to keep the current
flowing even though the applied emf may
be decreasing or be removed entirely. The
energy stored in the magnetic field of an
inductor is given by
2L

W= 2
where

W = energy in joules

I = current in amperes

L = inductance in henrys

The unit of inductance is the henry.
Values of inductance used in radio
equipment vary over a wide range.
Inductance of several henrys is required in
power-supply circuits (see chapter on
power supplies), and to obtain such values
of inductance it is necessary to use coils of
many turns wound on iron cores. In
radio-frequency circuits, the inductance
values used will be measured in milli-
henrys (a mH, one one-thousandth of a
henry) at low frequencies, and in micro-

E1 WF
S } i
c2
E = 2000V E2 2uF
[e]
x =
E3 c3

l T4uF

Fig. 17 — An example of capacitors connected in
series. The solution to this arrangement is
worked out in the text.

shown by the previous example, the
applied voltage does not divide equally
among the capacitors (except when all the
capacitances are the same) so care must be
taken to see that the voltage rating of no
capacitor in the group is exceeded.

henrys ( u H, one one-millionth of a henry)
at medium frequencies and higher. Al-
though coils for radio frequencies may be
wound on special iron cores (ordinary
iron is not suitable), most rf coils made
and used by amateurs are of the
*‘air-core” type; that is, wound on an
insulating support consisting of non-
magnetic material (Fig. 18).

Every conductor has inductance, even
though the conductor is not formed into a
coil. The inductance of a short length of
straight wire is small, but it may not be
negligible because if the current through it
changes its intensity rapidly enough the
induced voltage may be appreciable. This
will be the case in even a few inches of
wire when an alternating current having a
frequency of the order of 100 MHz, or
higher is flowing. However, at much lower
frequencies the inductance of the same
wire could be ignored because the induced
voltage would be negligibly small.

Calculating Inductance

The approximate inductance of single-
layer air-core coils may be calculated from
the simplified formula

e
L H) = 9a + 10b
where
L = inductance in microhenrys
a = coil radius in inches
b = coil length in inches
n = number of turns

The notation is explained in Fig. 19. This
formula is a close approximation for coils
having a length equal to or greater than
0.8a.

Example: Assume a coil having 48 turns
wound 32 turns per inch and a diameter of
3/4inch. Thus,a = 0.75/2 = 0.375,b =
48/32 = 1.5, and n = 48. Substituting,




Fig. 19 — Coil dimensions used in the induc-
tance formula. The wire diameter does not
enter into the formula. The spacing has been
exaggerated in this illustration for clarity. The
formula is for closewound coils.

L =
375 x 375 x 48 X 48
(9 x .375) + (10 x 1.5)

= 17.6 yH

To calculate the number of turns of a
single-layer coil for a required value of
inductance,

_ VL(Ba + 10b)

a

Example: Suppose an inductance of
10 uH is required. The form on which the
coil is to be wound has a diameter of one
inch and is long enough to accommodate
a coil of 1-1/4 inches. Thena = 0.5, b =
1.25, and L = 10. Substituting,

_ V10@4.5 + 12.5) _ VT170
0.5 05
= 26.1 turns

A 26-turn coil would be close enough in
practical work. Since the coil will be 1.25
inches long, the number of turns per inch
will be 26.1/1.25 = 20.8. Consulting the
wire table, we find that no. 17 enameled
wire (or anything smaller) can be used. The
proper inductance is obtained by winding
the required number of turns on the form
and then adjusting the spacing between
the turns to make a uniformly spaced coil
1.25 inches long.

Inductance Charts

Most inductance formulas lose accuracy
when applied to small coils (such as are
used in vhf work and in low-pass filters
built for reducing harmonic interference
to television) because the conductor thick-
ness is no longer negligible in comparison
with the size of the coil. Fig. 20 shows the
measured inductance of vhf coils, and
may be used as a basis for circuit design.
Two curves are given: curve A is for coils
wound to an inside diameter of 1/2 inch;
curve B is for coils of 3/4 inch inside di-
ameter. In both curves the wire size is no.
12, winding pitch eight turns to the inch
(1/8 inch center-to-center turn spacing).
The inductance values given include leads
1/2 inch long.
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Fig. 20 — Measured inductance of coils wound with no. 12 bare wire, eight turns to the inch.
The values include half-inch leads. Inches x 25.4 = mm.

Machine-wound coils with the
diameters and turns per inch given in
Tables 4 and 5 are available in many radio
stores, under the trade names of **B&W
Miniductor,’”” ‘‘Air-dux’’ and
““Polycoil.” Figs. 21 and 22 are used with
Tables 4 and 5.

While forming a wire into a solenoid in-
creasces its inductance, this procedure also
introduces distributed capacitance. Since
cach turn is at a slightly different (ac)
potential, cach pair of turns forms a
parasitic capacitor. At some frequency the
effective capacitance will have a reactance
cqual to that of the inductance, and the
inductor will show sclf-resonance. (Reac-
tance and resonance are treated in the see-
tion on alternating current.) Above the
self-resonant frequency, a coil takes on
the reactive propertics of a capacitor in-
stecad of an inductor. The behavior of a
coil with respect to frequency is illustrated
in Fig. 23.

Sometimes it is useful to know the in-
ductance of a straight wire, such as a com-
ponent lcad. A straight, round, non-
magnctic wire in free space has an induc-
tance approximated by the formula

_ 2b
L = 0.0002b [(m =) = 0.75]

Table 4
Machine-Wound Coil Specifications

Coil Dia, No. of Turns  Inductance
Inches Per inch in uH
1-1/4 4 2.75
6 6.3
8 11.2
10 17.5
16 42.5
1-1/2 4 39
6 88
8 15.6
10 24.5
16 63
1-3/4 4 5.2
6 11.8
8 21
10 33
16 85
2 4 6.6
6 15
8 26.5
10 42
16 108
2-1/2 4 6.6
6 23
8 41
10 64
3 4 14
6 315
8 56
10 89

Inches x 254 = mm
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Table 5
Machine-Wound Coil Specifications
Coil Dia, No. of Turns  Inductance
Inches Per Inch in uH
1/2 4 0.18
(A) 6 0.40
8 0.72
10 1.12
16 29
32 12
5/8 4 0.28
(A) 6 0.62
8 1.1
10 1.7
16 44
32 18
3/4 4 06
(8) 6 1.35
8 2.4
10 38
16 99
32 40
1 4 1.0
(B) 6 23
8 42
10 6.6
16 16.9
32 68

Inches X 25.4 =mm.
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Fig. 21 — Factor to be applied to the induc-
tance of coils listed in Table 4 for coil lengths
up to five inches.
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Fig. 22 — Factor to be applied to the induc-
tance of colls listed in Table 5, as a function of
coil length. Use curve A for coils marked A,
and curve B for coils marked B.
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or

L = 0.0002b [(2.303 logyo %’) - 0.75]

where
L = inductance in uH
a = wire radius in mm
b = wire length in mm

If the dimensions are expressed in inches
the length coefficient (outside the
brackets) becomes 0.00508. These for-
mulas are valid for low frequencies; the
skin effect reduces the inductance at vhf
and above. As the frequency approaches
infinity, the constant within the brackets
approaches unity. As a practical matter,
the skin effect won’t reduce the induc-
tance by more than a few percent.

As an example, leta = 2mmand b =
100 mm. Most pocket calculators can
compute either natural or common
logarithms. Using the natural logarithm
function, the problem is formulated as
follows:

2(100
L = 0.0002(100)[¢tn ZCX) — 0.75]

0.02[(fn 100) - 0.75]
0.02 (4.606 — 0.75)
= (0.02) (3.855) = 0.077 uH

Fig. 24 is a graph of the inductance for
wires of various radii as a function of
length.

A vhf or uhf tank circuit can be
fabricated from a wire parallel to a
ground plane, with one end grounded. A
formula for the inductance of such an ar-
rangement is

L = 0.0004605b { log,o

A( b + Vb2 + a2 )
b + Vb2 +

A 4

+ 0.0002 (Jbz ¥ 4nz — VI + al
b
+g -+ a)

where
L
a
b

inductance in uH

wire radius in mm

wire length parallel to ground
plane in mm

h = wire height above ground plane
in mm

If the dimensions are in inches, the
numerical coefficients become 0.0117 for
the first term and 0.00508 for the second
term.

Suppose it is desired to find the induc-
tance of a wire 100 mm long and 2 mm in
radius, suspended 40 mm above a ground
plane. (The inductance is measured be-
tween the free end and the ground plane,

(A)

IMPEDANCE

4

4
, DEAL
7/ INDUCTOR

INDUCTIVE CAPACITIVE

FREQUENCY
SELF-RESONANCE

(B)

Fig. 23 — The proximity of the turns on a
solenoid forms parasitic capacitors, as
sketched in A. The net effect of these
capacitors is called the distributed
capacitance, and causes the coil to exhibit a
self-resonance, illustrated in B.

and the formula includes the inductance
of the 40-mm grounding link.) A person
skilled in the use of a sophisticated
calculator could produce the answer with
only a few key strokes, but to demonstrate
the use of the formula, begin by
cvaluating these quantities:

b + Vb2 + a2 = 100 + 100.02 =
200.02

b + Vb2 + 4h? = 100 + 128.06 =
228.06

2h _ 4
a

b _
T—ZS

Substituting these figures into the
formula yields:

L = 0.0004605(100) {log;o

[ (w0t

+ 0.0002 (128.06 — 100.02 + 25
- 80 + 2) = 0.066 uH.
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Another conductor configuration that
is frequently used for inductors is the
““flat”’ strip. This configuration has lower
skin-effect loss at high frequencies than
round wire because it has a higher surface
area-to-volume ratio. The inductance of
such a strip can be found from

L = 0.00508b[2.303 log,ow_zl’_h

w + h
+ 0.5 +0.2235 ———]

where
L = inductance in microhenrys
b = length in inches
w = width in inches
h = thickness in inches

Iron-Core Coils: Permeability

Suppose that the coil in Fig. 25 is
wound on an iron core having a
cross-sectional area of 2 square inches.
When a certain current is sent through the
coil it is found that there are 80,000 lines
of force in the core. Since the area is two
square inches, the flux density is 40,000
lines per square inch. Now suppose that
the iron core is removed and the same
current is maintained in the coil, and that
the flux density without the iron core is
found to be 50 lines per square inch. The
ratio of the flux density with the given
core material to the flux density (with the
same coil and same current) with an air
core is called the permeability of the
material. In this case the permeability of
the iron is 40,000/50 = 800. The induc-
tance of the coil is increased 800 times

by inserting the iron core since, other
things being equal, the inductance will be
proportional to the magnetic flux through
the coil.

The permeability of a magnetic material
varies with the flux density. At low flux
densities (or with an air core) increasing
the current through the coil will cause a
proportionate increase in flux, but at very
high flux densities, increasing the current
may cause no appreciable change in the
flux. When this is so, the iron is said to be
saturated. Saturation causes a rapid
decrease in permeability, because it
decreases the ratio of flux lines to those
obtainable with the same current and an
air core. Obviously, the inductance of an
iron-core inductor is highly dependent
upon the current flowing in the coil. In an
air-core coil, the inductance is indepen-
dent of current because air does not satu-
rate.

Iron core coils such as the one sketched
in Fig. 25 are used chiefly in power-supply
equipment. They usually have direct
current flowing through the winding, and
the variation in inductance with current is
usually undesirable. It may be overcome
by keeping the flux density below the
saturation point of the iron. This is done
by opening the core so that there is a small
“air gap,” as indicated by the dashed
lines. The magnetic ‘‘resistance” intro-
duced by such a gap is so large — even
though the gap is only a small fraction of
an inch — compared with that of the iron
that the gap, rather than the iron, controls
the flux density. This reduces the induc-

AIR GAP

Fig. 25 — Typical construction of an iron-core
inductor. The small air gap prevents magnetic
saturation of the iron and thus maintains the
inductance at high currents.

tance, but makes it practically constant
regardless of the value of the current.

For radio-frequency work, the losses in
iron cores can be reduced to a satisfactory
figure by grinding the iron into a powder
and then mixing it with a *‘binder” of
insulating material in such a way that the
individual iron particles are insulated
from each other. By this means cores can
be made that will function satisfactorily
even through the vhf range — that is, at
frequencies up to perhaps 100 MHz.
Because a large part of the magnetic path
is through a nonmagnetic material, the
permeability of the iron is low compared
with the values obtained at power-supply
frequencies. The core is usually in the
form of a ‘‘slug’’ or cylinder that fits
inside the insulating form on which the
coil is wound. Despite the fact that with
this construction the major portion of the
magnetic path for the flux is in air, the
slug is quite effective in increasing the coil
inductance. By pushing the slug in and out
of the coil, the inductance can be varied
over a considerable range.

Eddy Currents and Hysteresis

When alternating current flows through
a coil wound on an iron core an emf will
be induced, as previously explained, and
since iron is a conductor a current will
flow in the core. Such currents (called
eddy currents) represent a waste of power
because they flow through the resistance
of the iron and thus cause heating.
Eddy-current losses can be reduced by
laminating the core; that is, by cutting it
into thin strips. These strips or /laminations
must be insulated from each other by
painting them with some insulating
material such as varnish or shellac.

There is also another type of energy
loss: The iron tends to resist any change in
its magnetic state, so a rapidly-changing
current such as ac is forced continually to
supply energy to the iron to overcome this
“inertia.” l.osses of this sort are called
hysteresis losses.
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Fig. 26 — Inductances in series and parallel.

Eddy-current and hysteresis losses in
iron increase rapidly as the frequency of
the alternating current is increased. For
this reason, ordinary iron cores can be used
only at power and audio frequencies —
up to, say, 15,000 hertz. Even so, a very
good grade of iron or steel is necessary if
the core is to perform well at the higher
audio frequencies. Iron cores of this type
are completely useless at radio frequencies.

Inductances in Series and Parallel
When two or more inductors are
connected in series (Fig. 26) the total
inductance is equal to the sum of the
individual inductances, provided the coils
are sufficiently separated so that no coil is
in the magnetic field of another.
That is,

Liota = L1 + L2 + L3 + L4 + ...
If inductors are connected in parallel
(Fig. 26) — and the coils are sepa-
rated sufficiently, the total inductance is
given by

1

Liotal =
R U W R N
L1 L2 L3 | 7
and for two inductances in parallel,
_ Ll x L2
T L1+ L2

Thus the rules for combining inductances
in series and parallel are the same for
resistances, if the coils are far enough
apart so that each is unaffected by
another’s magnetic field. When this is not
so the formulas given above cannot be
used.

Mutual Inductance

If two coils are arranged with their axes
on the same line, as shown in Fig. 27, a
current sent through coil 1 will cause a
magnetic field which ‘“cuts” coil 2.
Consequently, an emf will be induced in
coil 2 whenever the field strength is
changing. This induced emf is similar to
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Fig. 27 — Mutual inductance. When the switch,
S, is closed current flows through coil no. 1,
setting up a magnetic field that induces an
emf in the turns of coil no. 2.

the emf of self-induction, but since it
appears in the second coil because of
current flowing in the first, it is a
“mutual” effect and results from the
mutual inductance between the two coils.

If all the flux set up by one coil cuts all
the turns of the other coil, the mutual
inductance has its maximum possible
value. If only a smail part of the flux set
up by one coil cuts, the turns of the other
the mutual inductance is relatively small.
Two coils having mutual inductance are
said to be coupled.

The ratio of actual mutual inductance
to the maximum possibie value that could
theoretically be obtained with two given
coils is called the coefficient of coupling
between the coils. It is frequently ex-
pressed as a percentage. Coils that have
nearly the maximum possible (coefficient
= | or 100 percent) mutual inductance are
said to be closely, or tightly, coupled, but
if the mutual inductance is relatively small
the coils are said to be /oosely coupled.
The degree of coupling depends upon the
physical spacing between the coils and
how they are placed with respect to each
other. Maximum coupling exists when
they have a common axis and are as close
together as possible (one wound over the
other). The coupling is least when the coils
are far apart or are placed so their axes are
at right angles.

The maximum possible coefficient of
coupling is closely approached only when
the two coils are wound on a closed iron
core. The coefficient with air-core coils
may run as high as 0.6 or 0.7 if one coil is
wound over the other, but will be much
less if the two coils are separated.
Although unity coupling is suggested by
Fig. 27, such coupling is possible only
when the coils are wound on a closed
magnetic core.

Time Constant:
Capacitance and Resistance

Connecting a source of emf to a
capacitor causes the capacitor to become
charged to the full emf practically

e
+ a
=t c ¢ E R
i T T |
(a) (B
Fig. 28 — lllustrating the time constant of an
RC circuit.
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Fig. 29 — How the voltage across a capacitor
rises, with time, when charged through a
resistor. The lower curve shows the way in
which the voltage decreases across the
capacitor terminals on discharging through the
same resistor.

instantaneously, if there is no resistance in
the circuit. However, if the circuit
contains resistance, as in Fig. 28A, the
resistance limits the current flow and an
appreciable length of time is required for
the emf between the capacitor plates to
build up to the same value as the emf of
the source. During this ‘‘building-up”
period, the current gradually decreases
from its initial value, because the in-
creasing emf stored on the capacitor offers
increasing opposition to the steady emf of
the source.

The voltage as a function of time while
the capacitor is being charged is given by

-t

RC

Vg = EQl - ")

where

(1) = capacitor emf in volts at time t

E = potential of charging source in
voits

t = time in seconds after initiation of
charging current

e = natural logarithmic base = 2.718

R = circuit resistance in ohms

C = capacitance in farads



<]
°

&*
ui 80
=]
-
g 60f =
H
-1
. 40|
-4
w
g 20
=]
(]
° L 2L 31
3L
© R R R
TIME
s R

? 3
l

Fig. 30 — Time constant of an LR circuit.

This exponential equation can be worked
on an inexpensive calculator by using the
inverse In function for e. Theoretically,
the charging process is never really fin-
ished, but eventually the charging current
drops to an unmeasurable value. When
t = RC, the above equation becomes

The RC product is called the time cons-
tant of the circuit and is the time required
to charge the capacitor to 63.2% of the
supply voltage. After two time constants
(t = 2RC) the capacitor will be charged to
another 63.2% of the remaining 36.8% of
the supply voltage for a total charge of
86.5%. After three time constants the
capacitor reaches 95% of the supply
voltage, and so on, as illustrated in the
upper curve of Fig. 29

If a charged capacitor is discharged
through a resistor, as indicated in Fig.
28B, the same time constant applies. If
there were no resistance, the capacitor
would discharge instantly when S was
closed. However, since R limits the
current flow the capacitor voltage cannot
instantly go to zero, but it will decrease
just as rapidly as the capacitor can rid
itself of its charge through R. When the
capacitor is discharging through a resis-
tance, the time constant (calculated in
the same way as above) is the time, in
seconds, that it takes for the capacitor to
lose 63% of its voltage; that is, for the
voltage to drop to 37% of its initial value.
The voltage as a function of time while the

capacitor is being discharged is given by
-1

Vo =Ell - (1 - eRCy

where
t = time in seconds after initiation of
discharge.
Inductance and Resistance
A comparable situation exists when

resistance and inductance are in series. In
Fig. 30, first consider L to have no
resistance and also assume that R is zero.
Then closing S would tend to send a
current through the circuit. However, the
instantaneous transition from no current
to a finite value, however small, represents
a very rapid change in current, and a back
emf 1s developed by the self-inductance of
L that is practically equal and opposite to
the applied emf. The result is that the
initial current is very small.

The back emf depends upon the change
in current and would cease to offer
opposition if the current did not continue
to increase. With no resistance in the
circuit (which would lead to an infinitely
large current, by Ohm'’s Law) the current
would increase forever, always growing
just fast enough to keep the emf of
self-induction equal to the applied emf.

When resistance is in series, Ohm’s Law
sets a limit to the value that the current
can reach. The back emf generated in L
has only to equal the difference between E
and the drop across R, because that
difference is the voltage actually applied
to L. This difference becomes smaller as
the current approaches the final Ohm's
Law value. Theoretically, the back emf
never quite disappears and so the current
never quite reaches the Ohm’s Law value,
but practically the differences become
unmeasurable after a time.

The current at any time after the switch
in Fig. 30 has been closed can be found
from

-R

L

E
lp=5 0 —-e )

R

where

l(y = current in amperes at time t

E = power supply potential in volts

t = time in seconds after initiation of

current

e = natural logarithmic base = 2.718

R = circuit resistance in ohms

L = inductance in henrys
The time required for the current to build
up to 63.2% of the maximum value is cal-
led the time constant and is equal to L/R.
After each time interval equal to this con-
stant the circuit conducts an additional
63.2% of the remaining current. This
behavior is graphed in Fig. 30.

An inductor cannot be ‘‘discharged’’ in
the simple circuit of Fig. 30 because the
magnetic field disappears as soon as cur-
rent flow ceases. Opening S does not leave
the inductor ‘‘charged.”’ The energy
stored in the magnetic field instantly
returns to the circuit when S is opened.
The rapid disappearance of the field
causes a very large voltage to be induced
in the coil — ordinarily many times larger
than the voltage applied, because the
induced voltage is proportional to the
speed with which the field changes. The
common result of opening the switch in a
circuit such as the one shown is that a
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Fig. 31 — Placing the switch in position B will
“discharge” the inductor as shown in the
graph. This is a theoretical model only; a
mechanical switch cannot change state instan-
taneously. A make-before-break switch could
generate the current curve shown, but would
short-circuit the battery.

spark or arc forms at the switch contacts
at the instant of opening. If the induc-
tance is large and the current in the circuit
is high, a great deal of energy is released in
a very short time. It is not at all unusual
for the switch contacts to burn or melt
under such circumstances. The spark or
arc at the opened switch can be reduced or
suppressed by connecting a suitable
capacitor and resistor in series across the
contacts. Such an RC combination is call-
ed a ‘‘snubber’’ network.

If the excitation is removed without
breaking the circuit, as diagrammed in
Fig. 31, the current will decay according
to the formula

—~tR
L

‘(t)=§l1—(1—e )|

where t = time in seconds after removal
of emf. After one time constant the cur-
rent will lose 63.2% of its steady-state
value (decay to 36.8% of the steady-state
value). The graph in Fig. 31 shows the
current decay waveform to be identical to
the voltage discharge waveform of a
capacitor. However, one should be
careful about applying the terms
‘‘charge’’ and ‘‘discharge’’ to an induc-
tive circuit. These terms refer to energy
storage in an electric field. An inductor
stores energy in a magnetic field.

Time constants play an important part
in numerous devices, such as electronic
keys, timing and control circuits, and
shaping of keying characteristics of
vacuum tubes. The time constants of cir-
cuits are also important in such applica-
tions as automatic gain control and noise
limiters.
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Alternéting Currents

In picturing current flow it is natural to
think of a single, constant force causing
the electrons to move. When this is so, the
electrons always move in the same direc-
tion through a path or circuit made up of
conductors connected together in a con-
tinuous chain. Such a current is called a
direct current, abbreviated dc. It is the
type of current furnished by batteries and
by certain types of generators.

It is also possible to have an emf that
periodically reverses. With this kind of
emf the current flows first in one direction
through the circuit and then in the other.
Such an emf is called an aiternating emf,
and the current is called an alternating
current (abbreviated ac). The reversals
(alternations) may occur at any rate from
a few per second up to several billion per
second. Two reversals make a cycle; in
one cycle the force acts first in one direc-
tion, then in the other, and then returns to
the first direction to begin the next cycle.
The number of cycles in one second is
called the frequency of the alternating
current. The inverse of frequency, or the
time duration of one cycle is the period of
the current.

The difference between direct current
and alternating current is shown in Fig.
32. In these graphs the horizontal axis
measures time, increasing toward the right
away from the vertical axis. The vertical
axis represents the amplitude or strength
of the current, increasing in either the up
or down direction away from the horizon-
tal axis. If the graph is above the horizon-
tal axis the current is flowing in one direc-
tion through the circuit (indicated by the
+ sign) and if it is below the horizontal
axis the current is flowing in the reverse
direction through the circuit (indicated by
the — sign). Fig. 32A shows that, if we
close the circuit — that is, make the path
for the current complete — at the time in-
dicated by X, the current instantly takes
the amplitude indicated by the height A.
After that, the current continues at the
same amplitude as time goes on. This is an
ordinary direct current.

If Fig. 32B, the current starts flowing
with the amplitude A at time X, continues
at that amplitude until time Y and then in-
stantly ceases. After an interval YZ the
current again begins to flow and the same
sort of start-and-stop performance is
repeated. This is an intermittent direct
current. We could get it by aiternately
closing and opening a switch in the circuit.
It is a direct current because the direction
of current flow does not change; the
graph is always on the + side of the
horizontal axis. The intermittent direct
current illustrated has an ac component,
however, which can be isolated by an elec-
trical circuit called a filter. Fiitering is
discussed in greater detail in later sections.
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Fig. 32 — Three types of current flow.
A—direct current; B—intermittent direct cur-
rent; C—alternating current.
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In Fig. 32 the current starts at zero, in-
creases in amplitude as time goes on until
it reaches the amplitude A/ while flowing
in the + direction, then decreases until it
drops to zero amplitude once more. At
that time (X) the direction of the current
flow reverses; this is indicated by the fact
that the next part of the graph is below the
axis. As time goes on the amplitude in-
creases, with the current now flowing in
the — direction, until it reaches amplitude
A2. Then the amplitude decreases until
finally it drops to zero (Y) and the direc-
tion reverses once more. This is an alter-
nating current.

Waveforms

The type of alternating current shown
in Fig. 32C is known as a sine wave. An
electrodynamic machine called an alter-
nator generates this waveshape because
the current induced in the stator winding
is proportional to the sine of the angle the
winding makes with the magnetic flux
lines produced by the rotating field. It is
also possible to generate a sine wave elec-
tronically. The variations in many ac
waves are not so smooth, nor is one half-
cycle necessarily just like the preceding
one in shape. However, these complex
waves can be shown to be the sum of two
or more sine waves of frequencies that are
exact integral (whole-number) multiples
of some lower frequency. The lowest fre-
quency is called the fundamental, and the
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Fig. 33 — A complex waveform. A fundamental
(top) and second harmonic (center) added
together, point by point at each instant, result
in the waveform shown at the bottom. When
the two components have the same polarity at
a selected instant, the resultant is the simple
sum of the two. When they have opposite
polarities, the resultant is the d/fference;

if the negative-polarity component is larger, the
resultant is negative at that instant.

higher frequencies are called harmonics.

Fig. 33 shows how a fundamental and a
second harmonic (twice the fundamental)
might add to form a compiex wave. Sim-
ply by changing the relative amplitudes of
the two waves, as well as the times at
which they pass through zero amplitude,
as infinite number of waveshapes can be
constructed from just a fundamental and
second harmonic. More complex wave-
forms can be constructed if more har-
monics are used.

When two or more sinusoidal or com-
plex signals that are not necessarily har-
monically related are applied to a com-
mon load resistor, the resuitant waveform
is the sum of the instantaneous voltages.
If the two signals have significantly dif-
ferent frequencies and amplitudes, they
are easily distinguishable as components
of a composite wave. The illustration in
Fig. 34 is an example of this phenomenon.
Two signals having equal amplitudes and
nearly equal frequencies combine to pro-
duce a composite wave that is not so sim-
ply analyzed. Shown in Fig. 35 are two
signals having a frequency relationship of
1.5:1. When the positive peaks coincide,
the resultant amplitude is twice that of
either tone. Similarly, when the maximum
negative excursion of one signal cor-
responds with the maximum positive ex-
cursion of the other, the resuitant
amplitude is the algebraic sum, or zero.
The negative peaks never coincide;
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Fig. 34 — Two tones of dissimilar frequency
and amplitude (A) are easily recognizable in
the composite waveform (B).

therefore this composite waveform is not
symmetrical about the zero axis. Notice
the periodic variation in the amplitude or
envelope of the composite waveform.
This variation has a frequency equal to
the difference or beat between the two
tones.

FREQUENCY AND WAVELENGTH

Frequencies ranging from about 15 to
15,000 cycles per second (cps, hertz or Hz)
arc called audio frequencies, because the
vibrations of air particles that our ears
recognize as sounds occur at a similar
rate. Audio frequencies (abbreviated af)
are uscd to actuate loudspeakers and thus
creatc sound waves.

Frequencies above about 15,000 cps are
called radio frequencies (rf) because they
arc useful in radio transmission. Frequen-
cies all the way up to and beyond
100,000,000,000 cps have been used for
radio purposes. At radio frequencics it
becomes convenient to use a unit larger
than the cycle. Three such units are the
kilohertz, which is equal to 1000 cycles (or
Hz) and is abbreviated kHz, the
megahertz, which is equal to 1,000,000
hertz or 1000 kilohertz, and is abbreviated
MHz, and the gigahertz, which is equal to
1,000,000,000 hertz or 1000 Mliz and is
abbreviated GHz.

Various radio frequencies are divided
into classifications. These classifications,
listed below, constitute the frequency
spectrum as far as it extends for radio pur-
poscs at the present tinie.

Fig. 35 — The graphic addition of equal
amplitude signals fairly close in frequency il-
lustrates the phenomenon of beats. The beat
note

3 1
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is visible in the resultant waveform.

Frequency Ci IaﬁEtalion Abbrev.
10 to 30 kH, Very-low frequencies  If

30 10 300 kH/ Low frequencies If

300 to 3000 kHs  Medium frequencies  mf

3 to 30 MH/ High frequencies hf

30 10 300 MH/
300 10 3000 MH/

Very-high frequencies  vht
Ultrahigh frequencies  uhf

3 to 30 GH/ Superhigh frequencies shf
30 to 300 GH/ Extremely-high freq.  ¢hf
Wavelength

Radio waves travel at the same speed as
light — 300,000,000 meters or about
186,000 miles per second in space. They
can be set up by a radio-frequency current
flowing in a circuit, because the rapidly
changing current sets up a magnetic field
that changes in the same way, and the
varying magnetic field in turn sets up a
varying clectric field. And whenever this
happens, the two fields radiate at the
speed of light.

Suppose an rf current has a frequency
of 3,000,000 cycles per second. The ficld
will go through complete reversals (one
cycle) in 1/3,000,000 second. In that same
period of time the fields — that is, the
wave — will move 300,000,000/ 3,000,000
mcters, or 100 meters. By the time the
wave has moved that distance the next cy-
cle has begun and a new wave has started
out. The first wave, in other words, covers
a distance of 100 meters before the begin-
ning of the next, and so on. This distance
is the wavelength.

The longer the time of one cycle — that
it, the lower the frequency — the greater
the distance occupied by each wave and
hence the longer the wavelength. The rela-
tionship between wavelength and frequen-
¢y is shown by the formula

A= 300,000
f
where

A = wavelength in meters
f = frequency in kilohertz

or
A 300
f
where
A = wavelength in meters

frequency 1n megahertz

Example: The wavelength correspon-
ding to a frequency of 3650 kilohertz is

_ 300,000 _ R

= 350 - 82.2 meters

Phase

The term phase essentially means

*‘time,’’ or the time interval between the
instant when one thing occurs and the in-
stant when a second related thing takes
place. The later event is said to /ag the
earlier, while the one that occurs first is
said to lead. In ac circuits the current
amplitude changes continuously, so the
concept of phase or time becomes
important. Phase can be measured in the
ordinary time units, such as the second,
but there is a more convenient method:
Since each ac cycle occupies exactly the
same amount of time as every other cycle
of the same frequency, we can use the
cycle itself as the time unit. Using the
cycle as the time unit makes the specifica-
tion or measurement of phase indepen-
dent of the frequency of the current, so
long as only one frequency is under con-
sideration at a time. When two or more
frequencies are to be considered, as in the
case where harmonics are present, the
phase measurements are made with re-
spect to the lowest, or fundamental, fre-
quency.

The time interval or *‘phase difference”
under consideration usually will be less
than one cycle. Phase difference could be
measured in decimal parts of a cycle, but
it is more convenient to divide the cycle
into 360 parts or degrees. A phase degree
is therefore 1/360 of a cycle. The reason
for this choice is that with sine-wave
alternating current the value of the
current at any instant is proportional to
the sine of the angle that corresponds to
the number of degrees — that is, length of
time — from the instant the cycle began.
There is no actual ‘‘angle’’ associated
with an alternating current. Fig. 36 should
help make this method of measurement
clear.

Measuring Phase

The phase difference between two cur-
rents of the same frequency is the time or

- $CYCLE -

180*  270°

o* 90* 360°

AMPLITUDE
o
T

- f*=9/2 CYCLE- —»{

Fig. 36 — An ac cycle is divided off into 360
degrees that are used as a measure of time or
phase.
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Fig. 37 — When two waves of the same fre-
quency start their cycles at slightly different
times, the time difference or phase difference
is measured in degrees. In this drawing wave B
starts 45 degrees (one-eighth cycle) tater than
wave A, and so lags 45 degrees behind A.

angle difference between corresponding
parts of cycles of the two currents. This is
shown in Fig. 37. The current labeled A
leads the one marked B by 45 degrees,
since A’s cycles begin 45 degrees earlier in
time. It is equally correct to say that B lags
A by 45 degrees.

Two important special cases are shown
in Fig. 38. In the upper drawing B lags 90
degrees behind A; that is, its cycle begins
just one-quarter cycle later than that of A.
When one wave is passing through zero,
the other is just at its maximum point.

In the lower drawing A and B are 180
degrees out of phase. In this case it does
not matter which one is considered to lead
or lag. B is always positive while A is
negative, and vice versa. The two waves
are thus completely out of phase.

The waves shown in Figs. 38 and 39
could represent current, voltage, or both.
A and B might be two currents in separate
circuits, or A might represent voltage and
B current in the same circuit. If A and B
represent two currents in the same circuit
(or two voltages in the same circuit) the

total or resultant current (or voltage) also
is a sine wave, because adding any number
of sine waves of the same frequency
always gives a sine wave also of the same
frequency.

Phase in Resistive Circuits

When an alternating voltage is applied
to a resistance, the current flows exactly in
step with the voltage. In other words, the
voltage and current are in phase. This is
true at any frequency if the resistance is
“‘pure” — that is, is free from the reactive
effects discussed in the next section.
Practically, it is often difficult to obtain a
purely resistive circuit at radio frequencies,
because the reactive effects become more
pronounced as the frequency is increased.

In a purely resistive circuit, or for
purely resistive parts of circuits, Ohm’s
Law is just as valid for ac of any frequency
as it is for dc.

Reactance: Alternating Current in
Capacitance

In Fig. 39 a sine-wave ac voltage having
a maximum value of 100 is applied to a
capacitor. In the period OA, the applied
voltage increases from 0 to 38; at the end
of this period the capacitor is charged to
that voltage. In interval AB the voltage
increases to 71; that is, 33 volts additional.
In this interval a smaller quantity of
charge has been added than in OA,
because the voltage rise during interval
AB is smaller. Consequently the average
current during AB is smaller than during
OA. In the third interval, BC, the voltage
rises from 71 to 92, an increase of 21 volts.
This is less than the voltage increase
during AB, so the quantity of electricity
added is less; in other words, the average
current during interval BC is still smaller.
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Fig. 38 — Two important special cases of
phase difference. In the upper drawing, the
phase difference between A and B is 90
degrees; in the lower drawing the phase dif-
ference is 180 degrees.

In the fourth interval, CB, the voltage
increases only 8 volts; the charge added is
smaller than in any preceding interval and
therefore the current also is smaller.

By dividing the first quarter cycle into a
very large number of intervals, it could be
shown that the current charging the
capacitor has the shape of a sine wave,
just as the applied voltage does. The
current is largest at the beginning of the
cycle and becomes zero at the maximum
value of the voltage, so there is a phase
difference of 90 degrees between the
voltage and current. During the first
quarter cycle the current is flowing in the
normal direction through the circuit, since
the capacitor is being charged. Hence the
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Fig. 39 — Voitage and current phase relationships when an alternating
voltage is applied to a capacitor.
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Fig. 40 — Phase relationships between voltage and current when an
alternating voltage is applied to an inductance.



current is positive, as indicated by the
dashed line in Fig, 39,

In the second quarter cycle — that is, in
the time from D to H, the voltage applied
to the capacitor decreases. During this
time the capacitor /loses its charge.
Applying the same reasoning, it is plain
that the current is small in interval DE
and continues to increase during each
succeeding interval. However, the current
is flowing against the applied voltage
because the capacitor is discharging into
the circuit. The current flows in the
negative direction during this quarter
cycle.

The third and fourth quarter cycles
repeat the events of the first and second,
respectively, with this difference — the
polarity of the applied voltage has
reversed, and the current changes to
correspond. In other words, an alter-
nating current flows in the circuit because
of the alternate charging and discharging
of the capacitance. As shown in Fig. 39,
the current starts its cycle 90 degrees
before the voltage, so the current in a
capacitor leads the applied voltage by 90
degrees.

Capacitive Reactance

The quantity of electric charge that can
be placed on a capacitor is proportional to
the applied emf and the capacitance. This
amount of charge moves back and forth in
the circuit once each cycle, and so the rate
of movement of charge — that is, the cur-
rent — is proportional to voltage, capa-
citance and frequency. If the effects of
capacitance and frequency are lumped
together, they form a quantity that plays a
part similar to that of resistance in Ohm'’s
Law. This quantity is called reactance,
and the unit for it is the ohm, just as in the
case of resistance. The formula for it is

1
Xc = 3¢

where

Xc = capacitive reactance in ohms
frequency in hertz
capacitance in farads

f =
C =
n=3.14

Although the unit of reactance is the
ohm, there is no power dissipation in
reactance. The energy stored in the
capacitor in one quarter of the cycle is
simply returned to the circuit in the next.

The fundamental units (cycles per
second, farads) are too cumbersome for
practical use in radio circuits. However, if
the capacitance is in microfarads (uF)
and the frequency is in megahertz (MHz),
the reactance will come out in ohms in the
formula.

Example: The reactance of a capacitor
of 470 pF (0.00047 uF) at a frequency of
7150 kHz (7.15 MHz) is

R S B
T 2afC T 6.28 X 7.15 x 0.00047

47.4 ohms

Inductive Reactance

When an alternating voltage is applied
to a pure inductance (one with no
resistance — all practical inductors have
resistance) the current is again 90 degrees
out of phase with the applied voltage.
However, in this case the current /ags 90
degrees behind the voltage — the opposite
of the capacitor current-voltage relation-
ship.

The primary cause for this is the back
emf generated in the inductance, and since
the amplitude of the back emf is
proportional to the rate at which the
current changes, and this in turn is
proportional to the frequency, the ampli-
tude of the current is inversely propor-
tional to the applied frequency. Also,
since the back emf is proportional to
inductance for a given rate of current
change, the current flow is inversely
proportional to inductance for a given
applied voltage and frequency. (Another
way of saying this is that just enough
current flows to generate an induced emf
that equals and opposes the applied
voltage.)

The combined effect of inductance and
frequency is called inductive reactance,
also expressed in ohms, and the formula
for it is

XL = 2nfL
where
XL = inductive reactance in ohms

f = frequency in hertz
L = inductance in henrys
n=3.14

Example: The reactance of a coil having
an inductance of 8 henrys, at a frequency
of 120 hertz, is

XL = 2nfL = 6.28 X 120 x 8
= 6029 ohms

In radio-frequency circuits the in-
ductance values usually are small and the
frequencies are large. If the inductance is
expressed in millihenrys and the frequency
in kilohertz, the conversion factors for the
two units cancel, and the formula for
reactance may be used without (first
converting to fundamental units. Similarly,
no conversion is necessary if the in-
ductance is in microhenrys and the
frequency is in megahertz.

Example: The reactance of a 15-
microhenry coil at a frequency of 14 MHz
is

XL = 2afL = 6.28 X 14 x 15
= 1319 ohms

The resistance of the wire of which the
coil is wound has no effect on the
reactance, but simply acts as though it
were a separate resistor connected in

series with the coil.

Ohm’s Law for Reactance

Ohm's Law for an ac circuit containing
only reactance is

- E _ _E
I = X E = IX X = T
where

E emf in volts

I = current in amperes
X = reactance in ohms

The reactance in the circuit may, of
course, be either inductive or capacitive.

Example: If a current of 2 amperes is
flowing through the capacitor of the
earlier example (reactance = 47.4 ohms) at
7150 kHz, the voltage drop across the
capacitor is

E =1IX =2 X 47.4 = 94.8 volts
If 420 volts at 120 hertz is applied to the

8-henry inductor of the earlier example,
the current through the coil will be

_E _ 40 _
I = X = G029 = .0697 A
= 69.7 mA

Reactance Chart

The accompanying chart, Fig. 41,
shows the reactance of capacitances from
1 pF to 100 uF, and the reactance of
inductances from 0.1 4H to 10 henrys, for
frequencies between 100 hertz and 100
megahertz. The approximate value of
reactance can be read from the chart or,
where more exact values are needed, the
chart will serve as a check on the order of
magnitude of reactances calculated from
the formulas given above, and thus avoid
**decimal-point errors.”

Reactances in Series and Parallel

When reactances of the same kind are
connected in series or parallel the resultant
reactance is that of the resultant inductance
or capacitance. This leads to the same rules
that are used when determining the
resultant resistance when resistors are
combined. That is, for series reactances of
the same kind the resultant reactance is

X =Xl + X2 + X3 + X4

and for reactances of the same kind in
parallel the resultant is

X = 1

1 1 1 1
or for two in parallel,

X1 x X2
X1 + X2

The situation is different when reac-
tances of opposite kinds are combined.

X =

Electrical Laws and Circuits 2-20




100,000
70,000
f
50,008
L

30,000 B
1 \‘
20,000}

REACTANCE IN OHMS

1l 1
(=4 c O © [«
o o O O (=3
L] 0n o~ o_ -
KILOHERTZ - MEGAHERTZ —J
FREQUENCY L INTERPOL ATION
SCALE
FOR L 8 C

Fig. 41—Inductive and capacitive reactance vs. frequency. Heavy lines represent multiples of 10, intermediate light lines multiples of five: e.g., the
light line between 10 uH and 100 uH represents 50 uH; the light line between 0.1 uF and 1 uF represents 0.5 uF, etc. Intermediate vaiuves can be
estimated with the help of the interpolation scale. Reactances outside the range of the chart may be found by applying appropriate factors to values
within the chart range. For example, the reactance of 10 henrys at 60 Hz can be found by taking the reactance to 10 henrys at 600 Hz and dividing by

10 for the 10-times decrease in frequency.

Since the current in a capacitance leads
the applied voltage by 90 degrees and the
current in an inductance lags the applied
voltage by 90 degrees, the voltages at the
terminals of opposite types of reactance
are 180 degrees out of phase in a series
circuit (in which the current has to be the
same through all elements), and the
currents in reactances of opposite types
are 180 degrees out of phase in a parallel
circuit (in which the same voltage is
applied to all elements). The 180-degree
phase relationship means that the currents
or voltages are of opposite polarity, so in
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the series circuit of Fig. 42A the voltage
E,| across the inductive reactance X is of
opposite polarity to the voltage E across
the capacitive reactance Xc, Thus if we
call X “‘positive’” and Xc ‘‘negative’’ (a
common convention) the applied voltage
Eacis EL — Ec. In the parallel circuit at
B the total current, I, is equal to I — I,
since the currents are 180 degrees out of
phase.

In the scries case, therefore, the resul-
tant reactance of X, and X¢ is

X =

and in the parallel case (Fig. 42B),

X = —XXc
X

Note that in the series circuit the total
reactance is negative if Xc is larger than
X; this indicates that the total reactance
is capacitive in such a case. The resultant
reactance in a series circuit is always
smaller than the larger of the two in-
dividual reactances.

In the parallel circuit, the resultant
reactance is negative (i.e., capacitive) if




(i

\
)
|9 Ic
| 3
Eac + Eac XL =Xc
o]
Ec
XCT
(A)

(8)

Fig. 42 — Series and parallel circuits contain-
ing opposite kinds of reactance.

XL is larger than X, and positive (induc-
tive) if X is smaller than X¢, but in every
case is always larger than the smaller of
the two individual reactances.

In the special case where X; = Xc, the
total reactance is zero in the series circuit
and infinitely large in the parallel circuit.

Reactive Power

In Fig. 42A the voltage drop across the
inductor is larger than the voltage applied
to the circuit. This might seem to be an
impossible condition, but it is not; the
explanation is that while energy is being
stored in the inductor’s magnetic field,
energy is being returned to the circuit
from the capacitor’s electric field, and vice
versa. This stored energy is responsible for
the fact that the voltages across reactances
in series can be larger than the voltage
applied to them.

In a resistance the flow of current
causes heating and a power loss equal to
I?R. The power in a reactance is equal to
12X, but is not a “loss’’; it is simply
power that is transferred back and forth
between the field and the circuit but not
used up in heating anything. To dis-
tinguish this “nondissipated”” power from
the power which is actually consumed, the
unit of reactive power is called the
volt-ampere-reactive, or var, instead of the
watt. Reactive power is sometimes called
“wattless”” power.

Impedance

When a circuit contains both resistance
and reactance the combined effect of the
two is calied impedance, symbolized by the
letter Z. (Impedance is thus a more gene-
ral term than either resistance or reac-
tance, and is frequently used even for
circuits that have only resistance or
reactance although usually with a qualifi-
cation — such as *‘resistive impedance” to
indicate that the circuit has only resis-
tance, for example.)

The reactance and resistance compris-
ing an impedance may be connected either
in series or parallel, as shown in Fig. 43.
In these circuits the reactance is shown as
a box to indicate that if may be either in-
ductive or capacitive. In the series circuit
the current is the same in both elements,

with (generally) different voltages appear-
ing across the resistance and reactance. In
the parallel circuit the same voltage is ap-
plied to both elements, but different cur-
rents flow in the two branches.

Since in a resistance the current is in
phase with the applied voltage while in a
reactance it is 90 degrees out of phase with
the voltage, the phase relationship be-
tween current and voltage in the circuit as
a whole may be anything between zero
and 90 degrees, depending on the relative
amounts of resistance and reactance.

Series Circuits

When resistance and reactance are in
series, the impedance of the circuit is

7 = \/’ RI+ X2
where

Z = impedance in ohms

R = resistance in ohms

X = reactance in ohms
The reactance may be either capacitive or
inductive. 1f there are two or more
reactances in the circuit they may be
combined into a resultant by the rules
previously given, before substitution into
the formula above; similarly for resis-
tances.

The “‘square root of the sum of the
squares’’ rule for finding impedance in a
series circuit arises from the fact that the
voltage drops across the resistance and
reactance are 90 degrees out of phase, and
so combine by the same rule that applies
in finding the hypotenuse of a right-
angled triangle when the base and altitude
are known,

Parallel Circuits

With resistance and reactance in
parallel, as in Fig. 43B, the impedance is
_ —_RX
L= TrRex

where the symbols have the same meaning
as for series circuits.

Just as in the case of series circuits, a
number of reactances in parallel should be
combined to find the resultant reactance
before substitution into the formula above;
similarly for a number of resistances in
parallel.

Equivalent Series and Parallel Circuits

The two circuits shown in Fig. 43 are
equivalent if the same current flows when
a given voltage of the same frequency is
applied, and if the phase angle between
voltage and current is the same in both
cases. It is in fact possible to *‘transform®’
any given series circuit into an equivalent
parallel circuit, and vice versa.

Transformations of this type often lead
to simplification in the solution of
complicated circuits. However, from the
standpoint of practical work the useful-
ness of such transformations lies in the
fact that the impedance of a circuit may be
modified by the addition of either series or
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Fig. 43 — Series and parallel circuits contain-
ing resistance and reactance.

parallel elements, depending on which
happens to be most convenient in the
particular case. Typical applications are
considered later in connection with tuned
circuits and transmission lines.

A series RX circuit can be converted in-
to its parallel equivalent by means of the
formula

Rg3 + X2
R =;and
P RS

R + X¢?
X = =

where the subscripts p and s represent the
parallel- and series-equivalent values,
respectively. If the parallel values are
known, the equivalent series circuit can be
found from

R
R = —L——R - and
] +(—&>
Xp
X, = R(R,
Xp
Circuits containing reactance and

resistance in any series or parallel com-
bination are called complex circuits. The
term  ‘‘complex’ means that the
numerical resistance and reactance values
can’'t be combined arithmetically because
the voltages (in series circuits) and cur-
rents (in parallel circuits) are not in phase.
Complex notation for a series RX circuit
has the form R = jX, wherej =/ = 1.
The reactive portion of the impedance is
called the imaginary component, because
the square root of a negative number can
be represented only by a mathematical
operator. This is so because squaring a
positive or negative number always pro-
duces a positive result.

If the reactance is inductive, the sign of
the j operator is positive; a negative sign
indicates a capacitive reactance. The
resistive part of the impedance is called
the real component.

The magnitudeé of the impedance (in
series-equivalent form) is represented by
Z =VRZ + X2. Magnitude is simply a
numerical quantity expressing the ratio of
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voltage to current at the terminals of the
complex circuit — it provides no informa-
tion about the type or amount of reac-
tance present.

If parallel circuits are to be expressed in
R # jX form, the R and X components
must first be transformed into their series-
equivalent values. A useful complex nota-
tion for parallel circuits expresses the
components in terms of conductance and
susceptance, the resultant being admit-
tance. These concepts are treated in detail
in the section on radio frequency circuits.
For a thorough explanation of complex
circuits with practical examples, see Hall,
“A Simple Approach to Complex Cir-
cuits,”” July 1977 QST.

Another way to represent a complex im-
pedance is to indicate the magnitude and
the phase angle in the polar form Z L8.
Given any two of the three quantities R, X
and Z, the phase angle can be determined
by

X
6 = arctan —
ctan R or

. X
6 = arcsin - or

SPeY R
arccos —Z—
Inductive reactances are assigned positive
X values which lead to positive values of
8. Conversely, capacitive reactance causces
0 to be negative. Since the current in an in-
ductor lags the applied voltage (voltage
leads the current), defining 6 as the angle
by which the voltage at the terminals of
the complex impedance /eads the current
makes for consistency — a negative value
of 6 indicates the angle by which the
voltage /ags the current. Note that the ar¢
cosine formula will not produce a sign for
the phase angle unless the sign of the reac-
tance is known.

0 =

Ohm’s Law for Impedance

Ohm’s Law can be applied to circuits
containing impedance just as readily as to
circuits having resistance or reactance
only. The formulas are

Ed s ll

E
zZ = T
where E = emf in volts

I = current in amperes
Z = impedance in ohms

Fig. 44 shows a simple circuit consisting
of a resistance of 75 ohms and a reactance

of 100 ohms in series. From the formula
previously given, the impedance is

J RI4X,?
V(751 H100)? =
Chapter 2

Z =

4
2423

125

R =75 OHMS

XL 3 1000HMS

Fig. 44 — Circuit used as an example for im-
pedance calculations.

If the applied voltage is 250, then

2 amperes

This current flows through both the
resistance and reactance, so the voltage
drops are

Eg = IR = 2 x 75 = 150 volts
EXL = IXL =2 x 100 = 200 volts

The simple arithmetical sum of these two
drops, 350 volts, is greater than the
applied voltage because the two voltages
are 90 degrees out of phase. Their actual

resultant, when phase is taken into
account, is
v (150)24200)? = 250 volts

Power Factor

In the circuit of Fig. 44 an applied emf
of 250 volts results in a current of 2
amperes, giving an apparent power of 250
X 2 = 500 watts. However, only the
resistance actually consumes power. The
power in the resistance is
P = 'R = (2)! x75 = 300 watts
The ratio of the power consumed to the
apparent power is called the power factor
of the circuit, and in this example the
power factor would be 300/500 = 0.6.
Power factor is frequently expressed as a
percentage; in this case, it would be 60
percent.

“Real” or dissipated power is measured
in watts; apparent power, to distinguish it
from real power, is measured in volt-
amperes. It is simply the product of volts
and amperes and has no direct relation-
ship to the power actually used up or dis-
sipated unless the power factor of the cir-
cuit is known. The power factor of a pure-
ly resistive circuit is 100 percent or 1,
while the power factor of a pure reactance
is zero. In this illustration, the reactive
power is

VAR X = (2)* x 100

400 volt-amperes

An cquivalent definition of power fac-
tor is

R

V4

or cos . Since power factor is always
rendered as a positive number, the value
must be followed by the words “*leading’’
or ‘“‘lagging’’ to identify the phase of the
voltage with respect to the current. Speci-
fying the numerical power factor is not
always sufficient. For example, many dc-
to-ac power inverters can safely operate
loads having a large net reactance of one
sign but only a small reactance of the op-
posite sign.

Reactance and Complex Waves

It was pointed out earlier in this chapter
that a complex wave (a *‘nonsinusoidal”
wave) can be resolved into a fundamental
frequency and a series of harmonic
frequencies. When such a complex voltage
wave is applied to a circuit containing
reactance, the current through the circuit
will not have the same wave shape as the
applied voltage. This is because the
reactance of an inductor and capacitor
depend upon the applied frequency. For
the second-harmonic component of a
complex wave, the reactance of the
inductor is twice and the reactance of the
capacitor one-half their respective values
at the fundamental frequency; for the
third harmonic the inductor reactance is
three times and the capacitor reactance
one-third, and so on. Thus the circuit
impedance is different for each harmonic
component.

Just what happens to the current wave
shape depends upon the values of
resistance and reactance involved and
how the circuit is arranged. In a simple
circuit with resistance and inductive
reactance in series, the amplitudes of the
harmonic currents will be reduced because
the inductive reactance increases in pro-
portion to frequency. When capacitance
and resistance are in series, the harmonic
current is likely to be accentuated because
the capacitive reactance becomes lower as
the frequency is raised. When both
inductive and capacitive reactance are
present the shape of the current wave can
be altered in a variety of ways, depending
upon the circuit and the “constants,” or
the relative values of L, C and R, selected.

This property of nonuniform behavior
with respect to fundamental and har-
monics is an extremely useful one. It is the
basis of ‘‘filtering,” or the suppression of
undesired frequencies in favor of a single
desired frequency or group of such
frequencies.

AC Waveform Measurements

The time dependence of alternating cur-
rent raiscs questions about defining and
measuring values of voltage, current and
power. Because these parameters change
from one instant to the next, one might




wonder, for example, which point on the
¢ycle characterizes the voltage or current
for the entire cycle. Viewing a single-tone
(that is, a pure sine wave) signal on an
oscilloscope, the easiest dimension to
measure is the total vertical displacement,
or peak-to-peak voltage. This value, ab-
breviated pk-pk, is important in
evaluating the signal-handling capability
of a linear processing device such as an
electronic amplifier or ferromagnetic
transformer. If the steepest part of the
waveform has a potential of zero, the
signal has equal positive and negative ex-
cursions and no dc bias. The oscilloscope
measurement of the maximum positive or
negative excursion, or maximum instan-
taneous potential, is called the peak (pk)
voltage, and in a symmetrical waveform it
has half the value of the. peak-to-peak
amplitude. Insulators, air gaps and
capacitor dielectrics must withstand the
peak value of an ac voltage. In a well-
designed ac-to-dc power supply the rec-
tified dc output voltage will be nearly
equal to the peak ac voltage.

When an ac voltage is applied to a
resistor, the resistor will dissipate energy
in the form of heat, just as if the voltage
were dc. The dc voltage that would cause
identical heating in the ac-excited resistor
is the root-mean-square (rms) value of the
ac voltage. The rms voltage of any
waveform can be determined with the use
of integral calculus, but for a pure sine
wave the following relationships hold:

Vok = Vims X V2= V0 x 1.414

\/—Vg_iz Vo X 0.707.
Unless otherwise specified or obvious
from context, ac voltage is rendered as an
rms, value. For example, the household
117-Vac outlet provides 117 V.., 165.5
Vpk and 331 Vpk-pk'

An ¢lectrodynamic instrument such as a
meter movement responds to the average
value of an ac waveform. Again, integral
calculus is required for computation of
the average value of the general (complex)
wave, but for a sinusoidal signal the peak,
rms and average signals are related by the

and Vo =

Transformers

Two coils having mutual inductance
constitute a transformer. The coil con-
nected to the source of energy is called the
primary coil, and the other is called the
secondary coil.

The usefulness of the transformer lies in
the fact that electrical energy can be
transferred from one cirenit to another

(B)

Fig. 45 — Ac voltage and current measure-
ments. The sine-wave parameters are il-
lustrated at A, while B shows the peak
envelope voltage for a composite waveform.

formulas:
Vayg = Vo X 0.636 = V0 X 0.899

and

\%
Vok :W‘;‘; = Vo X 1.572.
Thus, our 117 Vac outlet provides an
average voltage of 105.2.

Part A of Fig. 45 illustrates the four
voltage parameters of a sine wave. The
most accurate way to determine the rms
voltage of a complex wave is to measure
the heat produced by applying the com-
plex voltage to a known resistance and
measure the dc voltage required to pro-
duce the same heat. However, some
modern electronic voltmeters provide ac-
curate rms readings by performing
mathematical operations on the wave-
form. The ratio of peak voltage to rms
voltage of an ac signal is called the crest
Sfactor. From the relationships presented
earlier, the crest factor of a sine wave is

The significant dimension of a multi-
tone signal is the peak envelope voltage,
shown in part B of Fig. 45. PEV is impor-

without direct connection, and in the
process can be readily changed from one
voltage level to another. Thus, if a device
to be operated requires, for example, 7
volts ac and only a 440-volt source is
available, a transformer can be used to
change the source voltage to that required.
A transformer can he used only with ac,

tant in calculating the power in a
modulated signal, such as that from an
amateur ssb voice transmitter,

All that has been said about voltage
measurements applies also to current
(provided the load is resistive) because the
waveshapes are identical. However, the
terms rms, average and peak have dif-
ferent meanings when they refer to ac
power. The reason is that while voltage
and current are sinusoidal functions of
time, power is the product of voltage and
current, and this product is a sine squared
function. The mathematical operations
that define rms, average and so on will
naturally yield different results when ap-
plied to this new function. The relation-
ships between ac voltage, current and
power follow:

Rms voltage X rms current =
power # rms power

average

The average power used to heat a resistor
is equal to the dc power required to pro-
duce the same heat. Rms power is a
mathematical curiosity only and has no
physical significance. Many audio
amplifiers have power ratings in rms
watts, but this is a misnomer; the figures
specified are really average watts.

Peak voltage X peak current = peak
power = 2 X average power. Unfor-
tunately, the definition given above for
peak power conflicts with the meaning of
the term when it is used in radio work.
Peak power output of a radio transmitter
is the power averaged over the rf cycle
having the greatest amplitude. Modulated
signals are not purely sinusoidal because
they are composites of two or more tones.
However, the cycle-to-cycle variation is
small enough that sine-wave measurement
techniques produce accurate results. In
the context of radio signals then, peak
power means ‘‘maximum average’’
power. Peak envelope power (PEP) is the
parameter most often used to express the
maximum signal-handling capability of a
linear amplifier. To compute the PEP of a
waveform such as that sketched in Fig.
45B, multiply the PEV by 0.707 to obtain
the rms value, square the result and divide
by the load resistance.

since no voltage will be induced in the
secondary if the magnetic field is not
changing. If dc is applied to the primary
of a transformer, a voltage will be:induced
in the secondary only at the instant of
closing or opening the primary circuit,
since it is only at these times that the field
is ¢changing.
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Fig. 46 — The transformer. Power is transfer-
red from the primary coil to the secondary by
means of the magnetic field. The lower symbol
at left indicates an iron-core transformer, the
right one an air-core transformer.

The Iron-Core Transformer

As shown in Fig. 46, the primary and
secondary coils of a transformer may be
wound on a core of magnetic material.
This increases the inductance of the coils
so that a relatively small number of turns
may be used to induce a given value of
voltage with a small current. A closed core
(one having a continuous magnetic path)
such as that shown in Fig. 41 also tends to
ensure that practically all of the field set
up by the current in the primary coil will
cut the turns of the secondary coil.
However, the core introduces a power loss
because of hysteresis and eddy currents,
so this type of construction is normally
practicable only at power and audio fre-
quencies. The discussion in this section is
confined to transformers operating at
such frequencies.

Voltage and Turns Ratio

For a given varying magnetic field, the
voltage induced in a coil in the field will be
proportional to the number of turns in the
coil. If the two coils of a transformer are
in the same field (which is the case when
both are wound on the same closed core)
it follows that the induced voltages will be
proportional to the number of turns in
each coil. In the primary the induced

o voltage is practically equal to, and
opposes, the applied voltage, as described
earlier. Hence,

where E; = secondary voltage
ENS primary applied voltage
ns = number of turns on secondary
n, = number of turns on primary

The ratio, ny/np is called the secondary-
to-primary (turns ratio of the transformer.

Example: A transformer has a primary
of 400 turns and a secondary of 2800
turns, and an emf of 117 volts is applied to
the primary.

"2-25 Chapter 2

— 2800 _
= %0 X N7 =7 x 17

= 819 volts

Also, if an emf of 819 volts is applied to
the 2800-turn winding (which then be-
comes the primary) the output voltage
from the 400-turn winding will be 117
volts.

Either winding of a transformer can be
used as the primary, provided the
winding has enough turns (enough induc-
tance) to induce a voltage equal to the
applied voltage without requiring an
excessive current flow.

Effect of Secondary Current

The current that flows in the primary
when no current is taken from the
secondary is called the magnetizing current
of the transformer. In any properly
designed transformer the primary induc-
tance will be so large that the magnetizing
current will be quite small. The power
consumed by the transformer when the
secondary is “‘open’ — that is, not deliver-
ing power — is only the amount necessary
to supply the losses in the iron core and in
the resistance of the wire with which the
primary is wound.

When power is taken from the secon-
dary winding, the secondary current sets
up a magnetic field that opposes the field
set up by the primary current. But if the
induced voltage in the primary is to equal
the applied voltage, the original field must
be maintained. Consequently, the primary
must draw enough additional current to
set up a field exactly equal and opposite to
the field set up by the secondary current.

In practical calculations on trans-
formers it may be assumed that the entire
primary current is caused by the secondary
“load.” This is justifiable because the
magnetizing current should be very small
in comparison with the primary ‘load”
current at rated power output.

If the magnetic fields set up by the
primary and secondary currents are to be
equal, the primary current multiplied by
the primary turns must equal the secon-
dary current multiplied by the secondary
turns. From this it follows that

where Ip = primary current
Is = secondary current
np = number of turns on primary
ns = number of turns on secondary

Example: Suppose that the secondary
of the transformer in the previous
example is delivering a current of 0.2
ampere to a load. Then the primary
current will be

=N\ = 2800 _
<n_p>ls Z x 02 =7 x 02

= l.4ampere

Although the secondary voltage is higher
than the primary voltage, the secondary
current is lower than the primary current,
and by the same ratio.

Power Relationships; Efficiency

A transformer cannot create power; it
can only transfer it and change the emf.
Hence, the power taken from the secon-
dary cannot exceed that taken by the pri-
mary from the source of applied emf.
There is always some power loss in the
resistance of the coils and in the iron core,
so in all practical cases the power taken
from the source will exceed that taken
from the secondary. Thus,

P, = nP;

where Po = power output from secondary
P, = power input to primary
n = efficiency factor
The efficiency, n, always is less than 1. It
is usually expressed as a percentage; if n is
0.65, for instance, the efficiency is 65
percent.

Example: A transformer has an effi-
ciency of 85 percent as its full-load output
of 150 watts. The power input to the pri-
mary at full secondary load will be

150

P 0.85

= 176.5 watts

—_— PO
~n

A transformer is usually designed to
have the highest efficiency at the power
output for which it is rated. The efficiency
decreases with either lower or higher
outputs. On the other hand, the /osses in
the transformer are relatively small at low
output but increase as more power is
taken. The amount of power that the
transformer can handle is determined by
its own losses, because these heat the wire
and core. There is a limit to the
temperature rise that can be tolerated,
because a too-high temperature either will
melt the wire or cause the insulation to
break down. A transformer can be
operated at reduced output, even though
the efficiency is low, because the actual
loss will be low under such conditions.

The full-load efficiency of small power
transformers such as are used in radio
receivers and transmitters usually lies
between about 60 and 90 percent,
depending upon the size and design.

Leakage Reactance

In a practical transformer not all of the
magnetic flux is common to both windings,
although in well-designed transformers
the amount of flux that “‘cuts’ one coil
and not the other is only a small percen-
tage of the total flux. This leakage flux
causes an emf of self-induction; conse-
quently, there are small amounts of /eakage
inductance associated with both windings
of the transformer. Leakage inductance
acts in exactly the same way as an equiva-
lent amount of ordinary inductance in-
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Fig. 47 — The equivalent circuit of a transformer includes the effects of leakage inductance and
resistance of both primary and secondary windings. The resistance R, is an equivalent resistance
representing the core losses. Since these are comparatively small, their effect may be neglected

in many approximate calculations.

serted in series with the circuit. It has,
therefore, a certain reactance, depending
upon the amount of leakage inductance
and the frequency. This reactance is called
leakage reactance.

Current flowing through the leakage
reactance causes a voltage drop. This
voltage drop increases with increasing
current, hence it increases as more power
is taken from the secondary. Thus, the
greater the secondary current, the smaller
the secondary terminal voltage becomes.
The resistances of the transformer wind-
ings also cause voltage drops when cur-
rent is flowing; although these voltage
drops are not in phase with those caused
by leakage reactance, together they result
in a lower secondary voltage under load
than is indicated by the turns ratio of the
transformer.

At power frequencies (60 Hz) the
voltage at the secondary, with a reason-
ably well-designed transformer, should
not drop more than about 10 percent from
open-circuit conditions to full load. The
drop in voltage may be considerably more
than this in a transformer operating at
audio frequencies because the leakage
reactance increases directly with the fre-
quency. The various transformer losses
are modeled in Fig. 47.

Impedance Ratio

In an ideal transformer — one without
losses or leakage reactance — the follow-
ing relationship is true:

2
N
Z = Z[N—p]

where
Z, = impedance looking into
primary terminals from
source of power
Z = impedance of load con-
nected to secondary
Np/Ns = turns ratio, primary to

secondary

That is, a load of any given impedance
connected to the secondary of the
transformer will be transformed to a
different value “looking into” the primary
from the source of power. The impedance
transformation is proportional to the
square of the primary-to-secondary turns
ratio.

Example: A transformer has a primary-
to-secondary turns ratio of 0.6 (primary
has 6/10 as many turns as the secondary)
and a load of 3000 ohms is connected to
the secondary. The impedance looking
into the primary then will be

2

z[%&] = 3000 x (0.6)!

S

Z =

= 3000 x 0.36 = 1080 ohms

By choosing the proper turns ratio, the
impedance of a fixed load can be
transformed to any desired value, within
practical limits. If transformer losses can
be neglected, the transformed or “reflected”
impedance has the same phase angle as
the actual load impedance; thus, if the
load is a pure resistance, the load pre-
sented by the primary to the source of
power also will be a pure resistance.

The above relationship may be used in
practical work even though it is based on
an “ideal” transformer. Aside from the
normal design requirements of reasonably
low internal losses and low leakage
reactance, the only requirement is that the
primary have enough inductance to
operate with low magnetizing current at
the voltage applied to the primary.

The primary impedance of a transfor-
mer — as it appears to the source of power
— is determined wholly by the load con-
nected to the secondary and by the turns
ratio. If the characteristics of the trans-
former have an appreciable effect on the
impedance presented to the power source,
the transformer is either poorly designed
or is not suited to the voltage and
frequency at which it is being used. Most
transformers will operate quite well at
voltages from slightly above to well below
the design figure.

Impedance Matching

Many devices require a specific value of
load resistance (or impedance) for op-
timum operation. The impedance of the
actual load that is to dissipate the power
may differ widely from this value, so a
transformer is used to change the actual
load into an impedance of the desired
value. This is called impedance matching.
From the preceding,

where

Np/Ns = required turns ratio, prima

P q p ry
to secondary

Z, = primary impedance required

Z: = impedance of load connected
to secondary

Example: A vacuum-tube af amplifier
requires a load of 5000 ohms for optimum
performance, and is to be connected to a
loudspeaker having an impedance of 10
ohms. The turns ratio, primary to
secondary, required in the coupling
transformer is

N / /75000
WV = i_"= 51—0 = 500 =224
S s

The primary therefore must have 224
times as many turns as the secondary.

Impedance matching means, in general,
adjusting the load impedance — by means
of a transformer or otherwise — to a
desired value. However, there is also
another meaning. It is possible to show
that any source of power will deliver its
maximum possible output when the
impedance of the load is equal to the
internal impedance of the source. The
impedance of the source is said to be
“matched” under this condition. The
efficiency is only 50 percent in such a case;
just as much power is used up in the
source as is delivered to the load. Because
of the poor efficiency, this type of
impedance matching is limited to cases
where only a small amount of power is
available and heating from power loss in
the source is not important.

Transformer Construction

Transformers usually are designed so
that the magnetic path around the core is
as short as possible. A short magnetic
path means that the transformer will
operate with fewer turns, for a given
applied voltage, than if the path were
long. A short path also helps to reduce
flux leakage and therefore minimizes
leakage reactance.

Two core shapes are in common use, as
shown in Fig. 48. In the shell type both
windings are placed on the inner leg, while
in the core type the primary and sec-
ondary windings may be placed on
separate legs, if desired. This is sometimes
done when it is necessary to minimize
capacitive effects between the primary
and secondary, or when one of the win-
dings must operate at very high voltage.

Core material for small transformers is
usuaily silicon steel, called “transformer
iron.” The core is built up of laminations,
insulated from each other (by a thin
coating of shellac, for example) to prevent
the flow of eddy currents. The laminations
are interleaved at the ends to make the
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Fig. 48 — Two common types of transformer
construction. Core pieces are interleaved to
provide a continuous magnetic path.
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Fig. 43 — The autotransformer is based on the
transformer principle, but uses only one
winding. The line and load currents in the com-
mon winding (A) flow in opposite directions, so
that the resultant current is the difference bet-
ween them. The voltage across A is propor-
tional to the turns ratio.

magnetic path as continuous as possible
and thus reduce flux leakage.

The number of turns required in the
primary for a given applied emf is deter-
mincd by the size, shape and type of core
material used, and the frequency. The
number of turns required is inversely pro-
portional to the cross-sectional area of the
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core. As a rough indication, windings of
small power transformers frequently have
about six to eight turns per volt on a core
of 1-square-inch (645 sq. mim) cross sec-
tion and have a magnetic path 10 or 12
inches (254 or 305 mm) in length. A longer
path or smaller cross section requires
more turns per volt, and vice versa.

In most transformers the coils are
wound in layers, with a thin sheet of
treated-paper insulation between each
layer. Thicker insulation is used between
coils and between coils and core.

Autotransformers

The transformer principle can be
utilized with only one winding instead of
two, as shown in Fig. 49; the principles
just discussed apply equally well. A
one-winding transformer is called an
autotransformer. The current in the com-
mon section (A) of the winding is the
difference between the line (primary) and
the load (secondary) currents, since these
currents are out of phase. Hence, if the
line and load currents are nearly equal,
the common section of the winding may
be wound with comparatively small wire,
This will be the case only when the
primary (line) and secondary (load)
voltages are not very different. The
autotransformer is used chiefly for boost-
ing or reducing the power-line voltage by
relatively small amounts. Continuously
variable autotransformers are commer-
cially available under a variety of trade
names; ‘“‘Variac” and *‘Powerstat"” are
typical examples.

Ferromagnetic Transformers and Inductors

The design concepts and general theory
of transformers which is presented earlier
in this chapter apply also to transformers
which are wound on ferromagnetic core
materials (ferrite and powdered iron). As
is the case with stacked cores made of
laminations in the classic I and E shapes,
the core material has a specific permeabi-
lity factor which determines the inductance
of the windings versus the number of wire
turns used. Both ferrite and powdered-
iron materials are manufactured with a
wide range of wu; (initial permeability)
characteristics. The value chosen by the
designer will depend upon the intended
operating frequency and the desired band-
width of a given broadband transformer.

Core-Types in Common Use

For use in radio-frequency circuits
especially, a suitable core type must be
chosen to provide the Q required by the
designer. The wrong core material destroys
the Q of an rf type of inductor.

Toroid cores are useful from a few
hundred hertz well into the uhf spectrum.
Tape-wound steel cores are employed in
some types of power supplies — notably
dc-to-dc converters. The toroid core is
doughnut shaped, hence the name toroid
(Fig. 50). The principal advantage to this

o
.o.“

Fig. 50 — An assortment of toroid cores. A fer-
rite rod is placed at the top of the picture for
comparison. The two light-colored, plastic en-
cased toroids at the upper left are tapewound
types (Hypersil steel) are svitable for audio and
dc-to-dc converter transformers. The wound
toroid at the right center contains two toroid
cores which have been stacked atop one
another to increase the power capability.

Fig. 51 — Breakaway view of a pot-core
assembly (left) and an assembled pot core
{right).

.

Fig. 52 — A bc-band ferrite rod loop antenna is
at the top of the picture (J.W. Miller Co.). A
blank ferrite rod is seen at the center and a
flat bc-band ferrite loop antenna is in the lower
foreground.

type of core is the self-shielding charac-
teristic. Another feature is the compact-
ness of a transformer or inductor, which
is possible when using a toroidal format.
Therefore, toroids are excellent not only
in dc-to-dc converters, but at audio and
radio frequencies up to at least 1000 MHz,
assuming the proper core material is selected
for the range of frequencies over which the
device must operate. Toroid cores are
available from micro-miniature sizes well
up to several inches in diameter. The latter
can be used, as one example, to build a 20-
kW balun for use in antenna systems.
Another form taken in ferromagnetic
transformers and inductors is the ‘‘pot-
core’”’ or ‘‘cup-core’’ device. Unlike the



toroid, which has the winding over the
outer surface of the core material, the pot-
core winding is inside the ferromagnetic
material (Fig. 51). There are two cup-
shaped halves to the assembly, both made
of ferrite or powdered iron, which are
connected tightly together by means of a
screw which is passed through a center
hole. The wire for the assembly is wound
on an insulating bobbin which fits inside
the two halves of the pot-core unit. The
advantage to this type of construction is
that the core permeability can be chosen
to ensure a minimum number of wire
turns for a given value of inductance. This
reduces the wire resistance and increases
the Q as opposed to an cquivalent induc-
tance which is wound on a core that has
relatively low permeability. By virtue of
the winding being contained inside the fer-
rite or powdered-iron pot core, shiclding
is excellent.

Still another kind of ferromagnetic-core
inductor is found in today’s technology —
the  solenoidal type (Fig. 52).
Transformers and inductors fabricated in
this manner consist of a cylindrical, oval
or rectangular rod of material over which
the wire winding is placed. This variety of
device does not have a self-shielding trait.
Therefore it must be treated in the same
manner as any solenoidal-wound inductor
(using external shield devices). An exam-
ple of a ferrite-rod inductor is the built-in
loop antennas found in portable radios
and direction finders.

Core Size

The cross-sectional area of ferromagne-
tic core is chosen to prevent saturation
from the load seen by the transformer.
This means that the proper thickness and
diameter are essential parameters to con-
sider. For a specific core the maximum
operational ac excitation can be dete-
mined by

B E;ms X 108 ( )
= —————— (gauss
max @c) < "4.44 N A,
where
Ae = equivalent area of the mag-

netic path in cm’
E,ms = applied voltage
N, = number of core turns
f = operating frequency in Hz
B,op = flux density in gauss
The foregoing equation is applicable to
inductors which do not have dc flowing in
the winding along with ac. When both ac
and dc flows
E s X 10°
Bmax(lotal) - 4.444 prAe
where
I = the dc current through the
winding
AL = the manufacturer’s index for
the core being used
The latter can be obtained for the core in
use by consulting the manufacturer’s data
sheet.
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Fig. 53 — Schematic and pictorial representa-
tions of one type of “conventional”
transformer. This style is used frequently at
the input and output ports of rf power
amplifiers which use transistors. The magnetic
material consists of two rows of 950-mu toroid
cores for use from 1.8 to 30 MHz. The primary
and secondary windings are passed through
the center holes of the toroid-stack rows as
shown.
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Fig. 54 — Another conventiona! transformer.
Primary and secondary windings are wound
over the outer surface of a toroid core.

Types of Transformers

The most common ferromagnetic trans-
formers used in amateur radio work are
the narrow-band, broadband, conven-
tional and transmission-line varieties.
Narrow-band transformers are used when
selectivity is desired in a tuned circuit,
such as an audio peaking or notching
circuit, a resonator in an rf filter, or a
tuned circuit associated with an rf
amplifier. Broadband transformers are
employed in circuits which must have
uniform response over a substantial
spread of frequency, as in a 2- to 3U-MHz

L1/L2 and L3/L4 lines must be 3 x R1
(30 ohms in this example).

(A) @ INDICATES PHASING

91 UNBALANCED TO
UNBALANCED TRAN.

R1
LO-2

R2
HI-Z

L1/L2 pair are twice the length of L3/L4.

Fig. 55 — Schematic and pictorial presenta-
tions of a transmission-line transformer in
which the windings need to be configured for a
specific impedance.

broadband amplifier. In such an example
the reactance of the windings should be at
least four times the impedance the
winding is designed to look into. There-
fore, a transformer which has a 300-ohm
primary and a 50-ohm secondary load
should have winding reactances (X ) of at
least 1200 ohms and 200 ohms, respec-
tively. The windings, for all practical pur-
poses, can be regarded as rf chokes, and
the same rules apply. The permeability of
the core material plays a vital role in de-
signing a good broadband transformer.
The performance of the transformer at the
low-frequency end of the operating range
depends on the permeability. That is, the
e (effective permeability) must be high
enough in value to provide ample winding
reactance at the low end of the operating
range. As the operating frequency is in-
creased, the effects of the core tend to
disappear progressively until there are
scarcely any core effects at the upper limit
of the operating range. For this reason it is
common to find a very low frequency core
material utilized in a transformer that is
contained in a broadband circuit which
reaches well into the upper hf region, or
even into the vhf spectrum. By way of
simple explanation, at high frequency the
low-frequency core material becomes in-
efficient and tends to vanish electrically.
This desirable trait makes possible the use
of ferromagnetics in broadband applica-
tions.

Conventional transformers are those that
are wound in the same manner as a power
transformer. That is, each winding is
made from a separate length of wire, with
one winding being placed over the
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Table 6

Powdered-Iron Toroidal Cores — A, Values (xH/100 turns)

41-Mix 3-Mix 15-Mix 1-Mix 2-Mix 6-Mix 10-Mix 12-Mix 0-Mix

Green Grey Rd & Wh Blue Red Yellow Black Gn & Wh Tan
Core u=7 u=35 u=25 u=20 u=10 u=28 u==6 u=3 u=1
Size 0.05-0.5 MHz 0.1-2 MHz 0.5-5 MHz 1-30 MHz 10-90 MHz 60-150 MHz 100-200 MHz 150-300 MHz
T-200 755 360 NA 250° 120 100° NA NA NA
T-184 1640 720 NA 500° 240 195 NA NA NA
T-157 970 420 360° 320° 140 115 NA NA NA
T-130 785 330 250° 200 110 96 NA NA 15.0
T-106 900 405 345° 325° 135 116 NA NA 19.0°
T- 94 590 248 200° 160 84 70 58 32 10.6
T- 80 450 180 170 115 55 45 32° 22 8.5
T- 68 420 195 180 115 57 47 32 21 75
T- 50 320 175 135 100 49° 40 31 18 6.4
T- 44 229 180 160 105 52° 42 33 NA 6.5
T- 37 308 120° 90 80 40° 30 25 15 49
T- 30 375 140° 93 85 43 36 25 16 6.0
T- 25 225 100 85 70 34 27 19 13 45
T- 20 175 90 65 52 27 22 16 10 35
T- 16 130 61 NA 44 22 19 13 8 30
T- 12 112 60 50° 48 20° 17°12 75 3.0
NA — Not available in that size.
Turns = 100V + A Value (above)
Al frequency figures optimum. *Updated values (1979) from Micrometals, Inc.
Number of Turns vs. Wire Size and Core Size
Approximate maximum of turns — single layer wound enameled wire
Wire Size T-200 T-130 T-106 T-94 T-80 T-68 1-50 T-37 T-25 T-12
10 33 20 12 12 10 6 4 1
12 43 25 16 16 14 9 6 3
14 54 32 21 21 18 13 8 5 1
16 69 41 28 28 24 17 13 7 2
18 88 53 37 37 32 23 18 10 4 1
20 11 67 47 47 41 29 23 14 6 1
22 140 86 60 60 53 38 30 19 9 2
24 177 109 77 77 67 49 39 25 13 4
26 223 137 97 97 85 63 50 33 17 7
28 281 173 123 123 108 80 64 42 23 9
30 355 217 154 154 136 101 81 54 29 13
32 439 272 194 194 17 127 103 68 38 17
34 557 346 247 247 218 162 132 88 49 23
36 683 424 304 304 268 199 162 108 62 30
38 875 544 389 389 344 256 209 140 80 39
40 1103 687 492 492 434 324 264 178 102 51
Physical Dimensions

Cross Cross

Outer Inner Sect. Mean Outer Inner Sect. Mean
Core Dia. Dia. Height Area Length Core Dia. Dia. Height Area Length
Size (in.) (in.) (in.) cm? cm Size (in.) (in.) (in.) cm? cm
T-200 2.000 1.250 0.550 1.330 1297 T- 50 0.500 0.303 0.190 0121 3.20
T-184 1.840 0.950 0.710 2.040 11.12 T- 44 0.440 0.229 0.159 0.107 2.67
T-157 1.570 0.950 0.570 1.140 10.05 T- 37 0.375 0.205 0.128 0.070 232
T-130 1.300 0.780 0.437 0.733 829 T- 30 0.307 0.151 0.128 0.065 1.83
T-106 1.060 0.560 0.437 0.706 6.47 T- 25 0.255 0.120 0.096 0.042 1.50
T- 94 0.942 0.560 0.312 0.385 6.00 T- 20 0.200 0.088 0.067 0.034 1.15
T- 80 0.795 0.495 0.250 0.242 515 T- 16 0.160 0.078 0.060 0.016 0.75
T- 68 0.690 0.370 0.190 0.196 4.24 T- 12 0.125 0.062 0.050 0.010 0.74
Inches x 25.4 = mm. Courtesy of Amidon Assoc., N. Hollywood, CA 91607 and Micrometals, Inc.
previous one with suitable insulation in known as frifilar one, and so forth (Fig. Ruthroff.?

between (Figs. 53 and 54). A transmission-
line transformer is, conversely, one that
uses windings which are configured to
simulate a piece of transmission line of a
specific impedance. This can be achieved
by twisting the wires together a given
number of times per inch, or by laying the
wires on the core (adjacent to one another)
at a distance apart which provides a two-
wire line impedance of a particular value.
In some applications these windings are
called bifilar. A three-wire winding is
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55). It can be argued that a transmission-
line transformer is more efficient than a
conventional one, but in practice it is dif-
ficult to observe a significant difference in
the performance characteristics. An in-
teresting technical paper on the subject of
toroidal broadband transformers was
published by Sevick, W2FMI.! The classic
reference work on the subject is by

'Sevick, *‘Simple Broadband Matching Networks,"’
QST, January 1976.

Ferrite Beads

Another form of toroidal inductor is
the ferrite bead. This component is
available in various w«; values and sizes,
but most beads are less than 0.25-inch
(6.3-mm) diameter. Ferrite beads are used
principally as vhf/uhf parasitic sup-

*Ruthroff, ‘‘Some Broadband Transformers,”’ Proc.
IRE, Vol. 47, August 1959, p. 137.



pressors at the inpul and vutput terminals
of amplifiers. Another practical applica-
tion for them is in decoupling networks
which are used to prevent unwanted mi-
gration of rf energy from one section of a
circuit to another. They are used also in
suppressing RFI and TVI in hi-fi and tele-
vision sets. In some circuits it is necessary
only to place one or more beads over a short
length of wire to obtain ample inductive
reactance for creating an rf choke. A
few turns of small-diameter enameled wire
can be looped through the larger beads to
increase the effective inductance. Ferrite
beads are suitable as low-Q base imped-
ances in solid-state vhf and uhf amplifiers.
The low-Q characteristics prevents self-
oscillation that might occur if a high Q
solenoidal rf choke were used in place of
one made from beads. Miniature broad-
band transformers are sometimes fash-
ioned from ferritc beads. For the most
part, ferrite beads can be regarded as
small toroid cores.

Number of Turns

The number of wire turns used on a
toroid core can be calculated by knowing
the AL of the core and the desired
inductance. The AL is simply the induc-
tance index for the core size and permeabi-
lity being used. Table 6 provides infor-
mation of interest concerning a popular
assortment of powdered-iron toroid cores.
The complete number for a given core is
composed of the core-size designator in
the upper left column, plus the correspond-
ing mix number. For example, a haif-inch
diameter core with a no. 2 mix would be
designated at a T-50-2 unit. The A would
be 49 and the suggested operating fre-
quency would be from I to 30 MHz. The
y; for that core is 10.

The required number of wire turns for a
specified inductance on a given type of
core can be determined by

Table 7

Ferrite Torolds A_ — Chart (mH per 1000 turns) Enameled Wire

Core 63-Mix 61-Mix 43-Mix 72-Mix 75-Mix

Size u =40 u=125 u =950 u =2000 u =5000

FT- 23 79 24.8 189.0 396.0 990.0

FT- 37 17.7 55.3 420.0 884.0 22100

FT- 50 22.0 68.0 5230 1100.0 2750.0

FT- 82 234 733 557.0 1172.0 2930.0

FT-114 254 79.3 603.0 1268.0 31700

Number tuns = 1000/ desired L (mH) + A_value (above)

Ferrite Magnetic Propertles

Property Unit 63-Mix 61-Mix 43-Mix 72-Mix 75-Mix
Initial Perm. (ui) 40 125 950 2000 5000
Maximum Perm. 125 450 3000 3500 8000
Saturation Flux

Density @ 13 oer Gauss 1850 2350 2750 3500 3900
Residual Flux

Density Gauss 750 1200 1200 1500 1250
Curie Temp. °C 500 300 130 150 160

Vol. Resistivity ohm/cm 1 x10° 1x 108 1x10° 1x 10 5x 102
Opt. Freq. Range MHz 15-25 .2-10 .01-1 .001-1 .001-1
Specific Gravity 4.7 4.7 4.5 48 4.8

Loss 1 90x 105 22x105 25x10% 90x108 50x10%®
Factor vO @25MHz. @25MHz @ 2MHz @ .1MHz @1 MHz
Coercive Force Oer. 240 160 0.30 0.18 0.18
Temp. Co-eff %/°C

of initial Perm. 20-70°C  0.10 0.10 0.20 0.60

Ferrite Torolds — Physical Properties

Core oD 1D Height  Ag le Ve Ag Ay
Size

FT- 23 0.230 0.120 0.060 0.00330 0.529 0.00174 0.1264 0.01121
FT- 37 0.375 0.187 0.125 0.01175 0.846 0.00994 0.3860 0.02750
FT- 50 0.500 0.281 0.188 0.02060 1.190 0.02450 0.7300 0.06200
FT- 82 0.825 0.520 0.250 0.03810 2.070 0.07890 1.7000 0.21200
FT-114 1.142 0.748 0.295 0.05810 2.920 0.16950 2.9200 0.43900
OD - Outer diameter (inches) Ag - Effective magnetic cross-sectional area (in}

ID - Inner diameter (inches)
Hgt - Height (inches)
Ay - Total window area (in@

Inches X 25.4 =mm.

lg - Effective magnetic path length (inches)
Vg - Effective magnetic volume (in)
Ag - Surface area exposed for cooling (iny?

Courtesy of Amidon Assoc., N. Hollywood, CA 91607

Turns = 100V desired L (uH) + AL
where Ay is obtained from Table 6. The
table also indicates how many turns of a
particular wire gauge can be close wound
to fill a specified core. For example, a
T-68 core will contain 49 turns of no. 24
enameled wire, 101 turns of no. 30
enameled wire, and so on. Generally
speaking, the larger the wire gauge the
higher the unloaded Q of the toroidal
inductor. The inductance values are based
on the winding covering the entire
circumference of the core. When there is
space between the turns of wire, some
control over the net inductance can be
effected by compressing the turns or
spreading them. The inductance will
increase if compression is used and will
decrease when the turns are spread farther
apart.

Table 7 contains data for ferrite cores.
The number of turns for a specified
inductance in mH versus the AL can be
determined by

Turns = 1000 V" desired L (mH) + A

where the AL for a specific core can be
taken from Table 7. Thus, if one required
a I-mH inductor and chose a no.
FT-82-43 toroid core, the number of turns
would be

1000V 1 + 557
1000 V' 0.001795
1000 x 0.0424 = 42.4 turns

Turns =

For an FT-82 size core no. 22 enameled
wire would be suitable as indicated in
Table 6 (using the T-80 core size as the
nearest one to an FT-82). If the toroid
core has rough edges (untumbled), it is
suggested that insulating tape (3M glass
epoxy tape or Mylar tape) be wrapped
through the core before the wire is added.

This will prevent the rough edges of the
core from abrading the enameled wire.

The inductance of a toroidal coil with
known Ay is

_ N .
L = AL ( 700 )
L and A, must be in the same units.
Tables 8 and 9 cross-reference the ferritc

toroidal cores offered by several sources.

Checking RF Toroidal Devices

The equations given previously will
provide the number of wire turns needed
for a particular inductance, plus or minus
10 percent. However, slight variations in
core permeability may exist from one
production run to another. Therefore, for
circuits which require exact values of
inductance it is necessary to check the
toroid winding by means of an RCL
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Table 8

Ferrite Toroid Cores — Size Cross-Reference

(inches)

oD ID Thickness  Amidon  Fair-Rite
0.100 0.050 0.050 —_ —_—
0.100 0.070 0.030 —_— 701
0.155 0.088 —— —— 801
0.190 0.090 0.050 —_— —_—
0.230 0.120 0.060 FT-23 101
0.230 0.120 0.120 —— 901
0.300 0.125 0.188 —_— _
0.375 0.187 0.125 FT-37 201
0.500 0.281 0.188 FT-50 301
0.500 0.312 0.250 —_ 1101
0.500 0.312 0.500 —— 1901
0.825 0.520 0.250 FT-82 601
0.825 0.520 0.468 —_ 501
0.870 0.500 0.250 —_— 401
0.870 0.540 0.250 —— 1801
1.000 0.500 0.250 —_— 1501
1.000 0.610 0.250 —_— 1301
1.142 0.748 0.295 FT-114 1001
1.225 0.750 0.312 —_— 1601
1.250 0.750 0.375 —_ 1701

1.417 0.905 0.591 —— -
1.417 0.905 0.394 —_ ——
1.500 0.750 0.500 —— ——
2.000 1.250 0.750 == =
2.900 1.530 0.500 == =
3.375 1.925 0.500 = ——
3.500 2.000 0.500 == —
5.835 2.50 0.625 —— ——

Indiana General Ferroxcube Magnetics, Inc.
—— —— 40200TC
F426-1 Se S
F2062-1 —_— 40502
— 213T050 -
F303-1 10417060 40601
F867-1 —_— 40705
F625-9 2667125 41003
= 7687188 —_—
F627-8 —_— 41306
F624-19 8467250 42206
F2070-1 —— 42507
= K300502 42908
F626-12 —_—— —_—
—_ K300501 —_—
= K300500 —_
—>— 5287500 43813
—_ 4007750 ——
o 1447500 —_
F1707-15 — —_
F1707-1 —— —_—
F1824-1 — —_—

Table 9

Ferrite Toroid Cores — Permeability Cross-Reference

Ho  Amidon Fair-Rite Indiana General  Ferroxcube Magnetics, Inc.
16 — —_ Q3 _ —_
20 — 68 —_— — —_
40 FT —63 63,67 Q2 —_ —_
100 — 65 —_ —_ —_
125 FT —61 61 Q1 4C4 —_
175 — 62 —_ —_ —
250 FT —64 64 —_— —_— _—
300 — 83 —_ - —
375 — 31 —_— —— _
400 — —_ G -— _—
750 — —_ —_ 3D3 A
800 — 33 —_ —_
850 — 43 H — _
950 FT —43 — TC-3 — —
1400 — —_ —_ — C
1200 — 34 —_ - —
1500 — e TC-7 —_— _
1800 FT —77 77 —_ 389 —_—
2000 FT —72 72 TC-9 — S, v,D
2200 — — 05 —_ —
2300 — —_— —_— 387 G
2500 FT —73 73 TC-12 —_ —_
2700 — _— —_ 3E (3C8) —_
3000 — _— 05pP 3C5 F
4700 — —_ 06 —_ —_
5000 FT —175 75 —_ 3E2A J
10,000 — _ —_ —_ w
12,500 — —_ _ 3E3 —_

bridge or an RX meter. If these in-
struments are not available, close approxi-
mations can be had by using a dip
meter, standard capacitor (known value,
stable type, such as a silver mica) and a
calibrated receiver against which to check
the dipper frequency. Fig. 56 shows how
to couple a dip meter to a completed
toroid for testing. The coupling link in the
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illustration is necessary because the toroid
has a self-shielding characteristic. The
latter makes it difficult, and often
impossible, to secure a dip in the meter
reading when coupling the instrument
directly to the toroidal inductor or
transformer. The inductance can be
determined by XL since XL = X¢ at
resonance. Therefore,

L UNDER TEST

C OF KNOWN
VALUE

@

DIP METER

| ~rwo TURN
LINK

/.

Fig. 56 — Method for checking the inductance
of a toroid winding by means of a dip meter,
known capacitance value and a calibrated
receiver. The self-shielding properties of a
toroidal inductor prevent dip meter readings
when the instrument is coupled directly to the
toroid. Sampling is done by means of a cou-
pling link as itlustrated.

Fig. 57 — (A) lliustation of a homemade win-
ding shuttle for toroids. The wire is stored on
the shuttie and the shuttle is passed through
the center hole of the toroid, again and again,
until the required number of turns is in place.
(B) It is best to leave a 30° gap between the
ends of the toroid winding. This will reduce the
distributed capacitance considerably. (C)
Edgewise view of a toroid core, illustrating the
method for counting the turns accurately. (D)
The low-impedance winding of a toroidal
transformer is usually wound over the large
winding, as shown. For narrow-band applica-
tions the link should be wound over the cold
end of the main winding (see text).

NOTCH
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S ©
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& END
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™
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X ! and L —X—L
¢ T 2z{C WH) = 9f

where X, is the reactance of the known
capacitor value, f is in MHz and C is in
uF. Using an example, where f is 3.5 MHz
(as noted on a dip meter) and C is 100 pF,
L is determined by

1

Xe =828 x 35 x 00001

= 455 ohms



L = Xc at resonance,

o 455
WH) = "638 x 3.5

It is assumed, for the purpose of accuracy,
that the dip-meter signal is checked for
precise frequency by means of a calibrated
receiver.

= 20.7 uH

Practical Considerations

Amateurs who work with toroidal in-
ductors and transformers are sometimes
confused by -the winding instructions
given in construction articles. For the
most part, winding a toroid core with wire
is less complicated than it is when winding
a cylindrical single-layer coil.

When many turns of wire are required,
a homemade winding shuttle can be used
to simplify the task. Fig. 57A illustrates
how this method may be employed. The
shuttle can be fashioned from a piece of
circuit-board material. The wire is wound
on the shuttle after determining how many
inches are required to provide the desired
number of toroid turns. (A sample turn
around the toroid core wil reveal the wire
length per turn.) Once the shuttle is load-
ed, it is passed through the toroid center
again and again until the winding is com-
pleted. The edges of the shuttle should be
kept smooth to prevent abrasion of the
wire insulation.

How to Wind Toroids

The effective inductance of a toroid coil
or a transformer winding is dependent in
part upon the distributed capacitance be-
tween the coil turns and between the ends
of the winding. When a large number of
turns are used (e.g., 500 or 1000), the
distributed capacitance can be as great as
100 pF. Ideally, there would be no
distributed or ‘‘parasitic’’ capacitance,
but this is not possible. Therefore, the un-
wanted capacitance must be kept as low as
possible in order to take proper advantage

The Decibel

It is useful to appraise signal strength in
terms of relative loudness as registered by
the ear. For example, if a person estimates
that a signal is ‘‘twice as loud’’ when the
transmitter power is increased from 10
watts to 100 watts, he or she will also
estimate that a 1000-watt signal is twice as
loud as a 100-watt signal: The human ear
has a logarithmic response.

This fact is the basis for the use of the
relative-power unit called the decibel (dB).
A decibel is one-tenth of a bel, the unit of
sound named for Alexander Graham Bell.
A change of one decibel in power level is
just detectable as a change in loudness
under ideal conditions. The number of
decibels corresponding to a given power
ratio is given by:

of the A factors discussed earlier in this
section. The greater the distributed
capacitance the more restrictive the
transformer or inductor becomes when
applied in a broadband circuit. In the case
of a narrow-band application, the Q can
be affected by the distributed capacitance.
The pictorial illustration at Fig. 57B
shows the inductor turns distributed
uniformly around the toroid core, but a
gap of approximately 30° is maintained
between the ends of the winding. This
method is recommended to reduce the
distributed capacitance of the winding.
The closer the ends of the winding are to
one another, the greater the unwanted
capacitance. Also, in order to closely ap-
proximate the desired toroid inductance
when using the A; formula, the winding
should be spread over the core as shown.
When the turns of the winding are not
close wound, they can be spread apart to
decrease the effective inductance (this
lowers the distributed C). Conversely, as
the turns are pushed closer together, the
effective inductance is increased by virtue
of the greater distributed capacitance.
This phenomenon can be used to advan-
tage during final adjustment of narrow-
band circuits in which toroids are used.

The proper method for counting the
turns on a toroidal inductor is shown in
Fig. 57C. The core is shown as it would
appear when stood on its edge with the
narrow dimension toward the viewer. In
this example a four-turn winding has been
placed on the core.

Some manufacturers of toroids recom-
mend that the windings on toroidal
transformers be spread around all of the
core in the manner shown in Fig. 57B.
That is, the primary and secondary wind-
ings should each be spread around most
of the core. This is a proper method when
winding conventional broadband trans-
formers. However, it is not recommended
when narrow band transformers are being

dB = 101 P2
= 10 logjp ——
Py

Voltage and Current Ratios

Note that the decibel is based on power
ratios. Voltage or current ratios can be
used, but only when the impedance is the
same for both values of voltage, or cur-
rent. The gain of an amplifier cannot be
expressed correctly in dB if it is based on
the ratio of the output voltage to the input
voltage unless both voltages arc measured
across the same value of impedance.
When the impedance at both points of
measurement is the same, the following
farmnla may be used for voltage or cur-
rent ratios:

i s

built. It is better to place the low-
impedance winding (L1 of Fig. 57D at the
‘‘cold”’ or grounded end of L2 on the cor-
e. This is shown in pictorial and schematic
form at Fig. 57D. The windings are placed
on the core in the same rotational sense,
and L1 is wound over L2 at the grounded
end of L2. The purpose of this winding
method is to discourage unwanted
capacitive coupling between the windings
— an aid to the reduction of spurious
energy (harmonics, etc.) which might be
present in the circuit where TI1 s
employed.

In circuits which have a substantial
amount of ac and/or dc voltage present in
the transformer windings, it is prudent to
use a layer of insulating material between
the toroid core and the first winding.
Alternatively, the wire can have high-
dielectric insulation, such as Teflon. This
procedure will prevent arcing between the
winding and the core. Similarly, a layer of
insulating tape (3-M glass tape, mylar or
Teflon) can be placed between the
primary and secondary windings of the
toroidal transformer (Fig. 57D). Normal-
ly, these precautions are not necessary at
impedance levels under a few hundred
ohms at rf power levels below 100 watts.

Once the inductor or transformer is
wound and tested for proper perfor-
mance, a coating or two of high-dielectric
cement should be applied to the wind-
ing(s) of the toroid. This will protect the
wire insulation from abrasion, hold the
turns in place and seal the assembly
against moisture and dirt. Polystyrene Q
Dope is excellent for the purpose.

The general guidelines given for
toroidal components can be applied to pot
cores and rods when they are used as
foundations for inductors or trans-
formers. The important thing to remem-
ber is that all of the powdered-iron and
ferrite core materials are brittle. They
break easily under stress.

Va I
dB = 20log — or 20 log —
Vi Iy
where V. = voltage
I = current

If the voltage formula above is applied
to an amplifier, where V2 is output
voltage and VI is the input voltage, a
positive decibel value indicates amplifier
gain. On the other hand, applying the for-
mula to a resistor network would result in
a negative decibel value, signifying a loss.

When the decibel value is known, the
numerical ratio can be calculated from:

P, ., dB
P_l = antilog o
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20dB 1448 0dB 3dB 42d8B
AMPLIFIER ATTENUATOR ATTENUATOR AMPLIFIER
INPUT OUTPUT
P ? P2
GAINS:  + 20dB -14dB 0dB -3dB +42d8 = 45dB
100 X 0.039 X 1 X 0.5 15849 =30905.5
LOSSES:  -204dB8 +14d8 0dB +3d8B -42d8 =-4548
0.01 X 25.12 X 1 X 2 X 0.000063 =0.00003165
VERIFICATION: 10 Log 30905.5 = 45dB
10 Log 0.00003165=-45dB

Fig. 58 — How to compute the composite gain of a system. Either numerical ratios or decibels
may be used, but all units must be consistent in gain or loss. The method is explained in the text.

antilog %

Many mathematics textbooks contain
tables of logarithms, but these numbers
can be produced very quickly with a slide
rule or inexpensive calculator. In any case,
it is convenient to memorize the decibel
values for a few of the common power
and voltage ratios. For power changes, a
numerical ratio of 2is 3 dB, 4is 6 dB, 10 is
10 dB, 100 is 20 dB, 1000 is 30 dB, and so
on. When voltage changes are considered,
doubling the voltage causes a 6-dB in-
crease, a numerical ratio of 10 is worth
20 dB, 100 is 40 dB and so on. One can in-
terpolate between known ratios to

estimate a gain or loss within one decibel.
Inverting a numerical ratio simply reverses
the algebraic sign of the decibel value. For
example, a voltage gain of 10 corresponds
to 20 dB, while a gain of 1/10 (which is a
loss of 10) corresponds to — 20 dB.

In a system of cascaded gain and loss
blocks where numerical ratios are
specified for each block, the overall
system gain or loss can be calculated this
way: Convert the ratios to all gains or all
losses (gains become fractional losses or
losses become fractional gains). The
overall numerical gain or loss will be the
product of the individual figures, and the
decibel value can be derived as before. If
the individual gains and losses are given in
decibels, the procedure is again to convert

Radio Frequency Circuits

The designer of amateur equipment
needs to be familiar with radio-frequency
circuits and the various related equations.
This section provides the basic data for
most amateur circuit development.

Resonance in Series Circuits

Fig. 59 shows a resistor, capacitor and
inductor connected in series with a source
of alternating current, the frequency of
which can be varied over a wide range. At
some Jow frequency the capacitive reac-
tance will be much larger than the
resistance of R, and the inductive reac-
tance will be small compared with either
the reactance of C or the resistance of R.
(R is assumed to be the same at all fre-
quencies.) On the other hand, at some
very high frequency the reactance of C
will be very small and the reactance of L
will be very large. In either case the cur-
rent will be small, because the net reac-
tance is large.

At some intermediate frequency, the
reactances of C and L will be equal and
the voltage drops across the coil and
capacitor will be equal and 180 degrees
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Fig. 59 — A series circvit containing L, C and
Ris “resonant” at the applied frequency when
the reactance of C is equal to the reactance
of L.

out of phase. Therefore, they cancel each
other completely and the current flow is
determined wholly by the resistance, R.
At that frequency the current has its
largest possible value, assuming the
source voltage to be constant regardless of
frequency. A series circuit in which the in-
ductive and capacitive reactances are
equal is said to be resonant.

to all losses or gains. Only the algebraic
signs need to be changed; that is, losses
become negative gains or gains become
negative losses. The overall decibel gain or
loss is the algebraic sum of the individual
figures, and this can be converted to a
numerical ratio if desired. Fig. 58 il-
lustrates both methods.

The decibel is a relative unit. When us-
ing decibels to specify an absolute voltage,
current or power level, the decibel value
must be qualified by a reference level. For
example, when discussing sound intensity,
a reference lvel of 0 dB corresponds to an
acoustical field strength of 10-16 W/cm2,
the normal human hearing threshold at
600 Hz. A lion’s roar at 20 feet might have
a sound intensity of 90 dB, and the
threshold of pain occurs at 130 dB. Thus,
the human ear/brain has a dynamic range
of 130 dB, or a ratio of ten trillion to one.

In radio work, power is often rendered
indBW (0dBW = 1 watt) or dBm (0 dBm
= 1 milliwatt). With this system, 2
kilowatts equals + 63 dBm or + 33 dBW,
and 5 microwatts equals —23 dBm or
— 53 dBW. Voltages are sometimes given
as decibel values with respect to one volt
or one microvolt; 2 millivolts equals + 66
dBuV or -54 dBV. Antenna gain is
specified with respect to some standard
reference element such as an isotropic
radiator or a dipole. The measurement
units are the dBi and dBd. In spectrum
analysis, noise, spurious signals and
distortion products can be referenced to
the carrier (if one exists), dBc. A certain
frequency synthesizer might have a phase-
noise specification of —40 dBc 100 Hz
removed from the carrier.

The principle of resonance finds its
most extensive application in radio-
frequency circuits. The reactive effects
associated with even small inductances
and capacitances would place drastic
limitations on rf circuit operation if it
were not possible to ‘‘cancel them out’’ by
supplying the right amount of reactance
of the opposite kind—in other words,
“‘tuning the circuit to resonance.”’

Resonant Frequency

The frequency at which a series circuit
is resonant is that at which X; = Xc.
Substituting the formulas for inductive
and capacitive reactance gives

R

27 JLC

where
f = frequency in hertz

L = inductance in henrys
C = capacitance in farads
n=3.14

These units are inconveniently large for
radio-frequency circuits. A formula using



more appropriate units is

10¢

f =
2z J Lc

where
f = frequency in kilohertz (kHz)
L = inductance in microhenrys (uH)
C = capacitance in picofarads (pF)
= 3.14

Example: The resonant frequency of a

series circuit containing a 5-uH inductor
and a 35-pF capacitor is

100 100

f= = I —
2r V LC 628X 5 x 35

100 100
628 x 1323~ 83.08

= 12,036 kHz

The formula for resonant frequency is not
affected by resistance in the circuit.

Resonance Curves

If a plot is drawn on the current flowing
in the circuit of Fig. 59 as the frequency is
varied (the applied voltage being constant)
it would look like one of the curves in Fig.
60. The shape of the resonance curve at
frequencies near resonance is determined
by the ratio of reactance to resistance.

I the reactance of either the coil or
capacitor is of the same order of
magnitude as the resistance, the current
decreases rather slowly as the frequency is
moved in either direction away from
resonance. Such a curve is said to be
broad. On the other hand, if the reactance
is considerably larger than the resistance
the current decreases rapidly as the
frequency moves away from resonance
and the circuit is said to be sharp. A sharp
circuit will respond a great deal more
readily to the resonant frequency than to
frequencies quite close to resonance; a
broad circuit will respond almost equally
well to a group or band of frequencies
centering around the resonant frequency.

Both types of resonance curves are
useful. A sharp circuit gives good selec-
tivity — the ability to respond strongly (in
terms of current amplitude) at one desired
frequency and discriminate against others.
A broad circuit is used when the
apparatus must give about the same
response over a band of frequencies rather
than to a single frequency alone.

Q

Most diagrams of resonant circuits
show only inductance and capacitance; no
resistance is indicated. Nevertheless, resis-
tance is always present. At frequencies up
to perhaps 30 MHz this resistance is most-
ly in the wire of the coil. Above this fre-
quency energy loss in the capacitor (prin-
cipally in the solid dielectric which must
be used to form an insulating support for
the capacitor plates) also becomes a fac-
tor. This energy loss is equivalent to resis-

tance. When maximum sharpness or selec-
tivity is needed the object of design is to
reduce the inherent resistance to the low-
est possible value.

The value of the reactance of either the
inductor or capacitor at the resonant
frequency of a series-resonant circuit,
divided by the series resistance in the
circuit, is called the Q (quality factor) of
the circuit, or

X
Q =-—+
where
Q = quality factor
X = reactance of either coil or
capacitor in ohms
r = series resistance in ohms

Example: The inductor and capacitor in
a series circuit each have a reactance of
350 ohms at the resonant frequency. The
resistance is 5 ohms. Then the Q is

X _ 350 _

The effect of Q on the sharpness of
resonance of a circuit is shown by the
curves of Fig. 61. In these curves the fre-
quency change is shown in percentage
above and below the resonant frequency.
Qs of 10, 20, 50 and 100 are shown; these
values cover much of the range commonly
used in radio work. The unloaded Q of a
circuit is determined by the inherent

resistances associated with the com-
ponents.

Voltage Rise at Resonance

When a voltage of the resonant

frequency is inserted in series in a
resonant circuit, the voltage that appears
across either the inductor or capacitor is
considerably higher than the applied
voltage. The current in the circuit is
limited only by the resistance and may
have a relatively high value; however, the
same current flows through the high
reactances of the inductor and capacitor
and causes large voltage drops. The ratio
of the reactive voltage to the applied
voltage is equal to the ratio of reactance to
resistance. This ratio is also the Q of the
circuit. Therefore, the voltage across
either the inductor or capacitor is equal to
QE, where E is the voltage inserted in
series. This fact accounts for the high
voltages developed across the components
of series-tuned antenna couplers.

Resonance in Parallel Circuits

When a variable-frequency source of
constant voltage is applied to a parallel
circuit of the type shown in Fig. 62 there is
a resonance effect similar to that in a
series circuit. However, in this case the
“line” current (measured at the point
indicated) is smallest at the frequency for
which the inductive and capacitive reac-
tances are equal. At that frequency the
current through L 1s exactly canceled by
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Fig. 60 — Current in a series-resonant circvit
with various values of series resistance. The
values are arbitrary and would not apply at all
circuits, but represent a typical case. It is
assumed that the reactances (at the resonant
frequency) are 1000 ohms. Note that at fre-
quencies more than plus or minus 10 percent
away from the resonant frequency, the current
is substantially unaffected by the resistance in
the circuit.
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Fig. 61 — Current in series-resonant circuits
having different Qs. In this graph the current at
resonance is assumed to be the same in all
cases. The lower the Q, the more slowly the
current decreases as the applied frequency is
moved away from resonance.
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Fig. 62 — Circuit illustrating paralle!
resonance.

the out-of-phase current through C, so
that only the current taken by R flows in
the line. At frequencies below resonance
the current through L is larger than that
through C, because the reactance of L is
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Fig. 63 — Series and parallel equivalents when
the two circuits are resonant. The series
resistance, r, in A is replaced in B by the
equivalent parallel resistance (R = X2c/r = X2L/r)
and vice versa.

smaller and that of C higher at low
frequencies; there is only partial cancel-
lation of the two reactive currents and the
line current therefore is larger than the
current taken by R alone. At frequencies
above resonance the situation is reversed
and more current flows through C than
through L, so the line current again
increases. The current at resonance, being
determined wholly by R, will be smallif R
is large and large if R is small.

The resistance R shown in Fig. 62 is not
necessarily an actual resistor. In many
cases it will be the series resistance of the
coil ‘“‘transformed” to an equivalent
parallel resistance (see later). It may be

wantenna or other load resistance coupled

into the tuned circuit. In all cases it
represents the total effective resistance in
the circuit.

Parallel and series resonant circuits are
quite alike in some respects. For instance,
the circuits given at A and B in Fig. 63 will
behave identically, when an external
voltage is applied, if (1) L and C are the
same in both cases, and (2) R multiplied
by r, equals the square of the reactance (at
resonance) of either L or C. When these
conditions are met the two circuits will
have the same Q. (These statements are
approximate, but are quite accurate if the
Q is 10 or more). The circuit at A is a
series circuit if it is viewed from the
“inside” — that is, going around the loop
formed by L, C and r — so its Q can be
found from the ratio of X to r.

Thus, a circuit like that of Fig. 63A has
an equivalent parallel impedance (at
resonance) of

X2
T

R =

where X is the reactance of either the induc-
tor or the capacitor. Although R is not an
actual resistor, to the source of voltage the
parallel-resonant circuit *“looks like" a
pure resistance of that value. It is “pure"”
resistance because the inductive and
capacitive currents are 180 degrees out of
phase and are equal; thus there is no
reactive current in the line. In a practical
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circuit with a high-Q capacitor, at the
resonant frequency the parallel impedance
is

Zg = QX

resistive impedance at reso-
nance

Q = quality factor of inductor
X = reactance (in ohms) of either
the inductor or capacitor

Example: The parallel impedance of a
circuit with a coil Q of 50 and having
inductive and capacitive reactance of 300
ohms will be
Zg = QX = 50 X 300 = 15,000 ohms

where Zg =

At frequencies off resonance the impe-
dance is no longer purely resistive because
the inductive and capacitive currents are
not equal. The off-resonant impedance
therefore is complex, and is lower than the
resonant impedance for the reasons pre-
viously outlined.

The higher the circuit Q, the higher the
parallel impedance. Curves showing the
variation of impedance (with frequency) of
a parallel circuit have just the same shape
as the curves showing the variation of cur-
rent with frequency in a series circuit. Fig.
64 is a set of such curves. A set of curves
showing the relative response as a func-
tion of the departure from the resonant
frequency would be similar to Fig. 61. The
-3 dB bandwidth (bandwidth at 0.707
relative response) is given by

Bandwidth —3 dB = f,/Q

where f is the resonant frequency and Q
the circuit Q. It is also called the ‘‘half-
power”  bandwidth, for ease of
recollection.

Parallel Resonance in Low-Q Circuits

The preceding discussion is accurate for
Qs of 10 or more. When the Q is below 10,
resonance in a parallel circuit having
resistance in series with the coil, as in Fig.
63A, is not so easily defined. There is a set
of values for L and C that will make the
parallel impedance a pure resistance, but
with these values the impedance does not
have its maximum possible value. Another
set of values for L and C will make the
parallel impedance a maximum, but this
maximum value is not a pure resistance.
Either condition could be called *‘reso-
nance,” so with low-Q circuits it is neces-
sary to distinguish between maximum im-
pedance and resistive impedance parallel
resonance. The difference between these L
and C values and the equal reactances of a
series-resonant circuit is appreciable when
the Q is in the vicinity of 5, and becomes
more marked with still lower Q values.

Q of Loaded Circuits

In many applications of resonant
circuits the only power lost is that
dissipated in the resistance of the circuit
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Fig. 64 — Relative impedance of parallel-
resonant circuits with different Qs. These
curves are similar to those in Fig. 61 for cur-
rent in a series-resonant circuit. The effect of
Q on impedance is most marked near the reso-
nant frequency.
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Fig. 65 — The equivalent circuit of a resonant
circuit delivering power to a load. The resistor
R represents the load resistance. At B the load
is tapped across part of L, by which
transformer action is equivalent to using a
higher load resistance across the whole
circuit.

itself. At frequencies below 30 MHz most
of this resistance is in the coil. Within
limits, increasing the number of turns in
the coil increases the reactance faster than
it raises the resistance, so coils for circuits
in which the Q must be high are made
with relatively large inductance for the
frequency.

However, when the circuit delivers
energy to a load (as in the case of the
resonant circuits used in transmitters) the
energy consumed in the circuit itself is
usually negligible compared with that con-
sumed by the load. The equivalent of such
a circuit is shown in Fig. 65A, where the
parallel resistor represents the load to
which power is delivered. If the power
dissipated in the load is at least ten times
as great as the power lost in the inductor
and capacitor, the parallel impedance of
the resonant circuit itself will be so high
compared with the resistance of the load
that for all practical purposes the im-
pedance of the combined circuit is equal
to the load resistance. Under these
conditions the Q of a parallel resonant
circuit loaded by a resistive impedance is

R
Q = X
where

R = parallel load resistance (ohms)

X = reactance (ohms)



Example: A resistive load of 3000 ohms
is connected across a resonant circuit in
which the inductive and capacitive reac-
tances are each 250 ohms. The circuit Q is
then

The *‘effective’” Q of a circuit loaded by
a parallel resistance becomes higher when
the reactances are decreased. A circuit
loaded with a relatively low resistance (a
few thousand ohms) must have low-
reactance elements (large capacitance and
small inductance) to have reasonably high

Q.
Impedance Transformation

An important application of the parallel-
resonant circuit is as an impedance-
matching device in the output circuit of a
vacuum-tube rf power amplifier. There
is an optimum value of load resistance for
each type of tube or transistor and set of
operating conditions. However, the resis-
tance of the load to which the active
device is to deliver power usually is
considerably lower than the value required
for proper device operation. To transform
the actual load resistance to the desired
value the load may be tapped across part
of the coil, as shown in Fig. 65B. This is
equivalent to connecting a higher value of
load resistance across the whole circuit,
and is similar in principle to impedance
transformation with an iron-core trans-
former. In high-frequency resonant cir-
cuits the impedance ratio does not vary
exactly as the square of the turns ratio,
because all the magnetic flux lines do not
cut every turn of the coil. A desired re-
flected impedance usually must be ob-
tained by experimental adjustment.

When the load resistance has a very low
value (say below 100 ohms) it may be con-
nected in series in the resonant circuit (as
in Fig. 63A, for example), in which case it
is transformed to an equivalent parallel
impedance as previously described. If the
Q is at least 10, the equivalent parallel im-
pedance is

Zr =£
r

where Zp = resistive parallel impedance
at resonance
X = reactance (in ohms) of either
the coil or capacitor
load resistance inserted in
series

r =

If the Q is lower than 10 the reactance
will have to be adjusted somewhat, for the
reasons given in the discussion of low-Q
circuits, to obtain a resistive impedance of
the desired value.

While the circuit shown in Fig. 65B will
usually provide an impedance step-up as
with an iron-core transformer, the net-
work has some serious disadvantages for

some applications., For instance. the
common connection provides no dc
isolation and the common ground is
sometimes troublesome in regards to
ground-loop currents. Consequently, a
network in which only mutual magnetic
coupling is employed is usually preferable.
However, no impedance step-up will
result unless the two coils are coupled
tightly enough. The equivalent resistance
seen at the input of the network will
always be lower regardless of the turns
ratio employed. However, such networks
are still useful in impedance-transformation
applications if the appropriate capacitive
elements are used. A more detailed
treatment of matching networks and
similar devices will be taken up in the next
section.

Unfortunately, networks involving reac-
tive elements are usually narrowband in
nature and it would be desirable if such
elements could be eliminated in order to
increase the bandwidth. With the advent
of ferrites, this has become possible and it
is now relatively easy to construct actual
impedance transformers that are both
broadband and permit operation well up
into the vhf portion of the spectrum. This
is also accomplished in part by tightly
coupling the two (or more) coils that
make up the transformer either by
twisting the conductors together or wind-
ing them in a parallel fashion. The latter
configuration is sometimes called a bifilar
winding, as discussed in the section on
ferromagnetic transformers.

Coupled Circuits and Filters

Two circuits are said to be coupled
when a voltage or current in one network
produces a voltage or current in the other
one. The network where the energy
originates is often called the primary
circuit and the network that receives the
energy is called the secondary circuit. Such
coupling is often of a desirable nature
since in the process, unwanted frequency
components or noise may be rejected or
isolated and power transferred from a
source to a load with greatest efficiency.
On the other hand, two or more circuits
may be coupled inadvertently and un-
desirable effects produced. While a great
number of coupling-circuit configurations
are possible, one very important class
covers so many practical applications that
analysis of it will be covered in detail.

Ladder Networks

Any two circuits that are coupled can be
drawn schematically as shown in Fig.
66A. A voltage source represented by E, ¢
with a source resistance R, and a source
reactance X, is connected to the input of
the coupling network, thus forming the
primary circuit. At the output, a load
reactance X, and a load resistance Ry are
connected as shown to form the secondary
circuit. The circuit in the box could
consist of an infinite variety of resistors,
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Fig. 66 — A representative coupling circuit (A)
and ladder network (B).

capacitors, inductors, and even transmis-
sion lines. However, it will be assumed
that the network can be reduced to a
combination of series and shunt elements
consisting only of inductors and capaci-
tors as indicated by the circuit shown in
Fig. 66B. For obvious reasons, the circuit
is often called a /adder network. In addi-
tion, if there are no resistive elements pre-
sent, or if such elements can be neglected,
the network is said to be dissipationless.

If a network is dissipationless, all the
power delivered to the input of the
network will be dissipated in the load
resistance Rs. This effect leads to im-
portant simplifications in computations
involved in coupled networks. The as-
sumption of a dissipationless network is
usually valid with transmitting circuits
since even a small network loss (0.5 dB)
will result in considerable heating at the
higher power levels used in amateur
applications. On the other hand, coupled
circuits used in some receiving stages may
have considerable loss. This is because the
network may have some advantage and its
high loss can -be compensated by ad-
ditional amplification in another stage.
However, such devices form a relatively
small minority of coupled networks
commonly encountered and only the
dissipationless case will be considered in
this section.

Effective Attenuation and Insertion Loss

The most important consideration in
any coupled network is the amount of
power delivered to the load resistance, Rs,
from the source, Eac, with the network
present. Rather than specify the source
voltage each time, a comparison is made
with the maximum available power from
any source with a given primary resis-
tance, Rp. The value of Rp might be con-
sidered as (he impedance level associated
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with a complex combination of sources,
transmission lines, coupled networks,
and even antennas. Typical values of
Rp are 52, 75, 300 and 600 ohms. The
maximum available power is given by

Eul
max = 4R

P

If the network is also dissipationless, the
power delivered to the load resistance, Rs,
is just the power ‘“dissipated” in Rin. This
power is related to the input current by

P, = Lii? Ry

and the current in terms of the other

variables is
E

ac

VR, + Rl + (X, + X))
Combining the foregoing expressions
gives a very useful formula for the ratio of
power delivered to a load in terms of the
maximum available power. This ratio
expressed in decibels is given by

—1010g < g°> =
n

4R R,
_IOIog[(rp F R,)? ¥ (xp ¥ X..)?

and is sometimes called the effective
atlenuation.

In the special case where Xp and Xs are
either zero or can be combined into a
coupling network, and where Rp is equal
to Rs, the effective attenuation is also
equal to the insertion loss of the network.
The insertion loss is the ratio of the power
delivered to the load with the coupling

lin

Attn =
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network in the circuit to the power
delivered to the load with the network
absent. Unlike the effective attenuation
which is always positive when defined by
the previous formula, the insertion loss
can take on negative values if Rp is not
equal to Rs or if Xp and Xs are not zero.
In effect, the insertion loss would rep-
resent a power gain under these con-
ditions. The interpretation of this effect is
that maximum available power does not
occur with the coupling network out of
the circuit because of the unequal source
and load resistances and the non-zero
reactances. With the network in the
circuit, the resistances are now “matched”
and the reactances are said to be ‘‘tuned
out.” The action of the coupling network
in this instance is very similar to that of a
transformer (which was discussed in a
previous section) and networks consisting
of “pure” inductors and capacitors are
often used for this purpose. Such circuits
are often referred to as matching net-
works. On the other hand, it is often
desired to deliver the greatest amount of
power to a load at some frequencies while
rejecting energy at other frequencies. A
device that accomplishes this action is
called a filter. In the case of unequal
source and load resistance, it is often
possible to combine the processes of
filtering and matching into one network.

Solving Ladder-Network Problems

From the last section it is evident that if
the values of R;, and X, of Fig. 66A can
be determined, the effective attenuation
and possibly the insertion loss are also
easily found. Being able to solve this
problem has wide applications in rf
circuits. For instance, design formulas for
filters often include a simplifying as-
sumption that the load resistance is
constant with frequency. In the case of
many circuits, this assumption is not true.
However, if the value of Rs and Xs at any
particular frequency is known, the at-
tenuation of the filter can be determined
even though it is improperly terminated.

Unfortunately, while the solution to
any ladder problem is possible from a
theoretical standpoint, practical difficul-
ties are encountered as the network com-
plexity increases. Many computations
to a high degree of accuracy may be
required, making the process a tedious
one. Consequently, the availability of a
calculator or similar computing device is
recommended. The approach used here is
adapted readily to any calculating method
including the use of an inexpensive pocket
calculator.

Susceptance and Admittance

The respective reactances of an in-
ductor and a capacitor are given by
=1
27fC
In a simple series circuit, the total
resistance is just the sum of the individual

X, = 27fL Xe =

O O
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Fig. 68 — Application of conversion formulas
can be used to transform a shunt conductance
and susceptance to a series-equivalent circuit
A. The converse is illustrated at B.

resistances in the network and the total
reactance is the sum of the reactances.
However, it is important to note the sign
of the reactance. Since capacitive reac-
tance is negative and inductive reactance
is positive, it is possible that the sum of
the reactances might be zero even though
the individual reactances are not zero. In a
series circuit, it will be recalled that the
network is said to be resonant at the
frequency where the reactances cancel.

A complementary condition exists in a
parallel combination of circuit elements
and it is convenient to introduce the
concepts of admittance, conductance and
susceptance. In the case of a simple
resistance, the conductance is just the
reciprocal. That is, the conductance of a
50-ohm resistance is 1/50 or 2 X 10-2
The reciprocal unit of the ohm is the mho.
For simple inductances and capacitances,
the formulas for the respective reciprocal
entities are

~1

e Be = 2#fC
and are defined as susceptances. In a
parallel combination of conductances and
susceptances, the total conductance is the
sum of the individual conductances, and
the total susceptances is the sum of the
individual susceptances, taking the res-
pective signs of the latter into account. A
comparison between the way resistance
and reactance add and the manner in
which conductance and susceptance add is
shown in the example of Fig. 67. An entity
called admittance can be defined in terms
of the total conductance and total suscep-
tance by the formula

Y = Vv GTZ + BTI

and is often denoted by the symbol Y. If
the impedance of a circuit is known, the
admittance is just the reciprocal. Like-
wise, if the admittance of a circuit is
known, the impedance is the reciprocal of
the admittance. However, conductance,
reactance, resistance and susceptance are
not so simply related. If the total
resistance and total reactance of a series
circuit are known, the conductance and
susceptance of the circuit are related to
the latter by the formulas

B, =
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Fig. 69 — Problem iilustrating network reduc-
tion to find insertion loss.

S X1
=Ry + X¢ Ry + X{

On the other hand, if the total con-
ductance and total susceptance of a
parallel combination are known, the
equivalent resistance and reactance can be
found from the formulas

Gy
Gf + By

-B;
R —— =
G + By
The relations are illustrated in Fig. 68A
and Fig. 68B respectively. While the
derivation of the mathematical expres-
sions will not be given, the importance of
the sign change cannot be stressed too
highly. Solving network problems with a
calculator is merely a matter of book-
keeping, and failure to take the sign
change associated with the transformed
reactance and susceptance is the most
common source of error.

A Sample Problem

The following example illustrates the
manner in which the foregoing theory can
be applied to a practical problem. A filter
with the schematic diagram shown in Fig.
69A is supposed to have an insertion loss
at 6 MHz of 3 dB when connected be-
tween a 52-ohm load and a source with a

52-ohm primary resistance (both X, and
X, are zero). Since this is a case where the
effective attenuation is equal to the inser-
tion loss, the previous formula for effec-
tive attenuation applies. Therefore, it is
required to find R;, and X;,.

Starting at the output, the values for the
conductance and susceptance of the
parallel RC circuit must be determined
first. The conductance is just the
reciprocal of 52 ohms and the previous
formula for capacitive susceptance gives
the value shown in parentheses in Fig.
69A. (The upside-down  is the symbol
for mho.) The next step is to apply the
formulas for resistance and reactance in
terms of the conductance and susceptance
and the results give a 26-ohm resistance in
series with a —26-ohm capacitive reac-
tance as indicated in Fig. 69B. The reac-
tance of the inductor can now be added to
give a total reactance of 78.01 ohms. The
conductance and susceptance formulas
can now be applied and the results of both
of these operations is shown in Fig. 69C.
Finally, adding the susceptance of the
510.1-pF capacitor (Fig. 69D) gives the
circuit at Fig. 69A and applying the for-
mulas once more gives the value of Rj,
and Xj, (Fig. 69F). If the latter values are
substituted into the effective attenuation
formula, the insertion loss and effective
attenuation are 3.01 dB, which is very
close to the value specified. The reader
might verify that the insertion loss is
0.167, 0.37 and 5.5 dB at 3.5, 4.0 and 7.0
MHz respectively. If a plot of insertion
loss versus frequency was constructed it
would give the frequency response of the
filter.

Frequency Scaling
and Normalized Impedance

Quite often, it is desirable to be abie to
change a coupling network at one
frequency and impedance level to another
one. For example, suppose it was desired
to move the 3-dB point of the filter in the
preceding illustration from 6 to 7 MHz.
An examination of the reactance and
susceptance formulas reveals that multi-
plying the frequency by some constant k
and dividing both the inductance and
capacitance by the same value of k leaves
the equations unchanged. Thus, if the
capacitances and inductance in Fig. 63A
are multiplied by 6/7, all the reactances
and susceptances in the new circuit will
now have the same value at 7 MHz that
the old one had at 6 MHz.

it is common practice with many filter
tables especially, to present all the circuit
components for a number of designs at
some convenient frequency. Translating
the design to some desired frequency is
simply accomplished by multiplying all
the components by some constant factor.
The most common frequency used is the
value of f such that 2nf is equal to 1.0,
This is sometimes called a radian fre-
quency of 1.0 and corresponds to 0.1592

Hz. To change a “‘one-radian’’ filter to a
new frequency f, (in Hz), all that is
necessary is to multiply the inductances
and capacitances by 0.1592/f,.

In a similar manner, if one resistance
(or conductance) is multiplied by some
factor n, all the other resistances (or
conductances) and reactances (or sus-
ceptances) must be multiplied by the same
factor in order to preserve the network
characteristics. For instance, if the secon-
dary resistance, Rg is multiplied by n,
all circuit inductances must be muitiplied
by n and the circuit capacitances divided
by n (since capacitive reactance varies as
the inverse of C). If, in addition to con-
verting the filter of Fig. 69A to 7 MHz
from 6 MHz, it was also desired to change
the impedance level from 52 to 600 ohms,
the inductance would have to be
multiplied by (6/7)(600/52) and the capac-
itances by (6/7)(52/600).

Using Filter Tables

In a previous example, it was indicated
that the frequency response of a filter
could be derived by solving for the
insertion loss of the ladder network for a
number of frequencies. The question
might be asked if the converse is possible.
That is, given a desired frequency
response, could a network be found that
would have this response? The answer is a
qualified yes and the technical nomen-
clature for this sort of process is network
synthesis. Frequency responses can be
“cataloged” and, if a suitable one can be
found, the corresponding network ele-
ments can be determined from an asso-
ciated table. Filters derived by network
synthesis and similar methods (such as
optimized computer designs) are often
referred to as ‘“modern filters” even
though the theory has been in existence
for years. The term is useful in dis-
tinguishing such designs from those of an
older approximate method called image-
parameter theory.

Butterworth Filters

Filters can be grouped into four general
categories as illustrated in Fig. 70A. Low-
pass filters have zero insertion loss up to
some critical frequency (f.) or cutoff fre-
quency and then provide high rejection
above this frequency. (The latter condi-
tion is indicated by the shaded lines in Fig.
70.) Band-pass filters have zero insertion
loss between two cutoff frequencies with
high rejection outside of the prescribed
“bandwidth.” (Band-stop fiiters reject a
band of frequencies while passing all
others.) And high-pass filters reject all fre-
quencies below some cutoff frequency.

The attenuation shapes shown in Fig.
70A are ideal and can only be approached
or approximated in practice. For instance,
if the filter in the preceding problem was
used for low-pass purposes in an 80-meter
transmitter to reject harmonics on 40
meters, its performance would leave a lot
to be desired. While insertlon loss at 3.5
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Fig. 70 — Ideal filter response curves are
shown at A and characteristics of practical
filters are shown at B.

MHz was acceptable, it would likely be
too high at 4.0 MHz and rejection would
probably be inadequate at 7.0 MHz.
Fortunately, design formulas exist for
this type of network and form a class called
Butterworth filters. The name is derived
from the shape of the curve for insertion-
loss vs. frequency and is sometimes called
a maximally flat response. A formula for
the frequency response curve is given by

A = 10log,, 1 +<_f>2k
fe

where
fc = the frequency for an insertion
loss of 3.01 dB
k = the number of circuit elements

The shape of a Butterworth low-pass filter
is shown in the left-hand portion of Fig.
70B. (Another type that is similar in
nature, only one that allows some *‘‘rip-
ple” in the passband, is also shown in Fig.
70B. Here, a high-pass characteristic il-
lustrates a Chebyshev response.)

As can be seen from the formula,
increasing the number of elements will

1

A"
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i

;
;

(A)
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w
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-

-

c2 ca
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Fig. 71 — Schematic diagram of a Butterworth low-pass filter. (See Table 10 for element values.)

20-element filter designed for a 3.01-dB
cutoff frequency of 4.3 MHz, would have
an insertion loss at 4 MHz of 0.23 dB and
84.7 dB at 7 MHz. However, practical
difficulties would make such a filter very
hard to construct. Therefore, some com-
promises are always required between a
theoretically perfect frequency response
and ease of construction.

Element Values

Once the number of elements, k, is
determined, the next step is to find the
network configuration corresponding to
k. (Filter tables sometimes have sets of
curves that enable the user to select the
desired frequency response curve rather
than use a formula. Once the curve with
the fewest number of elements for the
specified passband and stop-band inser-
tion loss is found, the filter is then
fabricated around the corresponding
value of k.) Table 10 gives normalized ele-
ment values for values of k from 1 to 10.
This table is for 1-ohm source and load
resistance (reactance zero) and a 3.01-dB
cutoff frequency of 1 radian/second
(0.1592 Hz). There are two possible circuit
configurations and these are shown in Fig.

next to the load (Fig. 71A) or a series ele-
ment next to the load (Fig. 71B) Either
filter will have the same response.

After the values for the 1-ohm, 1-
radian/second “prototype” filter are found,
the corresponding values for the actual
frequency/impedance level can be deter-
mined (see the section on frequency and
impedance scaling). The prototype in-
ductance and capacitance values are
multiplied by the ratio (0.1592/f;) where
fc is the actual 3.01-dB cutoff frequency.
Next, this number is multiplied by the
load resistance in the case of an inductor
and divided by the load resistance if the
element is a capacitance. For instance, the
filter in the preceding example is for a
three-element design (k equal to 3) and the
reader might verify the values for the
components for an fc of 6 MHz and load
resistance of 52 ohms.

High-Pass Butterworth Filters

The formulas for change of impedance
and frequency from the I-ohm, 1-radian/
second prototype to some desired level
can also be conveniently written as

resuit in a filter that approaches the 71. Here, a five-element filter is given as | — LL c= L

TR 3 . . . . 2 f‘ prototype 2," R prototype
ideal”” low-pass shape. For instance, a an example with either a shunt element 7l ¢

Table 10

Prototype Butterworth Low-Pass Filters

Fig. 71A ct L2 C3 L4 cs L6 c7 L8 c9 L10

Fig. 718 L1 c2 L3 c4 L5 cé L7 c8 L9 c10

k

1 2.0000

2 1.4142 1.4142

3 1.0000 2.0000 1.0000

4 0.7654 1.8478 1.8478 0.7654

5 0.6180 1.6180 2.0000 1.6180 0.6180

6 0.5176 1.4142 1.9319 1.9319 1.4142 0.5176

7 0.4450 1.2470 1.8019 2.0000 1.8019 1.2470 0.4450

8 0.3802 11111 1.6629 1.9616 1.9616 1.6629 11111 0.3902

9 0.3473 1.0000 1.5321 1.8794 2.0000 1.8794 1.5321 1.0000 0.3473

10 0.3129 0.9080 1.4142 1.7820 1.9754 1.9754 1.7820 1.4142 0.9080 0.3129
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where

R
fe

the load resistance in ohms
the desired 3.01-dB
frequency in Hz

Then L and C give the actual circuit-
element values in henrys and farads in
terms of the prototype element values
from Table 10.

However, the usefulness of the low-pass
prototype does not end here. If the
following set of equations is applied to the
prototype values, circuit elements for a
high-pass filter can be obtained. The filters
are shown in Fig. 72A and Fig. 72B which
correspond to Fig. 71A and Fig. 71B in
Table 10. The equations for the actual
high-pass circuit values in terms of the
low-pass prototype are given by

1 R
C = corenr L = 57—
R2 ’fccprm. 2rchme
and the frequency response curve can be
obtained from

f 2k
A = 10log |1 + (f—c>

For instance, a high-pass filter with three
elements, a 3.01-dB f. of 6 MHz and 52
ohms, has a Cl and C3 of 510 pF and an
L2 of 0.6897 4H. The insertion loss at 3.5
and 7 MHz would be 14.2]1 and 1.45 dB
respectively.

Butterworth Band-Pass Filters

Band-pass filters can also be designed
through the use of Table 10. Unfortunate-
ly the process is not as straightforward as
it is for low- and high-pass filters if a prac-
tical design is to be obtained. In essence, a
low-pass filter is resonated to some
‘‘center frequency’’ with the 3.01-dB
cutoff frequency being replaced by the
filter bandwidth. The ratio of the band-
width to center frequency must be rela-
tively large, otherwise component values
tend to become unmanageable.

While there are many variations of
specifying such filters, a most useful
approach is to determine an upper and
lower frequency for a given attenuation.
The center frequency and bandwidth are
then given by

fo = VI,

If the bandwidth specified is not the
3.01-dB bandwidth (BW¢), the latter can
be determined from

BW =f2—f|

BW

i
[10"-1] =

in the case of a Butterworth response or
from tables of curves. A is the required
attenuation at the cutoff frequencies. The
upper and lower cutoff frequencies (feu

BW, =

cs c3 (4]
éu §L2 '
(A)
1 ca c2

LS L3 L1 1

(B)

Fig. 72 — Network configuration of a Butter-
worth high-pass filter. The low-pass prototype
can be transformed as described in the text.

and fc1) are then given by

¢ - BW. + V BWY? + 4
2

foo = o + BW,

A somewhat more convenient method
is to pick a 3.01-dB bandwidth (the wider
the better) around some center frequency
and compute the attenuation at other
frequencies of interest by using the
transformation:

f _fo) fo

fo ~ [ ) BW,
which can be substituted into the insertion-
loss formula or table of curves.

As an example, suppose it is desired to
build a band-pass filter for the 15-meter
Novice band in order to eliminate the
possibility of radiation on the 14- and
28-MHz bands. For a starting choice, 16
and 25 MHz will be picked as the 3.01-dB
points giving a 3-dB bandwidth of 9 MHz.
For these two points, fo will be 20 MHz. It
is common practice to equate the number
of branch elements or filter resonators to
certain mathematical entities called “poles”
and the number of poles is just the value
of k for purposes of discussion here. For a
three-pole filter (k of 3), the insertion loss
will be 12.79 and 11.3 dB at 14 and 28
MHz, respectively.

C1, C3 and L2 are then calculated for a
9-MHz low-pass filter and the elements
for this filter are resonated to 20 MHz as
shown in Fig. 73A. The response shape is
plotted in Fig. 73B and it appears to be
unsymmetrical about f,. In spite of this
fact, such filters are called symmetrical
band-pass filters and f,, is the ‘‘center fre-
quency.”

If the response is plotted against a
logarithmic frequency scale, the symmetry

1.839uH

(A)

1279
1.3

A(4B)

i
14 16 20 25 28
to(MHz)

(8)

Fig. 73 — A Butterworth band-pass filter.
(Capacitance values are in picofarads.)

will become apparent. Consequently,
using a logarithmic plot is helpful in
designing filters of this type.
Examination of the component values
reveals that while the filter is practical, it
is a bit untidy from a construction
standpoint. Rather than using a single
340.1-pF capacitor, paralleling a number
of smaller valued units would be ad-
visable. Encountering difficulty of this
sort is typical of most filter designs;
consequently, some tradeoffs between
performance, complexity and ease of
construction are usually required.

Additional Modern Filters

Butterworth filters are used where flat
passband response, well-behaved phase
shift characteristics and exact impedance
matching are important. They are subjegt
to two limitations, however. For a given
number of elements, the rate of attenua-
tion (roll-off) in the transition band is not
as great as can be obtained with some other
designs of the same complexity. In addi-
tion, the ratio of capacitances is fixed at
a number that may not result in standard
component values. The values can by syn-
thesized by connecting several capacitors in
parallel, but this practice may set up
parasitic resonances that greatly distort the
band-pass and band-stop characteristics.

In applications requiring sharper cut-off
or where some response ripple and pass-
band impedance mismatch can be
tolerated, a Chebyshev design should be
considered. A variety of capacitance ratios
is possible, depending on the allowable rip-
ple. Many of these ratios result in standard-
value capacitors, which greatly simplies and
economizes the circuit.

Another type of modern filter, the ellip-
tic, is used in situations requiring extreme-
ly sharp cut-off with one or more “‘infinite-
ly deep’’ notches in the stopband. Like the
Chebyshev, the design parameters can be
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Table 11

7-Element Low-Pass Chebyshev Designs
Z = 50 ohms, inductive input

Filtr Frequency (MMz)
No.  AP-db 3-dB 20-d8 50-d8
1
i 4
[= 4 T
I 44
3
=
= 4
o il op=
| 3 Il
4 l S -
4 4 :
i =
}
L2 La L6
- 500

L]

.’—)
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o
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z
® glecm——mee
5 3

FREQUENCY (Hz) i
IF-3a8

F-Ap

manipulated to produce circuits having at
Aeast some standard-value capacitors.
Tables 11 through 15 were prepared by
| Wetherhold and John Barge, both of
oneywell Inc. Tables 11 and 12 are
designs for Chebyshev low-pass filters, one
for 7-element capacitive-input filters and
one for 5-element inductive-input fiiters.
The inductive-input filters are called for
when a capacitive-input design destabilizes
the associated electronic circuit. Chebyshev
7-element high-pass filters are listed
in Table 13. Tables 14 and 15 treat the
elliptic low- and high-gfass designs.

The tables are based on standard-value
10-percent-tolerance capacitors and a sowee
and load impedance of 50 ohms. For some
applications, the spacing between cut-off
frequencies from one design to the next
may be too coarse. Such cases are covered
by catalogs of designs based on 5-percent-
tolerance, standard-value capacitors. These
tables, as well as those covering other im-
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pedance levels, are available for $4 from
Ed Wetherhold, W3NQN, 102 Archwood
Ave., Annapolis, MD 21401.

Using the Tables

The Chebyshev tables span the 1- to
10-MHz decade, while the elliptic tables
cover different, somewhat larger, ranges.
The usefulness of the tables extends far
beyond the published frequency ranges,
however. For example, if you need a
7-element low-pass filter with a transition
band beginning at 30.9 MHz, simply select
design no. 12 from Table 11 and scale all
of the values by a factor of 10. Thus, the
3-dB roll-off frequency would be 35.39
MHz and the component values would be
82 pF, 180 pF, 0.3585 uH and 0.4205 uH.

The band-pass impedance variation is
described by VSWR in some of the tables
and by reflection coefficient percentage
(R.C.) in others. Reflection coefficient is
simply the R.C. (%) value in the table

divided by 100, and is designated by the
Greek letter p (rho). (These concepts are
discussed in detail in the chapter on
transmission lines.)

The relationship between p and VSWR is

_1+|p _ VSWR - |
VSWR = T 2 dlel = vswr + 1

Design no. 5 of Table 14 has an R.C. listed
as 3.71%, which corresponds to a o of
0.0371. The VSWR would be 1.0371/
0.9629, or 1.077:1. This figure, when
muitiplied by and divided into the filter
load impedance, gives the maximum and
minimum impedance values seen at the
filter input when the output is terminated
in the design impedance. Since the design
impedance in this example is 50 ohms, the
maximum and minimum impedances
presented by the input terminals are 53.85
and 46.42 ohms.

The insertion loss variation (ripple)
within the passband of a filter is always of
interest, and is related to the impedance
variation by A,4p) = — 10 * log(l — £ 2),
Again using the example of design § of
Table 14, the ripple is —10 ¢ log(1 —
(0.0371)2) = 0.00598 dB.

For radio frequency filtering, use designs
with reflection coefficients less than about
7% (VSWR = 1.151) to minimize
undesired reflections. For audio-frequency
applications, the attenuation ripple in the
passband is of more concern than reflec-
tions, and designs with reflection coeffi-
cients up to 30% (Ap = 0.41 dB) are used
to obtain a more abrupt rise in band-stop
attenuation.
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Table 13
7-Element High-Pass Chebyshev Designs

Z = 50 ohms, capacitive input
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Table 14
50-Ohm Low-Pass Elliptic Filter Designs with 10% Standard-Value Capacitors for C1, C3 and C5
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Table 15
5th-Degree Elliptic High-Pass Designs

Impedance level = 50 ohms
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Table 15

Sth-Degree Elliptic High-Pass Designs, continued
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Coupled Resonators

A problem frequently encountered in rf
circuits is that of a coupled resonator.
Applications  include simple filters,
oscillator tuned circuits, and even anten-
nas. The circuit shown in Fig. 74A is il-
lustrative of the basic principles involved.
A series RLC circuit and the external ter-
minals ab are ‘‘coupled’’ through a com-
mon capacitance, Cm. Applying the for-
mulas for conductance and susceptance in
terms of series reactance and resistance
gives

RT
Co =xrr X
X

B = Ben —Rrpxr

The significance of these equations can
be seen with the aid of Fig. 74B. At some
point, the series inductive reactance will
cancel the series capacitive reactance (at a
point slightly below f, where the con-
ductance curve reaches a peak). Depend-
ing upon the value of the coupling
susceptance, B, it is possible that a point
can be found where the total input suscep-
tance is zero. The input conductance at
this frequency, f,, is then G,,.

Since Go is less than the conductance at
the peak of the curve, 1/Go or Ro is going
to be greater than Rr. This effect can be
applied when it is desired to match a
low-value load resistance (such as found
in a mobile whip antenna) to a more prac-
tical value. Suppose R, and C; in Fig. 74A
are 10 ohms and 21 pF, respectively, and
represent the equivalent circuit of a
mobile antenna. Find the value of L and
Cm which will match this antenna to a 52-
ohm feed line at a frequency of 3900 kHz.

Substituting the foregoing values into the
formulas for input conductance gives

d_ 10
52 7 100+ X2

Solving for X (which is the total series
reactance) gives a value of 20.49 ohms.
The reactance of a 21-pF capacitor at
3900 kHz is 1943.3 ohms so the inductive
reactance must be 1963.7 ohms. While
either a positive or negative reactance will
satisfy the equation for Gab, a positive
value is required to tune out Bem. If the
coupling element was a shunt inductor,
the total reactance would have to be
capacitive or negative in value.) Thus, the

i '8) v

| \ e

Fig. 74 — A capacitively coupled resonator is
shown at A. See text for explanation of figure
shown at B.

required inductance value for Lr will be
80.1 wH. In order to obtain a perfect
match, the input susceptance must be zero
and the value of Bcm can be found from

2049

il + (2049)?

m 10
giving a susceptance value of 0.04 mhos,

which corresponds to a capacitance of
1608 pF.

Coefficient of Coupling

If the solution to the mobile whip-
antenna problem is examined, it can be
seen that for a given frequency R, L; and
C,, only one value of C, results in an in-
put load that appears as a pure resistance.
While such a condition might be defined
as resonance, the resistance value ob-
tained is not necessarily the one required
for maximum transfer of power.

A definition that is helpful in deter-
mining how to vary the circuit elements
in order to obtain the desired input
resistance is called the coefficient of
coupling. The coefficient of coupling is
defined as the ratio of the common or
mutual reactance and the square root of
the product of two specially defined
reactances. If the mutual reactance is
capacitive, one of the special reactances is
the sum of the series capacitive reactances
of the primary mesh (with the resonator
disconnected) and the other one is the sum
of the series capacitive reactances of the
resonator (with the primary discon-
nected). Applying this definition to the
circuit of Fig. 74A, the coefficient of
coupling, k, is given by

. \/“C,
:T+Cm
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Fig. 75 — Variation of k with input resistance
tor circuit for Fig. 74.

How meaningful the coefficient of
coupling will be depends upon the
particular circuit configuration under
consideration and which elements are
being varied. For example, suppose the
value of Ly in the mobile-whip antenna
problem was fixed at 100 uH and Cm and
Cr were allowed to vary. (It will be
recalled that C; is 21 pF and represents
the antenna capacitance. However, the
total resonator capacitance could be
changed by adding a series capacitor
between Cm and the antenna. Thus, G
could be varied from 21 pF to some lower
value but not a higher one.)

A calculated plot of k versus input
resistance, R;,, is shown in Fig. 75. Note
the unusually high change in k when going
from resistance values near 10 ohms to
slightly higher ones.

Similar networks can be designed to
work with any ratio of input resistance
and load resistance but it is evident small
ratios are going to pose difficulties. For
larger ratios, component tolerances are
more" relaxed. For instance, Cm might
consist of switchable fixed capacitors with
Cr being variable. With a given load
g ee; Cm essentially sets the value of
ance and thus the input resistance
p.and L; provide the required
for the conductance formula.
er, if Lr is varied, k varies also.
Generally speaking, higher values of L:
(and consequently circuit Q) require lower
values of k.,

At this point, the question arises as to
the significance and even the merit of such
definitions as coefficient of coupling and
Q. If the circuit element values are
known, and if the configuration can be
resolved into a ladder network, important
properties such as input impedance and
attenuation can be computed directly for
any frequency. On the other hand, circuit
information might be obscured or even
lost by attempting to attach too much im-
portance to an arbitrary definition. For
example, the plot in Fig. 75 merely in-
dicates C,, and C; are changing with
respect to one another. But it doesn’t il-
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Fig. 76 — Two types of magnetically coupled circuits. At A, only mutual magnetic coupling exists
while the circuit at B contains a common inductance also. Equivalents of both circuits are shown
at the right which permit the application of the ladder-network analysis discussed in this section.
(If the sign of voltage is unimportant, T1 can be eliminated.)

lustrate how they are changing. Such in-
formation is important in practical ap-
plications and even a simple table of C_
and C, vs. R, for a particular R, would be
much more valuable than a plot of k.

Similar precautions have to be taken
with the interpretation of circuit Q.
Selectivity and Q are simply related for
single resonators and circuit components,
but the situation rapidly deteriorates with
complex configurations. For instance,
adding loss or resistance to circuit
elements would seem to contradict the
idea that low-loss or high-Q circuits
provide the best selectivity. However, this
is actually done in some filter designs to
improve frequency response. In fact, the
filter with the added loss has identical
characteristics to one with *‘pure” ele-
ments. The method is called predistortion
and is very useful in designing filters
where practical considerations require the
use of circuit elements with parasitic or
undesired resistance.

As the frequency of operation is
increased, discrete components become
smaller until a point is reached where
other forms of networks have to be used.
Here, entities such as k and Q are
sometimes the only means of describing
such networks. Another definition of Q
that is quite useful in this instance is that it
is equal to the ratio of 2n (energy stored
per rf cycle)/(energy lost per rf cycle.)

Mutually Coupled Inductors

A number of very useful rf networks
involve coupled inductors. In a previous
section, there was some discussion on
iron-core transformers which represent a
special case of the coupled-inductance
problem. The formulas presented apply to
instances where the coefficient of coupling
is very close to 1.0. While it is possible to
approach this condition at frequencies in

the rf range, many practical circuits work
at values of k that are considerably less
than 1.0. A general solution is rather
complex but many practical applications
can often be simplified and solved
through use of the ladder-network method.
In particular, the sign of the mutual in-
ductance must be taken into account if
there are a number of coupled circuits or if
the phase of the voltage between two
coupled circuits is important.

The latter consideration can be il-
lustrated with the aid of Fig. 76A. An ex-
act circuit for the two mutually coupled
coils on the left is shown on the right. T1
is an ‘‘ideal’” transformer that provides
the ““isolation’’ between terminals ab and
cd. If the polarity of the voltages between
these terminals can be neglected, the
transformer can be eliminated and just the
circuit before terminals cd substituted. A
second circuit is shown in Fig. 76B. Here,
it is assumed that the winding sense
doesn’t change between L1 and L2. If so,
then the circuit on the right of Fig. 76B
can be substituted for the tapped coil
shown at the left.

Coefficients of coupling for the circuits
in Fig. 76A and 76B are given by

K = —M
VL L
L, + M
kK =

N Lk, 4 L, + 2M)

If L1 and L2 do not have the same value,
an interesting phenomenon takes place as
the coupling is increased. A point is
reached where the mutual inductance ex-
ceeds the inductance of the smaller coil.
The interpretation of this effect can be il-
lustrated with the aid of Fig. 77. While all
the flux lines (as indicated by the dashed
lines) associated with L1 also encircle



Fig. 77 — Diagram illustrating how M can be
larger than one of the self inductances. This
represents the transition from lightly coupled
circuits to conventional transformers since an
impedance step-up is possible without the
addition of capacitive elements.

turns of L2, there are additional ones that
encircle extra turns of L2, also. Thus,
there are more flux lines for M than there
are for L1. Consequently, M becomes
larger than L1. Normally, this condition is
difficult to obtain with air-wound coils
but the addition of ferrite material greatly
increases the coupling. As k increases so
that M is larger than L1 (Fig. 77), the net-
work begins to behave more like a trans-
former and for a k of 1, the equivalent cir-
cuit of Fig. 77A yields the transformer
equations of a previous section. On the
other hand, for small values of k, the net-
work becomes merely three coils arranged
in a “T’’ fashion. One advantage of the
circuit of Fig. 76A is that there is no direct
connection between the two coils. This
property is important from an isolation
standpoint and can be used to suppress
unwanted currents that are often responsi-
ble for RFI difficulties.

Piezoelectric Crystals

A somewhat different form of resonator
consists of a quartz crystal between two
conducting plates. If a voltage is applied
to the plates, the resultant electric field
causes a mechanical stress in the crystal.
Depending upon the size and “‘cut’ of the
crystal, a frequency will exist at which the
crystal begins to vibrate. The effect of this
mechanical vibration is to simulate a series
RLC circuit as in Fig. 74A. There is a
capacitance associated with the crystal
plates which appears across the terminals
(Cq, in Fig. 74A). Consequently, this cir-
cuit can also be analyzed with the aid of
Fig. 74B. At some frequency (f1 in Fig.
78), the series reactance is zero and G,y in
the preceding formula will just be 1/Rr.
Typical values for Rr range from 10
k-ohm and higher. However, the
equivalent inductance of the mechanical
circuit is normally extremely high (over
10,000 henrys in the case of some low-
frequency units) which results in a very
high circuit Q (30,000). Above f;, the
reactance is “‘inductive’’ and at f,, the

susceptance of the series resonator is just
equal to the susceptance of the crystal
holder, B.y,. Here the total susceptance is
zero. Since B, is usually very small, the
equivalent series susceptance is also small.
This means the value for X in the suscep-
tance formula will be very large and con-
sequently G,, will be small, which cor-
responds to a high input resistance. A plot
of the magnitude of the impedance is
shown in Fig. 78. The dip at F; is called
the series-resonant mode and the peak at
f, is referred to as the parallel-resonant or
‘‘anti-resonant’’ mode. When specifying
crystals for oscillator applications, the
type of mode must be given along with ex-
ternal capacitance across the holder or
type oscillator circuit to be used. Other-
wise, considerable difference in actual
oscillator frequency will be observed. The
effect can be used to advantage and the
frequency of a crystal oscillator can be
“pulled” with an external reactive cle-
ment or even frequency modulated with a
device that converts voltage or current
fluctuations into changes in reactance.

Matching Networks

In addition to filters, ladder networks
are frequently used to match one im-
pedance value to another one. While there
are many such circuits, a few of them of-
fer particular advantages such as simplicty
of design formulas or minimum number
of elements. Some of the more popular
ones are shown in Fig. 79. Shown at Fig.
79A and 79B, are two variations of an
““L” network. These networks are
relatively simple to design.

The situation is somewhat more com-
plicated for the circuits shown at 79C and
79D. For a given value of input and out-
put resistance, there are many networks
that satisfy the conditions for a perfect
match. The difficulty can be resolved by
introducing the ‘‘dummy variable’ la-
beled N.

From a practical standpoint, N should
be selected in order to optimize circuit
component values. Either values of N that
are too low or too high result in networks
that are hard to construct.

The reason for this complication is as
follows. Only two reactive elements are
required to match any two resistances.
Consequently, adding a third element
introduces a redundancy. This means one
element can be assigned a value arbitrarily
and the other two components can then be
found. For instance, suppose C2 in Fig.
79C is set to some particular value. The
parallel combination of C2 and R2 can
then be transformed to a series equivalent
(see Fig. 80). Then, L could be found by
breaking it down into two components, L’
and L". One component (L") would tune
out the remaining capacitive reactance of
the output series equivalent circuit. The
network is then reduced to the one shown
in Fig. 79A and the other component (L")

1Z1

Rr

Fig. 78 — Frequency response of a quartz-
crystal resonator. The minimum value is only
approximate since holder capacitance is
neglected.

of L along with the value for C! could be
determined from formulas (Fig. 79A).
Adding the two inductive components
would give the actual inductive reactance
required for match in the circuit of Fig.
79C.

As mentioned before, it is evident an in-
finite number of networks of the form
shown in Fig. 79C exist since C2 can be
assigned any value. Either a set of tables
or a family of curves for Cl and L in
terms of C2 could then be determined
from the foregoing method and as il-
lustrated in Fig. 80. However, similar data
along with other information can be ob-
tained by approaching the problem
somewhat differently. Instead of setting
one of the element values arbitrarily and
finding the other two, a third variable is
contrived and in the case of Fig. 79C and
Fig. 79D is labeled N. All three reactances
are then expressed in terms of the variable
N.

The manner in which the reactances
change with variation in N for two
representative circuits of the type shown
in Fig. 79C is shown in Fig. 81. The solid
curve is for an Rl of 3000 ohms and R2
equal to 52 ohms. The dashed curye is for
the same R2 (52 ohms) but with Rikeq
to 75 ohms. For values of N verg
the minimum specified by theg
(Fig. 79C), X2 becomes infinile w
means C, approaches zerd: Asiig
expected, the values of X; and X at this
point are approximately those of an L net-
work (Fig. 79A) and could be determined
by means of the formulas in Fig. 79A for
the corresponding values of R1 and R2.

The plots shown in Fig. 81 should give a
general idea of the optimum range of
component values. The region close to the
left-hand portion should be avoided since
there is little advantage to be gained over
an L network, while an extra component
is required. For very high values of N, the
capacitance values become large without
producing any particular advantage either.
A good design choice is an N a few per-
cent above the minimum specified by the
inequality,

Quite often, one of the elements is fixed
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Fig. 79 — Four matching networks that can be used to couple a source and load with different resistance values. (Although networks are drawn with
R1 appearing as the source resistance, all can be applied with R2 at the source end. Also, all formulas with capacitive reactance are for the

numerical or absolute value.)

with either one or the other or both of the
remaining two elements variable. In many
amateur transmitters, it is the inductor
that remains fixed (at least for a given
band) while Cl1 and C2 (Fig. 79C) are
made variable. While this system limits
the bandwidth and matching capability

Xc2
1 + (XCZ/RZ)'

X" = chq =

I+ (Ry/Xc,)

1 + (Rz/xC2)’

Fig. 80 — lllustration of the manner in which
the network of Fig. 79C can be reduced to the
one of Fig. 79A assuming C2 is assigned some
arbitrary value. (The formulas shown are for
numerical reactance values.)
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somewhat, it is still a very useful ap-
proach. For instance, the plot shown in
Fig. 82 indicates the range of input
resistance values that can be matched for
an R2 of 52 ohms. The graph is for an in-
ductive reactance of 219 ohms. X varies
from 196 to 206 ohms over the entire
range of Rl (or approximately 20
percent). However, X, varies from 15 to
almost 100 ohms as can be seen from the
graph.

Since C2 more or less sets the
transformed resistance, it is often referred
to as the ““loading’’ control on transmit-
ters using the network of Fig. 79C, with
Cl usually labeled ‘““Tune.”” While the
meaning of the latter term should be clear,
the idea of loading in a matching applica-
tion perhaps needs some explanation. For

small values of X¢z (very large C2), the
transformed resistance is very high. Con-
sequently, a source that was designed for
a much lower resistance would deliver
relatively little power. However, as the
resistance is lowered, increasing amounts
of current will flow resulting in more
power output. Then, the source is said to
be ““loaded’’ more heavily.

Similar considerations such as those
discussed for the network of Fig. 79C also
exist for the circuit of Fig. 79D. Only the
limiting L network for the latter is the one
shown in Fig. 79B. The circuit of Fig. 79C
is usually called a pi network and as
pointed out, it is used extensively in the
output stage of transmitters. The circuit
of Fig. 79D has never been given any
special name, but it is quite popular in

Fig. 81 — Network reactance variation as a
function of dummy variable N. Solid curves
and values of N from 8 to 11 are for an input
resistance of 3000 ohms and an output
resistance of 52 ohms. The dashed curves are
for a similar network with an input and output
resistance of 75 and 52 ohms, respectively.
Values of N from 1 to 4 are for the latter
curves.

Fig. 82 — Input resistance vs. output reac-
tance for an output resistance of 52 ohms. The
curve is for a fixed inductor of 219 ohms (Fig.
79C). X4 varies from 196 to 206 ohms.
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Fig. 83 — Frequency response of the network
of Fig. 79C for two values of N.

both antenna and transistor-matching ap-
plications.

The plot shown in Fig. 81 is for fixed in-
put and output resistances with the reac-
tances variable. Similar figures can be
plotted for other combinations of fixed
and variable elements. An interesting case
is for X and RI fixed with R2, X¢, and
Xy variable. A lower limit for N also ex-
ists for this plot only instead of an L net-
work, the limiting circuit is a network of
three equal reactances. A feature of this
circuit is that the output resistance is the
ratio of the square of the reactance and
the input resistance. An analogous situa-
tion exists with a quarter-wavelength
transmission-line transformer. The output
resistance is the ratio of the square of the
characteristic impedance of the line and
the input resistance. Consequently, the
special case where all the reactances are
equal in the circuit of Fig. 79C is the

lumped-constant analog of the quarter-
wavelength transformer. It has identical
phase shift (90 degrees) along with the
same impedance-transforming properties.

Frequency Response

In many instances, a matching network
performs a dual role in transforming a
resistance value while providing frequency
rejection. Usually, matching versatility,
component values, and number of ele:
ments are the most important considera-
tions. But a matching network might also
be able to provide sufficient selectivity for
some application, thus eliminating the
need for a separate circuit such as a filter.

It will be recalled that Q and selectivity
are closely related for simple RLC series
and parallel circuits. Bandwidth and the
parameter N of Fig. 79 are approximately
related in this manner. For values of N
much greater than the minimum specified
by the inequality N and Q can be con-
sidered to mean the same thing for all
practical purposes. However, the fre-
quency response of networks that are
more complex than simple RLC types is
usually more complicated also. Conse-
quently, some care is required in the inter-
pretation of N or Q in regard to frequency
rejection. For instance, a simple circuit
has a frequency response that results in in-
creasing attenuation for increasing excur-
sions from resonance. That is not true for
the pi network as can be seen from Fig.
83. For slight frequency changes below
resonance, the attenuation increases as in
the case of a simple RLC network. At
lower frequencies, the attenuation
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Fig. 84 — Frequency response of the circuit of
Fig. 79D (see text).

decreases and approaches 2.55 dB. This
plot is for a resistance ratio of 5:1, and the
low-frequency loss is just caused by the
mismatch in source and load resistance.
Thus, while increasing N improves the
selectivity near resonance, it has little ef-
fect on response for frequencies much far-
ther away.

A somewhat different situation exists
for the circuit of Fig. 79D. At frequencies
far from resonance, either a series
capacitance provides decoupling at the
lower fequencies or a shunt capacitance
causes additional mismatch at the higher
ones. This circuit, then, has a response
resembling those of simple circuits unlike
the pi network. Curves a and b of Fig. 84
are for a resistance ratio of 5:1 with N
equal to 2.01 for curve a. Curve b is for.an
N of 10. Curves ¢ and d are for a
resistance ratio of 50:1 with N equal to
7.04 and 10 respectively.
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Chapter 3

Radio Design Technique
and Language

Many amateurs desire to construct
their own radio equipment and some know-
ledge of design procedures becomes im-
portant. Even when some commercially
manufactured equipment is used, these
techniques may still be required in setting
up peripheral equipment. Also, an appli-
cant for an Amateur Radio license might
be tested on material in this area.

“Pure’’ vs. “Impure’”’ Components

In the chapter on electrical laws and
circuits, it is assumed that the components
in an electrical circuit consist solely of
elements that can be reduced to a
resistance; capacitance or inductance.
However, such elements do not exist in
nature. An inductor always has some
resistance associated with its windings and
a carbon-composition resistor becomes a
complicated circuit as the frequency of
operation is increased. Even conductor
resistance must be taken into account if
long runs of cable are required.

In many instances, the effects of these
**parasitic’ components can be neglected
ahgd the actual device can be approxi-

Ls

Rs

Rs |

~Cp RP

I

Lp

(A) (B)

Fig. t — Equivalent circvit of a capacitor is
shown at A, and for an inductor in B.
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mated by a ‘“‘pure” element such as a
resistor, capacitor, inductor or a short
circuit in the case of an interconnecting
conductor. In other cases, the unwanted
component must be taken into account.
However, it may be possible to break the
element down into a simple circuit
consisting of single elements alone. Then,
the actual circuit may be analyzed by
means of the basic laws discussed in the
previous chapter. It may be also possible
to make a selection such that the effects of
the residual element are negligible.

However, there are other parasitic
elements that may not only be difficult to
remove but will affect circuit operation
adversely as well. In fact, such con-
siderations often set a limit on how
stringent a design criterion can be tolerated.
For instance, it is a common practice to
connect small-value capacitors in various
parts of a complex circuit, such as a
transmitter or receiver, for bypassing
purposes. A bypass capacitor permits
energy below some specified frequency to
pass a given point while providing
rejection to energy at higher frequencies.
In essence, the capacitor is used in a crude
form of filter. In more complicated filter
designs, capacitors may be required for
complex functions (such as matching) in
addition to providing a low reactance to
ground.

An equivalent circuit of a capacitor is
shown in Fig. 1A. Normally, the series
resistance, Rs, can be neglected. On the
other hand, the upper frequency limit of
the capacitor is limited by the series
inductance, L. In fact, above the point
where L, and C, form a resonant circuit,
the capacitor actuaily appears as an
inductor at the external terminals. As a
result, it becomes useless for bypassing
purposes. This is why it is common
practice to use two capacitors in parallel
for bypassing, as shown in Fig. 2. At first
inspection, this might appear as super-
fluous duplication. But the *‘self-resonant”

frequency of a capacitor is lower for high-
capacitance units than it is for smaller-
value ones. Thus, C1 in Fig. 2 provides a
low reactance for low frequencies such as
those in the audio range while C2 acts as a
bypass for frequencies above the self-
resonant frequency of Cl.

RF Leakage

Although the capacitor combination
shown in Fig. 2 provides a low-impedance
path to ground, it may not be very
effective in preventing rf energy that
travels along the conductor from point 1
from reaching point 2. At dc and low-
frequency applications, a circuit must
always form a closed path in order for a
current to flow. Consequently, two con-
ductors are required if power is to be
delivered from a source to a load. In many
instances, one of the conductors may be
common to several other circuits and con-
stitutes a local ground.

However, as the frequency of operation
is increased, a second type of coupling
mechanism is possible. Power may be
transmitted along a single conductor.
(Although the same effect is possible at
low frequencies, unless circuit dimensions
are extremely large, such transmission
effects can be neglected.) The conductor
acts as a waveguide in much the same
manner as a large conducting surface,
such as the earth, will permit propagation
of a radio wave close to its boundary with
the air. This latter type of propagation is
often called a ground wave and is
important up to and slightly above the
standard a-m broadcast band. At higher
frequencies, the conductivity of the earth
is such to attenuate ground-wave propa-
gation.

A mode similar to ground-wave propa-
gation that can travel along the boundary
of a single conductor is illustrated by the
dashed lines in Fig. 2. As with the wave
traveling close to the earth, a poor con-
ducting boundary will cause attenuation.
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Fig. 2 — A bypassing arrangement that affords some measure of isolation (with the equivalent circuit
shown in the inset). Dashed lines indicate a mode of wave travel that permits rf energy to leak past the
bypass circuitry and should be taken into account when more stringent suppression requirements are
necessary. (Lgand Rgin the inset represent the equivalent circuit of the ferrite bead.)

This is why a ferrite bead is often inserted
over the exit point of a conductor from
an area where rf energy is to be contained
or excluded. In addition to loss (particu-
larly in the vhf range), the high permea-
bility of the ferrite introduces a series-
inductive reactance as well. Finally, the
shield wall provides further isolation.

While the techniques shown in Fig. 2
get around some of the deficiencies of
capacitors that are used for bypass
purposes, the resulting suppression is
inadequate for a number of applications.
Examples would be protection of a VFO
to surrounding rf energy, a low-frequency
receiver with a digital display, and
suppression of radiated harmonic energy
from a transmitter. In each of these cases,
a very high degree of isolation is required.
For instance, a VFO is sensitive to
voltages that appear on dc power supply
lines and a transmitter output with a note
that sounds *‘fuzzy” or rough may result.
Digital displays usually generate copious
rf energy in the low-frequency spectrum.
Consequently, a receiver designed for this
range presents a situation where a strong
source of emission is in close proximity to
very sensitive receiving circuits. A similar
case exists with transmitters operating on
a frequency that is a submultiple of a
fringe-area TV station. In the latter two
instances, the problem is not so severe if
the desired signal is strong enough to
“override” the unwanted energy. Un-
fortunately, this is not the case normally
and stringent measures are required to
isolate the sensitive circuits from the
strong source.

A different type of bypass-capacitor
configuration is often used with as-
sociated shielding for such applications,
as shown in Fig. 3. In order to reduce the
series inductance of the capacitor, and to
provide better isolation between points 1
and 2, either a disc-type (Fig. 3A) or a
coaxial configuration (Fig. 3B) s
employed. The circuit diagram for either
configuration is shown in the inset. While
such ‘“*feedthrough’’ capacitors are always
connected to ground through the shield,
this connection is often omitted on draw-
ings. Only a connection to ground is
shown, as in the inset in Fig. 3

Dielectric Loss

Even though capacitors are usually
high-Q devices, the effect of internal loss
can be more severe than in the case of a
coil. This is because good insulators of
electricity are usually good insulators of
heat also. Therefore, heat generated in a
capacitor must be conducted to the out-
side via the conducting plates to the
capacitor leads. In addition, most
capacitors are covered with an insulating
coating that further impedes heat conduc-
tion. The problem is less severe with
capacitors using air as a dielectric for two
reasons. The first advantage of air over
other dielectrics is that the loss in the
presence of an alternating electric field is
extremely small. Secondly, any heat
generated by currents on the surface of
the conducting plates is either drawn away
by air currents or through the mass of the
metal.

The diclectric loss in a capacitor can be
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(a)

(B}

Fig. 3 — A superior type of bypassing
arrangement to that shown in Fig. 2. Concentric
conductors provide a low-inductance path to
ground and better rejection of unwanted single-
wire wave modes.

represented by Rp as shown in Fig. 1A.
However, if a dc ohmmeter was placed
across the terminals of the capacitor, the
reading would be infinite. This is because
dielectric loss is an ac effect. Whenever an
alternating electric field is applied to an
insulator, there is a local motion of the
electrons in the individual atoms that
make up the material. Even though the
electrons are not displaced as they would
be in a conductor, this local motion
requires the expenditure of energy and
results in a power loss.

Consequently, some care is required in
the application of capacitors in moderate
to high-power circuits. The applied vol-
tage should be such that rf-current ratings
are not exceeded for the particular
frequency of operation. This is illustrated
in Fig. 4. A parallel-resonant circuit
consisting of Lp, Cp and RL is connected to
a voltage source, Vs, through a coupling
capacitor, Cc. It is also assumed the RL is
much greater than either the inductive or
capacitive reactance taken alone. This
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condition would be typical of that found
in most rf-power amplifier circuits em-
ploying vacuum tubes.

Since the inductive and capacitive
reactance of Lp and cancel at
resonance, the load presented to the
source would be just R;. This would
mean the current through C, would be
much less than the current through either
Cp or L. The effect of such “current rise”’
is similar to the voltage rise at resonance
discussed in the previous chapter. Even
though the current at the input of the
parallel-resonant circuit is small, the
currents that flow in the elements that
make up the circuit can be quite large.

The requirements for Cc then, would be
rather easy to satisfy in regards to current
rating and power dissipation. On the
other hand, Cp would ordinarily be

restricted to air-variable types although'

some experiments have been successful
using Teflon as a dielectric.! Generally
speaking, the coupling capacitor shouid
have a low reactance (at the lowest
frequency of operation) in comparison to
the load presented by the tuned circuit.
The effect of the coupling-capacitor
reactance could then be compensated by
slightly retuning the parallel-resonant
circuit.

Inductors

Similar considerations to those dis-
cussed in the previous sections exist with
inductors also, as shown in Fig. 1B. Since
an inductor usually consists of a coil of
wire, there will be a resistance associated
with the wire material and this component
is represented by Rs (Fig. 1B). In addition,
there is always a capacitance associated
with conductors in proximity as il-
lustrated in Fig. 5. While such capacitance
is distributed throughout the coil, it is a
convenient approximation to consider an
equivalent capacitance, Cp, exists between
the terminals (Fig. 1B). Finally, inductors
are often wound on materials that have
high permeability in order to increase the
inductance. Thus, it is possible to build an
inductor with fewer turns and smaller in
size than an equivalent coil with an *air
core.”

Unfortunately, high-permeability mate-
rials presently available have considerable
loss in the presence of an rf field. It will be
recalled a similar condition existed with
the dielectric in a capacitor. Consequently,
in addition to the wire resistance, a loss
resistance is associated with the core and
represented by Rp. (See Fig. 1B.) Since
this loss is more or less independent of the
current through the coil but dependent upon
the applied voltage, it is represented by a
parallel resistance.

RF Transformers

Although the term transformer might
be applied to any network that *“trans-

‘DeMaw and Dorbuck, "Transmitting Variables,"
QST February 1975.
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formed” a voltage or an impedance from
one level to another one, the term is
usually reserved for circuits incorporating
mutual magnetic coupling. - Examples
would be i-f transformers, baluns, broad-
band transformers, and certain antenna
matching networks (see chapter 2). Of
course, many devices used at audio and
power frequencies are also transformers in
the sense used here and have been covered
in a previous chapter.

Networks that use mutual magnetic
coupling exclusively have attractive ad-
vantages over other types in many
common applications. A principal ad-
vantage is that there is no direct
connection between the input and output
terminals. Consequently, dc and ac com-
ponents of current are separated easily
thus eliminating the need for coupling
capacitors. Perhaps even more impor-
tantly, it is also possible to isolate rf
currents because of the lack of a common
conductor. Quite often, an hf receiver in
an area where strong local broadcast
stations are present will suffer from
“broadcast harmonics’ and possibly even
rectified audio signals getting into sen-
sitive af circuits. In such cases, com-
plicated filters sometimes prove inef-
fective while a simple tuned rf transformer
clears up the problem completely. This is
because the unwanted bc components are
prevented from flowing on the receiver
chassis along with being rejected by the
tuned-transformer filter characteristic.

A second advantage of coupled circuits
using mutual magnetic coupling exclu-
sively is that analysis is relatively simple
compared to other forms of coupling
although exact synthesis is somewhat
complicated. That is, finding a network
with some desired frequency response
would be quite difficult in the general
case.

However, circuits using mutual-magnetic
coupling usually have very good out-of-
band rejection characteristics when com-
pared to networks incorporating other
forms. (A term sometimes applied to
transformer or mutual-magnetic coupling
is indirect coupling. Circuits with a single
resistive or reactive element for the
common impedance are called direct-
coupled networks. Two or more elements
in the common impedance are said to
comprise complex coupling.) For in-
stance, relatively simple band-pass filters
are possible with mutual-magnetic coup-
ling and are highly recommended for
vhf-transmitter multiplier chains. For
receiving, such filters are often the main
source of selectivity. Standard a-m and fm
broadcast receivers would be examples
where intermediate-frequency (i-f) trans-
formers derive their band-pass charac-
teristics from mutually coupled inductors.

A third advantagé of mutually coupled
networks is that practical circuits with
great flexibility particularly in regard to
matching capabilities are possible. For

this reason, variable-coupling matching
networks or those using *link coupling”
have been popular for many years. In
addition to matching flexibility, these
circuits are good band-pass filters and can
also provide isolation between antenna
circuits and those of the transmitter.

Design Formulas

A basic two-mesh circuit with mutual
magnetic coupling is shown in Fig. 6. The
reactance, X, is arbitrary and could be
either inductive or capacitive. However, it
is convenient to combine it with the
secondary reactance (XLs) since this
makes the equations somewhat more
compact. Hence, the total secondary
reactance is defined by

X, = 2=7fL+X

The primary reactance and mutual reac-
tance are also defined respectively as

T

RL» |XcP| = Xip

Fig. 4 — Consideration of capacitor voltage and
current ratings should be kept in mind in
moderate-power applications.

Fig. 5 — Distributed capacitance (indicated by
dashed lines) affects the operation of a coil at
high frequencies.

/"N
Z_m_ LP% Ls Rs

Fig. 6 — Basic magnetically coupled circuit.




Xp = 22l Xy = 27fM

A set of equations for the input resistance
and reactance is given by

RoXm?
Rjp= ——0_
RSZ+X§2
XX
Xin = Xp - R;n - 7
SHX
This permits reducing the two-mesh

circuit of Fig. 6 to the single-mesh circuit
of Fig. 7.

Double-Tuned Circuits-

A special case occurs if the value of Xs
is zero. This could be accomplished easily
by tuning out the inductive reactance of
the secondary with an appropriate capaci-

tor or by varying the frequency until a

fixed capacitor and the secondary in-
ductance resonated. Under these con-
ditions, the input resistance and reactance
would be

X ?
Ry = .X,= X,
RS
Then, in order to make the input.

impedance purely resistive, a second series
capacitor could be used to cancel the
reactance of Xp. The completed network
is shown in Fig. 8 with C1 and C2 being the
primary and secondary series capacitors.

If Xm could be varied, it is evident that
the secondary resistance could be trans-
formed to almost any value of input resis-
tance. Usually, the desired resistance,
would be made equal to the generator re-
sistance, Rg, for maximum power transfer.
It might also be selected to satisfy some
design goal, not necessarily related to maxi-
mum power transfer. This brings up a
minor point but one that can cause con-
siderable confusion. Normally, in transmit-
ting circuits, the “unloaded Q" of the re-
active components would be very high
and the series parasitic resistances (dis-
cussed in a previous section) could be ne-
glected. However, if it is not desired to do
so, how should these resistances be taken
into account? If maximum power transfer
is the goal, the series resistance of the
primary coil would be added to the
generator resistance, Rg, and the trans-
formed secondary resistance would be
made equal to this sum.

On the other hand, a more common
case requires the total input resistance to
be equal to some desired value. For
instance, an amplifier might provide
optimum efficiency or harmonic sup-
pression when terminated in a particular
load resistance. Transmission lines also
require a given load resistance in order to
be ‘“‘matched.” In such cases, the series
resistance of the primary c¢oil would be

subtracted from the actual resistance
desired and the transformed resistance
made equal to this difference. As an
example, suppose an amplifier required a
load resistance of 3000 ohms, and the
primary-coil resistance was 100 ohms.
Then, the transformed resistance must be
equal to 2900 ohms. (In either case, the
secondary coil resistance is merely added
to the secondary load resistance and the
sum substituted for R;.)

Coefficient of Coupling

Although the equations for the input
impedance can be solved in terms of the
mutual reactance, the transforming mecha-
nism involved becomes somewhat clearer
if the coefficient of coupling is used
instead. The coefficient of coupling, k, in
terms of the corresponding reactances of
inductances is

Xm Lm
vix,x, Vi, L

Then, the input resistance becomes

k

k2X X
R =R
S
The primary and secondary Qs are
defined as
= XP = X‘
Qp - ‘R_s A Qs R_i

where a “loaded” Q is assumed. This
would mean R, included any secondary-
coil loss. For maximum-power transfer,
Rg would be the total primary resistance
which consists of the generator and coil
resistance.

The coefficient of coupling under these
conditions reduces to a rather simple
formula

k. = !

C Vv QQ

However, if it is desired to make the input
resistance some particular value (as in the
case of the previous example), the
coefficient of coupling is then

k. = /Rin —Rp
(3 XPQS

If the primary ‘‘loss” resistance is zero,
both formulas are identical.

At values of k less than ke, the input
resistance is lower than either the pre-
scribed value or for conditions of maxi-
mum power transfer. Higher values of k
result in a higher input resistance. For this
reason, ke is called the critical coefficient
of coupling. If k is less than ke, the circuit
is said to be undercoupled and for k
greater than k¢, an overcoupled condition
results. A plot of attenuation vs. fre-
quency for the three cases is shown m Fig.

9. Critical coupling gives the flattest
response although greater bandwidth can
be obtained by increasing k to ap-
proximately 1.5 kc. At higher values, a
pronounced dip occurs at the center or
resonant frequency.

In the undercoupled case, a peak occurs
at the resonant frequency of the primary
and secondary circuit but the transformed
resistance is too low and results in a
mismatch. As the coupling is decreased
still further, very little power is transferred
to the secondary circuit and most of it is
dissipated in the primary-loss and generator-
source resistances. On the other hand, an
interesting phenomenon occurs with the
overcoupled case. It will be recalled that
the transformed resistance is too high at
resonance because the coefficient of
coupling is greater than the critical value.
However, a special case occurs if the
primary and secondary circuits are iden-
tical which also means the transformed
resistance, R, must equal R;.

The behavior of the circuit under these
conditions can be analyzed with the aid of
Fig. 7. Assuming the Q of both circuits is
high enough, the reactance, Xs, increases
very rapidly on either side of resonance. If
this variation is much greater than the
variation of Xm with frequency, a
frequency exists on each side of resonance
where the ratio of Xm? and Rs? + Xs? is
1.0. Consequently, Rin is equal to Rs and
the transformed reactance is —Xs. Since
the primary and secondary resonators are
identical, the reactances cancel because of
the minus sign. The frequency plot for a’k
of 0.2 (kc is 0.1) is shown in Fig. 9. If the
primary and secondary circuits are not
identical, a double-hump response still

XPp

R ) () (.

-xml xs

Zn Rs? + xs?
———
O

Fig. 7— Equivalent single-mesh network of the
two-mesh circuit of Fig. 6.
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Fig. 8 — Double-tuned series circuits with
magnetic coupling.
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Fig. 9 — Response curves for various degrees of coupling coefficient k. The critical coefficient of
coupling for the network shown in the inset is 0.1. Lower values give a single response peak (but less
than maximum power transfer) while "‘tighter” coupling results in a double-peak response.

occurs but the points where the trans-
formed resistance is equal to the desired
value, the reactances are not the same
numerically. Consequently, there is at-
tenuation at peaks unlike the curve of Fig.
9.

Other Circuit Forms

While the coupled network shown in
Fig. 8 is the easiest to analyze, it is not
commonly encountered in actual circuits.
As the resistance levels are increased, the
corresponding reactances become very
large also. In transmitting circuits, ex-
tremely high voltages are then developed
across the coils and capacitors. For
‘high-impedance circuits, the circuit shown
in Fig. 10 is often used. Although the
frequency response is somewhat different
than the circuit of Fig. 8 (in fact, the
out-of-band rejection is greater), a match-
ing network can be designed based upon
the previous analysis for the series circuit.

This is accomplished by changing the
parallel primary and secondary circuits to
series equivalents. (It should be em-
phasized that this transformation is good
at one frequency only.) The equivalent
circuit of the one shown in Fig. 10 is
illustrated in Fig. 11 where the new
resistance and reactance of the secondary
are given by

RS
Re® = 7457

—R.y
Xl = TE
Y = R/X,

A similar set of transformations exists for
the primary circuit also. In most in-
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stances, where one high-impedance load is
matched to another one, Rs in Fig. 10 is
much greater than the reactance of Gs and
Cp. This simplifies the transformations
and approximate relations are given by

XZ
R (S) = /
(1] Rs
Xeq(Cs) = X

As an example, suppose it was desired
to match a 3000-ohm load to a 5000-ohm
source using a coupled inductor with a
250-ohm (reactance) primary and secon-
dary coil. Assume the coupling can be
varied. Determine the circuit configura-
tion and the critical coefficient of coupling.

Since the load and source resistance
have a much higher numerical value than
the reactance of the inductors, a parallel-
tuned configuration must be used. In
order to tune out the inductive reactance,
the equivalent series capacitive reactance
must be —250 ohms. Since both Rs and Rp
are known, the exact formulas could be
solved for v and Req. However, because
the respective resistances are much greater
than the reactance, the simplified ap-
proximate formulas can be used. This
means the primary and secondary equiva-
lent capacitive reactances are —250 ohms.
The equivalent secondary resistance is
(250)2/3000 or 20.83 ohms, resulting in a
secondary Q of 250/20.83 or 12. (A
formula could be derived directly for the
Q from the approximate equations.) The
equivalent primary resistance and Q are
12.5 ohms and 20, respectively. Sub-
stituting the values for Q into the formula
for the critical coefficient of coupling
gives 1/~ (20)(12) or 0.065.

Double-tuned coupled circuits of the

M\

Fig. 10 — Coupled network with parallel-tuned
circuits or “i-f"" transformer.
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Fig. 11 — Equivalent series circuit of the parallel
network shown in Fig. 10. This transformation is
only valid at single frequencies and must be
revalued if the frequency is changed.

type shown in Fig. 10 are widely used in
radio circuits. Perhaps the most common
example is the i-f transformer found in
a-m and fm bc sets. Many communica-
tions receivers have similar transformers
although the trend has been toward
somewhat different circuits. Instead of
achieving selectivity by means of i-f
transformers (which may require a num-
ber of stages), a single filter with
quartz-crystal resonators is used instead.
(The subject of receivers is treated in a
later chapter.)

Single-Tuned Circuits

In the case of double-tuned circuits,
separate capacitors are used to tune out
the inductive components of the primary
and secondary windings. However, exami-
nation of the equivalent circuit of the
coupled coil shown in Fig. 7 suggests an
alternative. Instead of a separate capaci-
tor, why not ‘‘detune’” a resonant circuit
slightly and “‘reflect’” a reactance of the
proper sign into the primary in order to
tune out the primary inductance. Since
the transformation function (shown in the
box in Fig. 7) reverses the sign of the
secondary reactance, it is evident Xs must
be inductive in order to tune out the pri-
mary inductance.

This might seem to be a strange result
but it can be explained with the following
reasoning. From a mathematical point of
view, the choice of the algebraic sign of
the transformed reactance is perfectly
arbitrary. That is, a set of solutions to the
equations governing the coupled circuit is
possible assuming either a positive or
negative sign for the transformed reac-
tance. However, if the positive sign is
chosen, the transformed resistance would
be negative. But from a physical point of



Fig. 12 — A coil coupled magnetically to a
“shorted" turn provides insight to coils near solid
shield walls.
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Fig. 13— "Link" coupling can be used to analyze
anumber of important circuits.

Fig. 14 — A vhf/uhf circuit which can be
approximated by a link-coupled network using
“‘conventional’ components.

Fig. 15 — Equivalent low-frequency analog of the
circuit shown in Fig. 14.
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Fig. 16 — The network of Fig. 15 can be reduced
with the transformation shown in Fig. 7.
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Fig. 17 — "Reflected’ reactance into the primary of a single-tuned circuit places restraints on
resistances that can be matched. This gives rise to a general rule that high-Q secondary circuits
require a lower coefficient of coupling than low-Q ones. .

view, this is a violation of the con-
servation of energy since it would imply
the secondary resistance acts as a source
of energy rather than an energy ‘‘sink.”
Consequently, the solution with the nega-
tive resistance does not result in a physi-
cally realizable network.

The foregoing phenomenon has im-
plications for circuits one might not
normally expect to be related to coupled
networks. For instance, consider coil 1
(Fig. 12) in proximity to the one-turn
**shorted” coil 2. A time-varying current
in coil 1 will induce a current in coil 2. In
turn, the induced current will set up a
magnetic field of its own. The question is
will the induced field aid or oppose the
primary field. Since the energy in a
magnetic field is proportional to the
square of the flux, the induced field must
oppose the primary field, otherwise the
principle of the conservation of energy
would be violated as it was with the
“negative” resistance. Consequently, the
induced current must always be in a
direction such that the induced field
opposes changes in the generating field.
This result is often referred to as Lenz’s
Law.

If, instead of a one-turn loop, a solid
shield wall was substituted, a similar
phenomenon would occur. Since the total
flux (for a given current) would be less
with the shield present than it would be in
the absence of the shield, the equivalent
coil inductance is decreased. That is why it
is important to use a shield around a coil
that is big enough to reduce the effect of
such coupling. Also, a shield made from a
metal with a high conductivity such as
copper or aluminum is advisable, other-
wise a loss resistance will be coupled into
the coil as well.

Link Coupling

An example of a very important class of
single-tuned circuits is shown in Fig. 13.
The primary inductor consists of a small
coil either in close proximity or wound
over one end of a larger coil. Two
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resonators can be coupled in this manner
although there may be considerable
separation (and no mutual coupling
between the larger coils) hence the term
*link™ coupling. While this particular
method is seldom used nowadays, the
term is still applied to the basic con-
figuration shown in Fig. 13. Applications
would be antenna-matching networks,
output stages for amplifiers and, es-
pecially important, many circuits used at
vhf that have no direct hf equivalent.

The cavity resonators used in repeater
duplexers are one form of vhf circuit that
uses link coupling. A cross-sectional view
of a representative type is shown in Fig.
14. Instead of ordinary coils and capaci-
tors, a section of coaxial transmission
line comprises the resonant circuit. The
frequency of the resonator may be varied
by adjusting the tuning screw which
changes the value of the capacitor. En
is coupled into and out of the resonat
means of two small, one-turn
Current in the input loop cauise
magnetic field (shown by dashed linesi
the frequency of the generating field"is
near one of the resonant *‘modes’ of the
configuration, an electric field will also be
generated (shown by solid lines). Finally,
energy may then be coupled out of the
resonator by means of a second loop.

A low-frequency equivalent circuit of
the resonator is shown in Fig. 15.
However, the circuit can only be used to
give an approximate idea of the actual
frequency response of the cavity. At
frequencies not close to the resonant
frequency, the mathematical laws gover-
ning resonant circuits are different from
those of “‘discrete”” components used at
hf. Over a limited frequency range, the
resonator can be approximated by the
series LC circuit shown in Fig. 15.

Applying the formulas for coupled
networks shown in Fig. 7 to the two-link
circuit of Fig. 15, the output link and load
can be transformed to an equivalent series
resistance and reactance as shown in Fig.
16. In most instances, the reactance, X, in
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Fig. 18 — Single-tuned circuit with a parallet RC
secondary.
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Fig. 19 — Text example of a single-tuned circuit.

the formula is just the reactance of the
output link. Since the two-link network
has been reduced to a single coupled
circuit, the formulas can be applied again
to find the input resistance and reactance.

Analysis of Single-Tuned Circuits

Single-tuned circuits are very easy to
construct and adjust experimentally. If
desired, the tuned circuit consisting of Ls,
Cs, and perhaps the load, Rs, can be con-
structed first and tuned to the “‘natural”
resonant frequency

S —
°T 27 LC.

Then, the primary inductor, which may be
a link or a larger coil, is brought into
proximity of the resonant circuit. The
resonant frequency will usually shift
upward. For instance, a coil and capacitor
combination was tuned to resonance by
means of a grid-dip oscillator (see the
chapter on measurements) at a frequency
of 1.8 MHz. When a two-turn link was
wound over the coil, and coupled to the
grid-dip oscillator the resonant frequency
had increased to 1.9 MHz. A three-turn
link caused a change to 2 MHz.

Quite often an actual load may be an
unknown quantity, such as an antenna,
and some insight into the effects of the
various elements is helpful in predicting
single-tuned circuit operation. Usually, as
in the case of most matching networks, Rs
(Fig. 7) and the input resistance are speci-
fied with the reactive components being
the variables. Unfortunately, the variables
in the case of mutually coupled networks
are not independent of each other which
complicates matters somewhat.

Examination of the equivalent circuit
shown in Fig. 7 would indicate the first
condition is that the reactance reflected
from the secondary into the primary be
sufficient to tune out the primary reac-
tance. Otherwise, even though the proper
resistance transformation is obtainable, a
reactive component would always be
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present. A plot of the reflected reactance
as a function of Xs is shown in Fig. 17.
From mathematical considerations (which
will not be discussed) it can be shown that
the maximum and minimum of the curve
have a value equal to Xm?/2Rs. Con-
sequently, this value must be greater than
or equal to Xp in order that a value of Xs
exists such that the reflected reactance will
cancel Xp. In the usual case where Xm?/
2R; is greater than Xp, it is interesting to
note that two values of Xs exist where Xp
and the reflected reactance cancel. This
means there are two cases where the input
impedance is purely resistive and Rs could
be matched to either one of two source
resistances if so desired. The value of Xs at
these points is designated as Xs1 and Xs2.

On the other hand, a high value of Rs
requires Xm to be large also. This could
be accomplished by increasing the coeffi-
cient of coupling or by increasing the
turns on the secondary coil. Increasing the
turns on the primary also will cause Xm to
be higher but Xp will increase also. This
is somewhat self-defeating since Xm? is
proportional to Xp.

An alternate approach is to use the paral-
lel configuration of Fig. 18. The approxi-
mate equivalent series resistance of the
parallel combination is then X(GCs)?/Rs
and the reactance is approximately
X(Cs). (See diagram and text for Fig. 11.)
This approach is often used in multiband
antenna systems. On some frequencies,
the impedance at the input of the feed line
is high so the circuit of Fig. 18 is
employed. This is referred to as parallel
tuning. If the impedance is very low, the
circuit of Fig. 13 is used and is called
series tuning.

As an example, suppose a single-tuned
circuit is to be used to match a 1-ohm load
to a 50-ohm source as shown in Fig. 19. It
might be pointed out at this juncture that
coupling networks using mutual magnetic
coupling can be scaled in the same manner
that filter networks are scaled (as dis-
cussed in chapter 2). For instance, the cir-
cuit of Fig. 19 could be scaled in order to
match a 50-ohm load to a 2500-ohm
source merely by multiplying all the
reactances by a factor of 50.

The input resistance and reactance of
the circuit of Fig. 19 are plotted in Figs. 20
and 21, respectively. As pointed out
earlier, there are two possible points
where the reactance is zero and this circuit
could be used to match the 1-ohm load to
either a 50-ohm or 155-ohm source.
Assuming a 50-ohm source was being
used, the attenuation plot as a function of
frequency would be given by the solid
curve in Fig. 22.

With slight modification to include the
effect of the source, the transformation of
Fig. 7 can be applied to the primary side
of the coupled circuit shown in Fig. 19.
This is illustrated in Fig. 23. The complete
circuit is shown at Fig. 23A and the
network with the transformed primary

RESISTANCE

I " "

; T
0.95 1.0
2nt(Hz)

0.85 0.9

Fig. 20 — Input resistance of the Fig. 19 circuit as
a function of frequency.

REACTANCE

RMS55 N -qu

1.05 11
2mi{Hz)
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Fig. 21 — Input reactance of the Fig. 19 network.
Note two “resonant' frequencies (where
reactance is zero).

1.0 1.05 1.9
2t (H2)

ATTENUATION {dB)

Fig. 22 — Response of the circuit shown in Fig.
19




resistance and reactance is shown in Fig.
23B.

In a lossless transformer, the maximum
available power at the secondary must be
the same as that of the original source on
the primary side, neglecting the effects of
reactance. That is, the power delivered to

St

()

Fig. 23 — The transformation of Fig. 7 applied to
the primary side of the circuit of Fig. 19.
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(c)

a l-ohm resistance (shown as a dashed
line in Fig. 23B) must be the same as that
delivered to a 50-ohm load in Fig. 23A.
This assumes that the rest of the circuit
has been disconnected in either case. In
order to fulfill this requirement, the
original source voltage must be multiplied
by the square root of the ratio of the new
and old source resistance.

The single-mesh transformed network
is shown in Fig. 23C and it is interesting to
compare the response of an RLC series
circuit that actually possessed these
element values at resonance with the
circuit of Fig. 19. For comparison, the
response of such a circuit is shown in Fig.
22 as a dashed curve and it can be seen
that it differs only slightly from the
coupled-circuit curve. The reason for the
similarity is that even though the trans-
formation of the primary resistance and
reactance also changes with frequency, the
effect is not that great in the present case.

Broadband RF Transformers

The ‘‘sensitivity” of the frequency
characteristic of the transformation shown
in Fig. 7 depends mostly on the ratio of Xs
to Rs. However, if X5 is much greater than
Rs, the transformed reactance can be ap-
proximated by

—xmzxs ) -xmz

l{Sz + XSz - XS

and the resistance becomes

Rsxml ~ R me
RI + X7 < s X,?
Applying this approximation to the

general coupled circuit shown in Fig. 24A
results in the transformed network of Fig.
24B. The coefficient of coupling for the

circuit of Fig. 24A is

‘m

= \/—XE—

and the network shown in Fig. 24B in
terms of the coefficient of coupling is
illustrated in Fig. 24C. For k equal to 1.0,
the input reactance is zero and the input
resistance is given by

R —<x' R <L >R Nl)R
mn T x2 2 = L2 2= N2 2

where N1 and N2 are the number of turns
on coil 1 and 2, respectively. From
maximum-power transfer considerations,
such as those discussed for the circuit of
Fig. 23, the voltage transfer ratio becomes

€ = W] 1

It will be recalled that the foregoing
equations occurred in the discussion of
the “‘ideal transformer’ approximation in
Chapter 2. It was assumed then that the
leakage reactance and magnetizing cur-
rent were negligible. The effects on circuit
operation of these variables are shown in
Fig. 25. The curves were computed for
various load resistances (Rs) using the
exact equations shown in Fig. 7.

X1 and X2 are assumed to be 100 and 10
ohms, respectively, with the solid curves
for a k of 1.0 and the dashed reactance
curve for k equal to 0.99 (the resistance
curve for the latter value is the same as the
one for k equal to 1.0). The ideal-
transformer representation can be modi-
fied slightly to approximate the curve of
Fig. 25 as shown in Fig. 26. The shunt
reactance, Xmag is called the magnetizing

Rin, XN

Fig. 24 — Equivalent-circuit approximation of two
coupled coils.

Fig. 25 — Input resistance and reactance as a function of output load resistance for X ana X, equal to

100 ohms and 10 ohms respectively (Fig. 24).
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reactance and Xp is referred to as the
leakage reactance.

Unfortunately, the two reactances are
not independent of each other. That is,
attempts to change one reactance so that
its effect is suppressed causes difficulties
in eliminating the effects of the other
reactance. For instance, increasing Xi,
Xm, and X2 will increase Xmag which is
desirable. However, examination of Fig.
24C reveals that the coefficient of coup-
ling, k, will have to be made closer to 1.0.
Otherwise, the leakage reactance increases
since it is proportional to X.

High-Permeability Cores

As a consequence of the interaction
between the leakage reactance and the
magnetizing reactance, transformers that
approach ideal conditions are extremely
difficult (if not impossible) to build using
techniques common in air-wound or
low-permeability construction. In order to
build a network that will match one
resistance level to another one over a wide
range of frequencies, ideal-transformer
conditions have to be approached quite
closely. Otherwise, considerable inductive
reactance will exist along with the resistive
component as shown in Fig. 25.

One approach is to use a core with a
higher permeability than air. Familiar
examples would be power transformers
and similar types common to the af range.
However, when an inductor configuration
contains materials of more than one
permeability, the analysis relating to Fig.
24C has to be modified somewhat. The
manner in which the core affects the
circuit is a bit complicated although even
a qualitative idea of how such trans-
formers work is very useful.

First, consider the coupled coils shown
in Fig. 27. For a given current, I, a num-
ber of “flux lines' are generated that link
both coil 1 and coil 2. Note that in coil I,
not all of the flux lines are enclosed by all
the turns. The inductance of a coil is equal
to the ratio of the sum of flux lines linking
each turn and the generating current or

= ATQTAL
(o= ll

where for the example shown in Fig. 27,
AToTAL is given by

Arorac= A + A + Ay + A + A

Counting up the number of flux linkages
in coil 1 gives

AroraL =5 +5 +74+74+5 =29

If all the flux lines linked all the turns,
AtoTaL would be 35 so L is 29/35 or 83
percent of its maximum possible value.
Likewise, if all the flux (7 lines) generated
in coil one linked all the turns of coil 2, the
maximum number of flux linkages would
be the number of turns on coil 2 times 7 or
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28. Since only three lines link coil 2, the
mutual inductance is 3 X 4/28 or 43 per-
cent of maximum.

Assuming both coils are “perfect,” if a
current Iy produced 7 flux lines in a
five-turn coil, then the same current in a
four-turn coil would produce (4/5)(7) flux
lines, since the flux is proportional to the
magnetizing current times the number of
turns. Consequently, the maximum flux
linkages in coil 1 from a current of the
same value as I but in coil 2 instead
would be (4/5)(7)(5) or 28. Therefore, it
can be seen that the mutual inductance is
independent of the choice of coil used for
the primary or secondary. That is, a
voltage produced in one coil by a current
in the other one would be the same if the
coils were merely interchanged. (This
result has been used implicitly on a num-
ber of previous occasions without proof.)
In addition, the maximum flux linkages in
coil 2 produced by a current, I, would be
(4/5)(7)(4). As an exercise, substitute the
maximum inductance values into the for-
mula for the coefficient of coupling and
show that k is 1.0.

The next step is to consider the effect of
winding coils on a form with a magnetic
permeability much higher than that of air.
An example is illustrated in Fig. 28 and
the configuration shown is called a
toroidal transformer. Since the flux is
proportional to the product of the
permeability and the magnetizing current,
the flux in the core shown in Fig. 28 will
be much greater than the coil con-
figuration of Fig. 27. However, not all of
the flux is confined to the core. As can be
seen in Fig. 28, some of the flux lines
never penetrate the core (see lines marked
a in Fig. 28) while others enclose all the
windings of coil 1 but not coil 2 (see line
marked b). The significance of these
effects is as follows. The total flux linkage
produced by the current, Iy, is

Atorar = Auir+Acore

and dividing both sides of the equation by
1i gives

Ly = Lair+l‘corc

Consequently, the circuit of Fig. 24 can be
represented as shown in Fig. 29A. For X2
much greater than the load resistance, the
approximate network of Fig. 29B can
replace the one of Fig. 29A.

At first sight, it might seem as though
little advantage has been gained by
introducing the core since the formulas
are much the same as those of Fig. 24C.
However, the reactances associated with
the core can be made very high by using a
material with a high permeability. Also,
even though there may be some *‘leakage”
from the core as indicated by line b in Fig.
28, it is ordinarily low and the coefficient
of coupling in the core can be considered
1.0 for all practical purposes. This is

especially true at af and power frequencies
with transformers using iron cores where
the permeability is extremely high. This
means the magnetizing reactance can be
made very high without increasing the
leakage reactance accordingly as is the
case with the circuit in Fig. 24C.
Therefore, ideal transformer conditions
are considered to exist in the core and the
final circuit can be approximated by the
one shown in Fig. 29C.

Bifilar and Twisted-Pair Windings

Although the core helps alleviate some
of the problems with leakage and mag-

Xu
O(x=1)
2.N{x=0.99) "IDEAL"
10:4
TRANSFORMER
XMAG
100N Rs

Fig. 26 — Approximate network for the curves of
Fig. 25.

Fig. 27 — Coupled coils showing magnetic flux
lines.

, Fig. 28 — Toroidal transformer.



netizing reactance, the residual parasitic
elements must still be made as low as
possible. This is especially important in
matching applications as the following
example illustrates. A transformer has a
primary and secondary leakage reactance
of 1 ohm and 0.1 ohm, respectively, with a
coefficient of coupling of 1.0 in the core.
X1 and X2 are 1000 ohms and 100 ohms.
A plot similar to the one of Fig. 25 is
shown in Fig. 30 along with a curve for

X1 (AIR) X2 (AIR)
Xme
X1c x2c¢ Rs
O
(A)
—x2
Xt (AIR) Xtc{1-kcc) X2 5> Rs
X1
-’C(x—z)ns
2o(X4
K c(xz)XZ(MR)
o—
(B)
2
1
X1 (AIR) (2] x2ca1m)
n 2
n_z) Rs
[,
(c)

Fig. 29 — Effect of a high-permeability core on
transformer equivalent gircuit.

voltage-standing-wave ratio (VSWR).
These results are based on the exact
equations and it can be seen that the
approximate relations shown in Fig. 29C
are valid up to | ohm or so. Curve A (Fig.
30) only includes the effect of the
secondary reactance and illustrates the
manner in which the reactance is trans-
formed. Curve B is the total input
reactance which merely requires the
addition of 1 ohm. The VSWR curve
includes the effect of the latter. Useful
range of the transformer is between 1 and
10 ohms with rapid deterioration in
VSWR outside of these values. (The
VSWR curve is for a characteristic
impedance equal to 10 times the secon-
dary resistance. For instance, the transfor-
mer would be useful in matching a 5-ohm
load to a 50-ohm line.)

As mentioned previously, these dif-
ficulties are less pronounced at audio
frequencies since the permeabilities nor-
mally encountered in iron-core trans-
formers are so high, the actual inductance
of the winding itself is small in com-
parison to the component represented by
the core. That is, a small number of turns
of wire wound on a core may actually be
the equivalent of a very large coil.
However, materials suitable for rf ap-
plications have much lower permeabilities
and a narrower range of matching values
is likely to be the result (such as in the
example of Fig. 30). Therefore, other
means are required in keeping the
parasitic elements as low as possible.
Either that, or less conventional trans-
former designs are used.

One approach is shown in Fig. 31.
Instead of separating the windings on the
core as shown in Fig. 28, they are wound
in parallel fashion. This is called a bifilar
winding although a more common ap-
proach to achieve the same purpose is to

10 (-
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Fig 30— Curve fortranstormar prahlem rdisrussar in tha taxt

twist the wires together. Either way, there
are a number of advantages (and some
disadvantages) to be gained. Referring to
Fig. 27, the fact that not all the flux lines
linked all of the turns of a particular coil
meant the self inductance was lower than
if all the turns were linked. Since the
separation between turns of a particular
coil is quite large in the configuration of
Fig. 31, the flux linkage between turns is
quite low. This means the corresponding
leakage inductance is reduced according-
ly. However, the coupling between both
coils is increased because of the bifilar
winding (flux line A) in Fig. 31 which also
tends to reduce the leakage inductance of
either coil.

On the other hand, the capacitance
between windings is increased considerably
as indicated by B in Fig. 31. As a result,
the coupling between windings is both
electrical and magnetic in nature. Generally
speaking, analysis of the problem is quite
complicated. However, a phenomenon
usually associated with such coupling is
that it tends to be directional. That is,
energy transferred from one winding to
another one propagates in a preferred
direction rather than splitting equally.

Directional Coupling

Two conductors are oriented side by
side over a conducting plane as shown in
Fig. 32. A current I in conductor 1 will
induce a current Im in conductor 2
because of magnetic coupling. The actual
value of the current will depend upon the
external circuitry attached to the con-
ductors but it will be assumed that the two
of them extend to infinity in both
directions.

Since capacitive coupling exists also, a
second set of current components denoted
by Ic will also flow. The result is that a
wave traveling toward the right in
conductor 1 will produce a wave traveling
toward the /eft in conductor 2. Such
coupling is called contradirectional coup-
ling since the induced wave travels in the
opposite direction to the generating wave.

This is the principle behind many
practical devices and ones that are quite
common in amateur applications. In
adjusting a load such as an antenna, it is
desirable to insure that energy is naqt
reflected back to the transmitter. Other-
wise, the impedance presented to the
transmitter output may not be within
range of permissible values. A directional
coupler is useful in determining how much
power is reflected as indicated in Fig. 33,
Energy originating from the transmitter
and flowing to the right causes a voltage
to be produced across the resistor at the
left. On the other hand, a wave traveling
from the right to the left produces a
voltage across the right-hand resistor. If
both of these voltages are sampled, some
idea of the amount of power reflected can
be determined. (The subject of reflected-
power is taken up in more detail in the
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Fig. 31 — Bifilar-wound transformer on toroidal
core.
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Fig. 32 — Effect of distributed capacitance on
transformer action.
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Fig. 33 — Basic configuration for a directional-
couplertype VSWR detector.

Fig. 34 — Directional-coupler hybrid combiner.
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chapter on transmission lines.)

In some situations, the coupling de-
scribed can be very undesirable. For
instance, the lines shown in Fig. 33 might
be conductors on a circuit board in a piece
of equipment. As a result, the coupling
between lines can cause “feedback” and
because of its directional nature, it can be
very difficult to suppress with con-
ventional methods. Therefore, it is good
design practice to use ‘“‘double-sided”
board (board with conductive foil on both
sides) so that a ground plane of metal is in
close proximity to the conductors. This
tends to confine the fields to the region in
the immediate vicinity of wires.

Transmission-Line Transformers

In effect, sections of transmission line in
close proximity act as transformers with
the unique feature that the coupling is
directional. For instance, if only magnetic
coupling was present in the configuration
of Fig. 33, power would be divided
equally between the resistors at either end
of the “secondary” section of transmis-
sion line. As another example of direc-
tional effects, the network shown in Fig.
34 can be used to couple two sources
to a common load without ‘‘cross-
coupling”™ of power from one source to
the other one. (This assumes the sources
have the same frequency and phase.
Otherwise, a resistance of value 2R must
be connected from points a to d.) Such a
configuration is called a hybrid combiner
and is often used to combine the outputs
of two solidstate amplifiers in order to
increase the powerhandling capability.
This permits the use of less expensive
low-power devices rather than very ex-
pensive high-power ones. Even though
more devices are required, it is still
simpler since the difficulties in producing
a high-power transistor increase in a greater
proportion as the power level is raised.

The manner in which the circuit shown
in Fig. 34 operates is as follows. A wave
from the generator on the left end of line 1
travels toward the right and induces a
wave in line 2 that travels toward the left
and on into the load. No wave is induced
in line 2 that travels toward the right
except for a small fraction of power.

A similar situation exists with the
second generator connected at the right
end of line 2. A wave is induced in line 1
that travels toward the right. Since the
load is also connected to the right end of
line 1, power in the induced wave will be
dissipated here with little energy reaching
the generator at the left end of line 1. In
order to “simulate’ a single load (since
there are two generators involved), the
value of the load resistance must be half of
the generator resistance. Assuming that
two separate resistors of value R were
connected to the ends of the line, it would
be possible to connect them together
without affecting circuit operation. This is
because the voltage across both resistors is

of the same phase and amplitude.
Consequently, no additional current would
flow if the two resistors were paralleled or
combined into a single resistor of R/2.

Extending the Low-Frequency Range

As might be expected, the coupling
mechanism illustrated in Figs. 32 through
34 is highly dependent on dimensions such
as conductor spacing and line length. For
instance, maximum coupling of power
from the primary wave to the induced
wave occurs when the “secondary” line is
a quarter-wavelength long? or some odd
multiple of a quarter-wavelength. This
would normally make such couplers
impractical for frequencies in the hf range.
However, by running the leads through a
ferrite core as shown in Fig. 35, lower-
frequency operation is possible. Although
the transformer of Fig. 35A is seldom
used, it illustrates the manner in which the
conductors are employed electrically in
the more complicated configurations of
Fig. 31 and Fig. 35B. Also, the relationship
between the parallel-line coupler in Fig.
34 and the “‘loaded” version of Fig. 35A is
easier to visualize.

Recalling an earlier problem discussion
(Fig. 28), a set of coupled coils wound on
a high-permeability core can be broken
down into combinations of two series
inductances. One inductance represents
the path in air while the other one includes
the effects of the flux in the core. As

*QOliver, “Directional Electromagnetic Couplers,”
Proceedings of the I.R.E.. Vol. 42, p. 1686-1692;
November, 1954.
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Fig. 35 — Transmission-iine transformers with
ferrite cores.
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Fig. 36 — Equivalent circuit of transmission-line transformer in the presence of the core. Dots indicate
winding sense of coils. A positive current into a dotted end of one coil will produce a voltage in the
other coil because of mutual coupling. The polarity of this voltage will be such that dotted end of the
“secondary" coil will be positive. (See text for crossed-arrow symbol in the middle of the paralle!

lines.)

before, it is assumed that the coefficient of
coupling in the core is 1.0.

If the hybrid combiner of Fig. 34 is
wound on a core (such as those of Fig. 31
or Fig. 35), the low-frequency range of the
entire system is increased considerably.
The equivalent circuit showing the effect
of the core on the air-wound coupler is
illustrated in Fig. 36. (The symbol in the
middle of the parallel lines is the standard
one for a directional coupler.) At the
higher frequencies, most core materials
decrease in permeability so the operation
approaches that of the original air-wound
coupler and the inductance produced by
the core can be neglected. At the low end
of the frequency range, the line lengths are

usually too short to provide much
coupling or isolation. Therefore, the
circuit can be represented by the set of
coupled coils shown in Figs. 37 and 38.

For a current I12 flowing from a source
1 over to the mesh that includes source 2,
the mutual-reactance components add to
the self inductance of each coil. Con-
sequently, a large reactance appears in
series between the two sources which
effectively isolates them. On the other
hand, currents from both sources that

flow through the load resistor R/2
produce fluxes that cancel and the
voltages produced by the self- and

mutual-reactance terms subtract. If both
sources have the same amplitude and

12(XL+ Xm)

H2(XL+Xxm)  n2
—

Fig. 37 — Low-frequency equivaient circuit of
hybrid combiner showing isolation of sources.
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Fig. 38 — Desired coupling mode of hybrid
combingr.

Fig. 39 — Other applications of transmission-line
transfcrmers.

phase, currents I) and I must be identical
because of the symmetry involved. How-
ever, if the coefficient of coupling is 1.0,
the self and mutual-reactance must be
equal. Therefore, the voltage across either
coil is zero since the terms subtract and a
low-impedance path exists between both
sources and the load.

Other Transformer Types

The hybrid combiner is only one
application of a combination transmission-
line or directional-coupler transformer
and conventional coupled-coil arrange-
ment. With other variations, the low-
frequency isolation is accomplished in the
same manner. Mutual-reactance terms
add to the self reactance to provide
isolations for some purpose with cancel-
lation of reactive components in the path
for the desired coupling. Very good
bandwidth is possible with a range from
be frequencies to uhf in the more esoteric
designs. Models that cover all the amateur
hf bands can be constructed easily.?

Unfortunately, there is also a tendency
to expect too much from such devices on
occasion. Misapplication or poor design
often results in inferior performance. For
instance, as indicated in an earlier
example (Fig. 30), actual impedance levels
were important along with the desired
transforming ratio. Using a transformer
for an impedance level that it was not
intended for resulted in undesirable
reactive components and improper trans-
forming ratio. However, when applied
properly, the transformers discussed in
the previous sections can provide band-
width characteristics that are obtainable
in no other way.

Another transformer type is shown in
Fig. 39A. The windings of the coils are
such that the voltages across the inductors
caused by the desired current are zero.
This is because the induced voltages
produced by the current in the mutual-
reactance terms just cancel the voltage
drop caused by the current flowing in the
self reactances of either coil. (Assuming
that the coefficient of coupling is 1.0.)
However, an impedance connected to
ground at point ¢ would be in series with
the self reactance (XL) of the coily
connected between points a and c. But
there would be no induced voltage
counter the voltage drop across this
Therefore, if XL is large, very little current™s
would flow in the impedance Z and it
would effectively be isolated from the
source. ,

In fact, terminal ¢ could be grounded as
shown in Fig. 39B. The voltage drop
across the coil from a to ¢ would then be
equal to Vi. However, the induced voltage
in the coil connected between points b and
d would also be V| assuming unity
coupling (k equal to 1.0). Although the

3Ruthroff, “Some Broad-Band Transformers,” Pro-
ceedings of the I.R.E.. Vol. 97, pp. 1337-1342;
August, 1959,
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voltage drop produced by the inductors
around the mesh through which It flows is
still zero, point d is now at potential =V,
and a phase reversal has taken place. For
this reason, the configuration shown in
Fig. 39B is called a phase-reversal trans-
former.

Baluns

The circuit shown in Fig. 39A is useful
in isolating a load from a grounded
source. This is often required in many
applications and the device that ac-
complishes this goal is called a balun
(balanced to wunbalanced) transformer.
Baluns may also be used in impedance
transforming applications along with the
function of isolation and a *1:1 balun™
such as the one shown in Fig. 39A means
the impedance at the input terminals ab
will be the same as the load connected
across terminals c¢d. Other transforming
ratios are possible such as 4:1 with the
appropriate circuit connections.

One disadvantage of the network of
Fig. 39A is that although the load is
isolated from the source, the voltages at
the output are not balanced. This is
important in some applications such as
diode-ring mixers where a ‘‘push-pull”
input is required and so the circuit of Fig.
39C is used. A third coil connected
between points e and f is wound on the
same core as the orignal transformer (Fig.
39A). This coil is connected so that a
voltage across it produces a flux that adds
to that produced by the coil between a and
c. Assuming that both coils are identical,
the voltage drop across either one must be
the same or half the applied voltage.
However, since the coil between b and d is
also coupled to this combination (and is
an identical coil), the induced voltage
must also be V1 /2. Consequently, the end
of the load connected to points ¢ and e is
at a potential of +V;/2 with respect to
ground while point d is —V1 /2 with respect
to ground when the input voltage has the

Table 1
Impedance {Ohms)

Twists per Inch

Wire

Size 2-1/2 5 7-1/2 10 12-1/2
no. 20 43 39 35

no. 22 46 41 39 37 32
no. 24 60 45 44 43 41

no. 26 65 57 54 48 47
no. 28 74 53 51 49 47
no. 30 49 46 47

Measured at 14.0 MHz

This chart illustrates the impedance of various
two-conductor lines as a function of the wire
si1ze and number of twists per inch.

Table 2
Attenuation (dB) per Foot

Twists per inch

Wire

Size 2-1/2 5 712 10 12-1/2
no. 20 0.11 0.1 0.12

no. 22 0.1 012 012 012 0.2
no. 24 0.11 012 012 013 043
no. 26 0.1 0.13 0.13 013 0.3
no. 28 0.1 013 013 0.16 0.16
no. 30 025 027 0.27

Measured at 14.0 MHz

Attenuation in dB per foot for the same lines
as shown in Table 1

polarity shown. Therefore, this circuit not
only isolates the load from the source but
provides a balanced voltage also.

Either the circuit of Fig. 39A or Fig.

39C can be used if only isolation is desired.

However, the network shown in Fig. 39C
is more difficult to design and construct
since the reactance of the coils between
points a and f must be very high through-
out the frequency range of the transform-
er. With both transformers, the coefficient
of coupling must also be very close to 1.0
in order to prevent undesirable reactance in

Nonlinear and Active Networks

Almost  all the theory in previous
sections has dealt with so-called passive

mponents. Passive networks and com-
ponents can be represented solely by
combinations of resistors, capacitors and
inductors. As a consequence, the power
output at one set of terminals in a passive
network cannot exceed the total power
input from sources connected to other
terminals in the circuit. This assumes all
the sources are at one frequency. Similar
considerations hold true for any network,
however, it is possible for energy to be
converted from one frequency (including
dc) to other ones. While the total power
input must still equal the total power
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output, it is convenient to consider certain
elements as controliable sources of power.
Such devices are called amplifiers and are
part of a more general class of circuits
called active networks. An active network
generally possesses characteristics that are
different than those of simple RLC
circuits although the goal in many
instances is to attempt to represent them
in terms of passive elements and genera-
tors.

Nonlinearity

Two other important attributes of
passive RLC elements are that they are
linear and bilateral. A two-terminal

series with the load. This problem can be
offset somewhat by reducing XL slightly
(by using fewer turns) but this is counter
to the requirement of large XL in the
circuit of Fig. 39C. Isolation is reduced in
both cases although no detrimental effect
on input impedance results in the trans-
former of Fig. 39A by reducing X .

Twisted Pairs — Impedance and
Attenuation

Twisted pairs of wire are often used in
the construction of broadband rf trans-
formers. The question often arises as to
what size conductors and what number of
twists per inch should be used. To help
answer these questions the information
contained in Tables 1 and 2 was devel-
oped. Table 1 illustrates the approximate
impedance for various sized conductors
with different numbers of twists per inch.
These values are based on laboratory
measurements and should be accurate to
within an ohm or two. Enameled copper
wire was used for each pair. The informa-
tion shown in Table 2 is the attenuation
per foot for the same twisted pairs of wire.
Information is not included for twists per
inch greater than 7-1/2 for the no. 20 wire
since this results in an unusable tight pair.
Likewise, the information for twists per
inch less than 7-1/2 for no. 30 wire is
omitted since these pairs are extremely
loose.

As a general rule the wire size can be
selected based on the size core to be used
and the number of turns that are required.
The number of twists per inch can be
selected according to the impedance level
of transmission line that is needed. For
applications where moderate levels of
power are to be handled (such as in the
low- and medium-level stages of a solid-
state transmitter), smaller wire sizes
should be avoided. For receiver applica-
tions, very small wire can be used. It is not
uncommon to find transformers wound
with pairs of no. 32 wire and smaller.

element such as a resistor is said to be
bilateral since it doesn’t matter which way
it is connected in a circuit. Semiconductor
and vacuum-tube devices such as triodes,
diodes, transistors and integrated circuits
(ICs) are all examples where the concept
of a bilateral element breaks down. (For
readers with limited backgrounds in the
basic operation of vacuum tubes, recom-
mended study would be The Radio
Amateur’s License Manual and Under-
standing Amateur Radio. Both publica-
tions contain fundamental trcatments of
vacuum-tube principles and are available
from The American Radio Relay League.)
The manner in which the device is



connected 1n a circuit and the polarity of
the voltages involved are very important.

An implication of the failure to satisfy
the bilateral requirements is that such
devices are nonlinear in the strictest sense.
Linearity means that the amplitude of a
voltage or current is related to other
voltages and currents in a circuit by a
single proportionality constant. For in-
stance, if all the voltages and currents in a
circuit were doubled, a single remaining
voltage or current would be doubled also.
That is, it couldn’t change by a factor of
one half or three no matter how complex
the network might be. Likewise, if all the
polarities of the currents and voltages in a
circuit are reversed, the polarity of a
remaining voltage or current must be
reversed also. Finally, if all the generators
or sources in a linear network are sine
waves at a single frequency, any voltage or
current produced by these sources must
also be a sine wave at the same frequency
too.

Consequently, if a device is sensitive to
the polarity of the voltage applied to its
terminals, it doesn’t meet the require-
ments of a bilateral element or a linear
one either. However, because of the
extreme simplicity of the mathematics of
linear circuits as compared to the general
nonlinear case, there is tremendous
motivation in being able to represent a
nonlinear circuit by a linear approxima-
tion. Many devices exhibit linear pro-
perties over part of their operating range
or may satisfy some but not all of the
requirements of linear circuits. Such de-
vices in these categories are sometimes
termed piece-wise linear. Either that, or
they are just referred to simply as linear,
For instance, a linear mixer doesn’t satisfy
the rule that a voltage or current must be
at the same frequency as the generating
source(s). However, since the desired
output voltage (or current) varies in direct
proportion to the input voltage (or
current), the term linear is applied to
distinguish the mixer from types without
this “quasi-linear” property.

Harmonic-Frequency Generation

In a circuit with only linear com-
ponents, the only frequencies present are
those generated by the sources them-
selves. However, this is not true with
nonlinear elements. One of the properties
of nonlinear networks mentioned earlier is
that energy at one frequency (including
dc) may become converted to other
frequencies. In effect, this is how devices
such as transistors and vacuum tubes are
able to amplify radio signals. Energy from
the dc power supply is converted to energy
at the desired signal frequency. Therefore,
a greater amount of signal power is
available at the output of the network of
an active device than at the input,

On the other hand, such frequency
generation may be undesirable. For
instance, the output of a transmitter may

Vi Yl

e B 7]
'

4+

72

Fig. 40 — Nonlinear transfer characteristic (see
text discussion).

have energy at frequencies that could
cause interference to nearby receiving
equipment. Filters and similar devices
must be used to suppress this energy as
much as possible.

The manner in which this energy is
produced is shown in Fig. 40, A sine-wave
at the input of a nonlinear network (Vin) is
“transformed” into the output voltage
waveform (Vow) illustrated. If the actual
device characteristic is known, the wave-
form could be constructed graphically. It
could also be tabulated if the output
voltage as a function of input voltage was
available in either tabular or equation
form. (Only one-half of the period of a
sine-wave is shown in Fig. 40 for clarity.)

Although the new waveform retains
many of the characteristics of the original
sine-wave, some transformations have
taken place. It has zero value when t is
either 0 or T/2 and attains a maximum at
T/4. However, the fact that the curve is
flattened somewhat means energy at the
original sine-wave frequency has been
converted to other frequencies. It will be
recalled that the sum of a number of sine
waves at one frequency result in another
sine-wave at the same frequency. There-
fore, it must be concluded that the
waveform of Fig. 40 has more than one
frequency component present since it is
no longer a sine-wave,

One possible “model” for the new
waveform is shown in Fig. 41A. Instead of
one sine-wave at a single frequency, there
are two generators in series with one
generator at three times the “fundamen-
tal” frequencyw where wis 2 r f(Hz). If the
two sine waves are plotted point by point,
the dashed curve of Fig. 41B results. While
this curve doesn’t resemble the one of Fig.
40 very closely, the general symmetry is
the same. It would take an infinite number
of generators to represent the desired
curve exactly, but it is evident all the
frequencies must be odd multiples of the
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Fig. 42 — Basic triode amplifier and equivalent
circuit
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fundamental. Even multiples would pro-
duce a lopsided curve which might be
useful for representing other types of
waveforms.

In either case, the multiples have a
specific name and are called harmonics.
There is no “first” harmonic (by defini-
tion) with the second, third and fourth
multiples designated as the second, third
and fourth harmonics. Thus the dashed
curve of Fig. 41 is the sum of the
fundamental and third harmonic.

Analyzing waveforms such as those of
Fig. 40 is a very important subject. A plot
of harmonic amplitude such as that shown
in Fig. 41C is called the spectrum of the
waveform and can be displayed on an
instrument called a spectrum analyzer. If
the mathematical equation or other data
for the curve is known, the harmonics can
also be determined by means of a process
called Fourier Analysis.

Linear Approximations
of Nonlinear Devices

Nonlinear circuits may have to be
analyzed graphically as in the previous
example. There are many other instances
where only a graphical method may be
practical such as in power-amplifier
problems. However, a wide variety of
applications permit a different approach.
A model is derived from the nonlinear
characteristics using linear elements to
approximate the more difficult nonlinear
problem. This model is then used in more
complicated networks instead of the
nonlinear characteristics which simplifies
analysis considerably.

The following example illustrates how
this is accomplished and although a
vacuum-tube application is considered, a
similar process is employed in solving
semiconductor problems as well. However,
there are some additional factors involved
in semiconductor design that do not apply
to vacuum tubes. Device characteristics of
early transistors were less uniform than
those of tubes although this is much less

qofa problem than it was formerly. In fact,
i'_;) guch of the analysis requnred with vacuum

ems have already been *‘solved” before
the device leaves.the counter at the radio
tore. That'is, ahﬁers such as those in
?sntegrated Cigg
ments buijlt
termine th 1
as the values o

vre is no need to de-
other parameters such
bias resistors.

The Triode Amplifier

A simple network using a triode
vacuum type is shown in Fig. 42A and a
typical set of characteristic curves is
illustrated in Fig. 43A. The first chore in
finding a suitable linear approximation
for the triode is to determine an optimum
operaung point. Generally speaking, a
point in the center of the set of curves is
desirable and is indicated by point Q in
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Fig. 43 — Triode characteristics and derivation of
small-signal parameters.

Fig. 43A. (Other areas are often picked
for power-amplifier operation but the
goal here is to find a point where the
maximum voltage swing is possible with-
out entering regions where the non-
linearities affect the linear approxima-
tion.)

In the particular operating point cho-
sen, the cathode-to-grid voltage is — 3, the
cathode-to-plate voltage is 280, and the
piate current is 10 mA. It is assumed that
the input-signal source in Fig. 42A is a
*“short circuit” at dc and a 3-V battery
connected as shown results in a dc voltage
of —3 being applied to the grid at all times.
Such a battery is called a bias battery or
bias supply.

The next step is to determine how the
plate voltage varies with grid voltage (eg)
for a constant plate current. Assuming
that the characteristic curves were com-
pletely linear, this would permit evalua-
tion of an equivalent ac voltage generator
as shown in Fig. 42B. For a constant plate
current of 10 mA, the plate voltage chan-
ges from 325 (point b) to 230 (point a)
when the grid voltage is changed from —4
to —2 (Fig. 43A).

These numbers can be used to compute
the amplification factor (u) of the triode
which is

_ 325 —-230
“w —(—_ H- (=2 = —47.5

Quite often, a set of characteristics will
not be published for a triode and only the
amplification factor will be given along
with a typical operating point. However,

note that the amplification factor is
negative. This means that for an increase
in the signal voltage (ein), the controlled
generator decreases in voltage. Con-
sequently, there is a 180 degree phase shift
between the input voitage and the
controlled source. (Note the polarity of
the generator shown in Fig. 42B.)

In order to complete the equivalent
generator circuit, the source “‘impedance’
must be computed. This is accomplished
by determining how the plate voltage var-
ies with plate current at constant grid vol-
tage as shown in Fig. 43B. The plate resist-
ance is then N

325-240
rp = ———~”5 — 5) x10_3 = 8500 ohms

which must be considered to be in series
with the controlled source of Fig. 42B.

It should be pointed out at this juncture
that the reasoning why the foregoing
procedure is valid has not been presented.
That is, why was the amplification factor
defined as the ratio of a change in plate
voltage to change in grid voitage at con-
stant current? Unfortunately, the mathe-
matics involved although not difficult is
somewhat sophisticated. Some knowledge
of the subject of partial differential
equations is required for the theoretical
derivation of these parameters. However,
an intuitive idea can be obtained from the
following.

If the characteristics were completely
linear, instead of being nonlinear as
shown, the equivalent generator would be
unaffected by changes in plate current but
only by changes in grid voltage. For
instance, if the plate current was increased
from 10 to 17 mA (Fig. 43A), the
amplification factor would be the equiva-
lent of the change in voltage represented
by the line cd divided by —2. However,
since the length of cd is almost the same as
that of ab (the difference in plate voltage
for a —2-V change at 10 mA), it can be
concluded u doesn’t change very much.
Not at least in the center region of the
characteristics.

Similar considerations hold for the
plate resistance, rp. It wouldn’t matter if
the curve for —4 or —2 V was picked (Fig.
43B), since the change in plate voltage vs.
plate current would be approximately the
same. Entities such as « and rp are often
called incremental or small-signal para-
meters. This means they are valid for
small ac voltages or currents around some
operating point but less so for large
variations in signal or for regions removed
from the specified operating point. Also,
such parameters are not closely related to
dc voltage characteristics. For instance, a
**static” plate resistance could be defined
as the ratio of plate voltage to plate
current. For the —3-V operating point
chosen, the static plate resistance would
be 280 divided by 107 or 2.8 Mfl. This
is considerably different from the



small-signal plate rcsistance determined
previously which was 8500 ohms.

Amplifier Gain

The ratio of the variation in voltage
across the load resistance to change in
input voltage is defined as the gain of the
amplifier. For the equivalent circuit
shown in Fig. 42B, this ratio would be

A=

Cin

In order to solve for the gain, the first step
is to determine the incremental plate
current. This is just the source voltage
divided by the total resistance of the
circuit mesh or

. 41.5e,
b= 0585 mA

The output voltage is then
e, = ip 10

and combining the two foregoing equa-
tions gives

A= o _ (1.5 00
- €in - 10 + 8.5

= 25.67

It is somewhat inconvenient to have the
input and output voltages defined with
opposite polarities as shown in Fig. 42B.
Therefore, the gain becomes negative as
illustrated in the triangle in Fig. 42C. A
triangle is the standard way of rep-
resenting an amplifier stage in ‘“‘block-
diagram” form. The amplifier gain de-
pends of course on the load resistance,
RL, and a general formula for the gain of
the circuit of Fig. 42B is

A= 2R
T+ R
Feedback

Being able to eliminate the equivalent
circuit and use only one parameter such as
the gain permits analysis of more com-
plicated networks. A very important
application occurs when part of the

Ew + BEO

Fig. 44 — Network illustrating voltage feedback.

output energy of an amplifier is returned
to the input circuit and gets amplified
again. Since energy is being “fed back”
into the input, the general phenomenon is
called feedback. The manner in which
feedback problems are analyzed is il-
lustrated in Fig. 44. The output voltage is
“sampled” by a network in the box
marked beta and multiplied by this term.
This transformed voltage then appears in
series with the input voltage,e i, which is
applied to the input terminals of the
amplifier (triangle with Ao). Ao is defined
as the open-loop gain. It is the ratio of the
voltage that appears between terminals 3
and 4 when a voltage is applied to
terminals 1 and 2. The circuit of Fig. 44 is
an example of voltage feedback and a
similar analysis holds for networks in-
corporating current feedback.

The closed-loop gain, Ac, can then be
found by inspection of Fig. 44. From the
diagram, the output voltage must be

€= Ay (e, + Beg)
rearranging terms gives

e (I — BAy) = A,

and the closed-loop gain is defined by

Cathode Bias

As an application of the feedback
concept, consider the amplifier circuit
shown in Fig. 45. It will be recalled that a
bias battery was required in the previous
example and a method of eliminating this
extra source is to insert a small-valued
resistor in series with the cathode lead to
ground (Fig. 45A). In terms of the
amplifier block diagram, the circuit of
Fig. 45B results. The next task is to
evaluate the open-loop gain and the value
of B.

With the exception of the cathode
resistor, the circuit of Fig. 45 is the same
as that of Fig. 42. Consequently, the ac
plate current must be

T €| B
’ rP+RL+RC

The open-loop gain can then be de-
termined and is

€o

€

— - —uRy

=L FR TR

Next, 8 is determined from the expression
for output voliage

€ = iR
and the feedback voltage which is
i,R

Cr=lpc

Fig. 45 — Feedback example of an amplitier with
cathode bias.
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Note that 8 is positive since if the path 1
to 2 is considered, the feedback voltage is
added to the input signal. Substituting the
values of g and Ao into the feedback
equation gives

Ao
Ac= TR

- Z¢
R o

which after some manipulation becomes

—uR,
Ty + R+ + wR,

A, =

Comparison of this equation with the one
for the previous circuit with no cathode
resistor reveals that the gain has decreased
because of the term (1 + u )Rc in the
denominator. Such an effect is called
negative or degenerative feedback.

On the other hand, if the feedback was
such that the gain increased, regenerativ
or positive feedback would result. Positive
feedback can be eithet "beneficial or
detrimental in nature and' the study of
feedback is an important one in elec-
tronics. For instance, frequency genera-
tion is possible in a circuit called an
oscillator. But on the other hand, un-
wanted oscillation or instability in an
amplifier is very undesirable.

Oscillators

A special case of feedback occurs if the
term

I — BA,
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Fig. 46 — Tuned-plate tuned-grid oscillator.

becomes zero. This would mean the
closed-loop gain would become infinite.
An implication of this effect is that a very
small input signal would be amplified and
fed back and amplified again until the
output voltage became infinite. Either
that, or amplifier output would exist with
no signal input. Random noise could
*“trigger” the input into producing output.

Of course, an infinite output voltage is a
physical impossibility and circuit limi-
tations such as the nonlinearities of the
active device would alter the feedback
equation. For instance, at high output
voltage swings, the amplifier would either
“*saturate” (be unable to supply more
current) or “limit” (be cutoff because the
grid was too negative) and Ao would
decrease.

It should be stressed that it is the
product of B Ao that must be 1.0 for
oscillations to occur. In the general case,
both B and Ao may be complex numbers
unlike those of the cathode-bias problem
just discussed. That is, there is a phase
shift associated with A, and B with the
phase shift of the product being equal to
the sum of the individual phase shifts as-
sociated with each entity.

. Therefore, if the total phase shift is 180
- degrees and if the amplitude of the
product is 1.0, oscillations will occur. At
low frequencies, these conditions normal-
ly are the result of the effects of reactive
components. A typical example is shown
in Fig. 46 and the configuration is called a
tuned-plate tuned-grid oscillator. If the
input circuit consisting of L1 and C} is
tuned to a frequency fo, with the output

%, circuit (L2, C2) tuned to the same fre-

“aquency, a high impedance to ground will
“exist at the input and output of the ampli-
fier. Consequently, a small capacitance
value represented by Ct is capable of sup-
plying sufficient voltage feedback from
the plate to the grid.

At other frequencies, or if either circuit
is detuned, oscillations may not occur.
For instance, off-resonant conditions in
the output tank will reduce the output
voltage and in effect, reduce the open-
loop gain to the point where oscillations
will cease. On the other hand, if the input
circuit is detuned far from f,, it will
present a low impedance in series with the
relatively high reactance of C;. The
voltage divider thus formed will result in a
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Fig. 47 — Hartley and Colpitts osciliators.

small-valued g and the conditions for
oscillations will not be fulfilled. However,
for conditions near f,, both the amplitude
and phase of the B A, product will be cor-
rect for oscillations to occur.

Under some conditions, the voltage
across the tank circuit may be sufficient to
cause the grid to be driven positive with
respect to the cathode and grid current
will flow through Cg. During the rest of
the rf cycle, Cg will discharge through Rg
causing a negative bias voltage to be ap-
plied to the grid. This bias voltage sets the
operating point of the oscillator and
prevents excessive current flow.

Two other common type of oscillators
are shown in Fig 47. In Fig. 47A, feedback
voltage is applied across a tapped
inductor while in Fig 47B, the voltage is
applied across a capacitor instead. Quite
often, a tuned plate circuit is not
employed and an rf choke coil provides a
high impedance load instead.

Classes of Amplifier Service

The ampilifiers discussed so far have been
described mostly in terms of ideal linear
gain blocks. Class A amplifiers, with or
without negative feedback, reproduce the
input signal with the greatest fidelity or
least distortion. They accomplish this at the
expense of poor power efficiency, meaning
the signal power delivered to the load is
usually only a small fraction of the dc
power taken from the power supply. The
remainder must be dissipated as heat. The
maximum theoretical efficiency for a Class
A amplifier is 50 percent, with 25 percent
being a more typical figure. One factor that

prevents the theoretical maximum efficien-
cy from being realized is that a practical
amplifying device cannot be a perfect con-
ductor — it will have a finite minimum
voltage drop that prevents the full power
supply potential from being impressed
across the load. The operating point for a
Class A amplifier is chosen to permit power
supply current to flow over the entire 360
degrees of the input signal cycle, and the
average supply current does not vary with
the signal level.

An advantage of a Class A amplifier,
aside from nearly perfect input waveform
reproduction (linearity), is that it requires
minimal energy from the signal source. So
while the power efficiency is poor, the
power gain can be extremely high. The
amplifier described in Figs. 42 and 43
operates in Class A.

An amplifier operating in Class B is
biased so that no power supply current
flows without an input signal applied. Cur-
rent is taken from the supply over exactly
180 degrees of the input signal cycle. A
single-ended Class B amplifier that works
only into a resistor for a load is, in effect,
a half-wave rectifier (see power supply
chapter), because one haif of the input cy-
cle is duplicated in the output and the other
half is absent. This type of circuit finds
some application as a rectifier or detector
in radio work (see receiving chapter), but
the distortion would be intolerable if used
as an audio amplifier. Class B amplifiers
can be used in low-distortion applications,
however. Two Class B devices can be com-
bined in a push-pull circuit. The two input
terminals are driven 180 degrees out of
phase, so that the amplifying devices con-
duct on opposite half cycles of the input
signal. The output terminals are similarly
coupled out of phase (usually by means of
a transformer) to reproduce the input
waveform faithfully.

A single-ended Class B stage is suitable
for linear rf amplification if the load is a
tuned circuit having a Q of five or better.
The flywheel (ringing) effect of the tank cir-
cuit supplies the missing haif of the output
cycle. The efficiency of this type of
amplifier is typically 60 percent.

An amplifier that is biased so as to con-
duct over the entire cycle for small input
signals but at a reduced angle for large
signals is a Class AB amplifier. The
operating point is adjusted for the desired
compromise among efficiency, power gain
and linearity.

The output terminal of a single-device
Class A, AB or B amplifier operated
without negative feedback acts as a current
source. This means that the instantaneous
power supply current is essentially indepen-
dent of the supply potential and is deter-
mined by the input signal amplitude. When
an amplifying device is driven into satura-
tion, that is, increasing the input amplitude
causes no further increase in output, the
output terminal no longer approximates a
current source. Instead, the output terminal



becomes *‘ohmic,’”’ meaning that the supply
current varies approximately linearly with
the supply voltage. The signal output
voltage also varies linearly with the supply
voltage. This effect is highly useful in
amplitude modulation, which is an im-
portant mode of radiotelephony. The
saturated amplifier described in this
paragraph is called Class C. Its operating
point is selected to allow power-supply cur-
rent to flow only in narrow pulses cor-
responding to the peaks of the input signal.
Class C amplifiers are extremely nonlinear,
and the harmonics produced in the wave-
form-distortion process make the Class C
amplifier useful as a frequency multiplier.
High-Q tank circuits are required to sup-
press unwanted frequency components
generated by a Class C stage. Apart from
its utility as an amplitude-modulated
amplifier or a frequency multiplier, the
principal asset of a Class C amplifier is high
power efficiency. The practical efficiency
in straight amplifier service can run as high
as 85 percent, but considerable drive power
is required from the signal source, so the
power gain is not as high as can be obtained
in Class A or B. In multiplier service the
maximum theoretical efficiency is the recip-
rocal of the harmonic number.

Still higher efficiency can be obtained
from Class D and Class E amplifiers. In
these circuits the active devices act as
saturated switches that are controlled by the
input signal. The Class E rf circuit is a re-
cent development (1970s) by WAITHQC
that achieves high efficiency in an in-
teresting way: The single active device
switches the supply current through the
load at critical points of the waveform. The
output waveform is such that the electronic
switch does not conduct current and with-
stand voltage simultaneously, resulting in
very little energy waste. As in the Class C
case, this output waveform is rich in har-
monics, which must be filtered carefully.

Glossary of Radio Terms

The Terms

active — As used in active filter or active
device: A device or circuit which requires
an operating voltage. (See passive.)

analog — A term used in computer
work, meaning a system which operates
with numbers represented by directly
measurable quantities (analog readout-
mechanical dial system. See digital).

attenuator — A passive network that re-
duces the power level of a signal with-
out introducing appreciable distortion.

balun — Balanced to unbalanced-line
transformer.

bank wound — Pertaining to a coil (in-
ductor) which has two or more layers
of wire, each being wound over the top
of the preceeding one. (See solenoid.)

bandpass — A circuit or component
characteristic which permits the passage
of a single band of frequencies while at-
tenuating those frequencies which lie

above and below that frequency band.

band-reject — A circuit or device which
rejects a specified frequency band while
passing those frequencies which lie
above and below the rejected band (op-
posite of band-pass). Sometimes called
“band-rejection,” as applied to a filter.

bandwidth — The frequency width of
circuit or component, such as a band-
pass filter or tuned circuit. Usually
measured at the half-power points of
the response curve (—3 dB points).

base loading — Applies to vertical anten-
nas for mobile and fixed-location use;
an inductance placed near the ground
end of a vertical radiator to change the
electrical length. With variations the
inductor aids in impedance matching.

bifilar — Two conducting elements used
in parallel; two parallel wires wound cn
a coil form, as one example.

bilateral — Having two symmetrical sides
or terminals; a filter (as one example)
which has a 50-ohm characteristic at
each port, with either port suitable as
the input or output one.

bias — To influence current to flow in a
specified direction by means of dc vol-
tage; forward bias on a transistor stage,
or grid bias on a tube type of amplifier.

binary — Relating to two logical ele-
ments; a system of numbers having two
as its base.

bit — An abbreviation of a binary digit;
a unit of storage capacity. Relates pri-
marily to computers.

hlanker — A circuit or device which
momentarily removes a pulse or signal
so that it is not passed to the next part
of a circuit; a noise blanker. Not to be
confused with a clipper, which clips part
of a pulse or waveform.

bridge — An electrical instrument used
for measuring or comparing induc-
tance, impedance, capacitance or resis-
tance by comparing the ratio of two op-
posing voltages to a known ratio; to
place one component in parallel with
another; to join two conductors or
components by electrical means.

broadband — A device or circuit that
is broadband has the capability of being
operated over a broad range of frequen-
cies. A broadband antenna is one example.

byte — A sequence of adjacent binary
digits operated upon as a unit — usuai-
ly shorter than a word.

cascade — One device or circuit which
directly follows another; two or more
similar devices or circuits in which the
output of one is fed to the input of the
succeeding one (tandem).

cascode — Two-stage amplifier having a
grid-driven (or common-emitter or
source) input circuit and a grounded-
grid _(or common base or gate) output
circuit.

chip — Slang term for an integrated
circuit, meaning a chip of semiconduc-
tor material upon which an IC is
formed.

clamp — A jcirguit-rwhich- maintains a

predetermined characteristic of a wave
at each occurrence so that the voltage or
current is ‘“‘clamped’’ or held at a speci-
fied value.

clipper — A device or circuit which limits
the instantaneous value of a wave form
or pulse to a predetermined value (see
blanker).

closed loop — A signal path which in-
cludes a forward route, a feedback
path, and a summing point which pro-
vides a closed circuit. In broad terms,
an amplifying circuit which is providing
voltage or power gain while being ter-
minated correctly at the input and out-
put ports, inclusive of feedback.

cold end — The circuit end of a com-
ponent which is connected to ground or
is bypassed for ac or rf voltage (the
grounded end of a coil or capacitor).

common-mode signal — The instantane-
ous algebraic average of two signals
applied to a balanced circuit, both sig-
nals referred to a common reference.

composite — Made up of a collection of
distinct components; a complete (**‘com-
posite”) circuit rather than a discrete
part of an overall circuit.

conversion loss/gain — Relating to a
mixer circuit from which less output
energy is taken than is supplied at the
input-signal port (loss); when a mixer
delivers greater signal output than is
supplied to the input-signal port (gain).

converter — A circuit used to convert one
frequency to another frequency. In a re-
ceiver the converter stage converts the
incoming signals to the imtermediate
frequency.

core — An clement made of magnetic ma-
terial, serving as part of a path for
magnetic flux.

damping — A progressive reduction in
the amplitude of a wave with respect to
time (usually referenced to microseconds
or milliseconds); a device or network
added to a circuit to ‘‘damp’’ unwanted
oscillations.

decay time — The period of time during
which the stored energy or information
“decays” to a specified value less than
its initial value, such as the discharge
time of a timing network.

decibel (dB) — One tenth of a bcl. The

number of decibels denotes the ratio of
two amounts of power being 10 times:
the logarithm to the base 10 of this
ratio. Also, the number of decibels de-
noting the ratio of two ‘amounts of
voltage being 20 times the logarithm to
the base 10 of this ratio.

decoder — A device used for decoding an
encoded message, One such circuit
would be a decoder used for decoding
the output signal of a Touch-Tone pad.

differential amplifier — An amplifier that
has an output signal which is propor-
tional to the algebraic difference be-
tween two input signals (sometimes
called a “difference amplifier”).

digital — Relating to data which is
rendered in the form of digits; digital
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readout or display (see analog).

diplexing — The simultaneous transmis-
sion or reception of two signals while
using a common antenna, made pos-
sible by using a ‘‘diplexer.”” Used in
TV broadcasting to transmit visual and
aural carriers by means of a single
antenna.

discrete — A single device or circuit (a
transistor as opposed to an IC) (see
composite).

dish — An antenna reflector for use at
vhf and higher which has a concave
shape. For example, a part of a sphere
or paraboloid.

Doppler — The phenomenon evidenced
by the change in the observed frequen-
cy of a wave in a transmission system
caused by a time rate of change in the
effective length of the path of travel be-
tween the source and the point of ob-
servation.

drift — A change in component or circuit
over time.

drive — Rf energy applied at the input
of an rf amplifier (rf driving power or
voltage).

dummy load — A dissipative but cssen-
tially nonradiating device having impe-
dance characteristics simulating thosc
of the substituted device.

duplex — Simultaneous two-way indepen-
dent transmission and reception in both
directions.

duplexer — A device which permits simul-
taneous transmission and reception of
related signal energy while using a com-
mon antenna (see diplexing)

dynamic range — Difference in dB be-
tween the overload level and minimum
discernible signal level (MDS) in a
system, such as a receiver. Parameters
include desensitization point and distor-
tion products as referenced to the re-
ceiver noise floor.

EME — Earth-moon-carth. Communi-
cations carricd on by bouncing signals
off the lunar surface. Commonly refer-
red to as moonbounce.

empirical — Not based on mathematical
design procedures; experimental en-
deavor during design or modification
of a circuit. Founded on case-history
experience or intuition.

enabling — The preparation of a circuit
for a subsequent function (enabling
pulse or signal).

encoder — A device for enabling a
circuit; to express a character or mes-
sage by means of a code while using an
encoder. Using a tone or tones to acti-
vate a repeater, as one example, in
which case a Touch-Tone pad could be
the encoder.

excitation — Signal energy used to drive
a transmitter stage (see drive). Voltage
applied to a component to actuate it,
such as the field coil of a relay.

Faraday rotation — Rotation of the plane
of polarization of an electromagnetic
wave when traveling through a magne-
tic field. In space communications this
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effect occurs when signals traverse
the ionosphere.

feedback — A portion of the output
voltage being fed back to the input of
an amplifier. Description includes ac
and dc voltage which can be used sepa-
rately or together, depending on the
particular circuit.

feedthrough — Energy passing through a
circuit or component, but not usually
desired. A type of capacitor which
can be mounted on a chassis or panel
wall to permit feeding through a
dc voltage while bypassing it to ground
at ac or rf. Sometimes called a *‘coaxial
capacitor.”

ferromagnetic — Material which has a
relative permeability greater than unity
and requires a magnetizing force. (Fer-
rite and powdered-iron rods and to-
roids).

finite — Having a definable quantity; a
finite value of resistance or other elec-
trical measure.

flip-flop — An active circuit or device
which can assume either of two stable
states at a given time, as dictated by the
nature of the input signal.

Sloating — A circuit or conductor which
is above ac or dc ground for a particular
reason. Example: A floating ground bus
which is not common to the circuit
chassis.

gate — A circuit or device, depending
upon the nature of the input signal,
which can permit the passage or
blockage of a signal or dc voltage.

GDO — Abbreviation for a grid-dip or
gate-dip oscillator (test instrument).

ground loop — A circuit-element con-
dition (pc-board conductor, metal chas-
sis or metal cabinet wall) which permits
the unwanted flow of ac from one cir-
cuit point to another.

half-power point — The two points on a
response curve which are 3 dB lower in
level than the peak power. Sometimes
called the **3 dB bandwidth.”

Hall effect — The change of the clectric
conduction causecd by the component of
the magnetic field vector normal to the
current density vector, which instead of
being parallel to the electric ficld,
forms an anglc with it.

high end — Refers generally to the “hot”
(rf or dc) end of a component or circuit;
the end opposite the grounded or by-
passed end (see cold end).

high level — The part of a circuit which is
relatively high in power output and
consumption as compared to the small-
signal end of a circuit. Example: A

transmitter PA stage is the high-level
amplifier, as might be the driver also.

high-pass — Related mainly to filters or
networks which are designed to pass
energy above a specified frequency, but
attenuate or block the passage of energy
below that frequency.

high-Z — The high-impedance part of a
circuit; a high-impedance microphone;
a high-impedance transformer winding.

hot end — see high end.

hybrid — A combination of two general-
ly unlike things; a circuit which con-
tains transistors and tubes, for example.

ideal — A theoretically perfect circuit or
component; a lossless transformer or
device that functions without any faults.

insertion loss — That portion of a signal,
current or voltage which is lost as it
passes through a circuit or device. The
loss of power through a filter or other
passive network.

interpolate — To estimate a value be-
tween two known values.

leakage — The flow of signal energy
beyond a point at which it should not
be present. Example: Signal leakage
across a filter because of poor layout
(stray coupling) or inadequate shielding.

linear amplification — The process by
which a signal is amplified without
altering the characteristic of the input
waveform. Class A, AB and B ampli-
fiers are generally used for linear ampli-
fication.

load — A circuit or component that
receives power; the power which is
delivered to such a circuit or component.
Example: A properly matched antenna
is a load for a transmitter.

loaded — A circuit is said to be loaded
when the desired power is being deli-
vered to a load.

logic — Decision-making circuitry of the
type found in computers.

long wire — A horizontal wire antenna
which is one wavelength or greater in
size. A long piece of wire (less than
one wavelength) does not qualify as
a long wire.

low end — See cold end.

low level — Low-power stage or stages of
a circuit as referenced to the higher-
power stages (see high level).

low pass — A circuit property which
permits the passage of frequencies be-
low a specified frequency, but atte-
nuates or blocks those frequencies

above that frequency (see high pass).
low-Z — Low impedance (see high-Z).
mean — A value between two specified
values; an intermediate value.
master oscillator — The primary oscilla-
tor for controlling a transmitter or
receiver frequency. Can be a VFO
(variable-frequency oscillator), VXO
(variable crystal oscillator), PTO (per-
meability-tuned oscillator), PLL (phase
locked loop), LMO (linear master oscil-
lator) or frequency synthesizer.
microwaves — AC signals having fre-
quencies greater than about 1000 MHz.

modulation index — The ratio of the fre-
quency deviation of the modulated
wave to the frequency of the modu-
lating signal.

narrowband — A device or circuit that
can be operated only over a narrow
range of frequencies. Low-percentage
bandwidth.

network — A group of components con-



nected together to form a circnit which
will conduct power, and in most
examples effect an impedance match.
Examples: An LC matching network
between stages of 8 transistorized trans-
mitter.

noise figure — Of a two-port transducer
the decibel ratio of the total noise
power to the input noise power, when
the input termination is at the standard
temperature of 290 K.

nominal — A theoretical or designated
quantity which may not represent the
actual value. Sometimes referred to s
the *“‘ball-park value.”

op amp — Operational amplifier. A high-
gain, feedback-controlied amplifier.
Performance is controlled by external
circuit elements.

open loop — A signal path which does
not contain feedback (see closed loop).

parameter — The characteristic behavior
of a device or circuit, such as the cur-
rent gain of a 2N5109 transistor.

parametric amplifier — Synonym for “‘re-
actance amplifier.”” An inverting para-
metric device for amplifying a signal
without frequency translation from in-
put to output. Used for low-noise uhf
and microwave amplification.

parasitic — Unwanted condition or
quantity, such as parasitic oscillations
or parasitic capacitance; additional to
the desired characteristic.

passive — Operating without an opera-
ting voltage. Example: An LC filter
which contains no amplifiers, or a
diode mixer.

PEP — Peak envelope power; maximum
amplitude that can be achieved with
any combination of signals.

permeability — A term used to express
relationships between magnetic induc-
tion and magnetic force.

pill — Slang expression for 8 transistor
or an 1C.

PL® — Private Line, such as a repeater
which is accessed by means of a speci-
fied tone.

PLL — Phase-locked loop.

port — The input or output terminal of a
circuit or device.

prototype — A first full-scale working
version of a circuit design.

— Loaded Qof a circuit.

Qu— Unloaded Q of a circuit.

quugi — An antenna consisting of both
full-wavelength loops (quad) and Yagi
elements.

resonator — A general term for a high-Q
resonant circuit, such as an element of
a filter.

return — That portion of a circuit which
permits the completion of current flow,
usually to ground — 2 “ground
return.”’

ringing — The generation of an audible
or visual signal by means of oscillation
or pulsating current; the annoying
sound developed in some audio filters

when the Q is extremely high

ripple — Pulsating current. Also, the
gain depressions which exist in the flat
portion of a band-pass response curve
(above the - 3 dB points on the
curve). Example: Passband ripple in the
nose of an i-f filter response curve.

rise time — The time required for a pulse
or waveform to reach a specified value
from some smaller specified value. The
specified values are typically 10 and 90
percent of the peak amplitude.

rms — Root mean square. The square
root of the mean of the square of the
voltage or current during a complete
cycle.

rotor — A moving rotary component
within a rotation-control device. Ex-
amples include the moving plates of a
variable capacitor and the armature of
an alternator. Not 0 be confused with
an antenna rotator which is the total
assembly.

saturation — A condition which exists
when a further change in input pro-
duces no additional output (a saturated
amplifier).

selectivity — A measure of circuit capa-
bility to separate the desired signal from
those at other frequencies.

shunt — A device placed in parallel
with or across part of another device.
Examples: Meter shunts, shunt-fed ver-
tical antennas and a capacitor placed
(shunted) across another capacitor.

solenoidal — A single-layer coil of wire
configured to form a long cylinder.

spectral purity — The relative freedom of
an emission from harmonics, spurious
signals and noise.

standing-wave ratio — The ratio of the
maximum to minimum voltage or cur-
rent on a transmission line at least a
quarter-wavelength long.

strip — General term for two or more
stages of a circuit which in combina-
tion perform a particular function.
Examples: A local-oscillator strip, an
audio strip or an i-f strip.

subharmonic — A frequency that is an
integral submultiple of a frequency to
which it is referred. A misleading term
which implies that subharmonic energy
can be created along with harmonic
energy (not true). More aptly, a 3.5-
MHz VFO driving a 40-meter transmit-
ter, with 3.5-MHz leakage at the out-
put, qualifying as a subharmonic.

tank — A circuit consisting of inductance
and capacitance, capable of storing
electrical energy over a band of fre-
quencies continuously distributed about
a single frequency at which the circuit
is said to be resonant, Of tuned.

toroidal — Doughnut-shaped physical
format, such as a toroid core.

transducer — A device which is used to
transport energy from one system

(electrical, mechanical or acoustical) to
another. Example: A loudspeaker or
phonograph pickup.

transceiver — A combination transmit-
ter and receiver which uses some parts
of the circuit for both functions.

Transmatch — An LC network used to
effect an impedance match between a
transmitter and a feed line to an
antenna.

transmission line — One or more conduc-
tors used to convey ac energy from
one point to another, as from a radio
station to its antenna.

transverter — A converter that permits
transmitting and receiving at a specified
frequency apart from the capability of
the transceiver to which it is connected
as a basic signal source. Example: A
2-meter transverter used in combina-
tion with an hf-band transceiver.

trap — A device consisting of L and C
components that permits the blockage
of a specified frequency while allowing
the passage of other frequencies.
Example: A wave trap or an antenna
trap.

trifilar — Same as bifilar, but with three
parallel conductors.

trigger — To initiate action in a circuit
by introducing an energy stimulus from
an external source, such as a scope
trigger.

U — Symbol for unrepairable assembly,
such as an integrated circuit. (Ui, U2,
etc.)

unloaded — The opposite condition of
loaded.

varactor — A two-terminal semiconduc-
tor device (diode) which exhibits a
voltage-dependent capacitance. Used
primarily as a tuning device or fre-
quency multiplier at vhf and uhf.

vco — Voltage-controlled oscillator.
Uses tuning diodes which have variable
dc applied to change their junction
capacitances.

VSWR — Voliage standing-wave ratio.
(See SWR).

VU — Volume unit.

VXO — Variable crystal oscillator.

wave — A periodical\y varying elec-
tromagnetic field radiated from a con-
ductor.

waveguide — A hollow conducting tube
used to convey microwave energy.

wavelength — The distance between the
two points. of corresponding phase of
two consecutive cycles of an electro-
magnetic signal.

X — The symbol for reactance.

Zener diode — Named after the inventor.
A diode used to regulate voltage or
function as a clamp or clipper.

Z — Symbol for a device or circuit that
contains two or more components. Ex-
ample: A parasitic suppressor which
contains a resistor and an inductor in
parallel (Z1, 72, etc). Z is also the
symbol for impedance.
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Chapter 4

Solid-State Fundamentals

-I-he electrical characteristics of solid-
state devices such as diodes and transis-
tors are dependent upon phenomena that
take place at the atomic level. While semi-
conductors can be employed without a
complete knowledge of these effects, some
understanding is helpful in various appli-
cations. Electrons, which are the principal
charge carriers in both vacuum tubes and
semiconductors, behave much differently
in either of the two circumstances. In
free space, an electron can be considered
as a small charged solid particle. On the
other hand, the presence of matter affects
this picture greatly. For instance, an elec-
tron attached to an atom has many prop-
erties similar to those of rf energy in
tuned circuits. It has a frequency and
wavelength that depend upon atomic
parameters just as the frequency associat-
ed with electrical energy in a tuned circuit
depends upon the values of inductance
and capacitance.

A relation between the energy of an
electron in an atomic “orbit” and its
associated frequency is given by

_ E (joules)
fH2) = 55635 x 10-%

where the constant in the denominator is
called Planck’s constant. This equation is
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Fig. 1 — Energy-level diagram of a single atom is
shown at A, At B, the levels split when two atoms are
in close proximity,
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quite important when an electron is either
raised or falls between two different
energy ‘‘states.” For instance, when an
electron drops from one level to a lower
one, energy is emitted in the form of
electromagnetic radiation. This is the
effect that gives the characteristic glow to
neon tubes, mercury-vapor rectifiers, and
even light-emitting diodes. The frequency
of the emitted radiation is given by the
foregoing formula where E is the dif-
ference in energy. However, if an elec-
tron receives enough energy such that
it is torn from an atom, a process called
ionization is said to occur (although the
term is also loosely applied to transitions
between any two levels). If the energy is
divided by the charge of the electron
(—-1.6 X 10-19 coulombs), the equivalent
in voltage is obtained.

A common way of illustrating these
energy transitions is by means of the
energy-level diagram shown in Fig. 1A, It
should be noted that unlike ordinary
graphical data, there is no significance to
the horizontal axis. In the case of a single
atom, the permitted energy can only exist
at discrete levels (this would be charac-
teristic of a gas at low pressure where the
atoms are far apart). However, if a single
atom is brought within close proximity of
another one of similar type, the single
energy levels split into pairs of two that
are very close together (Fig. 1B). The ana-
logy between tuned circuits and electron
energy levels can be carried even further
in this case.

Consider the two identical circuits that
are coupled magnetically as shown in Fig.
2A. Normally, energy initially stored in
C1 would oscillate back and forth between
L1 and C1 at a single frequency after the
switch was closed. However, the presence
of the second circuit consisting of L2 and
C2 (assume L1 equals L2 and C1 equals C2)
results in the waveform shown in Fig, 2B.
Energy also oscillates back and forth

between the two circuits and the current
then consists of components at two slight-
ly different frequencies. The effect is simi-
lar to the splitting of electron energy levels
when two atoms are close enough to in-
teract.

Conductors, Insulators and Semiconductors

Solids are examples of large numbers of
atoms in close proximity. As might be
expected, the splitting of energy levels
continues until a band structure is
reached. Depending upon the type of
atom, and the physical arrangement of the
component atoms in the solid, three basic
conditions can exist. In Fig. 3A, the two
discrete energy levels have split into two
bands. All the states in the lower band are
*“‘occupied” by electrons while the ones in
the higher energy band are only partiaily
filled.

In order to impart motion to an
electron, the expenditure of energy is
required. This means an electron must
then be raised from one energy state to a
higher one. Since there are many permit-
ted states in upper level of Fig. 3A that are
both unoccupied and close together,
electrons in this level are relatively free to
move about, Consequently, the material is
a conductor. In Fig. 3B, all the states in
the lower level are occupied, there is a big
gap between this level and the next higher
one, and the upper level is empty. This
means if motion is to be imparted to an
electron, it must be raised from the lower
level to the upper one. Since this requires
considerable energy, the material is an
insulator. (The energy-level representa-
tion gives an insight into the phenome-
non of breakdown. If the force on an
electron in an insulator becomes high
enough because of an applied field, it can
acquire enough energy to be raised to the
upper level. When this happens, the
material goes into a conducting state.)

A third condition is shown in Fig. 4. In
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Fig. 2 — Electrical-circuit analog of coupled atoms.

the material associated with this diagram,
the upper level is unoccupied but is very
close to the occupied one. Hence, under
conditions where the random electron
motion is low (low temperature), the
material acts as an insulator (Fig. 4A).
However, as the random or thermal
motion increases, some electrons acquire
enough energy to move up to states in the
upper level. Consequently, both levels are
partially occupied as shown in Fig. 4B.
The line marked Wr represents a statisti-
cal entity related to the ‘“‘average” energy
of electrons in the material and is called
the Fermi Level. At absolute zero (no
thermal motion), Wr is just at the top of
the lower energy level. As electrons attain
enough energy to move to the upper level,
Wr is approximately halfway between the
two levels.

The PN Junction

The material for the diagram shown in
Fig. 4 is called an intrinsic semiconductor
and examples are the elements germanium
and silicon. As such, the materials do not
have any rectifying properties by them-
selves. However, if certain elements are
mixed into the intrinsic semiconductor in
trace amounts, a mechanism for rec-
tification exists. This is shown in Fig. 5A.
If an element with an occupied energy
level such as arsenic is introduced into
germanium, a transformation in con-
ductivity takes place. Electrons in the new
occupied level are very close to the upper
partially filled band of the intrinsic
germanium. Consequently, there are many
extra charge carriers available when ther-
mal energy is sufficient to raise some of
the electrons in the new level to the
partially filled one. Germanium with an

excess of mobile electrons is called an
n-type semiconductor.

By introducing an element with an
empty or unoccupied energy level near the
lower partially filled level (such as boron),
a somewhat different transformation in
conductivity occurs. This is shown in Fig.
5B. Electrons from the lower level can
move into the new unoccupied level if the
thermal energy is sufficient. This means
there is an excess of unoccupied states in
the germanium lower energy level. Ger-
manium treated this way is called a p-type
semiconductor.

A physical picture of both effects is
shown in Fig. 6. The trace elements or
impurities are spread throughout the
intrinsic crystal. Since the distance of
separation is much greater for atoms of
the trace elements than it is for ones of the
intrinsic crystal, there is little interaction
between the former. Because of this lack
of “coupling,” the distribution of energy
states is a single level rather than a band.
In Fig. 6A, atoms of the trace element are
represented by the + signs since they have
lost an electron to the higher energy level.
Consequently, such elements are called
donors. In Fig. 6B, the impurity atoms
that have “‘trapped” an electron in the
new state are indicated by the — signs.
Atoms of this type are called acceptor
impurities.

While it is easy to picture the extra free
electrons by the circled ‘‘minus’ charges
in Fig. 6A, a conceptual difficulty exists
with the freed *“‘positive” charges shown in
Fig. 6B. In either case, it is the motion of
electrons that is actually taking place and
the factor that is responsible for any
current. However, it is convenient to
consider that a positive charge carrier
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Fig. 3— The energy level of a conductor is illustrated
at A. Asimilar level for an insulator is depicted at B.
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exists called a hole. It would seem as
though a dislocation in the crystal-lattice
structure was moving about and con-
tributing to the total current.

If a section of n-type material is joined
to another section made from p-type, a
one-way current flow results. This is
shown in Fig. 7. A positive potential
applied to the p-type electrode attracts
any electrons that diffuse in from the
n-type end. Likewise, holes migrating
from the p-type end into the n-type
electrode are attracted to the negative
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Fig. 7— Elementary illustration of current flow in a
semiconductor diode.
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Fig. 8 — Potential diagram of an electron in atomic
orbit.
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Fig. 9 — Energy-level diagram in terms of potential.
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terminal. Note that the diagram indicates
not all the carriers reach the terminals.
This is because some carriers combine
with ones of the opposite sign while
enroute. In the case of a diode, this effect
doesn’t present much of a problem since
the total current remains the same. Other
carriers take the place of those originally
injected from the opposite regions. How-
ever, such recombination degrades the
performance of transistors considerably
and will be discussed shortly.

If a voitage of the opposite polarity to
that of a Fig. 7A is applied to the
terminals, the condition in Fig. 7B results.
The mobile charge carriers migrate to
each end as shown leaving only the fixed
charges in the center near the junction.
Consequently, little current flows and the
pn junction is ‘‘back biased.” It can be
seen that the pn junction constitutes a
diode since current can flow readily only
in one direction. While this simple picture
suffices for introductory purposes, proper
treatment of many important effects in
semiconductors requires a more advanced
analysis than the elementary model
affords. Returning to Figs. 3, 4 and §, it
would be convenient if the diagrams were
in terms of voltage rather than energy. As
pointed out earlier, the relation between
energy and voltage associated with an
electron is given by

W=eV = (-1.6 X 10-9)V

Because the electron has been assigned a
minus charge, a somewhat upside-down
world results. However, if it is kept in
mind that it requires the expenditure of
energy to move an electron from a point
of higher potential to one at a lower value,
this confusion can be avoided. As an
illustration, suppose an electron is moved
from an atomic orbit indicated by I in Fig.
8 to orbit I1. This would mean the electron
would have had to been moved against the
force of attraction caused by the positive
nucleus resulting in an increase in
potential energy. (In other words, orbit 11
is at a higher energy level than orbit 1.)
However, note that the electrostatic
potential around the nucleus decreases
with distance and that orbit Il is at a lower
potential than orbit I.

Consequently, the energy-level diagram
in terms of voltage becomes inverted as
shown in Fig. 9. It is now possible to
approach the problem of the pn junction
diode in terms of the energy-level dia-
grams presented previously. If a section
of n-type and p-type material is con-
sidered separately, the respective energy
(or voltage) levels would be the same.
However, if the two sections were joined
together and connected by an external
conductor as shown in Fig. 10, a current
would flow initially. This is because the
voltage corresponding to the statistical
entity referred to previously (Fermi Level)

is not the same for p- and n-type materials
at the same temperature. At the Fermi
Level, the probability that a particular
energy state is occupied is one half. For
n-type material, the Fermi Level is shifted
upward toward the ‘‘conduction band”
(Fig. 5A). In a p-type material, it is shifted
downward toward the *‘valence band.”
Although the theory behind the Fermi
Level and definitions concerning the
conduction and valence bands won’t be
dealt with here, it is sufficient to know
that the band structure shifts so that the
Fermi Levels are the same in both parts of
the joined sections (Fig. 10).

The reasoning behind this effect is as
follows. Consider conditions for hole flow
only for the moment. Since there is an
excess of holes in the p region (Fig. 10),
there is a tendency for them to move over
into the adjacent n region because of
diffusion. The process of diffusion is
demonstrated easily. [f a small amount of
dye is dropped into some water, it is
concentrated in a small area at first.
However, after a period of time has
passed, it spreads out completely through
the entire volume.

Once the holes diffuse into the n region,
they recombine with the electrons present
and produce a current in the external
terminals denoted by Ip (Fig. 10). But a
paradox results because of this current. If
Si is opened so that Ip flows through R,
where does the energy that is transferred
(irreversibly) to this resistance come from?
In effect, it represents a perpetual-motion
dilemma or else the semiconductor will
cool down since the diffusion process is
the result of a form of thermal motion.
Both conclusions are against the laws of
physics, so a third aiternative is necessary.
It is then assumed that the Fermi Levels
align so that the potential across the
terminals becomes zero, and no current
will flow in the external circuit.

However, if the Fermi Levels are the
same, the conduction and valence bands
in either section will no longer align. As a
consequence, a difference in potential
between the two levels exists and is
indicated by VB in Fig. 10. The formation
of this junction or barrier voltage is of
prime importance in the operation of
pn-junction devices. Note that holes in the
p region must overcome the barrier
voltage which impedes the flow of the
diffusion current. It will also be recalled
that both holes and electrons were
generated in the intrinsic semiconductor
because of thermal effects (Fig. 4B). The
addition of either donor or acceptor
atoms modifies this effect somewhat. If
donor atoms are present (n-type material),
fewer holes are generated. On the other
hand, if acceptor atoms represent the
impurities, fewer electrons are generated
in comparison to conditions in an intrinsic
semiconductor. In the case of p-type
material, holes predominate and are
termed the majority carriers. Since there



are fewer e¢lectrons in p-type material,
they are termed the minority carriers.

Referring to Fig. 10A, there are some
holes in the n region (indicated by the +
signs) because of the foregoing thermal
effects. Those near the junction will
experience a force caused by the electric
field associated with the barrier voltage.
This field will produce a flow of holes into
the p region and the current is denoted by
IT. Such a current is called a drift current
as compared to the diffusion current Ip.
Under equilibrium conditions, the two
currents are equal and just cancel each
other. This is consistent with the assump-
tion that no current flows in the external
circuit because of the fact that the Fermi
Levels are the same and no voltage is
produced.

So far, only conditions for the holes in
the upper (or conduction) band have been
considered, but identical effects take place
with the motion of electrons in the lower
energy band (valence band). Since the
flow of charge carriers is in opposition,
but because holes and electrons have
opposite signs, the currents add.

The Forward-Biased Diode

If an cxternal emf is applied to the
diodc terminals as shown in Fig. 10B, the
cquilibrium conditions no longer exist and
the Fermi Level voltage in the right-hand
region is shifted upward. This means the
barrier voltage is dccrcased and con-
siderable numbers of carriers may now
diffuse across the junction. Conscquently,
Ip becomes very large while Iy decreasces
in valuc because of the decreasc in barrier
voltage. The total current under
“‘forward-bias’’ conditions then becomes

qVy
1=1le ¥ -

where

q = 1.6 X 107" coulombs (the

fundamental charge of an clectron),

k = 1.38 x 107* joules/Kelvin

(Boitzmann’s constant),

t = junction temperature in Kelvins,
¢ = 2.718 (natural logarithmic base)
V. = applied emf, and I, = reverse-
bias saturation current.

This equation is discussed in greater detail
in the section dealing with common silicon
diodes.

The Reverse-Biased Diode

If the source, V,, is reversed as shown
in Fig. 10C, the barrier voltage is
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Fig. 10 — Energy-level diagrams for unbiased (A), forward-biased (B), and reversed-biased diode
(C). lllustration D shows the resuitant characteristics of the diode.

increased. Consequently, charge carriers
must overcome a large ‘‘potential hill”’
and the diffusion current becomes very
small. However, the drift current caused
by the thermally generated carriers returns
to the value it had under ¢quilibrium con-
ditions. For large values of V,, the current
approaches 1, defined as the reverse
saturation current, I, is the sum of It and
its counterpart in the lower or “‘valence”
band. Finally, the characteristic curves of
the forward- and reversed-bias diode can
be constructed and are shown in Fig. 10D.

It is obvious that 1, should be as small

as possible in a practical diode since it
would only degrade rectifier action. Also,
since it is the result of the generation of
thermal carriers, it is quite temperature
sensitive which is important when the
diode is part of a transistor. If the reverse
voltage is increased further, an effect
called avalanche brecakdown occurs as in-
dicated by the sudden increase in current
at V. In such an instance, the diode
might be damaged by cxcessive current.
However, the effect is also useful for
regulator purposes and devices used for
this purpose are called Zener diodes.

Semiconductor Devices and Practical Circuits

The radio amateur may be more in-
terested in the practical aspects of
semiconductors than he or she might be in
the theoretical considerations that are
covered in the previous section. This
portion of the chapter provides a practical

treatment of how diodes, transistors and
ICs perform in actual circuits. Greater
coverage of the chemistry and in-depth
theory of solid-state devices can be
obtained by reading some of the texts
referenced throughout the chapter. Solid

State Design for the Radio Amateur (an
ARRL publication) is recommended as a
primer on basic semiconductor theory.
The book also contains many pages of
proven construction projects which use
semiconductor devices.
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Semiconductor Diodes

The vacuum-tube diode has been
replaced in modern equipment designs.
Semiconductor diodes are more efficient
becausé they do not consume filament
power. They are much smaller than tube
diodes. In low-level applications thcy
operate cooler than tubes do. Solid-state
diodes are supcrior to tube types with
respect to opcrating frequency. The
former are suitable into the microwave
region: Most vacuum-tube diodes are not
practical at frequencics above S0 MHz.

Semiconductor diodes fall into two
main catcgorics, structurally. Although
they can be made from silicon or ger-
manium crystals, they are usually
classified as p-n junction diodcs or point-
contact diodes. These formats are il-
lustrated in Fig. 12. Junction diodes are
used from dc to the microwave region, but
point-contact diodes are intended primari-
ly for rf applications: the internal
capacitance of a point-contact diode is
considerably less than that of a junction
diode designed for the same circuit ap-
plication. As the operating frequency is
increased the unwanted internal and exter-
nal capacitance of a diode becomes more
troublesome to the designer. Where a
given junction type of diode may exhibit a
capacitance of several picofarads, the
point-contact device will have an internal
capacitance of 1 pF or less.

Selenium Diodes

Power rectifiers made from selenium
were in common us¢ in ac power supplics
before 1965. Today thcy are manufac-
tured for replacement purposes only.
Selenium diodes are characterized by high
forward voltage drop (which increascs
with age) and high reverse lcakage cur-
rent. The voltage drop causes the device to
dissipate power, and a typical rectificr
stack has large cooling fins. An additional
shortcoming of selenium rectificrs is that
they sometimes emit toxic fumes when
they burn out. When replacing selenium
diodes with silicon units, be certain that
the filter capacitors (and the entire
equipment) can withstand the higher out-
put voltage. Some carly solar cells were
made of selenium, but silicon devices have
taken over this area, too.

Germanium Diodes

The germanium diode is characterized
by a relatively large current flow when
small amounts of voltage are applied in
the “‘forward’’ direction (Fig. 11). Small
currents will flow in the reverse (back)
direction for much larger applicd
voltages. A representative curve is shown
in Fig. 13. The dynamic resistance in
either the forward or back direction is
determined by the change in current that
occurs, at any given point on the curve,
when the applied voltage is changed by a
small amount. The forward resistance will

4-5 Chapter 4

CURRENT
b+
'
+ + +
-+
P + + (N
i —
- T (8)
a) NO CURRENT
+ + 4+
R
T+
’ Nt
)

Fig. 11 — A p-n junction (A) and its behavior
when conducting (B) and nonconducting (C).
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Fig. 12 — A point-contact type of diode is seen
at A. A junction diode is depicted at B and the
diode symbol is at C.
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Fig. 13 — Typical point-contact diode (ger-
manium) characteristic curve. Because the
back current is much smalier than the torward
current, a ditferent scale is used tor back
voltage and current.

vary somewhat in the region of very small
applied voltages. However, the curve is
mostly straight, indicating a rclatively
constant dynamic resistance. For small
applied voltages the resistance is on the
order of 200 ohms or less. The back
resistance exhibits considerable variation
and is dependent upon the specific applied
voltage during the test. It may vary froma
few thousand ohms to wecll over a
megohm. The back resistance of a ger-
manium diodc is considerably lower than
that of a silicon diode. The latter is greater
than a megohm in most instances, but the
germanium diode is normally less than a
megohm.

Common Silicon Diodes

Apart from the fact that silicon p and n
matcrials arc¢ usced in the formation of a
silicon junction diode, the characteristics
of these devices are similar to those of ger-
manium diodes. The  voltage/current
curves of Fig. 13 are representative.

The junction barrier voltage for silicon
diodes is somewhat higher (approximately
0.7 volt) than that of a germanium diode.
The latter is on the order of 0.3 volt. The
majority of the diodes in usc today fall in-
to the silicon class. They are rugged and
reliable from rf small-signal applications
to dc powcer usc.

Silicon diodcs arc available in ratings of
1000 volts. (PRV) or greater. Many of
these diodes can accommodate dc in ex-
cess of 100 amperes. The primary rule
in preventing damage to any diode is to
operate the device within the maximum
ratings specified by the manufacturer.
The device temperature is one of the im-
portant parameters. Heat sinks are used
with diodes that must handle large
amounts of power, thereby holding the
diode junction temperature at a safe level.

The behavior of junction diodes under
varying temperatures is of interest to
designers of circuits that must perform
over some temperature range. The rela-
tionship between forward bias current,
forward bias voltage and temperature is
defined by the classic diode equation:

qV
lr = l\ € ke —]

where g is the fundamental clectronic
charge (1.6 X 10~'° coulombs), V is the
bias potential, k is Bolt/mann’s constant
(1.38 x 10=* joules/Kclvin), (Kelvin =
°Celsius  + 273), t is the junction
temperature in Kelvins, I, is the reverse-
bias saturation current, Iy is the forward-
bias current, and ¢ is the natural
logarithmic basc (2.718). The ratio q/k is
approximatcly 11,600, so the diode cqua-
tion can be written:
_)

11,600V
If = I\ ¢ !

It is useful to have an expression for the
voltage developed across the junction

(Eq. 1)



when the forward current is held constant.
To obtain such an cxpression we must
solve the diode equation for V. Expanding
the right side of Eq. 1 yiclds:

11,600V
f=le = (Eq. 2)
Adding 1 to both sides gives:
11,600V
b+ I =1¢c ! (Eq. 3)
Dividing through by I produces:
| 11,600V
L +1=¢ ! (Eq. 4)
I
which implies
I
11,600V = In (_L + 1) (Eq. 5)
t I
- t
Multiplying cach term by 11.600
leaves:
ve—t (=L +1) (Ea6
11,600 I,

The undetermined quantity in Eq. 6 is I,
the reverse saturation current. In ordinary
silicon signal diodes this current approxi-
mately doubles with each 4.5 Kelvin-
temperature increasc. A mathematical ex-
pression for this behavior as a function of
temperature is:

l‘(l) = 2l5“_4_5) (Eq.7)

At room temperature (300 Kelvins), the
reverse saturation current is on the order
of 10~" amperes. Eq. 7 describes a
phenomenon similar to radioactive decay,
where the 4.5-Kelvin current-doubling in-
terval is analogous to the half-life of a
radioactive substance. This equation with
the given initial condition sets up an
initial-value problem, the solution of

which is:
(t — 300) In2
= 10~V 4.5
ls“) = 10""¢

(Eq.8)
Substituting this expression for 1 into Eq.
6 produces the diode voltage drop as a
function of temperature for a constant
current:

\"
® = 1600 *
Iy
In + 1 (Eq. 9)
(t — 300) In2
10" 4.5

The temperature coefficient of the junc-
tion potential can be obtained from the
partial derivative of V with respect to t,

but it’s a simple matter (with the aid of a
pocket calculator) to extract the informa-
tion directly from Eq. 9. If the forward
current is fixed at 1 milliampere, the diode
drop at room temperature is 0.5955 volts.
This potential decreases at an initial rate
of 2 millivoits per Kelvin. The
temperature coefficient gradually in-
creases to 3 millivolts per Kelvin at 340
Kelvins. While the temperature curve isn’t
linear, it is gradual enough to be con-
sidered linear over small intervals. When
the bias current is increased to 100
milliamperes, the room temperature junc-
tion potential increases to 0.7146 volts as
might be expected, but the temperature
coefficient stays well-behaved. The initial
potential decrease is 1.6 millivolts per
Kelvin, and this value increases to 2.5
millivolts per Kelvin at 340 Kelvins.

The significance of the very minor
dependence of temperature coefficient on
bias current is that it isn’t necessary to use
an claborate current regulator to bias
diodes used in temperature compensation
applications. The equations defining the
behavior of junction diodes are approxi-
mations. Some of the voltages were ex-
pressed to five significant figures so the
reader can verify his calculations, but this
much precision exceeds the accuracy of
the approximations.

Diodes as Switches
Solid-state switching is accomplished

easily by using diodes or transistors in
place of mechanical switches or relays.
The technique is not a complicated one at
dc and audio frequencies when large
amounts of power are being turned on
and off, or transferred from one circuit
point to another.

Examples of shunt and series diode
switching are given in Fig. 14. The
illustration at A shows a IN914 rf-
switching type of diode as a shunt on-off
element between C1 and ground. When
+12 volts are applied to DI through R1,
the diode saturates and effectively adds
Cl to the oscillator tank circuit. R1
should be no less than 2200 ohms in value
to prevent excessive current flow through
the diode junction.

Series diode switching is seen in Fig.
14B. In this example the diode, DI, is
inserted in the audio signal path. When S1
is in the ON position the diode current
path is to ground through R2, and the
diode saturates to become a closed switch.
When S1 is in the OFF state Rl is
grounded and + 12 volts are applied to the
diode cathode. In this mode D1 is back
biased (cut off) to prevent audio voltage
from reaching the transistor amplifier.
This technique is useful when several
stages in a circuit are controlled by a
single mechanical switch or relay. Rf
circuits can also be controlled by means of
series diode switching.

A significant advantage to the use of
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Fig. 14 — A silicon-switching diode, D1, is used at A to place C1 in the circvit. At B is seen a

series switch with D1 in the signal path.
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diode switching is that long signal leads
are eliminated. The diode switch can be
placed directly at the circuit point of
interest. The dc voltage which operates it
can be at some convenient remote point.
The diode recovery time (switching speed)
must be chosen for the frequency of
operation. In other words, the higher the
operating frequency the faster the switch-
ing speed required. For dc and audio
applications one can use ordinary silicon
power-supply rectifier diodes.

Dlodes as Gates

Diodes can be placed in series with dc
leads to function as gates. Specifically,
they can be used to allow current to flow
in one direction only. An example of this
technique is given in Fig. 15A.

A protective circuit for the solid-state
transmitter is effected by the addition of
D1 in the 13.6-volt dc line to the
equipment. The diode allows the flow of
positive current, but there will be a drop
of approximately 0.7 volt across the
diode, requiring a supply voltage of 14.3.
Should the operator mistakenly connect
the supply leads in reverse, current will
not flow through D1 to the transmitter. In
this application the diode acts as a gate.
D1 must be capable of passing the current
taken by the transmitter, without over-

heating.
A power type of diode can be used in
shunt with the supply line to the

transmitter for protective purposes. This
method is illustrated in Fig. 15B. If the
supply polarity is crossed accidentally, D1
will draw high current and cause Fl to
open. This is sometimes referred to as a
“*crowbar” protection circuit. The pri-
mary advantage of circuit B over circuit A
is that there is no voltage drop between
the supply and the transmitter.

Dlodes as Voltage References

Zener diodes are discussed later in this
chapter. They are used as voltage refer-
ences or regulators, Conventional junc-
tion diodes can be used for the same pur-
poses by taking advantage of their barrier-
voltage characteristics. The greater the
voltage needed, the higher the number of
diodes used in series. Some examples of
this technique are given in Fig. 16. At A
the diode (D1) establishes a fixed value of
forward bias (0.7 V) for the transistor,
thereby functioning as a regulator. R1 is
chosen to permit a safe amount of current
to flow through the diode junction while
it is conducting at the barrier voltage.

The circuit of Fig. 16B shows two
diodes inserted in the emitter return of a
relay-driver transistor. D1 and D2 set up a
cutoff voltage of approximately 1.4. This
reduces the static current of the transistor
when forward bias is not provided at the
transistor base. If too much static current
flows the relay may not drop out when the
forward bias decays across the timing
network. The more sensitive the relay the
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Fig. 15 — D1 at A protects the equipment if the supply leads are cross-polarized in error. At B the
fuse will blow if the power supply is connected for the wrong polarity.
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Fig. 16 — D1 establishes a 0.7-volt bias reference at A. Approximately 1.4 voits of emitter bias are
established by connecting D1 and D2 in series at illustration B.
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Fig. 17 — High-speed switching diodes of the 1N914 variety can be connected back to back and
used as tuning diodes. As the reverse voltage is varied by means of R1, the internal capacitance
of the diodes will change.
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Fig. 18 — D1 serves as a bias stabilization device at A (see text). At B, D1 and D2 are employed as clippers to flatten the positive and negative af
peaks. Clipping will occur at roughly 0.7 volt if silicon diodes are used. Audio filtering is required after the clipper to remove the harmonic currents

caused by the diode action.

greater the chance for such a problem. D1
and D2 prevent relay dropout problems of
this variety. D3 is used as a transient
suppressor. A spike will occur when the
relay coil field collapses. If the amplitude
of the spike is great enough, the transient,
while following the dc bus in a piece of
equipment, can destroy transistors and
diodes elsewhere in the circuit. In this
application the diode (D3) can be
regarded as a clamp, since it clamps the
spike at approximately 0.7 volt.

Using Diodes as Capacitors

Later in this chapter there is a
discussion about VVC (voltage-variabie
capacitor) diodes. They are known also
as tuning diodes and Varicap diodes. It is
possible, however, to use ordinary silicon
diodes as voltage-variable capacitors. This
is accomplished by taking advantage of
the inherent changes in diode junction
capacitance as the reverse bias applied to
them is changed. The primary limitation
in using high-speed switching diodes of
the IN914 variety is a relatively low maxi-
mum capacitance. At a sacrifice to low
minimum capacitance, diodes can be used
in parallel to step up the maximum avail-
able capacitance. An example of two
IN914 silicon diodes in 4 diode tuning cir-
cuit is given in Fig. 17. As R1 is adjusted
to change the back bias on D1 and D2,
there will be a variation in the junction
capacitance. That change will alter the
VFO operating frequency. The junction
capacitance increases as the back bias is

lowered. In the circuit shown here the
capacitance will vary from roughly 5 pF
to 15 pF as R1 is adjusted. The diodes
used in circuits of this kind should have a
high Q and excellent high-frequency
characteristics. Generally, tuning diodes
are less stable than mechanical variable
capacitors are. This is because the diode
junction capacitance will change as the
ambient temperature varies. This circuit is
not well suited to mobile applications
because of the foregoing trait.

Diode Clippers and Clamps

The previous mention of diode clamp-
ing action (D3 in Fig. 16) suggests that
advantage can be taken of the charac-
teristic barrier voltage of diodes to clip
or limit the amplitude of a sine-wave.
Although there are numerous applications
in this general category, diode clippers are
more familiar to the amateur in noise
limiter, audio limiter and audio compres-
sor circuits. Fig. 18 illustrates some
typical circuits which employ smali-signal
diodes as clamps and clippers. D1 in Fig.
18A functions as a bias clamp at the gate
of the FET. It limits the positive sine-wave
swing at approximately 0.7 V. Not only
does the diode tend to regulate the bias
voltage, it limits the transconductance of
the FET during the positive half of the
cycle. This action restricts changes in
transistor junction capacitance. As a
result, frequency stability of the oscillator
is enhanced and the generation of
harmonic currents is greatly minimized.

The circuit of Fig. 18B shows how a
pair of diodes can be connected in
back-to-back fashjon for the purpose of
clipping the negative and positive sine-
wave peaks in an audio amplifier. If
germanium diodes are used at D1 and D2
(IN34As or similar) the audio will limit at
roughly 0.3 V. With silicon diodes (IN914
or rectifier types) the voltage will not
exceed 0.7 V. R1 serves as the clipping-
level control. An audio gain contral is
normally used after the clipper filter,
along with some additional gain stages.
The output of the clipper must be fiitered
to restore the sine-wave if distortion is to
be avoided. Diode clippers generate
considerable harmonic currents, thereby
requiring an RC or LC type of audio
filter.

Diode Frequency Multipliers

Designers of rf circuits use small-signal
diodes as frequency muitipliers when they
want to minimize the number of active
devices (tubes or transistors) in a circuit.
The primary disadvantage of diode multi-
pliers is a loss in gain compared to that
which is available from an active muiti-
plier. Fig. 19 contains examples of diode
frequency multipliers. The circuit at A is
useful for obtaining odd or even muitiples
of the driving voltage. The efficiency of
this circuit is not high, requiring that an
amplifier be used after the diode muiti-
plier in most applications. Resonator
L1/Cl must be tuned to the desired
output frequency.
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A diode frequency doubler,is seen at B
in Fig. 19. It functions like a full-wave
power-supply rectifier, where 60-Hz ener-
gy is transformed to 120-Hz by virtue of
the diode action. This circuit will cause a
loss of approximately 8 dB. Therefore, it
is shown with a succeeding amplifier
stage. If reasonable circuit balance is
maintained, the 7-MHz energy will be
down some 40 dB at the output of DI and
D2 — prior to the addition of L1 and Cl.
Additional suppression of the driving
energy is realized by the addition of
resonator L1/Cl. Tl is a trifilar-wound
toroidal transformer. At this frequency (7
MHz) a 0.5-inch diameter ferrite core
(permeability of 125) will suffice if the
trifilar winding contains approximately 10
turns. Additional information on this
subject is given in Solid State Design for
the Radio Amateur.

Dilode Detectors and Mixers

Diodes are effective as detectors and
mixers when circuit simplicity and strong-
signal handling capability are desired.
Impedance matching is an important
design objective when diodes are used as
detectors and mixers. The circuits are
lossy, just as is the case with diode
frequency multipliers. A diode detector or
mixer will exhibit a conversion loss of 7
dB or more in a typical example.
Therefore, the gain before and after the
detector or mixer must be chosen to
provide an acceptable noise figure for the
overall circuit in which the diode stage is
used. This is a particularly critical factor
when diode mixers are used at the front
end of a receiver. A significant advantage
in the use of diode mixers and detectors is
that they are broadband in nature, and
they provide a wide dynamic range.
Hot-carrier diodes are preferred by some
designers for these circuits, but the IN914
class of switching diodes provide good
performance if they are matched for a
similar resistance before being placed in
the circuit.

Fig. 20 illustrates some examples of
diode detectors. A basic a-m detector is
seen at A. The circuit at B is that of a
two-diode product detector. R1 and the
two bypass capacitors serve as an rf filter
to keep signal and BFO energy out of the
following af amplifier stage. A four-diode
product detector is illustrated at C. Tl is a
trifilar-wound broadband transformer.
The characteristic input impedance of T1
is S0 ohms. An rf filter follows this
detector also. BFO injection voltage for
the detectors at B and C should be
between 8 and 10 volts pk-pk for best
detector performance.

Circuits for typical diode mixers are
given in Fig. 21. Product detectors are
also mixers except for the frequencies
involved. The output energy is at audio
frequencies rather than at some rf
intermediate frequency. The examples at
A and B can be compared to those at C
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Fig. 21 — The examples at A and B are for use in balanced modulators. The similarity between

these and balanced mixers is shown at C and D.

and D for the purpose of illustrating the
similarity between balanced modulators
and mixers. It is evident that product
detectors, balanced modulators and mixers
are of the same family. The diodes in all
examples can be hot-carrier types or
matched silicon switching diodes of the
IN914 class.

Cl and C2 in Fig. 21C and D are used
for balancing purposes. They can be
employed in the same manner with the
circuits at A and B. The transformers in
each illustration are trifilar-wound

toroidal types. They provide a broadband
circuit characteristic.

Hot-Carrier Diodes

One of the more recent developments in
the semiconductor field is the hot-carrier
diode, or “HCD.” It is a metal-to-
semiconductor, majority-carrier conduc-
ting device with a single rectifying
junction. The carriers are typically high-
mobility electrons in an n type of
semiconductor material, The HCD is
particularly useful in mixers and detectors

Fig. 24 — Noise figure and the conversion loss
of a typical HCD that has no bias applied.

at vhf and higher. Notable among the
good features of this type of diode are its
higher operating frequency and lower
conduction voltage compared to a p-n
junction diode such as the IN914.
When compared to a point-contact
diode, the HCD is mechanically and
electrically superior. It has lower noise,
greater conversion efficiency, larger square-
law capability, higher breakdown voltage,
and lower reverse current. The internal
capacitance of the HCD is markedly
lower than that of a p-n junction diode
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versus LO drive for an HCD mixer are
=2 \ 1 given in Fig. 26. The test circuit used for
: ‘ ‘ the curves of Fig. 25 applics. The curve
26 ‘ w B) numbers indicatc mA mecasured at point
A. Further information on hot-carricr
pafeg e = = == = il - diodces can be found in the Fairchild Ap-
s plication Note APP-/77 and in the
AN Hewlett Packard Application Note 907.
! Varactor Diodes
20— \+—+ - Mention was made earlier in this
3 chapter of diodes being used as voltage-
RS (] S | e [ variable capacitors, wherein the diode
w 05 junction capacitance can be changed by
3 1 varying the reverse bias applied to the
E© T 5 L diode. Manufacturers have designed cer-
- ‘ tain diodes for this application. They are
S a4 N — called Varicaps (variable capacitor diodes)
or varactor diodes (variable reactance
| | . (- diodes).ﬁ These diodes depend upon the
2 change in capacitance which occurs across
| ‘ their depletion layers. They are not used as
o1 I - g T\ | rectifiers.
\\ ‘ ‘ ‘__ Varactors are designed to provide
— — . .
a——— : S : =mEi various capacitance ranges from a few
“" picofarads to more than 100 pF. Each one
ol ‘ has a specific minimum and maximum
f capacitance, and the higher the maximum
amount the greater the minimum value.
D Ok o - - = TG Therefore, the amateur finds it necessary
LOCAL OSCILLATOR DRIVE (mw) to tailor his circuits for the midrange of
A the capacitance curve. Ideally, he will
Vee choose the most linear portion of the
curve. Fig. 27A shows typical capacitance-
voltage curves for three varactor diodes.
2200 : o
A representative circuit of a varactor
100 FH00 44 diode is presented in Fig. 28. In this
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i Fig. 25 — Curves for hot-carrier diode noise ' :9
figure versus local-oscillator drive power. The B " T t T T 1
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in the representative test circuit. ~
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007 | 11
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and it is less subject to temperature 2 ekl %
variations. Wil | 1 _ _
Fig. 22 shows how the diode is H e
structured internally. A typical set of ©
curves for an HCD and a p-n junction 2y | I J
diode are given in Fig. 23. The curves
show the forward and reverse charac- 10———1 — : .
teristics of both diode types.
Fig. 24 illustrates the noisc figurc and q t__T ™
conversion loss of an HCD with no bias |
applied. When forward bias is applied to
the diode, the noise figure will change ST T T
from that which is seen in Fig. 24. Curves
for various bias amounts are seen in Fig. s = L Ty
25. The numbers at the ends of the curves LG, LA NG LA HC)
signify the amount of current (in mA)

flowing into the test circuit at point A,
A set of curves showing conversion loss
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Fig. 26 — Local-oscillator drive power versus conversion loss for a specified bias amount.
Bias currents are in mA as measured at point A of the circvit in Fig. 25.
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Fig. 27 — Reverse voltage respective to diode capacitance of three Motorola varactor diodes (A).

Reverse voltage versus diode Q for the varactors at A are shown at B.

Fig. 28 — Representative circuit of a varactor
diode showing case resistance, junction
resistance and junction capacitance.

equivalent circuit the diode junction
consists of Cj (junction capacitance) and
R; junction resistance). The bulk resis-
tance is shown as R;. For the most part
Rj can be neglected. The performance of
the diode junction at a particular fre-
quency is determined mainly by Cj and Rs.
As the operating frequency is increased,
the diode performance degrades, owing to
the transit time established by Cj and Rs.

An important characteristic of the
varactor diode is the Q, or figure of merit.
The Q of a varactor diode is determined
by the ratio of its capacitive reactance (X;)
and its bulk resistance, Rs, just as is true
of other circuit elements, such as coils and
capacitors, where Q = X/Rs at a specified
frequency. Fig. 27B characterizes the Q of
three Motorola varactor diodes (versus
reverse bias) at 50 MHz.

Present-day varactor diodes operate
into the microwave part of the spectrum.
They are quite efficient as frequency
multipliers at power levels as great as 25
watts. The efficiency of a correctly
designed varactor multiplier exceeds 50
percent in most instances. Fig. 29 il-
lustrates the basic circuit of a frequency
multiplier which contains a varactor
diode. D1 is a single-junction device
which serves as a frequency tripler in this
example. FL1 is required in order to
assure reasonable purity of the output
energy. Itis a high-Q strip-line resonator.
Without FL1 in the circuit there would be ‘
considerable output energy at 144, 288
and 864 MHz. Similar circuits are used as
doublers, quadruplers and higher.

A Motorola MVI104 tuning diode is
used in the circuit of Fig. 30. It contains
two varactor diodes in a back-to-back
arrangement. The advantage in using two
diodes is reduced signal distortion, as
compared to a one-diode version of the
same circuit. Reverse bias is applied
equally to the two diodes in the three-
terminal device. Rl functions as an rf
isolator for the tuned circuit. The reverse
bias is varied by means of R2 to shift the
operating frequency. Regulated voltage is
as important to the varactor as it is to the
FET oscillator if reasonable frequency
stability is to be assured. Varactor diodes
are often used to tune two or more circuits
at the same time (receiver rf amplifier,
mixer and oscillator), using a single
potentiometer to control the capacitance
of the diodes. It is worth mentioning that
some Zener diodes and selected silicon
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Fig. 30 — Example of a varactor-tuned VFO. D1 contains two varactors, back to back (see text)

power-supply rectifier diodes will work
effectively as varactors at frequencies as
high as 144 MHz. If a Zener diode is used
in this manner it must be operated below
its reverse breakdown voltage point. The
stud-mount variety of power supply
diodes (with glass headers) are reported to
be the best candidates as varactors, but
not all diodes of this type will work

. effectively: Experimentation is necessary.

-

Gunn Diodes

Gunn diodes are named after the
developer, J. B. Gunn, who was studying
carrier behavior at IBM Corp. in 1963.
Basically, the Gunn effect is a microwave
oscillation that occurs when heavy current
is passed through bulk semiconductor
material. A Gunn device is a diode only in
the sense that it has two electrodes; it has
no rectifying properties.

Amateurs have been using Gunn
oscillators at 10 and 24 GHz, but these
devices are employed commercially from 4
to 100 GHz and beyond. In high-power
(100 mW) or relatively narrow-
bandwidth applications, a varactor diode
is used to adjust the oscillation frequency.
Gunn oscillators in octave-bandwidth
systems such as laboratory sweep
generators use YI/G tuning. In this
method, the volume of a resonant cavity is
varied by the magnetic expansion of an
Yttrium Jron Garnet sphere. The
magnetic force for tuning is generated by
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a coil external to the cavity, and the
oscillation frequency is very nearly a
linear function of the coil current. YIG
tuning produces a much cleaner harmonic
and close-in oscillation spectrum than that
obtainable with varactor tuning, because
of the higher Q. The output power of
YIG-tuned oscillators must be limited to
about 100 mW. This is because the YIG
sphere becomes a nonlinear circuit ele-
ment at higher powers and can cause
spurious emissions. An in-depth treat-
ment of the technology and physics of
Gunn devices is provided in the Gunn
Diode  Handbook by Microwave
Associates, Inc. The ‘‘Specialized Com-
munications Techniques’’ chapter of this
book contains a section on practical ap-
plications of Gunn technology for radio
amateurs.

Fig. 31 shows a cross-sectional
representation of a slice of the material
(gallium arsenide) from which Gunn
diodes are made. Layer no. 1 is the active
region of the device. The thickness of this
layer depends on the chosen frequency of
operation. For the 10-GHz band it is ap-
proximately 10 um (10-5 meters) thick.
The threshold voltage is roughly 3.3 volts.
At 16 GHz the layer would be formed to a
thickness of 8 um, and the threshold
voltage would be about 2.6 volts.

Layer no. 2 is grown epitaxially and is
doped to provide low resistivity. This
layer is grown on the active region of the
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Fig. 31 — Cross-sectional illustration of Gunn diode.
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Fig. 32 — Active region thickness versus frequency
of a Gunn diode.

B

I Gunn
| biobE

Fig.33 — Equivalent circuit of a Gunn diode. The
parasitic reactances of the diode package are
included.

semiconductor, but it is not essential to
the primary operation of the diode. It is
used to ensure good ohmic contact and to
prevent metalization from damaging the
n-layer of the diode.

The composite wafer of Fig. 31 is
metalized on both sides to permit bonding
into the diode package. This process of
metalization also ensures a low electrical
and thermal resistance. The completed
chip is bonded to a gold-plated copper
pedestal, with layer no. 2 next to the heat
sink. A metal ribbon is connected to the
back side of the diode to provide for
electrical contact.

The curve in Fig. 32 shows the rela-
tionship of the diode active-region thick-
ness to the frequency of operation. The
curve illustrates an approximation be-
cause the actual thickness of the active
region depends on the applied bias voltage
and the particular circuit used. The input
power to the diode must be 20 to 50 times
the desired output power. Thus the
efficiency from dc to rf is on the order of
two to five percent.

The resonant frequency of the diode
assembly must be higher than the opera-
ting frequency to allow for parasitic C
and L components which exist. Fig. 33
shows the equivalent circuit of a packaged
Gunn diode. Assuming a diode natural
resonant frequency of 17 GHz, the
following approximate values result: Lp =
0.25 nH, Ca = 0.15 pF and Cv = 0.15 pF.
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diode as seen in literature from Microwave
Associates.

Additional components exist within the
diode chip. They are represented by Cg
(capacitance) and —Rd (negative resis-
tance). These quantities, plus the stray
resonances in the diode holder and bias
leads in the microwave cavity, have a
direct bearing on the electrical behavior of
the Gunn oscillator. A cross-sectional
representation of a packaged Gunn diode
is shown at Fig. 34.

Presently, Gunn diodes are useful for
generating powers between 0.1 and 1 watt.
As the technology advances these power
limits will increase. IMPATT (impact-
avalanche transit time) diodes are useful
as microwave amplifiers after a Gunn
diode signal source. IMPATT diodes are
also capable of providing power output in
the 0.1 to l-watt class. Fig. 35 shows
block diagrams of two Gunn-diode
systems. In each example an IMPATT
diode is used as an amplifier. Fig. 35A
shows a direct fm transmitter which
employs a varactor-deviated Gunn-diode
oscillator as a signal source. Fm is
provided by applying audio to the bias
lead of the varactor diode. The latter is
coupled to the Gunn-diode cavity. Fig.
35B illustrates a microwave relay system
in which a Gunn diode is used as an LO
source. Essentially, the equipment is set
up as a heterodyne up-converter transmit-
ter. The upper sideband from the mixer is
amplified at microwave frequency by
means of an IMPATT diode.

PIN Diodes

A PIN diode is formed by diffusing
heavily doped p + and n+ regions into
an almost intrinsically pure silicon layer,
as illustrated in Fig. 36. In practice it is
impossible to obtain intrinsically pure
material and the I layer ¢an be considered
to be a lightly doped n region. Charac-
teristics of the PIN diode are primarily
determined by the thickness. area and
scmiconductor naturc  of the chip,
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OSCILLATOR
(B)

Fig. 35 — Block diagram of a simple Gunn-diode transmitter for fm (A) and an up-converter Gunn-

diode transmitter (B).

especially that of the | region. Manufac-
turers design for controlled thickness 1
regions having long carrier lifetime and
high resistivity. Carrier lifetime is basical-
ly a measure of the delay before an
average electron and hole recombine. In a
pure silicon crystal the theoretical delay is
on the order of several milliseconds,
although impurity doping can reduce the
effective carrier lifetime to microseconds
or nanoseconds.

When forward bias is applied to a PIN
diode, holes and electrons are injected
from the p+ and n+ regions into the |
region. These charges do not immediately
recombine. Rather, a finite quantity of
charge always remains stored and results
in a lowering of the I-region resistivity.
The amount of stored charge depends on
the recombination time (carrier lifetime)
and the level of the forward-bias current.
The resistance of the 1 region under
forward-bias conditions is inversely pro-
portional to the charge and depends on
the I-region width and mobility of the
holes and electrons of the particular
semiconductor material. Representative
graphs of resistance vs. forward bias level
are shown in Fig. 37A and B for low-level
receiving and high-power transmitting
PIN diodes.

When a PIN diode is at zero or reverse
bias, there is essentially no charge, and the
intrinsic region can be considered as a
low-loss dielectric. As with an ordinary pn
junction there is a reverse breakdown or
Zener region where the diode current in-
creases rapidly as the reverse voltage in-

creases. For the intrinsic region to remain
in a low-loss state, the maximum instan-
taneous reverse or negative voltage must
not exceed the breakdown voltage. Also,
the positive voltage excursion must not
cause thermal losses to exceed the diode
dissipation rating.

At high radio frequencies when a PIN
diode is at zero or reverse bias, the diode
appears as a parallel plate capacitor,
essentially independent of reverse voltage.

It is the value of this capacitance that
limits the effective isolation that the diode *
can provide. PIN diodes intended for high "+
isolation and not power-handling
capability are designed with as small a
geometry as possible to minimize the
capacitance.

AN\

7
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Fig. 36 — The PIN diode is constructed by
diffusing p + and n + regions into an almost
intrinsically pure silicon layer. Thus the name
PIN diode.
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Fig. 37 — At A is a graph comparing diode
resistance to forward-bias current for a PIN
diode intended for low-level receiver applica-
tions. At B is a similar graph for a diode
capable of handling over 100 watts of rf.

Manufacturcrs of PIN diodes supply
data sheets with all necessary design data
and performance specifications. Key
parameters arc diode resistance (when for-
ward biased), diode capacitance, carrier
lifetime, harmonic distortion, reverse
voltage breakdown and reversc lcakage.

PIN diodes are used in many applica-
tions, such as rf switches, attenuators and
various types of phase-shifting devices.
Our discussion will be confined to switch
and attenuator applications since these arc
the most likely to be encountered by the
amateur. The simplest type of switch that
can be created with a PIN diode is the
serics spst type. The circuit is shown in
Fig. 38A. C1 functions as a dc¢ blocking
capacitor and C2 is a bypass capacitor. In
order to have the signal from the
generator flow to the load, a forward bias
must be applied to the bias terminal. The
amount of insertion loss caused by the
diode is determined primarily by the diode
bias current. Fig. 38B illustrates an spdt
type of switch arrangement which uscs
essentially two spst switches with a com-
mon connection. For a generator current
to flow into the load resistor at the left, a
bias voltage is applied to bias terminal 1.
For signal to flow into the load at the right
a bias must be applied to terminal 2. In
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practice it is usually difficult to achicve
more than 40 dB isolation with a single
diode switch at uhf and microwaves.
Better performance, in excess of 100 dB,
is achicvable using compound switches.
Compound switches arc made up of two
or more diodes in a serics/shunt arrange-
ment. Since not all diodes are biased for
the same state, some increase in bias-
circuit complexity results.

Onc gencral class of switches used in
connection with transceive applications
requires that a common antenna be con-
nected to cither the receiver or transmitter
during the appropriate receive or transmit
statcs. When PIN diodes arc used as
switching clements in these applications,
higher reliability, better mechanical rug-
gedness and faster switching speeds arc
achicved relative to the clectromechanical
relay. A basic approach is shown in Fig.
39A and B where a PIN diode is used in
scrics with the transmit line and another
diodc in shunt with the rececive line. A
single bias supply is used to turn on the
scries diode during transmit while also
turning on the shunt diode to protect the
receiver. The quarter-wave line between
the two diodes is necessary to isolate the
low resistance of the recciver diode from
the antenna connection. During receive
periods both diodes are effectively open
circuited, allowing signal energy to be ap-
plicd to the receiver. At B is the same
basic circuit, although the quarter-wave
line has been replaced with a lumped cle-
ment section.

Two of the more common types of at-
tenuators using PIN diodes are shown in
Fig. 40. The type at A is referred to as a
Bridged Tee, while the circuit at B is the
common pi type. Both are uscful as very
broadband devices. It is intcresting to
note that the useful upper frequency of
these attenuators is often dependent on
the bias circuit isolation rather than the
PIN diode characteristics.

Light-Emitting Diodes ( LEDs)

The primary component in optoelec-
tronics is the LED. This diode contains
a p-n junction of crystal material which
produces luminescense around the junc-
tion when forward bias current is applied.
LED junctions are made from gallium
arsenide (GaAs), gallium phosphide (GaP),
or a combination of both materials
(GaAsP). The latter is dependent upon the
color and light intensity desired. Today,
the available LED colors are red, green
and yellow,

Some LEDs are housed in plastic which
is affixed to the base header of a transistor
package. Other LEDs are contained
entirely in plastic packages which have a
dome-shaped head at the light-emitting
end. Two wires protrude from the
opposite end (positive and negative leads)
for applying forward bias to the device.

There are countless advantages to the
use of LEDs. Notable among them are the
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Fig. 38 — At A a PIN diode is used as an spst
switch. At B, two diodes form an spdt
switching arrangement.

low current drain, long life (sometimes 50
years, as predicted), and small size. They
are useful as visual indicators in place of
incandescent panel lamps. One of their
greatest applications is in digital dispiay
units, where arrays of tiny LEDs are
arranged to provide illuminated segments
in numeric-display assemblies.

The forward bias current for a typical
LED ranges between 10 and 20 mA for
maximum brilliance. An applied voltage
of 1-1/2 to 2 is also typical. A 1000-ohm
resistor in series with a 12 volt source will
permit the LED to operate with a forward
current of approximately 10 mA (IR drop
= 10 V). A maximum current of 10 mA is
suggested in the interest of longevity for
the device.

LEDs are also useful as reference
diodes, however unique the applications
may seem. They will regulate dc at
approximately 1.5 V.

The following are definitions and terms
used in optics to characterize the proper-
ties of an LED.

Incident flux density is defined as the
amount of radiation per unit area (ex-
pressed as lumens/cm? in photometry;
watts/cm? in radiometry). This is a
measure of the amount of flux received by
a detector measuring the LED output.
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Fig. 39 — PIN diodes are used to transfer a common antenna to either a transmitter or receiver. A
voltage applied to the bias terminal will switch the system to the transmit mode connecting the
output of the transmitter to the antenna. At the same time the diode across the receiver input is
forward biased to a low-resistance state to protect the input stage of the receiver. The quarter-
wave line isolates the low resistance of the receiver diode from the common antenna connection.
At B the quarter-wave line is replaced with a lumped-element equivalent.

Emitted flux density is also defined as
radiation per unit area and is used to
describe light reflected from a surface.
This measure of reflectance determines
the total radiant or luminous emittance.

Source intensity defines the flux density
which will appear at a distant surface and
is expressed as lumens/steradian (photom-
etry) or watts/steradian (radiometry).

Luminance is a measure of photometric
brightness and is obtained by dividing the
luminous intensity at a given point by the
projected area of the source at the same
point. Luminance is a very important
rating. in the evaluation of visible LEDs.

While luminance is equated with
photometric brightness, it is inaccurate to
equate luminance as a figure of merit for
brightness. The only case where this rating
is acceptable is when comparing physically
identical LEDs. Different LEDs are sub-
ject to more stringent examination.
Manufacturers do not use a set of consis-
tent ratings for LEDs (such as optical
flux, brightness and intensity). This is
because of the dramatic differences in op-
tical measurements between point- and
area-source diodes. Point-source diodes
are packaged in a clear epoxy or set within
a transparent glass lens. Area-source
diodes must employ a diffusing lens to

spread the flux over a wider viewing area
and hence have much less point intensity
(luminance) than the point-source diodes.

Solar-Electric Diodes

Sunlight can be converted directly into
electricity by a process known as photovol-
taic conversion. For this purpose a solar
cell is used. 1t relies on the photoelectric
properties of a semiconductor. Practical-
ly, the solar cell is a large-area p-n
junction diode. The greater the area of the
cell, the higher the output current will be.
A dc voltage output of approximately 0.5
is obtained from a single cell. Numerous
cells can be connected in series to provide
6, 9, 12, 24 or whatever low voltage is
required. In a like manner, cells can be
connected in parallel to provide higher
output current, overall.

The solar diode cell is built so that light
can penetrate into the region of the p-n
junction, Fig. 41. Most modern solar cells
use silicon material. Impurities (doping)
are introduced into the silicon material to
establish excess positive or negative
charges which carry electric currents.
Phosphorous is used to produce n-type
silicon. Boron is used as the dopant to
produce p-type material.

Light is absorbed into the silicon to
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Fig. 40 — Two types of PIN diode attenuator
circuits. The circuit at A is called a Bridged
Tee and the circuit at B is a pi type. Both
exhibit very broadband characteristics.
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Fig. 41 — A solar-energy diode cell. Electrons
fiow when light strikes the upper surface. The
bottom of the cell is coated with foil to coliect
current for the load, or for the succeeding cell
in series-connected arrays of cells.

generate excess holes and electrons (one
hole/electron pair for each photon absorb-
ed). When this occurs near the p-n
junction, the electric fields in that region
will separate the holes from the electrons.
This causes the holes to increase in the
p-type material. At the same time the
electrons will build up in the n-type
material. By making direct connection to
the p and n regions by means of wires,
these excess charges generated by light
(and separated by the junction) will flow
into an external load to provide power.
Approximately 0.16 A can be secured
from each square inch of solar-cell
material exposed to bright sunlight. A
3-1/2 inch diameter cell can provide 1.5 A
of output current. The efficiency of a solar
cell (maximum power delivered to a load
versus total solar energy incident on the
cell) is typically 11 to 12 percent.
Arrays of solar cells are manufactured
for all manner of practical applications. A
storage battery is used as a buffer between
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the solar panel and the load. A p-n
junction diode should be used between the
solar-array output and the storage battery
to prevent the battery from discharging
back into the panel during dark periods.
An article on the subject of solar cells and
their amateur applications was written by
DeMaw (“Solar Power for the Radio
Amateur,” August 1977 QST) and
should be of interest to those who wish to
utilize solar power. Solar Electric Genera-
tor Systems, an application pamphlet
by Solar Power Corp. of N. Billerica, MA
01862, contains valuable information on
this subject.

Fig. 42 shows the voltage/current
curves to, a Model E12-01369-1.5 solar ar-
ray manufactured by Solar Power Corp.
It can be seen that temperature has an ef-
fect on the array performance.

Tunnel Diodes

One type of semiconductor diode hav-
ing no rectifying properties is called a tun-
ncl diode. The bidirectional conduction of
the device is a result of heavily doped p
and n rcgions with a very narrow junc-
tion. The Fermi level lies within the con-
duction band for the n side and within the
valence band for the p side. A typical
current-vs.-voltage curve for a tunnel
diode is sketched in Fig. 43. When the for-
ward bias potential ¢xceeds about 30 mV,
increasing the voltage causes the current
to decrease, rcsulting in a ncgative
resistance  characteristic.  This  effect
makes the tunnel diode capable of ampli-
fication and oscillation. At one time tun-
nel diodes were expected to dominate in
microwave applications, but other devices
soon surpasscd tunnel diodes in perfor-
mance. The two-terminal oscillator con-
cept had great fad appcal, and some
amatcurs built low-power transmitters
based on tunnel diodes. In the 1960s the
Hcath Company marketed a dip meter
that used a tunnel diode oscillator. Tunnel
diodes arc not widely used in new designs;
this material is included only for com-
pletencss.

'Zener Diodes

Zener diodes have, for the most part,
splaced the gaseous regulator tube. They
been proved more reliable than tube
ypes of voltage regulators, are less
expensive and far smaller in size.

These diodes fall into two primary
classifications: Voltage regulators and
voltage-reference diodes. When they are
used in power supplies as regulators, they
provide a nearly constant dc output
voltage even though there may be large
changes in load resistance or input
voltage. As a reference element the Zener
diode utilizes the voltage drop across its
junction when a specified current passes
through it in the reverse-breakdown
direction (sometimes called the Zener
direction). This ‘“‘Zener voltage” is the
value established as a reference. There-
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Fig. 45 — Example of how a shunt type of
Zener diode regulator is used. The equations
show how to calculate the value of the series
resistor and the diode power dissipation. In
this example a 400-mW Zener diode will suffice
(D1).

fore, if a 6.8-volt Zener diode was set up in
the foregoing manner, the resultant
reference voltage would be 6.8.

At the present time it is possible to pur-
chasc Zener diodes which are rated for
various voltages between 2.4 and 200. The
power ratings rangce from 1/4 to 50 watts.
Fig. 44 shows the characteristics of a
Zener diode designed for 30-volt opera-
tion,

Fig. 45 shows how to calculate the serics
resistance neceded in a simple shunt

¢
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Fig. 46 — Practical examples of Zener diode applications. The circuit at A is useful for stabilizing
the filament voltage of oscillators. Zener diodes can be used in series to obtain various levets of
regulated voltage (B). Fixed-value bias for transmitter stages can be obtained by inserting a Zener
diode in the cathode return (C). At D an 18-volt Zener diode prevents vottage spikes from harming
a mobile transceiver. A Zener-diode series regulator (20-V drop) is shown at E and an rf ctamp is
seen at F. D1.in the latter circuit will clamp at 36 voits to protect the PA transistor from dc
voltage spikes and extreme sine-wave excursions at rf. This circuit is useful in protecting output
stages during no-load or short-circuit conditions.
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regulator which employs a Zener diode.
An equation is included for determining
the wattage rating of the series resistor.
Additional data on this subject is given in
chapter 7 of Solid State Design for the
Radio Amateur.

Some practical applications for Zener
diodes are illustrated in Fig. 46. In addi-
tion to the shunt applications given in the
diagram, Zener diodes can be used as
series elements when it is desired to pro-
vide a gate that conducts at a given
voltage. These diodes can be used in ac as
well as dc circuits. When they are used in
an ac type of application they will conduct
at the peak voltage value or below,
depending upon the voltage swing and the
voltage rating of the Zener diode. For this
reason they are useful as audio and rf clip-
pers. In rf work the reactance of the diode
may be the controlling factor above ap-
proximately 10 MHz with respect to the
performance of the rf circuit and the
diode.

Most Zener diodes which are rated
higher than 1 watt in dissipation are
contained in stud-mount packages. They
should be affixed to a suitable heat sink to
prevent damage from excessive junction
temperatures. The mounting techniques
are the same as for power rectifiers and
high-wattage transistors.

Reference Diodes

While ordinary Zener diodes are useful
as voltage regulators, they don’t exhibit
the thermal stability required in precision
reference applications. A reverse-biased
semiconductor junction has a positive
temperature coefficient of barrier poten-
tial, and a forward-biased junction has a
negative coefficient. The way to tempera-
ture-compensate a Zener diode is to con-
nect one or more common silicon diodes
in series with it. When this is done as part
of the manufacturing process, the
resulting component is termed a reference
diode. A 1N3499 6.2-volt reference diode
will maintain a temperature coefficient of
0.0005 percent per degree over the range
of 0to 75° C. Reference diodes work best
~ when operated at a few milliamperes of
current from a high-impedance or con-
“stant-current bias source. As the name im-
plies, these diodes aren’t suited for cir-
cuits where power is taken directly from
the device. Reference diodes can’t be
tested with an ohmmeter because two
junctions are back-to-back — the instru-
ment can’t supply enough voltage to over-
come the Zener barrier potential.

Step-Recovery Diodes

One device characterized by extremely
low capacitance and short storage time is
the step-recovery diode (SRD), sometimes
called a ‘““snap’’ diode. These diodes are
used as frequency multipliers well into the
microwave spectrum. Switching the device
in and out of forward conduction is the
multiplication mechanism, and the power

4-19 Chapter 4

ISOLATION
PAD

NETWORK

222 MHZ

MATCHING

COUPLING

PROBE 10.212 GHz

WAVE GUIDE
HORN

Low-z A

FM XMTR

:
$ 1
il

il

1|y

INTERDIGITAL
FILTER
77
SRD MULTIPLIER
X 46

Fig. 47 — Step-recovery diode frequency multiplier for 10 GHz. The matching network elements
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efficiency is inversely proportional to the
frequency multiple. Very high orders of
multiplication are possible with step-
recovery diodes, and one use for this
feature is in a comb generator — an in-
strument used to calibrate the frequency
axis of a spectrum analyzer.

A single harmonic of the excitation fre-
quency can be selected by an interdigital
filter or cavity resonator. A [l-watt,
220-MHz fm transmitter could drive a
snap diode multiplier (X 46) and filter
combination to an output of about 10
milliwatts in the 10-GHz band — a typical
and effective power level at that frequen-
cy. A representative system of this variety
is suggested in Fig. 47. The exciter should
be well isolated from the SRD and its
matching network to prevent parasitic
oscillations.

Current-Regulator Diodes

A JFET with its gate shorted to its
source or connected below a source re-
sistor will draw a certain current whose
value is almost entirely independent of the
applied potential. The current (lpgs in
FET terminology) is also quite stable with
temperature. Semiconductor manufac-
turers take advantage of these properties
and package the JFET circuit of Fig. 48A
in a two-terminal package and call it a
constant-current diode. A special symbol,
given in Fig. 48B, is assigned to this type
of diode. The 1N5305 diode approaches
an ideal current generator, in that it draws
two milliamperes over the range of 1.8 to
100 volts. Constant-current diodes find
application in ohmmeters, ramp genera-
tors and precision voltage references.

BIPOLAR TRANSISTORS

The word ‘“‘transistor” was chosen to
describe the function of a three-terminal
p-n junction device which is able to
amplify signal energy (current). The
inherent characteristic is one of ‘‘transfer-
ring current across a resistor.”” The
transistor was invented by Shockley,
Bardeen and Brattain at Bell Labs in 1947
and has become the standard amplifying
device in electronic equipment. In rf and

audio applications it is practical to obtain
output power in excess of 1000 watts by
using several amplifier blocks and hybrid
power combiners. The primary limitation
at the higher power levels is essentially a
practical or economic one: Low voltage,
high-current power supplies are required,
and the cost can exceed that of a
high-voltage, moderate-current supply of
the variety which would be employed with
a vacuum-tube amplifier of comparable
power. The primary advantages obtained
through the use of solid-state power
amplifiers are compactness and reliability.
In small-signal applications the transis-
tor outweighs the vacuum-tube in perfor-
mance. The former is more efficient,
operates cooler, has much longer life, is
considerably smaller in size, and is less
expensive. A naive designer might insist
that “tubes are better,”” but the transistor
ranks no. | in the industry at this time.
There remains in isolated instances a
belief that transistors are hard to tame,
noisier than tubes and that they are
subject to damage at the flick of a switch.
None of this is true. A transistorized
circuit which is designed and operated
correctly is almost always capable of
exceeding an equivalent vacuum-tube
circuit in all respects. An understanding of
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Fig. 48 — At A, an n-channel JFET connected
as a constant-current source. At B, the
schematic symbol for the circuit in A when it
is packaged as a two-terminal device.
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Fig. 49 — lllustration of a junction pnp tran-
sistor. Capacitances Cpe and Gy vary with
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text).

how transistors function will help to
prevent poor circuit performance: The
fundamentals outlined in this chapter are
provided for the amateur designer so that
the common pitfalls can be avoided.

Fig. 49 shows a *‘sandwich’ made from
two layers of p-type  semiconductor
material with a thin layer of n-type be-
tween, There are in effect two pn junction
diodes back-to-back. If a positive bias is
applicd to the p-type matcrial at the left,
current will flow though the left-hand
junction, the holes moving to the right
and the clectrons from the n-type material
moving to the left. Some of the holes
moving into the n-type material will com-
bine with the clectrons there and be
neutralized, but some of them also will
travel to the region of the right-hand junc-
tion.

If the pn combination at the right is
biased negatively, as shown, there would
normally be no current flow in this circuit.
However, there are now additional holes
available at the junction to travel to point
B and electrons can travel toward point A,
so a current can flow even though this
section of the sandwich is biased to
prevent conduction. Most of the current is
between A and B and does not flow out
through the common connection to the
n-type material in the sandwich.

A semiconductor combination of this
type is called a transistor, and the three
sections are known as the emitter, base
and collector, respectively. The amplitude
of the collector current depends principal-
ly upon the amplitude of the emitter
current; that is, the collector current is
controlled by the emitter current.

Between each p-n junction exists an
area known as the depletion, or transition
region. It is similar in characteristics to a
dielectric layer, and its width varies in
accordance with the operating voltage. The
semiconductor materials either side of the
depletion region constitute the plates of a
capacitor. The capacitance from base to
emitter is shown as Cy. (Fig. 49), and the
collector-base capacitance is represented
as Cpc. Changes in signal and operating
voltages cause a nonlinear change in these
junction capacitances, which must be taken
into account when designing some circuits.

A base-emitter resistance, rb', also exists.
The junclion capacitance, in combination
with rb’, determines the useful upper
frequency limit (fT or fa) of a transistor by
establishing an RC time constant.

Power Amplification

Because the collector is biased in the
back direction the collector-to-base resis-
tance is high. On the other hand, the
emitter and collector currents are sub-
stantially equal, so the power in the
collector circuit is larger than the power in
the emitter circuit (P = I?R, so the powers
are proportional to the respective resis-
tances, if the currents are the same). In
practical transistors emitter resistance is
of the order of a few ohms while the col-
lector resistance is hundreds or thousands
of times higher, so power gains of 20 to 40
dB or even more are possible.

Types

The transistor may be one of the types
shown in Fig. 43. The assembly of p- and
n-type materials may be reversed, so that
pnp and npn transistors are both possible.

The first two letters of the npn and pnp
designations indicate the respective polar-
ities of the voltages applied to the
emitter and collector in normal operation.
In a pnp transistor, for example, the
emitter is made positive with respect to
both the collector and the base, and the
collector is made negative with respect to
both the emitter and the base.

Manufacturers are constantly working
to improve the performance of their
transistors — greater reliability, higher
power and frequency ratings, and improved
uniformity of characteristics for any given
type number. One such development
provided the overlay transistor, whose
emitter structure is made up of several
emitters which are joined together at a
common case terminal. This process
lowers the base-emitter resistance, rb’,
and improves the transistor input time
constant. The latter is determined by rb’
and the junction capacitance of the device.
The overlay transistor is extremely useful
in vhf and uhf applications. It is capable
of high-power operation well above 1000
MHz. These transistors are useful as
frequency doublers and triplers, and are
able to provide an actual power gain in
the process.

Another multi-emitter transistor has
been developed for use from hf through
uhf. It should be of interest to the radio
amateur. It is called a balanced-emitter
transistor (BET), or “ballasted” transis-
tor. The transistor chip contains sevéral
triode semiconductors whose bases and
collectors are connected in parallel. The
various emitters, however, have built-in
emitter resistors (typically about 1 ohm)
which provide a current-limiting safety
factor during overload periods, or under
conditions of significant mismatch. Since
the emitters are brought out to a single
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Fig. 50 — Pictorial and schematic representa-
tions of junction transistors. By way of analogy
the base, collector and emitter can be com-
pared to the grid, plate and cathode of a triode
tube, respectively.

case terminal the resistances are ef-
fectively in parallel, thus reducing the
combined emitter resistances to a fraction
of an ohm. (If a significant amount of
resistance were allowed to exist it would
cause degeneration in the stage and would
lower the gain of the circuit.)

Most modern transistors are of the
junction variety. Various names have been
given to the several types, some of which
are junction alloy, mesa, and planar.
Though their characteristics may differ
slightly, they are basically of the same
family and simply represent different
physical properties and manufacturing
techniques.

Transistor Characteristics

An important characteristic of a tran-
sistor is its beta (B ), or current-amplifica-
tion factor, which is sometimes expressed as
hgg (static forward-current transfer ratio)
or h . (small-signal forward-current trans-
fer ratio). Both symbols relate to the
grounded-emitter configuration, Beta is
the ratio of the collector current to the
base current

1
p=—

L
Thus, if a base current of 1 mA causes the
collector current to rise to 100 mA the
beta is 100. Typical betas for junction
transistors range from as low as 10 to as
high as several hundred.

A transistor’s alpha (=) is the ratio of
the collector to the emitter current. Sym-
bols hgg (static forward-current iransfer
ratio) and hfb (small-signal forward-
current transfer ratio), common-base
hookup, are frequently used in connection
with gain. The smaller the base current,
the closer the collector current comes to
being equal to that of the emitter, and the
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closer alpha comes to being 1. Alpha for a
junction transistor is usually between 0.92
and 0.98.

Transistors have frequency charac-
teristics which are of importance to circuit
designers. Symbol ft is the gain bandwidth
product (common-emitter) of the transis-
tor. This is the frequency at which the
gain becomes unity, or 1. The expression
“alpha cutoff” is frequently used to ex-
press the useful upper-frequency limit
of a transistor, and this relates to the
common-base hookup. Alpha cutoff is the
point at which the gain is 0.707 its value at
1000 Hz.

Another factor which limits the upper
frequency capability of a transistor is its
transit time. This is the period of time
required for the current to flow from
emitter to collector, through the semi-
conductor base material. The thicker the
base material, the greater the transit time.
Hence, the thicker the base material the
more likelihood there will be of phase
shift of the signal passing through it. At
frequencies near and above fr or alpha
cutoff, partial or complete phase shift can
occur. This will give rise to positive feed-
back because the internal capacitance,
Cpe, feeds part of the in-phase collector
signal back to the base. The positive feed-
back can cause instability and oscillation,
and in most cases will interlock the input
and output tuned circuits of an rf ampli-
fier so that it is amost impossible to tune
them properly. This form of feedback can
be corrected by using what is termed *“‘uni-
lateralization.”” Conventional positive
feedback can be nullified by using
neutralization, as is done with vacuum-
tube amplifiers.

Characteristic Curves

The operating principles of transistors
can be shown by a series of characteristic
curves. One such set of curves is shown in
Fig. 51. It shows the collector current vs.
collector voltage for a number of fixed
values of emitter current. Practically, the
collector current depends almost entirely
on the emitter current and is independent
of the collector voltage. The separation
between curves representing cqual steps of
emitter current is quite uniform, in-
dicating that almost distortionless output
can be obtained over the useful operating
range of the transistor.

Another type of curve is shown in Fig.
52, together with the circuit used for ob-
taining it. This also shows collector cur-
rent vs. collector voltage, but for a
number of different values of base cur-
rent. In this case the emitter eclement is
usced as the common point in the circuit.
The collector current is not independent
of collector voltage with this type of con-
nection, indicating that the output
resistance of the device is fairly low. The
base current also is quite low, which
means that the resistance of the base-
emitter circuit is moderately high with this

4-21 Chapter 4

=107 T —T T
« 10
E
- -8 +—t-g— o
2
w [
x |
g -6F—— —le = 6mA. —
o
x
[ S E— 4
h ¥
2
3 =8 - 2,
o
o
o | | ! i o) |
-10 -20 -30

COLLECTOR VOLTS

Fig. 51 — Typical collector-current versus
collector-voltage characteristics of a junction
transistor for various emitter-current valves.
Because the emitter resistance is low, a
current-limiting resistor (R) is placed in series
with the source current. The emitter current
can be set at a desired value by adjustment of
this resistance.
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Fig. 52 — Collector current versus collector
voltage for various values of base current in a
junction transistor. The illustration at A shows
how the measurements are made. At B is a
family of curves.

method of connection. They may be con-
strasted with the high values of cmitter
current shown in Fig. 51. An actual
oscillograph of a characteristic family of
curves for a small-signal transistor is
shown in Fig. 53. It was obtained by
means of a curve tracer.

Transistor Amplifiers

Amplifier circuits used with transistors
fall into one of three types, known as the
common-base, common-emitter, and
common-collector circuits. These are

Current

Voltge

Fig. 53 — Curve-tracer display of a small-
signal transistor characteristics.

shown in Fig. 54 in elementary form. The
three circuits correspond approximately
to the grounded-grid, grounded-cathode
and cathode-follower circuits, respective-
ly, used with vacuum tubes.

The important transistor parameters in
these circuits are the short-circuit current
transfer ratio, the cut-off frequency, and
the input and output impedances. The
short-circuit current transfer ratio is the
ratio of a small change in output current
to the change in input current that causes
it, the output circuit being short-circuited.
The cutoff frequency was discussed earlier
in this chapter. The input and output
impedances are, respectively, the im-
pedance which a signal source working
into the transistor would see, and the
internal output impedance of the transis-
tor (corresponding to the plate resistance
of a vacuum tube, for example).

Common-Base Circuit

The input circuit of a common-base
amplifier must be designed for low im-
pedance, since the emitter-to-base resis-
tance is of the order of 26/1, ohms, where
I, is the emitter current in milliamperes.
The optimum output load impedance, RL,
may range from a few thousand ohms to
100,000, depending upon the require-
ments.

In this circuit the phase of the output
(collector) current is the same as that of
the input (emitter) current. The parts of
these currents that flow through the base
resistance are likewise in phase, so the
circuit tends to be regenerative and will
oscillate if the current amplification factor
is greater than one.

Common-Emitter Circuit

The common-emitter circuit shown in
Fig. 54 corresponds to the ordinary
grounded-cathode vacuum-tube ampli-
fier. As indicated by the curves of Fig. 52,
the base current is small and the input im-
pedance is therefore fairly high — several
thousand ohms in the average case. The
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various configurations.

collector resistance is some tens of
thousands of ohms, depending on the
signal source impedance. The common-
emitter circuit has a lower cutoff frequen-
cy than does the common-base circuit, but
it gives the highest power gain of the three
configurations.

In this circuit the phase of the output
(collector) current is opposite to that of
the input (base) current so such feedback
as occurs through the small emitter
resistance is negative and the amplifier is
stable.

Because the common-emitter amplifier
circuit illustrated in Fig. 54 is one of the
most often seen applications for a bipolar
transistor, a brief analysis and discussion
of the design procedure is appropriate.
The divider network biasing the base sup-
plies an open-circuit potential of 1.36 V.
Connecting the base has little loading ef-
fect if the transistor beta is high (a fair
assumption). A beta of 100, for example,
causes the 470-ohm emitter resistor to pre-
sent a dc base resistance of 47 kQ, which is
a negligible shunt. The base-emitter junc-
tion drops 0.6 V, so the potential across
the emitter resistor is 1.36 = 0.6 = 0.76
V. This voltage causes 1.6 mA to flow in
the emitter and the 470-ohm resistor.
Since the transistor alpha is nearly unity,
the collector current is also 1.6 mA, which
drops 7.52 volts across the collector load
resistor. The quiescent (no signal) collec-
tor voltage is therefore 15 — 7.52 = 7.48
V. This value allows the maximum undis-

torted output voltage swing between
cutoff and saturation.

Assuming the emitter bypass capacitor
has negligible reactance at the operating
frequency, the emitter is at ac ground.
Because of the high alpha mentioned
earlier, any emitter current variation
caused by an input signal will also appear
in the collector circuit. Since the current
variation is the same, the voltage gain is
the ratio of the collector load resistance to
the (internal) emitter resistance. For small
signals, this emitter resistance can be ap-
proximated by R, = 26/1,, where R, is
the emitter-to-base junction resistance,
and [, is the emitter current in
milliamperes. In our example, I, = 1.6,
so R, = 16.25 Q. The voltage gain, then,
is 289, which is 49 dB. The ac base im-
pedance is given by fAR.. Using the
previous values for beta and emitter
resistance results in a base impedance of
1625 €. The circuit input impedance is
found by shunting the base impedance
with the bias resistors. The result in this
case is about 1189 Q.

If the emitter bypass capacitor is omit-
ted, the external resistor dominates the
gain equation, which becomes: A, =
R1/Rg, where A, is the voltage gain, Ry is
the collector load resistance as before, and
REg is the unbypassed emitter resistance.
Without the bypass capacitor, the com-
mon-emitter circuit in Fig. 54 exhibits a
numerical voltage gain of 10 (20 dB). The
base impedance becomes fRg, or 47 k1.
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Fig. 54A — Differential amplifier. This arrange-
ment can be analyzed as a composite of the
common-collector and common-base circuits.

This value is swamped by the bias network
for a circuit input impedance of 3.91 kQ.
The emitter resistor has introduced 29 dB
of degenerative feedback to the circuit,
stabilizing the gain and impedance values
over a wide frequency range. A dc beta of
100 was assumed in this example, and for
convenience this value was also assigned
at the operating frequency. In reality,
however, beta decreases with increasing
frequency, as noted in the section on tran-
sistor characteristics. Degenerative feed-
back overcomes this effect to a large ex-
tent.

Common-Collector Circuit (Emitter-
Follower)

Like the vacuum-tube cathode
follower, the common-collector transistor
amplifier has high input impedance and
low output impedance. The latter is ap-
proximately equal to the impedance of the
signal input source multiplied by (I — ).
The input resistance depends on the load
resistance, being approximately equal to
the load resistance divided by (I — «).
The fact that input resistance is directly
related to the load resistance is a disadvan-
tage of this type of amplifier if the load is
one whose resistance or impedance varies
with frequency.

The current transfer ratio with this cir-
cuit is

1
1=«
and the cutoff frequency is the same as in
the grounded-emitter circuit. The output
and input currents are in phase.

Differential Amplifier Circuit

An important variation of the fun-
damental amplifier types is the differential
amplifier, drawn in Fig. 54A. The output
voltage is proportional to the difference
(with respect to ground) between the
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voltages applied to the input terminals.
With the proper choice of operating con-
ditions, several differential amplifier
stages of the type shown can be cascaded
directly. Fig. 54A shows the circuit in its
classic balanced form, but many circuits
use differential amplifiers in a single-
ended configuration. When only a single
input and output terminal is required, R1
could be a short circuit and the Q2 base
could be grounded. Under these cir-
cumstances the differential amplifier can
be understood as an emitter-follower driv-
ing a common-base stage. The output is
taken between the Q2 collector and
ground. R3 establishes the current in QI
and Q2, which should be cqual under
static conditions.

Differential amplifiers work best when
R3 is replaced by some type of constant-
currcnt source. One type of current
regulator has been discussed in the diode
section, and current sources made from
bipolar transistors arc covered later.

With a current source biasing QI and
Q2 the input signal cannot modulate the
total collector current; only the ratio of
the currents varies. One beneficial result
of the constant-current bias is that a
higher impedance is presented to the driv-
ing signal.

Bipolar Transistor Dissipation

Apart from the characteristics men-
tioned earlier, it is necessary to consider
the matters of collector dissipation,
collector voltage and current and emitter
current. Variations in these specifications
are denoted by specific parameter symbols
which appear later in the chapter. The
maximum dissipation ratings of transis-
tors, as provided on the manufacturer’s
data sheets, tend to confuse some ama-
teurs. An acceptable rule of thumb is to
select a transistor which has a maximum
dissipation rating of approximately twice
the dc input power of the circuit stage.
That is, if a 5-watt dc input is con-
templated, choose a transistor with a
10-watt or greater rating. When power
levels in excess of a few hundred mW are
necessary there is a need for heat sinking.
A sink is a metal device which helps to
keep the transistor cool by virtue of heat
transfer from the transistor case to the
sink. At power levels below 5 watts it is
common practice to employ clip-on heat
sinks of the crown variety. For powers
greater than 5 watts it is necessary to use
large-area heat sinks which are fashioned
from extruded aluminum. These sinks
have cooling fins on one or more of their
surfaces to hasten the cooling process.
Some high-power, solid-state amplifiers
employ cooling fans from which the air
stream is directed on the metallic heat
sink. Regardless of the power level or type
of heat sink used, silicone heat-transfer
compound should always be used between
the mating surfaces of the transistor and
the heat sink. Another rule of thumb is
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EMITTER- COLLECTOR
BASE JUNCTION BASE JUNCTION
v EMITTER BASE | COLLECTOR
Gy HOLES | ELECTRONS HOLES |
£y
ar
<
e
>
=l
EH
;u
L
.
DISTANCE
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concentrations in an npn transistor. No. 1
shows the cutoff region. No. 2 is the active
region at the thresnold of the saturation
region, No. 3 is in the saturation region.

offered: If the heat-sink-equipped transis-
tor is too warm to touch with comfort,
the heat sink is not large enough in area.
Excessive junction heat will destroy a
transistor. Prior to destruction the device
may go into thermal runaway. During this
condition the transistor becomes hotter
and its internal resistance lowers. This
causes an increase in emitter/collector
and emitter/base current. This increased
current elevates the dissipation and
further lowers the internal resistance.
These effects are cumulative: Eventually
the transistor will be destroyed. A heat
sink of proper size will prevent this type of
problem. Excessive junction temperature
will eventually cause the transistor to
become open. Checks with an ohmmeter
will indicate this condition after a failure.
Excess collector voltage will also cause
immediate device failure. The indication
of this type of failure, as noted by means
of an ohmmeter, is a shorted junction.

Bipolar Transistor Applications

Silicon transistors are the most com-
mon types in use today, although a few
germanium varieties are built for specific
applications. Collector voltages as great
as 1500 can be accommodated by some of
the high-power silicon transistors avail-
able now. Most small-signal transistors
will safely handle collector voltages of 25
or greater. Generally speaking, transistors

in the small-signal class carry dissipation
ratings of 500 mW or less. Power
transistors are normally classed as 500-
mW and higher devices. The practical
applications for all of these semiconduc-
tors range from dc to the microwave spec-
trum.

Bipolar Transistor Switches

Our present-day technology includes

the use of solid-state switches as practical
alternatives to mechanical switches. When
a bipolar transistor is used in a switching
application it is either in an on or off
state. In the on state a forward bias is ap-
plied to the transistor, sufficient in level to
saturate the device. The common-emitter
format is used for nearly all transistor
switches. Switching action is characterized
by large-signal nonlinear operation of the
device. Fig. 55 shows typical output
characteristics for an npn switching tran-
sistor in the common-emitter mode. There
are three regions of operation — curoff,
active and saturation. In the cutoff region
the emitter-base and collector-base junc-
tions are reverse biased. At this period the
coliector current is quite small and is com-
parable to the leakage current, I .o, loy OF
Lebo-
Fig. 56 illu